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Preface

The handbook series published by CRC Press represents a truly unique approach to disseminating
technical information. Starting with the first edition of The Electrical Engineering Handbook, edited by
Richard Dorf and published in 1993, this series is dedicated to the idea that a reader should be able to
pull one of these handbooks off the shelf and, at least 80% of the time, find what he or she needs to know
about a subject area. As handbooks, these books are also different in that they are more than just a dry
listing of facts and data, filled mostly with tables. In fact, a hallmark of these handbooks is that the articles
or chapters are designed to be relatively short, written as tutorials or overviews, so that once the reader
locates the broader topic, it is easy to find an answer to a specific question.

Of course, the authors are the key to achieving the overall goal of the handbook, and, having read all of the
chapters personally, the results are impressive. The chapters are authoritative, to-the-point, and enjoyable to
read. Answers to frequently asked questions, facts, and figures are available almost at a glance. Since the
authors are experts in their field, it is understandable that the content is excellent. Additionally, the authors
were encouraged to put some of their own interpretations and insights into the chapters, which greatly enhances
the readability. However, I am most impressed by the ability of the authors to condense so much information
into so few pages. These chapters are unlike any ever written—they are not research journal articles, they are
not textbooks, they are not long tutorial review articles for magazines. They really are a new format.

In reading drafts of the chapters, I applied two tests. If the chapter covered a topic with which I was
familiar, I checked to see if it contained what I thought were the essential facts and ideas. If the chapter
was in an area of communications less familiar to me, I looked for definitions of terms I had heard of
or for a discussion that informed me why this area is important and what is happening in the field today.
I was amazed at what I learned.

Using The Communications Handbook is simple. Look up your topic of interest either in the Table of
Contents or the Index. Go directly to the relevant chapter. As you are reading the chosen chapter, you
may wish to refer to other chapters in the same main heading. If you need some background information
in the general communications field, you need only consult Section I, Basic Principles. There is no need
to read The Communications Handbook beginning-to-end, start-to-finish. Look up what you need right
now, read it, and go back to the task at hand.

The pleasure of such a project as this is in working with the authors, and I am gratified to have had
this opportunity and to be associated with each of them. The first edition of this handbook was well-
received and served an important role in providing information on communications to technical and
non-technical readers alike. I hope that this edition is found to be equally useful.

It is with great pleasure that I acknowledge the encouragement and patience of my editor at CRC Press,
Nora Konopka, and the efforts of both Nora and Helena Redshaw in finally getting this edition in print.

Jerry D. Gibson
Editor-in-Chief
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Complex Envelope
Representations for
Modulated Signals*

1.1 Introduction
1.2 Complex Envelope Representation
1.3 Representation of Modulated Signals
1.4  Generalized Transmitters and Receivers
1.5  Spectrum and Power of Bandpass Signals
1.6 Amplitude Modulation
Leon W. Couch, Il 1.7  Phase and Frequency Modulation
University of Florida 1.8 QPSK, p/4 QPSK, QAM, and OOK Signalling

1.1 Introduction

What is a general representation for bandpass digital and analog signals? How do we represent a mod-
ulated signal? How do we evaluate the spectrum and the power of these signals? These are some of the
questions that are answered in this chapter.

A baseband waveform has a spectral magnitude that is nonzero for frequencies in the vicinity of the
origin (i.e., f =0) and negligible elsewhere. A bandpass waveform has a spectral magnitude that is nonzero
for frequencies in some band concentrated about a frequency f = %f. (where f. >> 0), and the spectral
magnitude is negligible elsewhere. f, is called the carrier frequency. The value of f. may be arbitrarily
assigned for mathematical convenience in some problems. In others, namely, modulation problems, f.
is the frequency of an oscillatory signal in the transmitter circuit and is the assigned frequency of the
transmitter, such as 850 kHz for an AM broadcasting station.

In communication problems, the information source signal is usually a baseband signal, for example,
a transistor—transistor logic (TTL) waveform from a digital circuit or an audio (analog) signal from a
microphone. The communication engineer has the job of building a system that will transfer the infor-
mation from this source signal to the desired destination. As shown in Fig. 1.1, this usually requires the
use of a bandpass signal, s(t), which has a bandpass spectrum that is concentrated at *f,, where f, is
selected so that s(¢) will propagate across the communication channel (either a wire or a wireless channel).

Modulation is the process of imparting the source information onto a bandpass signal with a carrier
frequency f, by the introduction of amplitude and/or phase perturbations. This bandpass signal is called
the modulated signal s(t), and the baseband source signal is called the modulating signal m(t). Examples of

*Source: Couch, L. W,, I1. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
River, NJ.
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FIGURE 1.1 Bandpass communication system. Source: Couch, L.W., II. 2001. Digital and Analog Communication
Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 231. With permission.

exactly how modulation is accomplished are given later in this chapter. This definition indicates that
modulation may be visualized as a mapping operation that maps the source information onto the
bandpass signal s() that will be transmitted over the channel.

As the modulated signal passes through the channel, noise corrupts it. The result is a bandpass signal-plus-
noise waveform that is available at the receiver input, r(¢), as illustrated in Fig. 1.1. The receiver has the job
of trying to recover the information that was sent from the source; 1 denotes the corrupted version of m.

1.2 Complex Envelope Representation

All bandpass waveforms, whether they arise from a modulated signal, interfering signals, or noise, may
be represented in a convenient form given by the following theorem. v(#) will be used to denote the
bandpass waveform canonically. That is, v(f) can represent the signal when s(t) = v(¢), the noise when
n(t) = v(t), the filtered signal plus noise at the channel output when r(#) = v(t), or any other type of
bandpass waveform.*

Theorem 1.1 Any physical bandpass waveform can be represented by

w(t) = Re{g(t)e ™} (1.1a)

Re{-} denotes the real part of {-}. g(¢) is called the complex envelope of v(t), and f. is the associated carrier
frequency (hertz) where .= 21 f.. Furthermore, two other equivalent representations are

v(t) = R(t)cos[w.t + O(1)] (1.1b)
and

v(t) = x(t)cosw,t— y(t)sinw.t (1.1¢)

where
g(t) = x(t) +jy(t) = gD’ =R(t)e’™" (1.2)
x(t) = Re{g(t)}=R(t)cosO(t) (1.3a)
y(x) = Im{g(t)} = R(t)sin O(t) (1.3b)
R(1) 2 [g(0)] = (1) +y'(1) (1.4a)

A — tan (2D

0(t) = Zg(t) = tan (x(t)) (1.4b)

*The symbol = denotes an equivalence and the symbol A denotes a definition.
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The waveforms g(t), x(t), y(t), R(t), and 6(t) are all baseband waveforms, and, except for g(¢), they
are all real waveforms, R(#) is a nonnegative real waveform. Equation (1.1) is a low-pass-to-bandpass
transformation. The ejwct factor in Eq. (1.1a) shifts (i.e., translates) the spectrum of the baseband signal
g(#) from baseband up to the carrier frequency f.. In communications terminology, the frequencies in
the baseband signal g(t) are said to be heterodyned up to f.. The complex envelope, g(t), is usually a
complex function of time and it is the generalization of the phasor concept. That is, if g(¢) happens to
be a complex constant, then v(¢) is a pure sine wave of frequency f. and this complex constant is the
phasor representing the sine wave. If g(¢) is not a constant, then v(¢) is not a pure sine wave because the
amplitude and phase of v(t) varies with time, caused by the variations of g(t).

Representing the complex envelope in terms of two real functions in Cartesian coordinates, we have

8(x) =x(1) +jy(1) (1.5)

where x(f) = Re{g(#)} and y(¢) = Im{g(#)}. x(¢) is said to be the in-phase modulation associated with v(t),
and y(¢) is said to be the quadrature modulation associated with v(t). Alternatively, the polar form of g(¢),
represented by R(¢) and 6(t), is given by Eq. (1.2), where the identities between Cartesian and polar
coordinates are given by Egs. (1.3) and (1.4). R(¢) and 6(t) are real waveforms, and, in addition, R(?) is
always nonnegative. R(t) is said to be the amplitude modulation (AM) on v(t), and 6(¢) is said to be the
phase modulation (PM) on v(f).

The usefulness of the complex envelope representation for bandpass waveforms cannot be overem-
phasized. In modern communication systems, the bandpass signal is often partitioned into two channels,
one for x(t) called the I (in-phase) channel and one for y(¢) called the Q (quadrature-phase) channel.
In digital computer simulations of bandpass signals, the sampling rate used in the simulation can be
minimized by working with the complex envelope, g(¢), instead of with the bandpass signal, v(¢), because
g(#) is the baseband equivalent of the bandpass signal [1].

1.3 Representation of Modulated Signals

Modulation is the process of encoding the source information m(t) (modulating signal) into a bandpass
signal s(¢) (modulated signal). Consequently, the modulated signal is just a special application of the
bandpass representation. The modulated signal is given by

s(1) = Re{g(r)e™} (1.6)

where @, = 27 f.. f. is the carrier frequency. The complex envelope g(t) is a function of the modulating
signal m(¢). That is,

g(t) = glm(1)] (1.7)

Thus g[-] performs a mapping operation on m(t). This was shown in Fig. 1.1.

Table 1.1 gives an overview of the big picture for the modulation problem. Examples of the mapping
function g[m] are given for amplitude modulation (AM), double-sideband suppressed carrier (DSB-SC),
phase modulation (PM), frequency modulation (FM), single-sideband AM suppressed carrier (SSB-AM-
SC), single-sideband PM (SSB-PM), single-sideband FM (SSB-FM), single-sideband envelope detectable
(SSB-EV), single-sideband square-law detectable (SSB-SQ), and quadrature modulation (QM). For each
glm], Table 1.1 also shows the corresponding x(t) and y(t) quadrature modulation components and the
corresponding R(¢) and 6(t) amplitude and phase modulation components. Digitally modulated bandpass
signals are obtained when m(t) is a digital baseband signal, for example, the output of a transistor
transistor logic (TTL) circuit.

Obviously, it is possible to use other g[] functions that are not listed in Table 1.1. The question is:
are they useful? g[m] functions are desired that are easy to implement and that will give desirable spectral
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TABLE 1.1

Complex Envelope Functions for Various Types of Modulation®

Type of Mapping Function Corresponding Quadrature Modulation
Modulation g(m) x(t) ¥(1)
AM Afl+m(1)] A1+ m(t)] 0
DSB-SC Am(t) Am(t) 0
PM A[ejDP'"m A cos[D,m(1)] A sin[D,m(1)]
FM A" A, cos [ij’ m(o) da} A.sin [D[J' m(c)dcr}
SSB-AM-SC! Alm(t) £ jim(t)] A.m(t) *A (1)
SSB—PMl’ A[ejf)p[m(t) +jm(t)] AC‘;Dan(t) cos [me(t)] AcexDpﬁx(r) sin [DPH’I ( l’)]
i, [m(0)xji(a)ldo I f(o)d DI i
SSB-EM? A[ejl]fj,w[ (0)%jin(0)1d A[;Df ..in(0) iGCOS[DfJ.l m(G)do‘} Ae Dl (c)dasin[DfJ.L m(d)do‘}
SSB-EV? At ORIl All+m(D]cos{In[1+m(H)]}  *A[1+m(D)]sin{In[1+m(D)]}
SSBSQ AlHRemOrE o) Acmcos{%lﬁ[l +m(m} iAM/Tm(t)sin{%lﬁ[l +m(t)]}
QM AcLm, () + jm, ()] Agm, (1) Amy(1)
Type of Corresponding Amplitude and Phase Modulation
Modulation R(t) o(t) Linearity Remarks
0, t)>-1 < — i
AM AL+ m(0)] m(t) L m(t) > ) 1 required for envelope
180°, m(t)<-1 detection
0, m(t)>0 . .
DSB-SC Alm(1)| Coherent detection required
180°, m(#)<0
PM A, D,m(t) NL D, is the phase deviation constant
(rad/volt)
FM A, D, J.; m(o)do NL Dy is the frequency deviation
- constant (rad/volt-sec)
SSB-AM-SC* ANIm(O) + [T tan” [+A1(t)/m(t)] L Coherent detection required
SSB-PM? A D,m(t) NL
D ot t
SSB-FM? Ae ! Lm(o)do D,-Lm(o)do NL
SSB-EV? A1 +m(t)| +In[1 + m(1)] NL m(t) > -1 is required so that the
In(-) will have a real value
SSB-SQ A N1+ m(t) i%lﬁ[l +m(1)] NL m(t) > —1 is required so that the
In(-) will have a real value
QM ANmi(8) + mi(t) tan ' [m,(£)/m,(£)] L Used in NTSC color television;

requires coherent detection

Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems, 5th ed., Prentice Hall, Upper Saddle River,

NJ, p. 235-236. With permission.

@ A.> 0 is a constant that sets the power level of the signal as evaluated by use of Eq. (1.11); L, linear; NL, nonlinear;

and [T ] is the Hilbert transform (a —90° phase-shifted version of [-]). For example, m(t) = m(t) * 1_
b Use upper signs for upper sideband signals and lower signals for lower sideband signals.

1 m(A)
ot ml. t—/’Ld/l'

¢ In the strict sense, AM signals are not linear because the carrier term does not satisfy the linearity (superposition)

condition.
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properties. Furthermore, in the receiver, the inverse function m(g] is required. The inverse should be
single valued over the range used and should be easily implemented. The inverse mapping should suppress
as much noise as possible so that m(#) can be recovered with little corruption.

1.4 Generalized Transmitters and Receivers

A more detailed description of transmitters and receivers, as first shown in Fig. 1.1, will now be illustrated.

There are two canonical forms for the generalized transmitter, as indicated by Egs. (1.1b) and (1.1c¢).
Equation (1.1b) describes an AM-PM type circuit, as shown in Fig. 1.2. The baseband signal processing
circuit generates R(¢) and 6(¢) from m(¢). The R and 0 are functions of the modulating signal m(t), as
given in Table 1.1, for the particular modulation type desired. The signal processing may be implemented
either by using nonlinear analog circuits or a digital computer that incorporates the R and 6 algorithms
under software program control. In the implementation using a digital computer, one analog-to-digital
converter (ADC) will be needed at the input of the baseband signal processor, and two digital-to-analog
converters (DACs) will be needed at the output. The remainder of the AM-PM canonical form requires
radio frequency (RF) circuits, as indicated in the figure.

Figure 1.3 illustrates the second canonical form for the generalized transmitter. This uses in-phase and
quadrature-phase (IQ) processing. Similarly, the formulas relating x(¢) and y(¢) to m(t) are shown in

FIGURE 1.2  Generalized transmitter using the AM-PM generation technique. Source: Couch, L.W.,, II. 2001. Digital
and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 282. With permission.

FIGURE 1.3 Generalized transmitter using the quadrature generation technique. Source: Couch, L.W., II. 2001.
Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 283. With permission.
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Table 1.1, and the baseband signal processing may be implemented by using either analog hardware or
digital hardware with software. The remainder of the canonical form uses RF circuits as indicated. Modern
transmitters and receivers, such as those used in cellular telephones, often use IQ processing.

Analogous to the transmitter realizations, there are two canonical forms of receiver. Each one consists of
RF carrier circuits followed by baseband signal processing, as illustrated in Fig. 1.1. Typically, the carrier circuits
are of the superheterodyne-receiver type which consist of an RF amplifier, a down converter (mixer plus local
oscillator) to some intermediate frequency (IF), an IF amplifier, and then detector circuits [1]. In the first
canonical form of the receiver, the carrier circuits have amplitude and phase detectors that output R(t) and

0(1), respectively. This pair, R(#) and H(t) describe the polar form of the received complex envelope, g (%).
R() and 6(#) are then fed into the signal processor, which uses the inverse functions of Table 1.1 to generate
the recovered modulation, #1(¢). The second canonical form of the receiver uses quadrature product detectors
in the carrier circuits to produce the Cartesian form (IQ processing) of the received complex envelope, X ()
and y (¢). x () and y (1) are then inputted to the signal processor, which generates (%) at its output.

Once again, it is stressed that any type of signal modulation (see Table 1.1) may be generated (transmitted)
or detected (received) by using either of these two canonical forms. Both of these forms conveniently separate
baseband processing from RF processing. Digital signal processing (DSP) techniques are especially useful
to realize the baseband processing portion. Furthermore, if DSP circuits are used, any desired modulation
type can be realized by selecting the appropriate software algorithm. This is the basis for software radios [1].

1.5 Spectrum and Power of Bandpass Signals

The spectrum of the bandpass signal is the translation of the spectrum of its complex envelope. Taking
the Fourier transform of Eq. (1.1a), the spectrum of the bandpass waveform is [1]

V(f) = 51G(f = )+ G (-~ ] (1.8)

where G(f) is the Fourier transform of g(t),

G(f) = [ g™ dr

and the asterisk superscript denotes the complex conjugate operation. The power spectra density (PSD)
of the bandpass waveform is [1]

PAS) = 1P~ )+ P f-£)] (1.9)

where P,(f) is the PSD of g(1).
The average power dissipated in a resistive load is Vrms/ R; or IrmbR 1> where V. is the rms value of

rms

the voltage waveform across the load and I, is the rms value of the current through the load. For
bandpass waveforms, Eq. (1.1) may represent either the voltage or the current. Furthermore, the rms
values of v(f) and g(t) are related by [1]

Vo = (2(0) = (020P) = 380m (1.10)

where (-) denotes the time average and is given by

. 1 T/2
= lim = dt
) -mir]
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Thus, if v(t) of Eq. (1.1) represents the bandpass voltage waveform across a resistive load, the average
power dissipated in the load is

2 2
p oo Y _ V) _ (g _ g .
t Ry Ry 2R, 2R, :

where g, is the rms value of the complex envelope, and R, is the resistance of the load.

1.6 Amplitude Modulation

Amplitude modulation (AM) will now be examined in more detail. From Table 1.1, the complex envelope
of an AM signal is

g(r) = All+m(1)] (1.12)

so that the spectrum of the complex envelope is

G(f) = A0(f)+AM(f) (1.13)

Using Eq. (1.6), we obtain the AM signal waveform
s(t) = AJ[1 +m(t)]cosm.t (1.14)

and, using Eq. (1.8), the AM spectrum

S(F) = SALS(f~£)+ M(f= £+ 8(F+£) + M(f+£)] (1.15)

where &(f) = 6(—f) and, because m(t) is real, M*(f) = M(—f). Suppose that the magnitude spectrum of
the modulation happens to be a triangular function, as shown in Fig. 1.4(a). This spectrum might arise
from an analog audio source where the bass frequencies are emphasized. The resulting AM spectrum,
using Eq. (1.15), is shown in Fig. 1.4(b). Note that because G(f — f.) and G*(—f — f.) do not overlap, the
magnitude spectrum is

%Ac5(f—ﬂ)+%Ac\M(f_fc)‘, £>0
IS(HI = | 1 (1.16)
SAS(f+1)+3AIM-f-f)], f<0

The 1 in

g(t) = A[1+m(t)]

causes delta functions to occur in the spectrum at f =+ f,, where f, is the assigned carrier frequency. Also,
from Fig. 1.4 and Eq. (1.16), it is realized that the bandwidth of the AM signal is 2B. That is, the bandwidth
of the AM signal is twice the bandwidth of the baseband modulating signal.

The average power dissipated into a resistive load is found by using Eq. (1.11).

Al N A
RL<\1+m(t)\>—

p, =

2

S [+ 2(m®) + (' ()]
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FIGURE 1.4 Spectrum of an AM signal. Source: Couch, L.W., IL. 2001. Digital and Analog Communication Systems,
6th ed., Prentice Hall, Upper Saddle River, NJ, p. 239. With permission.

If we assume that the dc value of the modulation is zero, {m(#)) = 0, then the average power dissipated
into the load is

2

Ac 2
P, = 1+ 1.17
L 2RL< mrms) ( )

where m,,; is the rms value of the modulation, m(t). Thus, the average power of an AM signal changes
if the rms value of the modulating signal changes. For example, if m(¢) is a sine wave test tone with a
peak value of 1.0 for 100% modulation,

Moy = 1/4/2

Assume that A, = 1000 volts and R; = 50 ohms, which are typical values used in AM broadcasting. Then,
the average power dissipated into the 50 Q load for this AM signal is

_(1000)°
L 2(50)

[1 +ﬂ — 15,000 watts (1.18)

The Federal Communications Commission (FCC) rated carrier power is obtained when m(t) = 0. In this
case, Eq. (1.17) becomes P, = (1000)%/100 = 10,000 watts, and the FCC would rate this as a 10,000 watt
AM station. The sideband power for 100% sine wave modulation is 5000 watts.

Now let the modulation on the AM signal be a binary digital signal such that m(t) = =1 where +1 is
used for a binary one and —1 is used for a binary 0. Referring to Eq. (1.14), this AM signal becomes an
on—off keyed (OOK) digital signal where the signal is on when a binary one is transmitted and off when
a binary zero is transmitted. For A, = 1000 and R; = 50 Q, the average power dissipated would be 20,000
watts since m__. = 1 for m(t) = £1.

rms
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1.7 Phase and Frequency Modulation

Phase modulation (PM) and frequency modulation (FM) are special cases of angle-modulated signalling.
In angle-modulated signalling, the complex envelope is

g() = A" (1.19)
Using Eq. (1.6), the resulting angle-modulated signal is
s(t) = A cos[w, + 6(1)] (1.20)
For PM, the phase is directly proportional to the modulating signal:
0(t) = D,m(t) (1.21)

where the proportionality constant D, is the phase sensitivity of the phase modulator, having units of
radians per volt [assuming that m(¢) is a voltage waveform]. For FM, the phase is proportional to the
integral of m(t):

o(t) = fo’ m(o)do (1.22)

where the frequency deviation constant Dy has units of radians/volt-second. These concepts are summa-
rized by the PM and FM entries in Table 1.1.

By comparing the last two equations, it is seen that if we have a PM signal modulated by m1,(#), there
is also FM on the signal corresponding to a different modulating waveshape that is given by

m(t) = (1.23)

ol

where the subscripts f and p denote frequency and phase, respectively. Similarly, if we have an FM signal
modulated by m(#), the corresponding phase modulation on this signal is

D, ¢t
my(t) = E;me(o) do (1.24)

By using Eq. (1.24), a PM circuit may be used to synthesize an FM circuit by inserting an integrator in
cascade with the phase modulator input.

Other properties of PM and FM are that the real envelope, R(t) = |g(t)| = A, is a constant, as seen
from Eq. (1.19). Also, g(t) is a nonlinear function of the modulation. However, from Egs. (1.21) and
(1.22), 6(¢) is a linear function of the modulation m(t). Using Eq. (1.11), the average power dissipated
by a PM or FM signal is the constant

A2
- (1.25)

P, =
L72R,

That is, the average power of a PM or FM signal does not depend on the modulating waveform m(t).
The instantaneous frequency deviation for an FM signal from its carrier frequency is given by the
derivative of its phase 6(¢). Taking the derivative of Eq. (1.22), the peak frequency deviation is

1
AF = 5-DM, Hz (1.26)

where M, = max[m(t)] is the peak value of the modulation waveform and the derivative has been divided
by 27 to convert from radians/sec to Hz units.
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For FM and PM signals, Carson’s rule estimates the transmission bandwidth containing approximately
98% of the total power. This FM or PM signal bandwidth is

B, = 2(B+1)B (1.27)

where B is bandwidth (highest frequency) of the modulation. The modulation index S, is B = AF/B for
FM and 8= max[D,m(t)] = D,M, for PM.

The AMPS (Advanced Mobile Phone System) analog cellular phones use FM signalling. A peak
deviation of 12 kHz is specified with a modulation bandwidth of 3 kHz. From Eq. (1.27), this gives a
bandwidth of 30 kHz for the AMPS signal and allows a channel spacing of 30 kHz to be used. To
accommodate more users, narrow-band AMPS (NAMPS) with a 5 kHz peak deviation is used in some
areas. This allows 10 kHz channel spacing if the carrier frequencies are carefully selected to minimize
interference to used adjacent channels. A maximum FM signal power of 3 watts is allowed for the AMPS
phones. However, hand-held AMPS phones usually produce no more than 600 mW, which is equivalent
to 5.5 volts rms across the 50 Q antenna terminals.

The GSM (Group Special Mobile) digital cellular phones use FM with minimum frequency-shift-keying
(MSK) where the peak frequency deviation is selected to produce orthogonal waveforms for binary one
and binary zero data. (Digital phones use a speech codec to convert the analog voice source to a digital
data source for transmission over the system.) Orthogonality occurs when AF = 1/4R where R is the bit
rate (bits/sec)[1]. Actually, GSM uses Gaussian shaped MSK (GMSK). That is, the digital data waveform
(with rectangular binary one and binary zero pulses) is first filtered by a low-pass filter having a Gaussian
shaped frequency response (to attenuate the higher frequencies). This Gaussian filtered data waveform
is then fed into the frequency modulator to generate the GMSK signal. This produces a digitally modulated
FM signal with a relatively small bandwidth.

Other digital cellular standards use QPSK signalling, as discussed in the next section.

1.8 QPSK, n/4 QPSK, QAM, and OOK Signalling

Quadrature phase-shift-keying (QPSK) is a special case of quadrature modulation, as shown in Table 1.1,
where m,(t) = £1 and m,(t) = £1 are two binary bit streams. The complex envelope for QPSK is

g(t) = x(t) +jy(t) = Alm,(t) +jm,(1)]

where x(f) = +A_and y(t) = £A. The permitted values for the complex envelope are illustrated by the
QPSK signal constellation shown in Fig. 1.5a. The signal constellation is a plot of the permitted values
for the complex envelope g(t). QPSK may be generated by using the quadrature generation technique of
Fig. 1.3, where the baseband signal processor is a serial-to-parallel converter that reads in two bits of
data at a time from the serial binary input stream, m(¢), and outputs the first of the two bits to x(¢) and
the second bit to y(z). If the two input bits are both binary ones, (11), then m;,(t) = +A, and m,(t) =+ A..
This is represented by the top right-hand dot for g(#) in the signal constellation for QPSK signalling in
Fig. 1.5a. Likewise, the three other possible two-bit words, (10), (01), and (00), are also shown. The
QPSK signal is also equivalent to a four-phase phase-shift-keyed signal (4PSK) since all the points in the
signal constellation fall on a circle where the permitted phases are 6(t) = 45°, 135°, 225°, and 315°. There is
no amplitude modulation on the QPSK signal since the distances from the origin to all the signal points on
the signal constellation are equal.

For QPSK, the spectrum of g(t) is of the sin x/x type since x(t) and y(t) consist of rectangular data
pulses of value + A . Moreover, it can be shown that for equally likely independent binary one and binary
zero data, the power spectral density of g(t) for digitally modulated signals with M point signal constel-
lations is [1]

sin Tf€ Tb)z (1.28)

P = k(S
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FIGURE 1.5 Signal constellations (permitted values of the complex envelope).
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FIGURE 1.6 PSD for the complex envelope of MPSK and QAM where M = 2¢ and R is bit rate (positive frequencies
shown). Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper
Saddle River, NJ, p. 358. With permission.

where K is a constant, R = 1/T,, is the data rate (bits/sec) of m(¢), and M = 2¢. M is the number of points
in the signal constellation. For QPSK, M = 4 and ¢ = 2. This PSD for the complex envelope, P,(f), is
plotted in Fig. 1.6. The PSD for the QPSK signal (£ = 2) is given by translating P,(f) up to the carrier
frequency as indicated by Eq. (1.9).

Referring to Fig. 1.6 or using Eq. (1.28), the first-null bandwidth of g(#) is R/€ Hz. Consequently, the
null-to-null bandwidth of the modulated RF signal is

2R
il = Hz (1.29)

For example, if the data rate of the baseband information source is 9600 bits/sec, then the null-to-null
bandwidth of the QPSK signal would be 9.6 kHz since € = 2.

Referring to Fig. 1.6, it is seen that the sidelobes of the spectrum are relatively large, so, in practice,
the sidelobes of the spectrum are filtered off to prevent interference to the adjacent channels. This filtering
rounds off the edges of the rectangular data pulses and this causes some amplitude modulation on the
QPSK signal. That is, the points in the signal constellation for the filtered QPSK signal would be fuzzy
since the transition from one constellation point to another point is not instantaneous because the filtered
data pulses are not rectangular. QPSK is the modulation used for digital cellular phones with the 1S-95
Code Division Multiple Access (CDMA) standard.

/4 QPSK is generated by alternating symbols between a signal constellation shown by Fig. 1.5a and
a signal constellation (of Fig. 1.5a) rotated by 45°. /4 QPSK has the same spectrum as QPSK. However,
the peak-to-average power ratio of filtered 7/4 QPSK is much lower than that for filtered QPSK because
there are no 180° phase transitions (from symbol to symbol) in the 7/4 QPSK signal. 7/4 QPSK is the
modulation technique used for IS-136 TDMA digital cellular phones.

Equation (1.28) and Fig. 1.6 also represent the spectrum for quadrature modulation amplitude mod-
ulation (QAM) signalling. QAM signalling allows more than two values for x(¢) and y(¢). For example,
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QAM where M = 16 has 16 points in the signal constellation with 4 values for x(¢) and 4 values for y(¢)
such as, for example, x() = +A, —A, +3A, —3A, and y(t) =+A, A, +3A, —3A.. This is shown in Fig. 1.5b.
Each point in the M = 16 QAM signal constellation would represent a unique four-bit data word, as
compared with the M = 4 QPSK signal constellation shown in Fig. 1.5a, where each point represents a
unique two-bit data word. For an R = 9600 bits/sec information source data rate, an M = 16 QAM signal
would have a null-to-null bandwidth of 4.8 kHz since € = 4.

For OOK signalling, as described at the end of Section 1.6, the signal constellation would consist of
M =2 points along the x axis where x = 0, 2A_ and y = 0. This is illustrated in Fig. 1.5c. For an R = 9600
bit/sec information source data rate, an OOK signal would have a null-to-null bandwidth of 19.2 kHz
since € = 1.

Defining Terms

Bandpass waveform: The spectrum of the waveform is nonzero for frequencies in some band concen-
trated about a frequency f,>>0; f, is called the carrier frequency.

Baseband waveform: The spectrum of the waveform is nonzero for frequencies near f = 0.

Complex envelope: The function g(¢) of a bandpass waveform v(t) where the bandpass waveform is
described by

w(t) = Refg(t)e"™'}

Fourier transform: If w(t) is a waveform, then the Fourier transform of w(¢) is

W(f) = S[w(n)] = r w(t)e ™ dt

where f has units of hertz.
Modulated signal: The bandpass signal

jo.t

s(t) = Re{g()e "}

where fluctuations of g(t) are caused by the information source such as audio, video, or data.
Modulation: The information source, m(t), that causes fluctuations in a bandpass signal.
Real envelope: The function R() = |g(t)| of a bandpass waveform v(t) where the bandpass waveform
is described by

w(t) = Refg(t)e"™'}

Signal constellation: The permitted values of the complex envelope for a digital modulating source.
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Sampling
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2.5  Sampling of Bandpass Signals
2.6 Practical Sampling
Natural Sampling « Flat-Top Sampling
Hwei P. Hsu 2.7 Sampling Theorem in the Frequency Domain
Fairleigh Dickinson University 2.8 Summary and Discussion

2.1 Introduction

To transmit analog message signals, such as speech signals or video signals, by digital means, the signal has
to be converted into digital form. This process is known as analog-to-digital conversion. The sampling process
is the first process performed in this conversion, and it converts a continuous-time signal into a discrete-
time signal or a sequence of numbers. Digital transmission of analog signals is possible by virtue of the
sampling theorem, and the sampling operation is performed in accordance with the sampling theorem.

In this chapter, using the Fourier transform technique, we present this remarkable sampling theorem
and discuss the operation of sampling and practical aspects of sampling.

2.2 Instantaneous Sampling

Suppose we sample an arbitrary analog signal m(f) shown in Fig. 2.1(a) instantaneously at a uniform
rate, once every T, seconds. As a result of this sampling process, we obtain an infinite sequence of samples
{m(nT,)}, where n takes on all possible integers. This form of sampling is called instantaneous sampling.
We refer to T, as the sampling interval and to its reciprocal 1/T, = f, as the sampling rate. Sampling rate
(samples per second) is often cited in terms of sampling frequency expressed in hertz.

Ideal Sampled Signal

Let m,(t) be obtained by multiplication of m(t) by the unit impulse train 6,(¢) with period T, [Fig. 2.1(c)],
that is,

my(t) = m(D)8; (1) = m(1) Y, 8(t—nT,)

n=—oo

2 m(t)8(t—nT,) = 2 m(nT,)O(t—nT.,) (2.1)

n=—oo n=—oo
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FIGURE 2.1 [Illustration of instantaneous sampling and sampling theorem.

where we used the property of the § function, m(t)8(t — t,) = m(t,)8(t — t,). The signal m(¢) [Fig. 2.1(e)]
is referred to as the ideal sampled signal.

Band-Limited Signals

A real-valued signal m(t) is called a band-limited signal if its Fourier transform M(®) satisfies the condition
M(w) = 0 for |w| > wy, (2.2)

where w,, = 27 f,, [Fig. 2.1(b)]. A band-limited signal specified by Eq. (2.2) is often referred to as a
low-pass signal.
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2.3 Sampling Theorem

The sampling theorem states that a band-limited signal m(t) specified by Eq. (2.2) can be uniquely
determined from its values m(nT,) sampled at uniform interval T, if T, < n/@,; = 1/(2f,). In fact, when
T, = /wy;, m(t) is given by

oo

m(1) = Y m(nT,)

n=—oo

sin @, (t—nT,)

On(i—T) (2.3)

which is known as the Nyquist—Shannon interpolation formula and is also sometimes called the cardinal
series. The sampling interval T, = 1/(2f,,) is called the Nyquist interval and the minimum rate f, = 1/T, = 2f,,
is known as the Nyquist rate.

Mlustration of the instantaneous sampling process and the sampling theorem is shown in Fig. 2.1. The
Fourier transform of the unit impulse train is given by [Fig. 2.1(d)]

FLo: (0} = .Y, 8o-nw) o = 27/T, (2.4)

n=—oo

Then, by the convolution property of the Fourier transform, the Fourier transform M,(®) of the ideal
sampled signal m(t) is given by

M(0) = 5| M(@) * 0, Y, §0-no)

n=—oo

- .;. Y M(o-na,) (2.5)

where # denotes convolution and we used the convolution property of the d-function M(w) * & @ — ®,)
= M(w — ®,). Thus, the sampling has produced images of M(®) along the frequency axis. Note that
M, (@) will repeat periodically without overlap as long as @, = 2wy, or f, = 2f,, [Fig. 2.1(f)]. It is clear
from Fig. 2.1(f) that we can recover M() and, hence, m(t) by passing the sampled signal m(t) through
an ideal low-pass filter having frequency response

T, |o|< oy
H(o) = . (2.6)
0, otherwise
where w,, = 71/T,. Then
M(w) = M(0)H(w) (2.7)

Taking the inverse Fourier transform of Eq. (2.6), we obtain the impulse response h(t) of the ideal low-
pass filter as

(2.8)
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Taking the inverse Fourier transform of Eq. (2.7), we obtain

m(t) = m(t) * h(t)

2 m(nT,)8(t—nT,) *

n=—oo

sin )t

Mt

oo

sinwy(t—nT,)

n=—oo

which is Eq. (2.3).

The situation shown in Fig. 2.1(j) corresponds to the case where f;, < 2f,. In this case, there is an
overlap between M(w) and M(w— w,,). This overlap of the spectra is known as aliasing or foldover. When
this aliasing occurs, the signal is distorted and it is impossible to recover the original signal m(t) from
the sampled signal. To avoid aliasing, in practice, the signal is sampled at a rate slightly higher than the
Nyquist rate. If f, > 2f,, then, as shown in Fig. 2.1(f), there is a gap between the upper limit @,, of M(w)
and the lower limit @, — @,, of M(® — ®,). This range from @,, to ®, — w,, is called a guard band. As an
example, speech transmitted via telephone is generally limited to f,, = 3.3 kHz (by passing the sampled
signal through a low-pass filter). The Nyquist rate is, thus, 6.6 kHz. For digital transmission, the speech
is normally sampled at the rate f, = 8 kHz. The guard band is then f, — 2f,, = 1.4 kHz. The use of a
sampling rate higher than the Nyquist rate also has the desirable effect of making it somewhat easier to
design the low-pass reconstruction filter so as to recover the original signal from the sampled signal.

2.4 Sampling of Sinusoidal Signals

A special case is the sampling of a sinusoidal signal having the frequency f,. In this case, we require that
f, > 2fy, rather than f, 2 2f,. To see that this condition is necessary, let f, = 2f,,. Now, if an initial sample
is taken at the instant the sinusoidal signal is zero, then all successive samples will also be zero. This
situation is avoided by requiring f; > 2f,,.

2.5 Sampling of Bandpass Signals

A real-valued signal m(t) is called a bandpass signal if its Fourier transform M(w) satisfies the condition

0, <0< 0,
M(w) = 0 except for (2.10)
-0, <0< -,

where @, =27 f; and , = 27 f, [Fig. 2.2(a)].

The sampling theorem for a band-limited signal has shown that a sampling rate of 2f, or greater is
adequate for a low-pass signal having the highest frequency f,. Therefore, treating m(t) specified by
Eq. (2.10) as a special case of such a low-pass signal, we conclude that a sampling rate of 2f, is adequate
for the sampling of the bandpass signal m(t). But it is not necessary to sample this fast. The minimum
allowable sampling rate depends on f;, f,, and the bandwidth f; = f, — f,.

Let us consider the direct sampling of the bandpass signal specified by Eq. (2.10). The spectrum of
the sampled signal is periodic with the period @, =27 f,, where f, is the sampling frequency, as in Eq. (2.4).
Shown in Fig. 2.2(b) are the two right shifted spectra of the negative side spectrum M_(®). If the
recovering of the bandpass signal is achieved by passing the sampled signal through an ideal bandpass
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FIGURE 2.2 (a) Spectrum of a bandpass signal; (b) Shifted spectra of M_(®).

|

Kkos— o,

filter covering the frequency bands (—®,, —®,) and (@,, ®,), it is necessary that there be
problem. From Fig. 2.2(b), it is clear that to avoid overlap it is necessary that

0, 22(0,— o)
(k-1Dw,— o, £ o,
and

ko,- w,> o,

no aliasing

(2.11)

(2.12)

(2.13)

where o, = 2xf,, @, = 2xf,, and k is an integer (k = 1, 2,...). Since f, = f, — f3, these constraints can be

expressed as

_
In
—
IA

ShIss
In

[NSRI

ShIs

and

- <

k-1
= -1
2

ST
SIS

(2.14)

(2.15)

A graphical description of Egs. (2.14) and (2.15) is illustrated in Fig. 2.3. The unshaded regions
represent where the constraints are satisfied, whereas the shaded regions represent the regions where the
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FIGURE 2.3 Minimum and permissible sampling rates for a bandpass signal.

constraints are not satisfied and overlap will occur. The solid line in Fig. 2.3 shows the locus of the
minimum sampling rate. The minimum sampling rate is given by

min{f,} = Z_fz (2.16)
m

where m is the largest integer not exceeding f,/f;. Note that if the ratio f,/f; is an integer, then the minimum

sampling rate is 2f;. As an example, consider a bandpass signal with f; = 1.5 kHz and f, = 2.5 kHz. Here,

fs=f, —fi =1 kHz and f,/f; = 2.5. Then, from Eq. (2.16) and Fig. 2.3, we see that the minimum sampling

rate is 2f,/2 =, =2.5 kHz, and allowable ranges of sampling rate are 2.5 kHz < f, <3 kHz and f, 2 5 kHz (= 2f,).

2.6 Practical Sampling

In practice, the sampling of an analog signal is performed by means of high-speed switching circuits,
and the sampling process takes the form of natural sampling or flat-top sampling.

Natural Sampling

Natural sampling of a band-limited signal m(¢) is shown in Fig. 2.4. The sampled signal m,(#) can be
expressed as

my (1) = m(t)x,(1) (2.17)
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FIGURE 2.4 Natural sampling.

where x,(#) is the periodic train of rectangular pulses with fundamental period T;, and each rectangular
pulse in x,(#) has duration d and unit amplitude [Fig. 2.4(b)]. Observe that the sampled signal m,(t)
consists of a sequence of pulses of varying amplitude whose tops follow the waveform of the signal m(¢)
[Fig. 2.4(¢)].

The Fourier transform of x,(t) is

oo

X(0) = Y ¢,8w-nw) o =270T, (2.18)

n=—oo

where

d sin(nw,d/2) —jned?

= 2.19
‘T T hed2 (2.19)
Then the Fourier transform of m,(¢) is given by
M, (0) = M(0) * X,(0) = Y ¢,M(0-nw,) (2.20)

n=—oo

from which we see that the effect of the natural sampling is to multiply the nth shifted spectrum M(w— nw,)
by a constant c,. Thus, the original signal m(t) can be reconstructed from m,(f) with no distortion by
passing m,(¢) through an ideal low-pass filter if the sampling rate f, is equal to or greater than the Nyquist
rate 2fy,.
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FIGURE 2.5 Flat-top sampling.

Flat-Top Sampling

The sampled waveform, produced by practical sampling devices that are the sample and hold types, has
the form [Fig. 2.5(c)]

my(t) = Y, m(nT)p(t—nT,) (2.21)

n=—oo

where p(t) is a rectangular pulse of duration d with unit amplitude [Fig. 2.5(a)]. This type of sampling
is known as flat-top sampling. Using the ideal sampled signal m(¢) of Eq. (2.1), m () can be expressed as

mg(t) = p(1) * | Y, m(nT)8(t—nT,)| = p(r) * my(1) (2.22)

Nn=—oco

Using the convolution property of the Fourier transform and Eq. (2.4), the Fourier transform of m;(t)
is given by

M(0) = P(@M,(0) = 2 P(@M(©-n0) (2.23)
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where

sin(wd/2) 1042

P(o) = d wd/2

(2.24)

From Eq. (2.23) we see that by using flat-top sampling we have introduced amplitude distortion and
time delay, and the primary effect is an attenuation of high-frequency components. This effect is known
as the aperture effect. The aperture effect can be compensated by an equalizing filter with a frequency
response H, (@) = 1/P(w). If the pulse duration d is chosen such that d < T, however, then P() is
essentially constant over the baseband and no equalization may be needed.

2.7 Sampling Theorem in the Frequency Domain

The sampling theorem expressed in Eq. (2.4) is the time-domain sampling theorem. There is a dual to
this time-domain sampling theorem, i.e., the sampling theorem in the frequency domain.
Time-limited signals: A continuous-time signal m(t) is called time limited if

m(t) = 0 for [f| >|T,| (2.25)

Frequency-domain sampling theorem: The frequency-domain sampling theorem states that the Fourier
transform M(®) of a time-limited signal m(t) specified by Eq. (2.25) can be uniquely determined from
its values M(nw,) sampled at a uniform rate @, if @, < 71/T,. In fact, when o, = 71/ T, then M(w) is given by

sinTy(w—nw;)

To(®—nw,) (2.26)

M(@) = Y M(no,)

2.8 Summary and Discussion

The sampling theorem is the fundamental principle of digital communications. We state the sampling
theorem in two parts.

Theorem 2.1. If the signal contains no frequency higher than f,; Hz, it is completely described by specifying
its samples taken at instants of time spaced 1/2fy; s.

Theorem 2.2. The signal can be completely recovered from its samples taken at the rate of 2f,, samples per
second or higher.

The preceding sampling theorem assumes that the signal is strictly band limited. It is known that if a
signal is band limited, it cannot be time limited, and vice versa. In many practical applications, the signal
to be sampled is time limited and, consequently, it cannot be strictly band limited. Nevertheless, we know
that the frequency components of physically occurring signals attenuate rapidly beyond some defined
bandwidth, and for practical purposes we consider these signals band limited. This approximation of
real signals by band limited ones introduces no significant error in the application of the sampling
theorem. When such a signal is sampled, we band limit the signal by filtering before sampling and sample
at a rate slightly higher than the nominal Nyquist rate.

Defining Terms

Band-limited signal: A signal whose frequency content (Fourier transform) is equal to zero above some
specified frequency.

Bandpass signal: A signal whose frequency content (Fourier transform) is nonzero only in a band of
frequencies not including the origin.
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Flat-top sampling: Sampling with finite width pulses that maintain a constant value for a time period
less than or equal to the sampling interval. The constant value is the amplitude of the signal at the
desired sampling instant.

Ideal sampled signal: A signal sampled using an ideal impulse train.

Nyquist rate: The minimum allowable sampling rate of 2f,, samples per second, to reconstruct a signal
band limited to f;, hertz.

Nyquist-Shannon interpolation formula: The infinite series representing a time domain waveform in
terms of its ideal samples taken at uniform intervals.

Sampling interval: The time between samples in uniform sampling.

Sampling rate: The number of samples taken per second (expressed in Hertz and equal to the reciprocal
of the sampling interval).

Time-limited: A signal that is zero outside of some specified time interval.
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3.1 Introduction

Pulse code modulation (PCM) is analog-to-digital conversion of a special type where the information
contained in the instantaneous samples of an analog signal is represented by digital words in a serial
bit stream.

If we assume that each of the digital words has n binary digits, there are M = 2" unique code words that
are possible, each code word corresponding to a certain amplitude level. Each sample value from the analog
signal, however, can be any one of an infinite number of levels, so that the digital word that represents
the amplitude closest to the actual sampled value is used. This is called quantizing. That is, instead of
using the exact sample value of the analog waveform, the sample is replaced by the closest allowed value,
where there are M allowed values, and each allowed value corresponds to one of the code words.

PCM is very popular because of the many advantages it offers. Some of these advantages are as follows.

* Relatively inexpensive digital circuitry may be used extensively in the system.

+ PCM signals derived from all types of analog sources (audio, video, etc.) may be time-division
multiplexed with data signals (e.g., from digital computers) and transmitted over a common high-
speed digital communication system.

+ In long-distance digital telephone systems requiring repeaters, a clean PCM waveform can be
regenerated at the output of each repeater, where the input consists of a noisy PCM waveform.
The noise at the input, however, may cause bit errors in the regenerated PCM output signal.

+ The noise performance of a digital system can be superior to that of an analog system. In addition,
the probability of error for the system output can be reduced even further by the use of appropriate
coding techniques.

These advantages usually outweigh the main disadvantage of PCM: a much wider bandwidth than
that of the corresponding analog signal.

*Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
River, NJ. With permission.
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3.2 Generation of PCM

The PCM signal is generated by carrying out three basic operations: sampling, quantizing, and encoding
(see Fig. 3.1). The sampling operation generates an instantaneously-sampled flat-top pulse-amplitude
modulated (PAM) signal.

The quantizing operation is illustrated in Fig. 3.2 for the M = 8 level case. This quantizer is said to
be uniform since all of the steps are of equal size. Since we are approximating the analog sample values
by using a finite number of levels (M = 8 in this illustration), error is introduced into the recovered
output analog signal because of the quantizing effect. The error waveform is illustrated in Fig. 3.2c.
The quantizing error consists of the difference between the analog signal at the sampler input and the
output of the quantizer. Note that the peak value of the error (+1) is one-half of the quantizer step
size [2]. If we sample at the Nyquist rate (2B, where B is the absolute bandwidth, in hertz, of the input
analog signal) or faster and there is negligible channel noise, there will still be noise, called quantizing
noise, on the recovered analog waveform due to this error. The quantizing noise can also be thought
of as a round-off error. The quantizer output is a quantized (i.e., only M possible amplitude values)
PAM signal.

The PCM signal is obtained from the quantized PAM signal by encoding each quantized sample value
into a digital word. It is up to the system designer to specify the exact code word that will represent a
particular quantized level. If a Gray code of Table 3.1 is used, the resulting PCM signal is shown in Fig. 3.2d
where the PCM word for each quantized sample is strobed out of the encoder by the next clock pulse.
The Gray code was chosen because it has only 1-b change for each step change in the quantized level.
Consequently, single errors in the received PCM code word will cause minimum errors in the recovered
analog level, provided that the sign bit is not in error.

TABLE 3.1 Three-Bit Gray Code for M = 8 Levels

Quantized Sample Gray Code Word
Voltage (PCM Output)
+7 110
+5 111
+3 101
+1 100
Mirror image except
for sign bit
-1 000
-3 001
=5 011
-7 010

Source: Couch, LW, I1. 2001. Digital and Analog Communication Systems,
6th ed., Prentice Hall, Upper Saddle River, NJ, p. 141. With permission.

FIGURE 3.1 A PCM transmitter. Source: Couch, L.W., I. 2001. Digital and Analog Communication Systems, 6th
ed., Prentice Hall, Upper Saddle River, NJ, p. 139. With permission.
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FIGURE 3.2 Illustration of waveforms in a PCM system. Source: Couch, L.W., II. 2001. Digital and Analog Com-
munication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 140. With permission.

Here we have described PCM systems that represent the quantized analog sample values by binary
code words. Of course, it is possible to represent the quantized analog samples by digital words using
other than base 2. That is, for base g, the number of quantized levels allowed is M = q", where n is
the number of g base digits in the code word. We will not pursue this topic since binary (q = 2) digital
circuits are most commonly used.
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3.3 Percent Quantizing Noise

The quantizer at the PCM encoder produces an error signal at the PCM decoder output, as illustrated
in Fig. 3.2¢c. The peak value of this error signal may be expressed as a percentage of the maximum possible
analog signal amplitude. Referring to Fig. 3.2¢, a peak error of 1 V occurs for a maximum analog signal
amplitude of M = 8V, as shown in Fig. 3.1c. Thus, in general,

2P _ 1 _ 1

100 M pn
or
2" = = (3.1)

where P is the peak percentage error for a PCM system that uses n bit code words. The design value of
n needed in order to have less than P percent error is obtained by taking the base 2 logarithm of both
sides of Eq. (3.1), where it is realized that log,(x) = [log,,(x)]/log,,(2) = 3.32 log,,(x). That is,

n=3.32log, (%)) (3.2)

where # is the number of bits needed in the PCM word in order to obtain less than P percent error in
the recovered analog signal (i.e., decoded PCM signal).

3.4 Practical PCM Circuits

Three techniques are used to implement the analog-to-digital converter (ADC) encoding operation. These
are the counting or ramp, serial or successive approximation, and parallel or flash encoders.

In the counting encoder, at the same time that the sample is taken, a ramp generator is energized and
a binary counter is started. The output of the ramp generator is continuously compared to the sample
value; when the value of the ramp becomes equal to the sample value, the binary value of the counter is
read. This count is taken to be the PCM word. The binary counter and the ramp generator are then reset
to zero and are ready to be reenergized at the next sampling time. This technique requires only a few
components, but the speed of this type of ADC is usually limited by the speed of the counter. The Maxim
ICL7126 CMOS ADC integrated circuit uses this technique.

The serial encoder compares the value of the sample with trial quantized values. Successive trials
depend on whether the past comparator outputs are positive or negative. The trial values are chosen first
in large steps and then in small steps so that the process will converge rapidly. The trial voltages are
generated by a series of voltage dividers that are configured by (on-off) switches. These switches are
controlled by digital logic. After the process converges, the value of the switch settings is read out as
the PCM word. This technique requires more precision components (for the voltage dividers) than the
ramp technique. The speed of the feedback ADC technique is determined by the speed of the switches.
The National Semiconductor ADC0804 eight-bit ADC uses this technique.

The parallel encoder uses a set of parallel comparators with reference levels that are the permitted
quantized values. The sample value is fed into all of the parallel comparators simultaneously. The high
or low level of the comparator outputs determines the binary PCM word with the aid of some digital
logic. This is a fast ADC technique but requires more hardware than the other two methods. The Harris
CA3318 eight-bit ADC integrated circuit is an example of the technique.
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All of the integrated circuits listed as examples have parallel digital outputs that correspond to the
digital word that represents the analog sample value. For generation of PCM, the parallel output (digital
word) needs to be converted to serial form for transmission over a two-wire channel. This is accomplished
by using a parallel-to-serial converter integrated circuit, which is also known as a serial-input-output
(SIO) chip. The SIO chip includes a shift register that is set to contain the parallel data (usually, from 8
or 16 input lines). Then the data are shifted out of the last stage of the shift register bit by bit onto a
single output line to produce the serial format. Furthermore, the SIO chips are usually full duplex; that
is, they have two sets of shift registers, one that functions for data flowing in each direction. One shift
register converts parallel input data to serial output data for transmission over the channel, and, simul-
taneously, the other shift register converts received serial data from another input to parallel data that
are available at another output. Three types of SIO chips are available: the universal asynchronous
receiver/transmitter (UART), the universal synchronous receiver/transmitter (USRT), and the universal
synchronous/asynchronous receiver transmitter (USART). The UART transmits and receives asynchronous
serial data, the USRT transmits and receives synchronous serial data, and the USART combines both a
UART and a USRT on one chip.

At the receiving end, the PCM signal is decoded back into an analog signal by using a digital-to-analog
converter (DAC) chip. If the DAC chip has a parallel data input, the received serial PCM data are first
converted to a parallel form using a SIO chip as described in the preceding paragraph. The parallel data
are then converted to an approximation of the analog sample value by the DAC chip. This conversion is
usually accomplished by using the parallel digital word to set the configuration of electronic switches on
a resistive current (or voltage) divider network so that the analog output is produced. This is called a
multiplying DAC since the analog output voltage is directly proportional to the divider reference voltage
multiplied by the value of the digital word. The Motorola MC1408 and the National Semiconductor
DACO0808 eight-bit DAC chips are examples of this technique. The DAC chip outputs samples of the
quantized analog signal that approximate the analog sample values. This may be smoothed by a low-pass
reconstruction filter to produce the analog output.

The Communications Handbook [6, pp 107-117] and The Electrical Engineering Handbook [5, pp
771-782] give more details on ADC, DAC, and PCM circuits.

3.5 Bandwidth of PCM

A good question to ask is: what is the spectrum of a PCM signal? For the case of PAM signalling, the
spectrum of the PAM signal could be obtained as a function of the spectrum of the input analog signal
because the PAM signal is a linear function of the analog signal. This is not the case for PCM. As shown
in Figs. 3.1 and 3.2, the PCM signal is a nonlinear function of the input signal. Consequently, the spectrum
of the PCM signal is not directly related to the spectrum of the input analog signal. It can be shown that
the spectrum of the (serial) binary PCM signal depends on the bit rate, the correlation of the PCM data,
and on the PCM waveform pulse shape (usually rectangular) used to describe the bits [2, 3]. From Fig. 3.2,
the bit rate is

R = nf, (3.3)
where 7 is the number of bits in the PCM word (M = 2") and f, is the sampling rate. For no aliasing, we

require f, > 2B where B is the bandwidth of the analog signal (that is to be converted to the PCM signal).
The dimensionality theorem [2, 3] shows that the bandwidth of the PCM waveform is bounded by

Booy = SR = %nfs (3.4)

where equality is obtained if a (sin x)/x type of pulse shape is used to generate the PCM waveform. The
exact spectrum for the PCM waveform will depend on the pulse shape that is used as well as on the type
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TABLE 3.2 Performance of a PCM System with Uniform Quantizing
and No Channel Noise

Recovered Analog
Signal Power-to-
Number of Length of the Bandwidth of Quantizing Noise
Quantizer PCM Word, n PCM Signal (First Power Ratios (dB)
Levels Used, M (bits) Null Bandwidth)® (S/N) gut
2 1 2B 6.0
2 4B 12.0
8 3 6B 18.1
16 4 8B 24.1
32 5 10B 30.1
64 6 12B 36.1
128 7 14B 42.1
256 8 16B 48.2
512 9 18B 54.2
1,024 10 20B 60.2
2,048 11 22B 66.2
4,096 12 24B 72.2
8,192 13 26B 78.3
16,384 14 28B 84.3
32,768 15 30B 90.3
65,536 16 32B 96.3

* B is the absolute bandwidth of the input analog signal.
Source: Couch, LW., II. 2001. Digital and Analog Communication Systems,
6th ed., Prentice Hall, Upper Saddle River, NJ, p. 144. With permission.

of line encoding. For example, if one uses a rectangular pulse shape with polar nonreturn to zero (NRZ)
line coding, the first null bandwidth is simply

Bpem = R = nf, Hz (3.5)

Table 3.2 presents a tabulation of this result for the case of the minimum sampling rate, f, = 2B. Note
that Eq. (3.4) demonstrates that the bandwidth of the PCM signal has a lower bound given by

Bpey = 1B (3.6)

where f, > 2B and B is the bandwidth of the corresponding analog signal. Thus, for reasonable values of
n, the bandwidth of the PCM signal will be significantly larger than the bandwidth of the corresponding
analog signal that it represents. For the example shown in Fig. 3.2 where n = 3, the PCM signal bandwidth
will be at least three times wider than that of the corresponding analog signal. Furthermore, if the
bandwidth of the PCM signal is reduced by improper filtering or by passing the PCM signal through a
system that has a poor frequency response, the filtered pulses will be elongated (stretched in width) so
that pulses corresponding to any one bit will smear into adjacent bit slots. If this condition becomes
too serious, it will cause errors in the detected bits. This pulse smearing effect is called intersymbol
interference (ISI).

3.6 Effects of Noise

The analog signal that is recovered at the PCM system output is corrupted by noise. Two main effects
produce this noise or distortion: (1) quantizing noise that is caused by the M-step quantizer at the PCM
transmitter and (2) bit errors in the recovered PCM signal. The bit errors are caused by channel noise as
well as improper channel filtering, which causes ISIL. In addition, if the input analog signal is not strictly
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band limited, there will be some aliasing noise on the recovered analog signal [12]. Under certain assump-
tions, it can be shown that the recovered analog average signal power to the average noise power [2] is

2

(Z%)t - ﬁz—l)g (3.7)

where M is the number of uniformly spaced quantizer levels used in the PCM transmitter and P, is the
probability of bit error in the recovered binary PCM signal at the receiver DAC before it is converted
back into an analog signal. Most practical systems are designed so that P, is negligible. Consequently, if
we assume that there are no bit errors due to channel noise (i.e., P, = 0), the S/N due only to quantizing
errors is

(I%)t = M (3.8)

Numerical values for these S/N ratios are given in Table 3.2.

To realize these S/N ratios, one critical assumption is that the peak-to-peak level of the analog waveform
at the input to the PCM encoder is set to the design level of the quantizer. For example, referring to Fig. 3.2,
this corresponds to the input traversing the range —V to +V volts where V = 8 V is the design level of
the quantizer. Equation (3.7) was derived for waveforms with equally likely values, such as a triangle
waveshape, that have a peak-to-peak value of 2V and an rms value of V/ /3, where V is the design peak
level of the quantizer.

From a practical viewpoint, the quantizing noise at the output of the PCM decoder can be categorized
into four types depending on the operating conditions. The four types are overload noise, random noise,
granular noise, and hunting noise. As discussed earlier, the level of the analog waveform at the input of
the PCM encoder needs to be set so that its peak level does not exceed the design peak of V volts. If the
peak input does exceed V, the recovered analog waveform at the output of the PCM system will have flat
tops near the peak values. This produces overload noise. The flat tops are easily seen on an oscilloscope,
and the recovered analog waveform sounds are distorted since the flat topping produces unwanted
harmonic components.

The second type of noise, random noise, is produced by the random quantization errors in the PCM
system under normal operating conditions when the input level is properly set. This type of condition
is assumed in Eq. (3.8). Random noise has a white hissing sound. If the input level is not sufficiently
large, the S/N will deteriorate from that given by Eq. (3.8); the quantizing noise will still remain more
or less random.

If the input level is reduced further to a relatively small value with respect to the design level, the error
values are not equally likely from sample to sample, and the noise has a harsh sound resembling gravel
being poured into a barrel. This is called granular noise. This type of noise can be randomized (noise
power decreased) by increasing the number of quantization levels and, consequently, increasing the PCM
bit rate. Alternatively, granular noise can be reduced by using a nonuniform quantizer, such as the u-
law or A-law quantizers that are described in Section 3.7.

The fourth type of quantizing noise that may occur at the output of a PCM system is hunting noise.
It can occur when the input analog waveform is nearly constant, including when there is no signal (i.e.,
zero level). For these conditions, the sample values at the quantizer output (see Fig. 3.2) can oscillate
between two adjacent quantization levels, causing an undesired sinusoidal type tone of frequency 1/2f;
at the output of the PCM system. Hunting noise can be reduced by filtering out the tone or by designing
the quantizer so that there is no vertical step at the constant value of the inputs, such as at 0-V input for
the no signal case. For the no signal case, the hunting noise is also called idle channel noise. Idle channel
noise can be reduced by using a horizontal step at the origin of the quantizer output—input characteristic
instead of a vertical step as shown in Fig. 3.2.
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Recalling that M = 2", we may express Eq. (3.8) in decibels by taking 10 log,,(-) of both sides of the
equation,

)
2] =602n+a (3.9)
(W,

where 7 is the number of bits in the PCM word and « = 0. This equation—called the 6-dB rule—points
out the significant performance characteristic for PCM: an additional 6-dB improvement in S/N is
obtained for each bit added to the PCM word. This is illustrated in Table 3.2. Equation (3.9) is valid for
a wide variety of assumptions (such as various types of input waveshapes and quantification character-
istics), although the value of « will depend on these assumptions [7]. Of course, it is assumed that there
are no bit errors and that the input signal level is large enough to range over a significant number of
quantizing levels.

One may use Table 3.2 to examine the design requirements in a proposed PCM system. For example,
high fidelity enthusiasts are turning to digital audio recording techniques. Here, PCM signals are recorded
instead of the analog audio signal to produce superb sound reproduction. For a dynamic range of 90 dB,
it is seen that at least 15-b PCM words would be required. Furthermore, if the analog signal had a
bandwidth of 20 kHz, the first null bandwidth for rectangular bit-shape PCM would be 2 x 20 kHz x
15 = 600 kHz. Consequently, video-type tape recorders are needed to record and reproduce high-quality
digital audio signals. Although this type of recording technique might seem ridiculous at first, it is realized
that expensive high-quality analog recording devices are hard pressed to reproduce a dynamic range of
70 dB. Thus, digital audio is one way to achieve improved performance. This is being proven in the
marketplace with the popularity of the digital compact disk (CD). The CD uses a 16-b PCM word and
a sampling rate of 44.1 kHz on each stereo channel [9, 10]. Reed—Solomon coding with interleaving is
used to correct burst errors that occur as a result of scratches and fingerprints on the compact disk.

3.7 Nonuniform Quantizing: y-Law and A-Law Companding

Voice analog signals are more likely to have amplitude values near zero than at the extreme peak values
allowed. For example, when digitizing voice signals, if the peak value allowed is 1 V, weak passages may
have voltage levels on the order of 0.1 V (20 dB down). For signals such as these with nonuniform
amplitude distribution, the granular quantizing noise will be a serious problem if the step size is not
reduced for amplitude values near zero and increased for extremely large values. This is called nonuniform
quantizing since a variable step size is used. An example of a nonuniform quantizing characteristic is
shown in Fig. 3.3.

The effect of nonuniform quantizing can be obtained by first passing the analog signal through a
compression (nonlinear) amplifier and then into the PCM circuit that uses a uniform quantizer. In the
U.S., a u-law type of compression characteristic is used. It is defined [11] by

In (1 + ulw,(1)])

T (3.10)

‘Wz(t)‘ =

where the allowed peak values of w, () are £1 (i.e., |w,(t)] £ 1) and u is a positive constant that is a
parameter. This compression characteristic is shown in Fig. 3.3(b) for several values of u, and it is noted
that u — 0 corresponds to linear amplification (uniform quantization overall). In the United States,
Canada, and Japan, the telephone companies use a [t = 255 compression characteristic in their PCM
systems [4].

In practice, the smooth nonlinear characteristics of Fig. 3.3b are approximated by piecewise linear
chords as shown in Fig. 3.3d for the u = 255 characteristic [4]. Each chord is approximated by a uniform
quantizer with 16 steps and an input step size that is set by the particular segment number. That is, 16
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FIGURE 3.3 Compression characteristics (first quadrant shown). Source: Couch, L.W., II. 2001. Digital and Analog
Communication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, pp. 148—149. With permission.

steps (including a half-width step on each side of zero) of width A are used for Segment 1, 16 steps of
width 2A are used for Segment 2, 16 steps of width 4A for Segment 3, etc. The value of A is chosen so
that the full-scale value (last step of Segment 8) matches the peak value of the input analog signal. This
segmenting technique is now accepted worldwide for the y = 255 characteristic. As shown in Fig. 3.3d,
the eight-bit PCM code word consists of a sign bit that denotes a positive or negative input voltage,
three chord bits that denote the segment number, and four step bits that denote the particular step
within the segment. For more details, see the data sheet for the Motorola MC145500 series of PCM
codecs, available on the World Wide Web from Motorola Semiconductor Products at the company’s Web
site, http://www.motorola.com.
Another compression law, used mainly in Europe, is the A-law characteristic. It is defined [1] by

Alw,(1)| .
1+lnA’ 0_‘Wl(t)‘_A

- (3.11)
Leln@wm®D - 1, i<t

1+lnA AT B

where |w,(#)] < 1 and A is a positive constant. The A-law compression characteristic is shown in Fig. 3.3(c).
The typical value for A is 87.6.
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PCM code word structure

Sign  Chord bits Step bits
blt 1 ( )
lof1f2fafafs5]6]7]
Code
words Segment 3
11010000
T Code
words A total of
8 chords along
positive axis
11011111 £
Chord 4
Chord 3
Code Sign | Chord | Step
word bit bits bits
Chord 2 + Full scale| 1 000 0000
+ Zero 1 111 1111
Chord 1 — Zero 0 111 1111
Negative o —Fullscale| 0 | ooo | 0010
(just like
positive) 0 L | /l/l ,
Segment 1 Segment 2 Segment 3 Segment 8
16 steps 16 steps 16 steps (last segment)
step size A step size step size 16 steps
2A 4A step size
128A

FIGURE 3.3

(Continued)

(d) u = 255 Quantizer

Positive
Input
Voltage

E

When compression is used at the transmitter, expansion (i.e., decompression) must be used at the
receiver output to restore signal levels to their correct relative values. The expandor characteristic is the
inverse of the compression characteristic, and the combination of a compressor and an expandor is called

a compandor.

Once again, it can be shown that the output S/N follows the 6-dB law [2]

)
= =602+«
(¥,

where, for uniform quantizing,

and for sufficiently large input levels* for y-law companding

o = 4.77 =20 log(V/x.ys)

o=4.77-20 log[In(1+ u)]

*See Lathi, 1998 for a more complicated expression that is valid for any input level.
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FIGURE 3.4 Output S/N of 8-b PCM systems with and without companding. Source: Couch, L.W., II. 2001. Digital
and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 151. With permission.

and for A-law companding [7]

a=4.77-20log[1+ InA] (3.15)

n is the number of bits used in the PCM word, V is the peak design level of the quantizer, and x,,,, is the
rms value of the input analog signal. Notice that the output S/N is a function of the input level for the
uniform quantizing (no companding) case but is relatively insensitive to input level for y-law and A-law
companding, as shown in Fig. 3.4. The ratio V/x,,,, is called the loading factor. The input level is often
set for a loading factor of 4 (12 dB) to ensure that the overload quantizing noise will be negligible. In
practice, this gives &= —7.3 for the case of uniform encoding as compared to o = 0, which was obtained
for the ideal conditions associated with Eq. (3.8).

3.8 Example: Design of a PCM System

Assume that an analog voice-frequency signal, which occupies a band from 300 to 3400 Hz, is to be
transmitted over a binary PCM system. The minimum sampling frequency would be 2 X 3.4 = 6.8 kHz.
In practice, the signal is oversampled, and in the U.S., a sampling frequency of 8 kHz is the standard
used for voice-frequency signals in telephone communication systems. Assume that each sample value
is represented by 8 b; then the bit rate of the PCM signal is

R = (f, samples/s)(n b/s)
= (8k samples/s)(8 b/s) = 64 kb/s (3.16)
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Referring to the dimensionality theorem [Eq. (3.4)], we realize that the theoretically minimum absolute
bandwidth of the PCM signal is

min = %R = 32 kHz (317)

B
and this is realized if the PCM waveform consists of (sin x)/x pulse shapes. If rectangular pulse shaping
is used, the absolute bandwidth is infinity, and the first null bandwidth [Eq. (3.5)] is

=R = Tl = 64 kHz (3.18)

b

B

null

That is, we require a bandwidth of 64 kHz to transmit this digital voice PCM signal where the bandwidth
of the original analog voice signal was, at most, 4 kHz. Using n =8 in Eq. (3.1), the error on the recovered
analog signal is £0.2%. Using Eqs. (3.12) and (3.13) for the case of uniform quantizing with a loading
factor, V/x,,,,, of 10 (20 dB), we get, for uniform quantizing,

)
2} =329dB (3.19)
(%),

Using Egs. (3.12) and (3.14) for the case of u = 255 companding, we get
(5) - 3805 dB (3.20)
N . .

These results are illustrated in Fig. 3.4.

Defining Terms

Intersymbol interference: Filtering of a digital waveform so that a pulse corresponding to 1 b will
smear (stretch in width) into adjacent bit slots.

Pulse amplitude modulation: An analog signal is represented by a train of pulses where the pulse
amplitudes are proportional to the analog signal amplitude.

Pulse code modulation: A serial bit stream that consists of binary words which represent quantized
sample values of an analog signal.

Quantizing: Replacing a sample value with the closest allowed value.
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Further Information

Many practical design situations and applications of PCM transmission via twisted-pair T-1 telephone
lines, fiber optic cable, microwave relay, and satellite systems are given in [2] and [3].
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4.1 Introduction

Probability theory is presented here for those who use it in communication theory and signal processing
of random waveforms. The concept of sampling a finite power waveform, where a value of time ¢ or n
is uniformly chosen over a long time and x(t) or x(n) is observed, is introduced early. All first- and
second-order time averages are visualized statistically. The topics covered with some highlights are as
follows:

1. Discrete probability theory. The definitions of probability and conditional probability and their
evaluation for outcomes of a random phenomenon using relative frequency and axiomatic for-
mulas are given. The theorem of total probability, which elegantly subdivides compound problems
into weighted subproblems, is highlighted along with Bayes’ theorem.

2. The theory of one random variable. The use of random variables allows for the solution of
probabilistic problems using integration and summations for sequences. The bridge from theory
to applications is very short as in the relationship between finding the density or mass function
of a function of a random variable and the communication problem of finding statistics of a
system’s random output given statistics of its random input.

3. The theory of two random variables. Joint distribution, density, and mass functions give com-
plete probabilistic information about two random variables and are the key to solving most
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applications involving continuous and discrete random waveforms and later random processes.
Again, the bridge from theory to application is short as in the relationship between finding the
density or mass function of a function of two random variables and the communication problem
of finding statistics of a system’s random output when two random inputs are combined by
operations such as summing or multiplying (modulation).

4.2 Discrete Probability Theory

Probability theory concerns itself with assumed random phenomena, which are characterized by out-
comes which occur with statistical regularity. These statistical regularities define the probability p(A) of
any outcome A and the conditional probability of A given B, p(A/B) by

. Ny _ i Nag
p(A) = hmW and p(A/B) = lim N (4.1)

N—ooo N—ooo B

where N, N, N, and N;; denote the total number of trials, those for which A occurs, those for which
both A and B occur, and those for which B occurs, respectively. In order to use these definitions, it is
required to know counting theory or permutations and combinations.

Counting Formulas

A permutation of size k is an ordered array of k objects and a combination of size k is a group or set of
size k where order of inclusion is immaterial. From four basic counting formulas, which are inductively
developed, plus an understanding of counting factors, probabilities of complex outcomes may be found.
These counting formulas are:

P=m;=nn-1)x-x(n-k+1) (4.2)
which is the number of permutations of size k from #» different objects,

n!

P - =
nylny! X X!

(4.3)

n,n(ng,ny,..., ) =

which is the number of permutations of size n from a total of # objects of which #, are identical of type 1
and so on until n; are identical of type k, and

k
Pw,k(a types) — (Cl) (44)

which is the number of permutations of size k from an infinite supply of a different types.

For example, there are (10); = 720 different possible results from a race with 10 competitors where only
the first three positions are listed, there are 56 different 8-bit words that can be formed from five 1s and
three 0s, and there are 6° = 7776 different results from rolling a die five times and stating the result of each
roll.

The only formula used for combinations, which is the most versatile formula in counting, is

cu= (1) = (4.5)

for the number of combinations of size k from n different objects.
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For example, given 52 balls which come in four colors with each color numbered from 1 to 13, we can

GGG

combinations of size 5 where each contains three of one number and two of another number and

GGG

3 J\2/\2/\2

combinations of size 6 where each contains two each of three different numbers. Also, the number of
permutations of size 5 where each contains three of one number and two of another number is

GG

5!

1 /A1 J\3/\2

A sample problem will be solved using the relative frequency definitions of probabilities and counting

formulas.

Problem 1

Consider an urn with 50 balls of which 20 are red and 30 have other colors. If a sample of size 6 is drawn
from the urn, find the following probabilities:

1. Exactly four red balls are drawn.
2. Exactly four red balls given at least three are red.

Consider the case drawing the sample with and without replacement.

Solution
1. Case without replacement between draws:

(6

or

Plexactly 4 red] =

6!

(20)4(30), 775,

= 0.13
(50)s

G)G)
(GGG

P[(exactly 4 red)/(at least 3 red)] =

or
6!
~ (20)4(30)2M
(50), — [(30)6 + (30)5(20)% + (30)4(20)2%J
= 0.291

©2002 CRC Press LLC



2. Case with replacement between draws:
20'30°-5L

1721 |
—(—;“Gi = (0.4)4(0.6)221%—' = 0.138

P[(exactly 4 red)/(at least 3 red)]

Plexactly 4 red] =

6!
(20)4(30)2ﬁ

(50)° - [(30)6 + (30)5(20)% + 60)4(20)2%&

= 0.303
On reflection, much philosophy is involved in this problem. In order to use the relative frequency
formulas, we imagine all of the balls are different and, from symmetry, know the answer is correct. In

the case without replacement, we can consider drawing a sample of six balls at once or drawing one at
a time and noting the result.

Axiomatic Formulas of Probability Theory

The axioms of probability state that a probability is between zero and one and that the probability
of the union of mutually exclusive outcomes is the sum of their probabilities. The axiomatic formulas

are:
__P(AB) .
P(A/B) = _-P(_B)_ if P(B)#0 (4.6)
and
p(AB) = P(A)P(B/A) (4.7)

Equation (4.7) may be extended for the intersection of n outcomes to give

PL(:?AI] = p(A)P(A)A,) X - xp(A,, 5A,.) (4.8)

Also, two outcomes are independent if
P(AB) = P(A)P(B) or P(A/B) = P(A) (4.9)

and this may be extended to # outcomes. Let us now resolve part of Problem 1 using the axiomatic formulas.

Solution
1. Without replacement:

|
P[(exactly4red)]:(20 9. 18 17, 30 29) 6!

502918 47 " 16 35 )11

The outcome of exactly 4 red is the union of 6!/4! 2! mutually exclusive outcomes, each with the
same probability.
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2. With replacement:

4 2, 6!
P[(exactly4 red)] = [(0.4)(0.6) ]m—'

as before.

The Theorem of Total Probability and Bayes’ Theorem

An historically elegant theorem which simplifies compound problems is Bayes’ Theorem, and we will
state it in a casual manner and note some applications.

Bayes’ Theorem(s)

Consider a random phenomenon where one trial consists in performing a trial of one of m random
phenomena B, B,, ..., B,, where the probability of performing a trial of B, is P(B,) and so on until P(B,,)
is the probability of performing a trial of B,,. Then, for any outcome A4,

P(A) = P(B,)P(A/B,)+ P(B,)P(A/B,) + --- + P(B,,)P(A/B,,) (4.10)
This is the theorem of total probability. Using the axiomatic formula, we obtain

b = FBIPAIB) i
22, P(B))P(A/B))
This is Bayes’ theorem.

Problem 2

Consider the random phenomenon of sampling the periodic waveform
x(t) = Y g(t=5n)

which is shown plotted in Fig. 4.1. A value of time is uniformly chosen over a long time (or over exactly
one period) and x(t) is observed. First find

P[-0.2 < x(t) £2.3]

then find

P[(x(t) from % part)/(—O.Z <x(t) < 2.3)}

Solution

Let us define the Bayesian space (B, B,, B;) to denote sampling the ! portion, the x(#) = —1 portion, or
the 2t — 8 portion, respectively, with probabilities p(B,) = 0.4, p(B,) = 0.2, and p(B;) = 0.4. If we let A be
the event (—0.2 < x(¢) < 2.3), then, using the theorem of total probability,

P(A) = P(B,)P(A/B,)+ P(B,)P(A/B,) + P(B,)P(A/Bs)

0.42=043) _3'43) +0.2(0) + 0.455_ 3.9

= 0.534
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FIGURE 4.1 The periodic function for Problem 2.

and

0.2(2-043) _

p(BJA) = —5=37

0.59

using Bayes’ theorem.

Structured Problem Solving

Whenever many probabilistic questions are asked about a random phenomenon, a structured outline is
given for the solution in three steps.

In step 1, an appropriate event space or the sample description space of the phenomenon is listed. The
sample description space is the set of finest grain, mutually exclusive, collectively exhaustive outcomes,
whereas an event space is a listing of mutually exclusive, collectively exhaustive outcomes. In step 2, a
probability is assigned to each outcome of the chosen space using the relative frequency or axiomatic
formulas. In step 3, any desired probabilities are found by using the axiomatic formulas.

For example, consider a seven-game playoff series between two teams A and B, which terminates when
a team wins four games. Assume that for any game, P(A wins) = 0.6 and P(B wins) = 0.4. If our interest
is in how long the series lasts and who wins in how many games, then an appropriate event space is

E = {44, €455 €a6> €475 €p4» €p55 €pgs €7}

where, for example, e, is the outcome B wins in exactly six games and

plegs) = (0.4)4(0.6)2% = 0.092

Similarly, we can find the probabilities for the other seven outcomes. Some problems which now can be
easily solved are

P[(series lasts at least 6 games)] = p(esq) + p(eq;) + p(egs) + pesr)

and

P[(A wins in at most 6 games)/(series lasts at least 5 games) ]
7 7
= (pleas] +pless)) + (zpwm—) + 2p<e5,-)]
i=5 i=5
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4.3 The Theory of One Random Variable

A random variable X assigns to every outcome of the sample description space of a random phenomenon
a real number X(s;). Associated with X are three very important functions:

1. The cumulative distribution function Fy() defined by
Fy(a) = P[X< ], —o<a<oo (4.12)
2. The density function fy(¢) defined by

fi(e) = SLE (@)

3. If appropriate, the probability mass function py(¢;) defined by px(c;) = P[X = «;].
Given a random phenomenon, finding F,(¢), fx(@)Ao, or px(;) are problems in discrete probability.

Problem 3

Given the periodic waveform
x(t) = Y g(t=5m)

of Fig. 4.1, let the random variable X describe sampling x(¢) with a one-to-one mapping. Find and plot
Fy(a) and fy(o).

Solution
Observing x(¢) in Fig. 4.1, we will define X, as sampling x(¢) = 1/, X, as sampling x(¢) = —1, and X; as
sampling x(¢) = 2¢ — 8. Figure 4.2(a) shows the solution for F Xl(oc) and fxx(oc) and Fig. 4.2(b) uses the
theorem of total probability to find Fy(¢) as 0.4FX1(05) + O.ZFXZ((X) + 0.4FX3(05) and, similarly, fy(a) is
found. In this case, X is said to be a mixed random variable as Fy() changes both continuously and in
jumps. The delta function allows for the inclusion of a point taking on a specific probability in fi (o).
Figure 4.3 shows density or mass functions for four of the most commonly occurring random variables:
the continuous uniform and Gaussian density functions and the discrete binomial and Poisson mass
functions. Also included are some statistics to be encountered later.

Fy, (o) Fy,(00) Fy(0) Fy(ar) 0-1(@+2)+0.2
: +022 - o-1)
2—o!
2
\ 1 o+2 1
2
N
[ 05 -1 o 2 | 2 o 2 - |os o
(@
Jx (o) Sx () Sy, () Jfx(o)
) 0.1+02
o A
/ o2 T 1 0.5 Oil 0.2 02
1 I__| Y o2
[os 1 2 o 4 | o 2 2 o 2 -l 0.5 2 o
(b)

FIGURE 4.2 (a) Fx() for x(t) in Fig. 4.1 for Problem 3 and (b) fy() for x(¢) in Fig. 4.1.
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FIGURE 4.3 Important density and mass functions.
Jx(o)
fx(o) = e22, a<0
=0.11(a—-2), 2<o<5
=0, other
I 2 5 o

FIGURE 4.4 Density function fy(c) for Problem 4.

Finding Probabilities from Density and Mass Functions

Density and mass functions allow for the use of integration and summations to answer probabilistic
questions about a random variable. This is illustrated with two problems.

Problem 4
Consider the density function fy(a) = &Y — o< <0; fx(o) =0.11(ax = 2),2 < < 5; and fy(a) =0
otherwise. Find P[(-1.0 < X < 4.0)/(-X" < =5)].

Solution
A sketch of fy(c) is shown in Fig. 4.4. Using the axiomatic formula,

PI(=1.0 < X < 4.0)/(-X" < —5)] = 0+)011(a ~2)da

—2.24

5
. 0.5¢%do+],,,0.11(0 —2)dex
= 0.398

Problem 5

Given the probability mass function py(o;) = 0.01, —40 < ¢, < -10, ¢; integer; px(¢;) = 0.10(0.9)a', ;>
5, o; integer; and py(c;) = 0 otherwise. Find (1) P[(|X| < 20)/(X> > 200)] and (2) pxlo/ (X* > 200)].

Solution
1. A sketch of px(¢;) is shown in Fig. 4.5(a). Using the axiomatic formula,

¥5,0.01 +X720.10(0.9Y  0.156 _
30001+ 250.10(0.9)  0:467

P[(|X] £20)/(X*>200)] = 0.34
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FIGURE 4.5 Probability mass function py(c;) and py(¢; /X* > 200) for Problem 5.

The formulas for a finite geometric progression

Yo = (1-a"HY+(1-0a)
p=0

and for a geometric progression

Za" =(1-0", ld<1

p=0
were used in the calculation.
2. The second solution is
a.
(04l (X > 200)) = %, o> 200
P[X">200]
=0, otherwise

and is shown plotted in Fig. 4.5(b).
The Density or Mass Function of a Function of a Known

Random Variable

Continuous Case
Consider the problem: Given Y = g(X) where f() is known, find f; ().

Fy(p) = Plg(X) <Pl = [ fule)da where g(a) < B
In order to find f,(B) directly, Leibnitz’s rule is used. Leibnitz’s rule states
d cb® ’ ,
35 ), i = Fuku( BB fi(ki (BN (B)

For example, if

(=)’
1 21:72
fr(o) = e
* N
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and Y =aX + b, where a > 0,

Bob
Fy(B) = PlaX+bs Bl = [ * fe)da
Using Leibnitz’s rule,
(B-b-aw’
B = —=2—e 7 Lo N+, (a0
J2ro a

which means Y is also Gaussian with t, = ay + b and oy = (a0)’.

Discrete Case

The discrete case is much more direct. If Y = g(x) where py(e;) is known, then py(ﬁj) = pX(gfl(,B)). For
example, if Y= X, then pv(B) sz(,\/ﬁj) + Px(_«/ﬁj)-

Problem 6

Given the probability mass function py(@;) = 0.096(0.9)ai+5, -5 < ;< 30, o integer, py(a;) = 0
otherwise, and Y = |2X], find py(f3)).

Solution

Y=1[2X =2X, X=0
-2X, X<0

py(0) = 0.096(0.9)°

Range 1: B,=2, 4, 6, 8,10 or = |20, or; = 1,...,35,

B+10 -p+10
pv(B) = 0.096{(0.9) ? +(09) ° }
Range 2: B, =12, 14,...,60,  fB;=2a;, o; =6, 30

[3j+10

py(B) = 0.096{(0.9) g }

Statistics of a Random Variable

The three most widely used statistics of a random variable are

X = Jm ofy(a)da
or
= zaipx(ai)
X = J.w o’ fi( o) da

or

= z aizpa(ai)
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and
o= (X=X = [ (a-X)f(@da = X' - (X

These are the mean or average value, the mean squared value, and the variance, respectively. The formulas
follow from a relative frequency interpretation based on a large number of trials of a phenomenon.
Higher order statistics are defined by

m, = X" = J.ma”fx(a)da
or
= Za?PX(ai)

and

X-X)"= [ (a-X"f(@da
or

= 2(0‘— X)npx(ai)

These are called moments and central moments, respectively. General expressions for higher order statistics
may be found using the moment generation function M(t) defined by

M) = ¢ = 3 puan)

or

'[m ¢“fu(a)da (4.14)

where X" = M"(0) for n > 1. In Fig. 4.3, moment generating functions plus X and Oy are given for the
uniform, Gaussian, binomial, and Poisson random variables.

Time Averages as Statistical Averages for Finite Power Waveforms

Continuous Waveforms

A finite power waveform is defined as one for which
N B
P, =lim—| x(t)dt
w = lim ) (1)
exists.

The time average definition for some first-order time averages are

T 1T VRS T
x(t) = }}m ﬁJlTx(t) dt and xt = lim ZTJ.,Tx (t)dt (4.15)

—oo T—oo

called the average and mean squared value, respectively.
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(b)

FIGURE 4.6 (a) Waveform x(t) = 3., g(t — 3n) and fy(@) for sampling x(¢), and (b) waveform x(n) = ¥, g(n — 3k)
and py(o;) for sampling x(n).

Applying these definitions to the periodic waveform
x(t) = Zg(t— 3n)

shown in Fig. 4.6(a), it is easy to find the average and mean squared values,

x(t) = -j x(1)dt = U( 1+2t)dt+j ldt]

(1) = -U (—1+zt)2dt+f 1dt] =18 and o, = 0.89
3 0 2

We will now interpret these averages statistically. Let the random variable X describe sampling t over a
long time and observing x(#). The density function f,(¢) is shown plotted in Fig. 4.6(a), and it is easy
to show

x(t) = U o= da+'|‘ o= 5(a—1)da} = 1.0
and
X (t) = U a21da+J. azgé(a—l)d(x] = 1.89
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The general formula for any first-order statistic is

g(x(1) = [ g(of(a)dar (4.16)

Discrete Waveforms

A finite power discrete waveform is one for which

P

v Nam 2N+1 (n)

exists.
The time average definitions for some first-order time averages are

N —_—
2
X(”) }]121 2N %x(n) and x(n) = lim

lim 2N Zx (n) (4.17)

called the average and mean square value, respectively. Applying these definitions to the periodic wave-
form

x(n) = Y g(n-3k)

k=—oo
shown in Fig. 4.6(b), it is easy to find the average, mean square, and variance of x(n),

x(n) = %[3+(—1)+2] - 133

—

(n) = %[9+1+4] =467 and o, = 467178 = 2.89

If the random variable X describes uniformly choosing an integer 1, - N < n < N and observing x(n), then
the statistical definition for any first-order time average g(x(#n)) is

glx(m)] = g(X) = [gefi(e) dx
or
= Zg(ai)Px(ai)

which is identical to Eq. (4.16). Py (0t is shown in Fig. 4.6(b), x(n)=X=3( D+ (- 1)(%) +2() =133,
and x°(n)= X = 9(%) + 1(%) + 4(3) = 4.67 as before.

Random Waveforms

A finite-power random or noise waveform is defined as being nondeterministic and such that statistics
of a large section or of the whole waveform exist. Often, x(¢) or x(n) is represented by a formula involving
time and random variables,

x(t) = f(t, 1. vs) or x(n) = f(n, r. vs)
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FIGURE 4.7 The random waveforms: (a) x(t) = X, A, g(t — n) and (b) x(n) = X; A g(n — 2k).

where “r. vs” denotes “random variables.” For example,

(1) = Y Ag(t-nTy)

n=—oo

is a periodic function with each period weighted by a value statistically determined by the density or
joint density functions for the As. Consider when g(¢) =2,0<¢<1,and T, = 1 and the As are independent,
each with pAi(l) =0.6 and pAi(O) =0.4.

A section of x(t) may be as shown in Fig. 4.7(a). Consider

x(n) = ZAkg(n —-2k)
k

where g(n) = 48(n) — 8(n — 1) and the As are independent random variables each with fAi () =0.5,0<
a<2; fAi (¢r) = 0 otherwise. A typical section of x(n) may appear as in Fig. 4.7(b).

If X describes sampling x() or x(n) where f is uniformly chosen —T < t < T and x(t) observed or n is
discretely uniformly chosen —N < n < N and x(#) observed, then, as T or N approach infinity, fy() or
px(a;) may be found.

Any time average may be found by the statistical formula (4.16)

g(x(t))  or g[x(n)]=rg(oc)fx(a)da

or

= Zg(ai)pX(ai)
Two simple examples will be used for demonstration.
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FIGURE 4.8 The random waveform of (a) Problem 7 and fx(¢) and (b) Problem 8 and px(;).

Problem 7

Given the random waveform
x(1) = D A,g(t=3n)
where g(t) = 3,0 <t < 2; g(t) = -4, 2 < t < 3; g(t) = 0 otherwise and the As are independent random

variables with f, (&) = Li<asy ", (o) = 0 otherwise, find fi(), x(t), and x°(¢).
i 3 i

Solution

Figure 4.8(a) shows a plot of a typical section of x(f). We notice the front two units of a pulse take on
values uniformly from —3 to 6 and the last unit takes on that value multiplied by —1.33. Using the theorem
of total probability, f(c) = § fxl(a) + % fxz( o) where X, and X, describe sampling the first two and last
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unit of a pulse, respectlvely The density function fx(ot 1s shown 1n Fig. 4. 8(a) and it is easy to find;
x(f) = —3A) —(4A)—033andx(t) X——(9A +1 (16A)_1133
Problem 8

Given the random waveform

x(n) = ZA,ﬁ(n—k)
where the As : As are independent random variables with Pa, (1) = 0.7 and Pa, (0) = 0.3, find px(a;),
x(t) and x°(¢).

Solution .

Figure 4.8(b) shows a plot for a typical section of x(n) and py(e;). x(n) = X =(1)0.7 and xz(t) =X'=0.7.
Finally, let us consider an application for the density function of a known random variable.

The Square Wave Detector

Consider a noise waveform input to a system where the output and input are related by y(1) = x’(¢). If
the density function for sampling the input x(t) is

X _(e=p)’
fx(e) = e
¥ Lno
find f(B) for sampling the output y(¢).
Solution
/B (o=
1 26"
Fy(B) =2 e do
! J. 0 J2wo
and by Leibnitz’s rule
) _WB-w
20 -05
HP) = 0.5(B)

e
N2 o

which is the famous chi-squared density function.

4.4 The Theory of Two Random Variables

Definitions of Joint Distribution, Density, and Mass Functions

Given a random phenomenon, two random variables X and Y map every point of the sample description
space onto an o—f3 plane via X(s;) and Y(s;). The following important functions are associated with X
and Y:

Fyy(o, B) =P[(X<a) n (YL B)], —o < <00, —co< ff<oo (4.18)

This is the joint cumulative distribution function.

82
fav(o, B) = 909p Fyy(a, B) (4.19)
is the joint density function and

P By) = PI(X = a) N (Y = )] (4.20)

is the joint mass function when appropriate.
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Finding Fyy(ct, B), fxy (0, B) A AP, or pxy(ax;, B;) are problems in discrete probability theory. Knowing
frles B) and pyy(er, B)) or Fyy(ay, B), it is possible to answer any probabilistic question about X and ¥,
X given a condition on Y, or Y given a condition on X. The following are some formulas which are easy
to derive starting from a statement with probabilistic meaning:

fi(@) = | foles BaB, py(B) = X pureis B) (4.21)
oo 5
FiBIg) <) = — e P de (4.22)
I—foy(a» Byda dp
where the two missing limits of integration are: all & such that g(a) < C,,
5
Pyl Y2 <25) = Z”i’sp xi( % B) (4.23)
Zalesj:_spxy( o, B)
and
f(BIX=a) = A;}f(—o;)ﬁ) all Bwhen X = « (4.24)

The use of these formulas involves detailed attention and care with different ranges.

Finding Density and Mass Functions from Joint Functions

Problem 9
Given fyy(0, f) =—0.00105, 0.2 < o < —0.23, —20 < B < =8; fxy(0, B) = 0 otherwise. Find and plot f,()
and f(a/(Y = B)).

Solution
The region for which fy, (e, B) is defined is shown in Fig. 4.9(a). Using

f(B) = | fulen B do

fr(B)
p 0.000404>
-4 ~16 | 16 4« ~20 _3 B
= Jxy(a, B) =—-0.0010B 25 Sx(o/Y=P)
o= %‘3 07— 0.28 N
-20 0.2B -028 o
(a) (b)

FIGURE 4.9 (a) Region for fy,(a, B) for Problem 9 and (b) f,(f) and fi(a/(Y = B)).
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FIGURE 4.10 (a) Region for pyy(c;, B;) for Problem 10 and (b) py(o;;/(Y = ;).

we obtain the following.
Range 1: 20 < < -8

B = j_o‘zﬁ—o.oomﬁ da = 0.00043°, —20<B<-8
0.2
=0 otherwise, and
fxlalY = B) = B
_-0.00108 _ -2.5

= W = 7, 028 <a<-0.28

forany B, -20<f3<-8
=0 otherwise
The density functions are plotted in Fig. 4.9(b).
Problem 10

Given pxy(a,'y j) = 00033“3]" _ai

< a;, 6 < o; < 20, both integer, py,(or;, B;) = 0 otherwise, find
px(a;) and py(e/(Y = B;)) for =20 <

—6. Are X and Y independent?

IN IN

B;
B;
Solution

The region for which py(a;, B;) is defined is shown in Fig. 4.10(a).
Range 1: 6 < ¢; < 20

px(a) = ) 0.0033[B] = 2 0.00335;
1

ﬁf=’ o;

o+ 1)o;
0.0033(2)% = 0.0033(¢; + 1) 0

using the formula for an arithmetic progression. Otherwise, py(ct;) = 0.
_ pxv( 0, )
pv(B)
Looking at Fig. 4.10(a), for the region when —20 < 8, < -6, the formula
pv(B) = ZPXY( o, B)

o

pxlos/Y =]
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becomes

20

pv(B) = Y pxv(e, B) = 0.0033(21 + f)(-B;)

o= ﬂj

and

0.0033(-B) 1
0.003321+B)(-B) ~ 21+p;

0 otherwise.

px(a/Y =) = ~B,< 0;<20,any B, 20 < B, < 6

This conditional mass function is plotted in Fig. 4.10(b). Since py(c; /(Y = ﬁj)) does not equal py(«;) for
all o, then X and Y are not independent.

The Density (or Mass) Function of a Function of Two Random Variables

Continuous Case
Given Z = g(X, Y) where fy(0, B) is known, f,(y) is found as

AP = A0 = 5 [[folen Brdacdp (4.252)

where the limits on the double integral satisfy g(¢, B) < 7.
By Leibnitz’s rule, Eq. (4.25a) becomes, for the case Z = aX + 1Y,

0 = [ Cifulen gi(on ) de

or

= [ Cofute B . BB (4.25b)

Problem 11

Given fyy (o, f) =0.250 < f< 20, 0 < < 2; fyy(a, B) = 0 otherwise, find f,(y) when Z =Y - 2X.
Solution

Figure 4.11 shows the region for which fyy (@, B) is defined. If we visualize the family of curves  — 2«

= yas Y varies, — o < ¥ < oo, we note F,(7) is the weighed integral of all points to the right of - 2«
=7 F,(y)=0,y<—-4,and F,(y) =1, v > 0.

B 1z
4 ]
B=<a ~p-2a=y %(y+4) 05
\
2 a 3 T
(@) (b)

FIGURE 4.11 (a) Region of fy, (¢, f) for Problem 11 and (b) f(p), Z=Y - 2X.
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FIGURE 4.12  Function f,(y) by convolution when fy, (¢, B) = 3

;3<a<5-1<B<3,and Z=X+Y.
In general, F(p) = [ .(J>%"fiy(, B) dB)de and using Leibnitz’s rule

f2(y) = Jj&fxy(a’ 20+ y)do

Observing Fig. 4.11(a),

£7) fzo.zs dex

= 5—15(}/+4), -4<y<0

which is shown in Fig. 4.11(b).
An important situation occurs when X and Y are independent random variables or when fy, (e, ) =
fx(@) f(B) for all o, B. In this case, if Z= X + Y, then

L) = K = £ = | (- BfBdp

or

= [ A@fiy- @y (4.26)

which is the convolution of the two density functions. For example, if fx,(a, B) = L 3<ass,-1<
B <3, fiu(os B) = 0 otherwise, then it is easy to find fy(o) = é , =3 <o <5, fy(or) = 0 otherwise and f,(f) =
:11, -1 £ B <3, fy(B) = 0 otherwise. Also, X and Y are independent. Figure 4.12 shows fy(a, ), fx(@),
and fy(B) and gives the convolution of f(y) with fy(y).

Discrete Case

Given Z = g(X, Y) where py,(a;, B;) is known,
pAY) = D, Y pxrl( B)
ﬁj a;

for all a;, B; such that g(ar;, B;) = %. For example, if Z = XY,

g) = %ny(%} ﬂ])

1

py) = ZPXY(ai)
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FIGURE 4.13  (a) Region of py,(a;) for Problem 12 and (b) py(a,), py(7; — &), pxay (7)), Z=X + Y.

Problem 12

Given py,(a; B;) = ! (0.5)% » 1 £ ;< oo, —1 < B < 1, both integers, pyy(ct;, B;) = 0 otherwise, and Z =
X +Y, find (1) p,(7,) directly and (2) if X and Y are independent, find p,(%,) using discrete convolution.

Solution
1. A sketch of the region for which py,(ar;, B;) exists is shown in Fig. 4.13. Since Z = X + Y, then,
when Z =,

pAY) = pry(av vi—oy) = pry(yj—ﬁp B)
o; Bj

We will use the latter formula as 3; has only three values:

P2(0) = pxy(1, -1) =

it =§[(3)+(3)] -

AN —

| =

and for the range 7 > 2,

s = 3, pori- 89 =Y(3)+(3) +(3)"

.B}:’l

7 (1\% 7
- = = 1.17(0.5)"
6(2) (0.5)

Figure 4.13(b) shows p,(7;) plotted. _
2. Tt is easy to show that py(a;) = (0.5) ', @; > 1 and is zero otherwise and

1 _ o; _ 1 .
pv(B) = 52(0.5) =3 -1<B<y

0, otherwise
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Since pyy(e;, B;) = px(0;)py(B;), then X and Y are independent and

pAY) = D px(Vi=Bpv(B)  or Y pu(0)py(yi- &) (4.27)
B; o

which is the discrete convolution of py(7;) with py(y;). We will use
pAY) = ZPX( o)py(Yi— o)

For the range 7; < 0, p,(7) = 0 as py(¥; — &) has not reached o; = 1. p,(0) = %(%) = é, p(1) = %(i)
1,1 1

+-(3) =-,and
32 4

Y+l
a,l 7 Yi Yi
) = - = = = >
PAT) 21(0'5) 3= g(05)" = 117(05)",  y,22.
~

Statistics of Two Random Variables

Associated with two random variables X and Y, the general second-order moment is

My, = XY = [ [ a’B'fron B)dordp

or
= Zzaipﬁjqpxy(aia B) (4.28)

The general second-order central moment Lyy = (X-X )p( Y-Y)"is similarly defined. The two most
widely used of these are the correlation Ryy = XY and the covariance Ly, = (X — X)(Y - Y). Associated
with these statistics, a two-dimensional moment generating function is defined:

MGs, 1) = & = [ [ & f(on B dacdB

and

Pyl - 51’*‘1
(85)" ()"

The moment generating function is particularly useful for obtaining results for jointly Gaussian random

M(s, £)] 1o

variables.

Second-Order Time Averages for Finite Power Waveforms (FPW)

The time autocorrelation function for a deterministic or random finite power waveform (FPW) is

~——

f%xx(r) = x()x(t+ 1) = lTiElziT'[_TTx(t)x(H 7) dt (4.29)
or
~ T ~—— N
Ru(k) = x(n)x(n+k) = }}LILZN1+ 7 ;Nx(n)x(n + k) (4.30)

The ~ symbol is used to distinguish them from the fundamental ensemble definition for R,(7) or R(k)
used for random processes.
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These time-average definitions may be assigned an equivalent statistical interpretation. For a contin-
uous FPW x(¢), X and Y describe uniformly sampling x(¢) at ¢t and t + 7T and observing X = x(¢) and Y =
x(t + 7). For N trials as N — oo,

Rul(7) = Igg%];x(ti)x(ti+r) (4.31)

where x(t;) is the value of x(¢) on the ith trial, or

—_N—— -
x(Ox(t+7) = XY

[[eBfir(e B da dp

or
= 22 o;Bipxv(e, B)) (4.32)

For a discrete FPW x(n), X and Y describe uniformly sampling x(n) at #n and n + k and observing X =
x(n) and Y = x(n + k). For N trials as N — oo,

Rux(7T)

Ruslk) = ggﬁgx(n,-)x(wk) (4.33)

where x(#,) is the value of x(#) on the ith trial, or

—_—
x(mx(n+k) = XY
[[oBfy(er By dex dp
or

= ZzaiﬁijY(ai: B) (4.34)

To clarify the relative frequency notation of Eq. (4.31) or (4.33), for example, on the sixth trial, ¢ is chosen
uniformly to obtain #; and x(#;)x(f, + 7) and n is chosen uniformly to obtain 7, and x(n,)x(n, + k). We
also note Egs. (4.32) and (4.34) are identical.

Two illustrative problems will be solved.

Problem 13

Consider the discrete random waveform

Rux(k)

x(n) = ZAkg(n—Zk)
k
where g(n) = 36(n) — 6(n — 1) and the As are independent random variables, each with mass function
pa, (1) = ps (1) = 0.5. Find R.(k).

Solution . _

A typical section of x(n) is shown in Fig. 4.14(a). Using formula (4.34) for R.:(k), Rx(0) = [(3) +
=3+ (1) + (—1)2]~i =5.0, Ru(1) = [3(=1) + (-3)(1)]& +[(D)(=3) + (D)3)] ; + other terms adding
to zero = —1.5, and Ry, (k) = 0 for all k| > 1. Ry.(k) is shown plotted in Fig. 4.14(b).

Problem 14

Consider the continuous random waveform

x(1) = Y A,g(t—n)
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FIGURE 4.14 (a) A typical section of x(n) for Problem 13 and (b) Rxx = x(n)x(n+k) = XY.

8() a0 -1 X=X, Augli- o)
A =133 A 27 o
N\

1
3
§
-1 2 o -1 0 1 2 3 4 5 t
(@
Rxx(7)
/ 1.33
{1
-1 1 T
(b)

FIGURE 4.15 (a) A typical section of x(¢) for Problem 14 and (b) kxx(r).
where g(t) = 1, 0 < t < 1; g(t) = 0 otherwise and the As are independent random variables with fAi () =

% ,0< <2, fAi (¢) = 0 otherwise. Find R..(7).

Solution _
A typical section of x(t) is shown in Fig. 4.15(a). Since the As are independent, A =1, Aiz =1.33, and
AA; =1 for all i#j.Observing Fig. 4.15(a), we obtain the following.

ForO0<7<1:

Ru(1) = AX(1- D+ A AT
1.33-0.337
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For 7> 1:

Ru(T) = AA = 1

and Iixx(—r) = }ixx( 7) by symmetry. }NQXX( T) is shown plotted in Fig. 4.15(b). We also note that the same
result is obtained when the As are independent and fAi (o) or p, (@) are such A; =1and A? = 1.33.
Thus, many different waveforms have the same autocorrelation function.

4.5 Summary and Future Study

The elements of probability and random variable theory were presented as a prerequisite to the study of
random processes and communication theory. Highlighted were the concepts of finding first- and second-
order time averages statistically, by uniformly sampling a continuous random finite power waveform at
torat tand t + T or discretely uniformly sampling a random finite power discrete waveform at n or at
n and n + k. The illustrative problems chosen were simple. When ergodic random processes are later
encountered, the time averages for any one member of the ensemble will be equivalent to corresponding
ensemble averages. A future task is to approximate time averages on a computer. Here, from a section
of a waveform T with its values sampled every 7 seconds, an estimate for the autocorrelation function
and its Fourier transom Syy(f) called the power spectral density will be found.

Defining Terms

Cumulative distribution, density and mass function: F,(&) = P[X < o, fy(o) = d/da Fy(@), px(e) =
P[X = ¢;]. Other noted distribution or density functions are: total signal energy or total signal
power vs. frequency, corresponding to Fx((); energy or power spectral density vs. frequency,
corresponding to fx(); total signal power vs. frequency for a periodic waveform, corresponding
to Fy(a) for a discrete random variable.

Joint distribution, density and mass function: Fy(0, 8) =P[(X< o) N (Y )], fi( et B) = 9’ 1dadp
Fyy(o B), pxrle, By) = PIX = ) N (Y = B))].

Jointrandom variables Xand Y:  X(s;) and Y(s;) jointly map each outcome of the SDS onto an o—f3 plane.

Probability: P(A) is the statistical regularity of A, P(A/B) is the statistical regularity of A based only on
trials when B occurs, axiomatically P(A) = Ypls) if A = UL, and s5;,=0, 1#j. P(A/B) =
P(AB)/P(B) if P(B) # 0.

Random phenomenon: An experiment which, when performed many times N, yields outcomes that
occur with statistical regularity as N — oo

Random variable X: X(s;) maps the outcomes of the SDS onto a real axis.

Sample description space (SDS): A listing of mutually exclusive, collectively exhaustive, finest grain
outcomes.

Special Terminology for Random Finite Power Waveforms

Finite power waveform:

lim 1" 2
P = —_
w= ZTJ_Tx (t)dt

or

N

lim 1 2 :

E x"(n) exists.
w 2N+ 1

N— —
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First-order time averages:
(D) lim 1 d B d
gx(n) = M = [ g(x(n)de = | g(efx(o)do

and

_ lim 1
g(x(n)) = Now INT1

Ystxm) = [ g(@fx(@da

The most noted first-order statistics are x(¢) or x(1n) = X, x’(¢) or x°(n) = X° and 0y = (X - j()z.
Jointly sampling a waveform: Uniformly choosing t and observing X =x(t) and Y=x(¢+ 7) or discretely
uniformly choosing n and observing X = x(n) and Y = x(n + k).
Sampling a waveform: For a continuous waveform uniformly choosing a value of time over a long
time T and observing X = x(¢); for a discrete waveform discretely uniformly choosing n, -N < n
< N over a long time 2N + 1 and observing x(#n). The random variable X describes x(¢) or x(n).
Second-order time averages:

—_ ~~——— o i 1 T
glx(n, x(t+ D) = g(5Y) = M = [ glx(), x(t+ D)ds
/\/

. 1
lx(n), x(n+ k)] = gOOY) = lim 5 B glx(m), x(n+ K]
and statistically

§XY) = [[ale B)fn(an Brde dp
or

= zz‘g(ai, Bj)pXY(ai’ ﬁ})

The most noted second-order statistics are f?xx(r) or }ixik) iﬁ , the time autocorrelation
function, and/or L(7) or Li(k) = (X=X)(Y-Y) = XY — XY, the covariance function.
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Further Information

Some important topics were omitted or only briefly mentioned here. The bivariate Gaussian or normal
joint density function is given an excellent treatment in Olkin, Gleser, and Derman [1994, Chap. 12].
The topic of finding the density function of a function of two known random variables can be extended.
The case of finding the joint density function for U and V] each defined as a function of two known
random variables X and Y, is well handled in Olkin, Gleser, and Derman [1994, Chap. 13]. Finally, the
most general transformation problem of finding the joint density function of m random variables, each
defined as a linear combination of n known jointly Gaussly random variables, is given in Chap. 9 of
O’Flynn [1982].
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Lew E. Franks 5.6  Bandpass Digital Data Signals
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5.1 Introduction

The modeling of signals and noise in communication systems as random processes is a well-established
and proven tradition. Much of the system performance characterization and evaluation can be done in
terms of a few low-order statistical moments of these processes. Hence, a system designer often needs to
be able to evaluate mean values and the autocorrelation of a process and the cross correlation of two
processes. It is especially true in communication system applications that a frequency-domain-based
evaluation is often easier to perform and interpret. Therefore, a knowledge of spectral properties of
random processes is valuable.

More recently, engineers are finding that modeling of typical communication signals as cyclostationary
(CS) processes, rather than stationary processes, more accurately captures their true nature and permits
the design of more effective signal processing operations. In the book edited by Gardner [1994], several
authors describe applications that have benefited from the exploitation of cyclostationarity. Although
these processes are nonstationary, frequency-domain methods prove to be very effective, as in the stationary
case.

Another notion that is becoming well accepted by communication engineers is the utility of complex-
valued representations of signals. Accordingly, all of the results and relations presented here will be valid
for complex-valued random processes.

5.2 Basic Definitions

We consider the random process, x(#), defined as a set of jointly distributed random variables {x(#)}
indexed by a time parameter . If the set of values of ¢ is the real line, we say the process is a continuous-
time process. If the set of values is the integers, we call the process a discrete-time process. The mean and
autocorrelation of the process are given by the expected values E[x(t)] and E[x(¢,)x[{¢,)], respectively.

©2002 CRC PressLLC



In dealing with cyclostationary processes, it is often more convenient to define an autocorrelation function
in terms of a simple transformation on the ¢, and t, variables; namely, let t = (¢, + t,)/2 and T= ¢, — ¢,
denote the mean value and difference of ¢, and t,. Accordingly, we define the autocorrelation function
for the process as

R.(t, 7) = E[x(t+7/2)x(t—1/2)] (5.1)

A process is cyclostationary, in the wide sense, with period T if both the mean and autocorrelation are
periodic in ¢ with period T. Hence, for a cyclostationary process CS(T), we can write*

m (1) = E[x(0)] = 3 M(m)e”™" (5.2)

R.(t, 1) = ZTcxx(t—kT, 7)

= % %ef'”’”” (5.3)

Equation (5.3) results from an application of the Poisson sum formula (see Appendix), where Cxc(V, T)
is the Fourier transform of ¢, (¢, T) with respect to the ¢ variable; that is,

Za(v, 1) = J'cxx(t, 7)e” ™ dt (5.4)

hence,

o _1 T _i2amiT
Cux(mlIT, 7) = TJ‘ R..(t, T)e dt (5.5)
0

is the mth Fourier coefficient for the #-variation in R, (¢, T). It is called the cyclic autocorrelation function
for x(t) with cycle frequency m/T [Gardner, 1989]. Note that the c,(#, T) function in Eq. (5.3) is not
uniquely determined by the autocorrelation; only a discrete set of values of its Fourier transform are
specified, as indicated in Eq. (5.3). Nevertheless, the notation is useful because the c,.(t, T) function arises
naturally in modeling typical communication signal time-sequential formats that use sampling, scanning,
or multiplexing. The pulse amplitude modulation (PAM) signal discussed in Section 5.4 is a good
example of this.

A frequency-domain characterization for the CS(T) process is given by the double Fourier transform
of R.(¢t, 7).

S, f) ”'Rxx(t, 7)e 27D drdr

L m
ZCXXD?’E6 %/_71]

where C,(V, f) is the double Fourier transform of ¢, (#, T); hence, it is the Fourier transform, with respect
to the T-variation, of the cyclic autocorrelation. It is called the cyclic spectral density for the cycle frequency
m/T. Notice that Eq. (5.6) is a set of impulse fences located at discrete values of v in the dual-frequency
(v,f) plane. The impulse fence at vV =0 has a special significance as the (one-dimensional) power spectral

(5.6)

*All summation indices will run from —oo to co unless otherwise indicated. The same is true for integration limits.
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density of the process. The other impulse fences characterize the correlation between signal components
in different spectral regions. The physical significance of these concepts is discussed in the next section.

A process is wide-sense stationary (WSS) if the mean and autocorrelation are independent of the ¢
variable, that is, if only the m = 0 terms in Egs. (5.2) and (5.3) are nonzero. For the WSS process, we
write the autocorrelation function as

R.(7) = R(0, 7) = 2« (0, 7) (5.7)

since the cyclic autocorrelation is nonzero only for a cycle frequency of v = 0. The power spectral density
of the process is simply the Fourier transform of R, (7):

SAﬁ:ﬁAmﬂmm (5.8)

A CS(T) process can be converted to a WSS process by phase randomization. Let x'(¢) = x(¢t — 6) where
the time shift 8is a random variable which is independent of the other parameters of the process. Then
the mean and autocorrelation of the new process are obtained by convolution, with respect to the ¢
variable, with the probability density function pg([)J for the 6 variable. Letting po(0) denote the Fourier
transform of pg(0), we have

m(t) = ZPG%MX(W!)EﬁﬁmﬂT; P,(0) = 1(5.92)

Rx'x'(t) T) = XPQ %Exx %, %ejZEmt/T(5‘9b)

which indicates that phase randomization tends to suppress the cyclic components with cycle frequencies
different from zero. In fact, for a uniform distribution of 8 over a T-second interval, only the m =0 terms
in Eq. (5.9) remain; hence, x'(t) is WSS. Using the Poisson sum formula, we see that any pg(0) satisfying
> Po(o = kT) = /T makes Py(m/T) = 0 for m # 0, hence making x'(¢) WSS.

It is important to note [from Eq. (5.5)] that the autocorrelation of the phase-randomized process is
the same as the time average of the autocorrelation of the original CS(T) process [Franks, 1969].

For a WSS discrete-time process a(k), where k is an integer, we write the mean and autocorrelation as

a = E[a(k)] (5.10a)

R,,(m) = E[a(k +m)a"(k)] (5.10b)

The power spectral density of the discrete-time process is the discrete-time Fourier transform (DTFT) of
the autocorrelation function; that is,

Sulf) = 3 Rua(m)e”™ (5.11)

which is always a periodic function of f with a period of 1/T. A case of frequent interest is when the a(k)
are uniformly spaced sample values of a continuous-time WSS random process. Suppose a(k) = y(kT),
then using the alternate form of the Poisson sum formula (Appendix), we have R,,(m) = R, (mT) and

Sulf) = 3 R, (mT)e ™™™ = %Zsﬂ F- (5.12)

©2002 CRC PressLLC



In communication system applications, the a(k) sequence usually represents digital information to be
transmitted, and the WSS assumption is reasonable. In some cases, such as when synchronizing pulses
or other header information are added to the data stream, the a(k) sequence is more appropriately
modeled as a cyclostationary process also. The examples we consider here, however, will assume that a(k)
is a WSS process

5.3 Properties and Interpretation

Many interesting features of a random process are revealed when the effects of a linear transformation
on the first- and second-moment statistics are examined. For this purpose, we use linear transformations
which are a combination of frequency shifting and time-invariant filtering, as shown in Fig. 5.1. The
exponential multipliers (modulators) provide the frequency shifts, and the filters with transfer functions
H,(f) and H,(f) provide frequency selective filtering. If H,(f) and H,(f) are narrowband low-pass filters,
each path of the structure in Fig. 5.1 can be regarded as a sort of heterodyne technique for spectrum
analysis. The cross-correlation between the outputs of the two paths provides further useful character-
ization of the input process.
The cross-correlation function for a pair of jointly random complex processes is defined as

R,.(t, 7) = E[y(t+1/2)z(t—1/2)] (5.13)

Substituting the indicated expressions for y(t) and z(t) in Fig. 5.1 and using Eq. (5.3) for the autocorre-
lation of the x(t) process, we can derive the following general expression for the cross-correlation:

_ jr(fi+th)r — i2a(fi=f)T — j2amilT m(]
Ryz(t;T)_ze 1t b 1712 D?Jﬂ qH1%+f1+2_rID

m

X Hy ff+ f, = 22Co g 07" df (5.14)

First, we consider the case where H,(f) = H,(f) = B(f), which is a very narrowband low-pass analysis
filter. Let B(0) = 1 and let A denote the noise bandwidth of the filter given by

A:J"B_(Q

4 .
) f (5.15)

Hence, an ideal low-pass filter with a rectangular gain shape and a cutoff frequency at f = A/2 has a noise
bandwidth of A. On the other hand, a low-pass filter resulting from averaging a signal over the last T} s,
that is, one with an impulse response b(t) = 1/T, in 0 < t < T, and zero elsewhere, has a noise bandwidth

ejZTrflt

Hy(f) F—— y() = [(t - 0)e*™x(0)do

x(t)

Hy(f) — z(D) = Ihz(t—o)eﬂ"fzcx(o)dc

elenfat

FIGURE 5.1 Conceptual apparatus for analysis of random processes.
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of A = 1/T,. Whatever kind of analysis filter we want to use, we shall consider the results as A approaches
zero so that we can assume that factors of the form B(f + m/2T)B(f = m/2T) which will appear in Eq.
(5.14) will vanish except for m = 0.

For example, let f, = f, = —f,. Then we see that both paths in the figure are identical, so that z(t) = y(¢) and

R (£ 7) = e_jMf“TJ’\B(f—fo)\zcxx(o,f)ejz”ﬁdf (5.16)

because only the m = 0 term in Eq. (5.14) is nonzero under these conditions. Note also that y(t) is WSS,
and its mean-squared value (also called the power of the process) is given by

E[ly(0I’] = R,,(0) = I\B(f—fo)\zcxx(o»f) df
OAC.(0, fo) =4 S.(fo) asA - 0 (5.17)

This expression, valid for small A, gives the power in x(#) due to components in a narrow band centered
at a frequency of f;. This provides the motivation for calling S,.(f) = C,.(0, f) the power spectral density
of the x(#) process. Note that our spectrum analyzer gives the same results for a CS(T) process and its
phase-randomized WSS version because of the time averaging inherent in the B(f) analysis filter.

Now, keeping the same low-pass filters, H,(f) = H,(f) = B(f), let fy = =(f; + f,)/2 and n/T = (f, - f,),
so that the mean value of the two analysis frequencies is f; and their difference is an integer multiple of
1/T. Then, only the m = n term in Eq. (5.14) is nonzero and we have the following expression for the
cross correlation of the y(#) and z(t) processes:

R.(1,0) = [|B(~f)*Cuc o B4

OAC,(nlT, f,) (5.18)

for small A. Thus, a physical significance of the cyclic spectral density, defined implicity in Eq. (5.6), is
that it represents the correlation that exists between spectral components separated by the cycle frequency.
Note that no such spectral correlation exists for a WSS process. This spectral correlation is used to
advantage in communication systems to extract timing or synchronization information or to eliminate
certain kinds of interference by means of periodically time-varying filtering of signals [Gardner, 1994].

Equation (5.14) is useful to establish many other useful relationships. For example, let x(¢) be WSS
and let f; = f, = 0, then y(t) and z(¢) are jointly WSS and the cross-spectral density is

and so, if H,(f) = H,(f), then z(#) = y(¢) and the power spectral density of a filtered WSS process is given by

S, (f) = [H(N)I'Su(f) (5.20)

whereas letting H,(f) = 1 makes z(¢) = x(t) so that the cross-spectral density of the input and output of
a filtered WSS process is

Syx(f) = Hl(f)Sxx(f) (521)

If H(f )HzD (f) = 0 for all f, then S,(f) = 0, indicating that spectral components in nonoverlapping
frequency bands are always uncorrelated. This is a fundamental property of all WSS processes.
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5.4 Baseband Digital Data Signals

Perhaps the most basic form of mapping from a discrete-time data sequence {a(k)} into a continuous-
time signal x(¢) for transmission over a communication channel is baseband pulse amplitude modulation.
The mapping uses a single carrier pulse shape, g(t), and is a linear function of the data, which we will
assume is a WSS discrete-time process [Eq. (5.10)].

x(t) = Za(k)g(t—kT) (5.22)

The x(t) process is CS(T) with

m(t) = a Zg(t—kT) = (a/T)ZG%ejz”m’/T(5.23a)

Rxx(t’ T)

ZZRaa(m)g%+§—kT—mIHgD%—§—kTE (5.23b)

By inspection, the c,, (¢, T) function in Eq. (5.3) is

=1 I_ ng_n
(5, T) = T ZRaa(m)g%+ 3 mTEg % 30 (5.24)
so that the cyclic autocorrelation is
~ _ l B 0 j2nfr jantlT
BT, 1) = 4 [Sul NG ER+ G (N df T (5.25)

Note that the strength of the cyclic autocorrelations (equivalently, the amount of spectral correlation)
depends strongly on the amount of overlap of G(f) and its frequency-translated versions. Data carrier
pulses are often sharply bandlimited, with excess bandwidth factors not exceeding 100%. A pulse with
100% excess bandwidth is bandlimited to the frequency interval |f| < 1/T. In this case, x(¢) has cycle
frequencies of 0 and £1/T only. Note also that an excess bandwidth of less than 100% means that G(n/T) =
0 for n # 0 so that the mean of the PAM signal [Eq. (5.23a)] is constant.

Using time averaging to get the power spectrum of the PAM signal, we can write

R.(7) = ,lrzRM(m)rg(r—mT) (5.26)

where

r(7) = Ig(t+ 7)g (t) dt (5.27)
is the time-ambiguity function for the data pulse, g(¢) [Franks, 1969]. Its Fourier transform is |G(f)|’,

called the energy spectral density of the pulse. Hence, taking the Fourier transform of Eq. (5.26), the
power spectral density of the PAM signal is

Sulf) = 8. (NIGI’ (5.28)

which nicely separates the influence of the pulse shape from the correlation structure of the data.
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Although it may not be apparent from Eq. (5.28), the power spectrum expression may contain o-function
terms, which represent nonzero concentrations of power at a discrete set of frequencies. In order to make
evident the discrete part of the power spectrum, we express the continuous part of the spectrum as the
Fourier transform of the autocovariance function, which is the autocorrelation of the zero-mean process,
x'(t) = x(t) — m.(t). Then

R, (t,7) = R, (t, 7) +m(t+ T2)mU(t—1/2) (5.29)
where
R.(t,7) = R.(1, 7) = %ZR;a(m)rg(T—mT) (5.30)
and
R (m) = R, (m)~al’ (5.31)

Now, performing the time averaging, the power spectrum is expressed as

Sulf) = 2 SDIGNI + |5

2 2
ZGE{I—E 5 —%% (5.32)

The second term in Eq. (5.32) is the discrete part of the spectrum. Notice that there are no discrete
components for zero-mean data (a = 0) or if the data pulse has less than 100% excess bandwidth (G(n/T)
= 0 for n # 0). For zero-mean independent data, pulse amplitudes are uncorrelated and the power
spectrum is simply

Su(f) = ZIGAI (5.33)

where Gaz is the data variance.

A more general format for baseband data signals is to use a separate waveform for each data symbol
from the symbol alphabet. Familiar examples are frequency-shift keying (FSK), phase-shift keying (PSK),
and pulse-position modulation (PPM). For the binary alphabet case, [a(k) € {0, 1}], the format is basically
PAM. Using waveforms g,(¢) and g() to transmit a zero or one, respectively, we have

x(t) = Z[l—a(k)]go(t—kT)+a(k)g1(t—kT) (5.34)
which can be rewritten, using d(t) = g,(t) — gy(¢), as
x(t) = Zgo(t—kT) + Za(k)d(t—kT) (5.35)

which is a periodic fixed term plus a binary PAM signal. Let p = Pr(a(k) = 1] = a and let P,,(m) denote
the conditional probability, Prla(k + m) = 1|a(k) = 1], then with a'(k) = a(k) — a,

Ry (m) = E[a’ (k+m)a' (k)]

R, (m)—p® = pP,,(m)-p’ (5.36)

©2002 CRC PressLLC



and carrying out the calculations, the power spectral density is
1
Sxx(f) = i—v Saa(f)‘Gl(f) - GO(f)‘2

6%—% (5.37)

+ Eﬂl% Z(l_P)GoE%%"'PGl %

where the second term gives the discrete components. Note that the strength of the discrete components
depends only on the mean value of the data and not the correlation between data symbols.
To generalize the preceding result to an M-ary symbol alphabet for the data, we write

M-1

x(t) = Zzam(k)gm(t—kT) (5.38)

with a,,(k) € {0, 1} and, for each k, only one of the a,,(k) is nonzero for each realization of the process.
Then, calculating the autocorrelation function, we find that c(t, T) in Eq. (5.3) can be expressed as

) = 1Y Y S Elay(i+anie, G+ -1 B -1 (5.39)

m,n=0

We assume that the data process can be modeled as a Markov chain characterized by a probability
transition matrix P,,,(i) giving the probability that a,, (i +j) = 1 under the condition that a,(j) = 1. We
further assume the process is in a steady-state condition so that it is WSS. This means that the symbol
probabilities, p, = Pr[a,(j) = 1], must satisfy the homogeneous equation

M-1

Pw = szn(l)pn (5.40)

and all of the transition matrices can be generated by recursion:

M-1

P, (i+1) = S P, (i)P,(1); i=1 (5.41)
];) k k

Now, calculation of the autocorrelation can proceed using Ela,, (i + j)a,(j)] = g,,,(i) in Eq. (5.39), where

dmi(i) = Prla,(i+j)=1and a,(j) =1]

= P,..()p, fori>0
= OpnPn fori =0
= Pmn(—i)pm fori<0 (5.42)

Taking the DTFT of the g,,,(i) sequence
Qu(f) = Y e (5.43)

we arrive at a remarkably compact expression for the power spectral density of this general form for the
baseband data signal

5. =23 T QulNG.NGAN (5.44)

m,n=0
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The power spectrum may contain discrete components. The continuous part of the spectrum can be
extracted by replacing the q,,,(i) in Eqgs. (5.42-5.44) by q,,,(i) = p,.p.- Then, the remaining part is the
discrete spectrum given by

N 6%—% (5.45)

Sxx(f)discrete = %—%

M-1
> PG
m=0

For the special case of independent data from symbol to symbol, the probability transition matrix takes
on the special form P,,,(i) = p,, for each m and each i > 1; that is, all columns are identical and consist
of the set of steady-state symbol probabilities. In this case, the continuous part of the power spectrum is

M-1

Sxx(f)continuous = {zpme(f) - meG (f) } (546)

and the discrete part is the same as in Eq. (5.45).
As an example of signalling with M different waveforms and with independent, equiprobable data,
consider the case of pulse position modulation where

gn(t) = g%—m]\—%; P = 1UM; m=0,1,2, .., M—1 (5.47)

The resulting power spectrum is

kMD

s.(n = BRenienr+ B9 ¥ B o (5.48)

where

mﬂ:%iﬂuﬁﬁmﬁ

sin’(nTf/M)

The continuous part of the spectrum will be broad because pulse widths will be narrow (on the
order of T/M s duration) for a reliable determination of which symbol was transmitted. Note,
however, that the spectrum has nulls at multiples of 1/T due to the shape of the Q(f) factor in Eq.
(5.48).

5.5 Coding for Power Spectrum Control

From Eq. (5.28) or (5.44), we see that that the shape of the continuous part of the power spectral density
of data signals can be controlled either by choice of pulse shapes or by manipulating the correlation
structure of the data sequence. Often the latter method is more convenient to implement. This can be
accomplished by mapping the data sequence into a new sequence by a procedure called line coding [Lee
and Messerschmitt, 1988]. The simpler types of line codes are easily handled by Markov chain models.
As an example, we consider the differential binary (also called NRZI) coding scheme applied to a binary
data sequence. Let a(k) € {0, 1} represent the data sequence and b(k) the coded binary sequence. The
coding rule is that b(k) differs from b(k — 1) if a(k) = 1, otherwise b(k) = b(k — 1). This can also be
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expressed as b(k) = [b(k — 1) + a(k)]mod2. Letting g = Pr[a(k) = 1], the probability transition matrix
can be expressed as

P(1) = {1“1 q } (5.49)
q 1-9

from which it follows that the steady-state probabilities for b(k) = 1 or 0 [Eq. (5.40)] are given by p =

1 = p = 1/2, regardless of the uncoded symbol probability g. Because the columns of a transition matrix

sum to 1, the evolution of the transition probability [Eq. (5.41)] can be written as a single scalar equation

which, in this case, is a first-order difference equation with an initial condition of P;;(0) = 1.

Py (i+1) = (1-2q)P,(i)+q; i20 (5.50)

Using P,,(i) = P,,(— 1), the solution is

P,.(i) = %[(1—zq)“"+1] (5.51)
Supposing that the transmitted signal is binary PAM using the b(k) sequence, that is,

x(t) = Zb(k)g(t—kT) (5.52)

then, taking the DTFT of Eq. (5.51) and using Eq. (5.32), the power spectral density becomes [Franks,
1969]

5.0 = Banienr+ B s |6 T's (5.53)
where the spectrum shaping function is
Q(f) = q(1=q)lq" + (1 -2q)sin*(xTf)]” (5.54)

It is sometimes stated that differential binary (NRZI) coding does not alter the shape of the power
spectrum. We see from Eq. (5.54) that this is true only in the case that the original data are equiprobable
(g = 1/2). As shown in Fig. 5.2, the shaping factor Q(f) differs greatly from a constant as g approaches
0 or 1. Note, however, that the spectrum of the coded signal depends only on the symbol probability g
and not the specific correlation structure of the original data sequence.

A more practical line coding scheme is bipolar coding, also called alternate mark inversion (AMI). It is
easily derived from the differential binary code previously discussed. The bipolar line signal is a ternary
PAM signal

x(t) = Zc(k)g(t—kT) (5.55)

where ¢(k) = 0 if a(k) = 0 and c(k) = +1 or -1 if a(k) = 1, with the two pulse polarities forming an
alternating sequence; that is, a positive pulse will always be followed by a negative pulse and vice versa.
Hence, the bipolar code can be expressed in terms of the differential binary code as

c(k) = b(k)=b(k—1) (5.56)
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FIGURE 5.2  Spectral density shaping function for differential binary coding.

which itself is a form of partial response coding [Lee and Messerschmitt, 1988; Proakis and Salehi, 1994].

The autocorrelation function for c(k) is easily expressed in terms of the autocorrelation for b(k),

R.(m) = 2R, (m) —Ry,(m—1) =Ry, (m + 1)

and since
_1 _ 1 Il
Ry(m) = 3Py (m) = 31(1-2q)" +1]
we get
R.(0) = ¢
R (m) = —’(1-29)" " |m| =1

and, taking the DTFT of R (), the power spectral density for the bipolar signal is

Su(f) = 2QUNIGNP

where

Q(f) = [q(1 —q)sin*(xTHI [ + (1 —2q)sin*(xTf)] "

(5.57)

(5.58)

(5.59)

(5.60)

Since E[c(k)] = ¢ = b—b = 0, the spectrum has no discrete components, which can be a substantial
practical advantage. The spectral shaping factor Q(f), shown in Fig. 5.3, produces spectral nulls at f=0
and f = 1/T. This was used to advantage in early wire-cable PCM systems to mitigate the effects of no
low-frequency transmission and the effects of increased crosstalk between wire pairs at the higher
frequencies. Note that the spectrum shape is still dependent on data symbol probability but not on the

correlation structure of the data.

Another simple line code, found useful in optical and magnetic recording systems, is the Miller code,
whose power spectrum can be determined with a four-state Markov chain [Proakis and Salehi, 1994].
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FIGURE 5.3  Spectral density shaping function for bipolar coding.

5.6 Bandpass Digital Data Signals

In most communication systems, signals are positioned in a frequency band which excludes low frequen-
cies. These are called bandpass signals. For digital data signals, we could simply consider the baseband
formats discussed previously, but with data pulse shapes, g(¢), which have a bandpass nature. However,
it is more common to produce bandpass signals by modulation of a sinusoidal carrier with low-pass
(baseband) data signals. Hence, we examine here the correlation and spectral properties of quadrature
amplitude modulation (QAM) carrier signals. Let u(#) and v(t) be real baseband signal processes, then
the QAM signal with a carrier frequency of f; is

x(t) = u(t) cos(2nf,t) —v(t) sin(27xf,t) (5.61)
which can be more conveniently handled in terms of complex signals

j2rfyt.

x(t) = O[w()e 1; w(t) = u(t) +jv(r) (5.62)

The signals u(t) and v(t) are often called the in-phase and quadrature components, respectively, of the
QAM signal. The autocorrelation function for x(t) becomes

72 nfo

]

j2r(2fy)t

] (5.63)

Rolt ) = 30[R,. (1 De
1
+ ED [R, At T)e

First we consider the situation where u(t) and v(¢) are jointly WSS processes, which might be a good
model for some types of analog systems. In this case, there are three cycle frequencies (0, + 2f, , — 2f;).
We obtain the cyclic autocorrelation functions from Eq. (5.5) by time averaging over a period of T = 1/f;
with the result that

j2nf0

7 (5.64a)

200, 7) = 30[R,(De

IR (1) = E=2h 7) (5.64b)

Cux(2fo, T) 25w
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From the second term in Eq. (5.63), in the WSS case, it is evident that a period of T = 1/2f, would also
work; however, we choose to regard the QAM signal as CS(1/f;) since the mean value could have a
component at f,. The autocorrelation result is the same in either case.

We note that x(t) itself would be WSS under the condition that the cross-correlation, R, T), vanishes,
making the second term in Eq. (5.63) disappear. This condition is equivalent to R,,(T) =R,,(7) and R,,(T)
=-R,(7) == R, (- 7); in other words, x(t) is WSS if the in-phase and quadrature components have the
same autocorrelation and their cross-correlation function is odd. If u(¢) and v(¢) are independent zero-
mean processes, then we require only that their autocorrelations match. This is called balanced QAM
and its power spectral density is

Self) = Cul 0, ) = 38l =) + 35.(F +1) (5.65)

For the case of digital data signals, we examine the QAM/PAM signal where the complex baseband
signal is a pair of PAM signals,

w(t) = Zc(k)g(t—kT); c(k) = a(k) + jb(k) (5.66)

Here we encounter a problem regarding the period of the cyclostationarity, because the PAM signal
exhibits a period of T while the carrier modulation introduces a period of 1/f;, and these periods are not
necessarily commensurate. The problem is easily handled by methods used for almost periodic functions,
by extending the integration interval indefinitely

Rt ) = 3 Eulv, 0™ (5.67a)

~ ]va
Cxx(vi, T) 11?105'7":[')-]' Rxx(t 7:) (567b)

The values of v; for which Eq. (5.67b) are nonzero are the cycle frequencies. The process is sometimes
called polycyclostationary. Now, using Eq. (5.25) for the cyclic autocorrelations of w(t) and Eq. (5.63) for
the effect of the modulation, then taking Fourier transforms, we get the following results for the cyclic
spectral density functions for x(t):

an - alp | .
Cxx D—]__"E - i—-ﬂstc %_ﬁ_¥ﬂK(f_f0’ 1’1’1)
+ Ef-ﬂ Ef fo"""‘DK(f"'fO) m) (5.68a)

Coeaf, f = %Esuu%— K (f5 m) (5.68b)

1
C. -2, = H5Hs«

I‘II:I

OB+ 3K (f5 m) (5.68¢)

=

where, for convenience, we have defined the function
K(f;m) = G§+ e af— (5.69)
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The cycle frequencies are {m/T, m/T + 2f,, m/T — 2f}. For example, if the data pulse g(#) had less than
100% excess bandwidth, then K(f; m) vanishes for |m| > 2 and there are a total of nine cycle frequencies.
If the QAM is balanced, for example, by making the a(k) and b(k) identically distributed and independent,
then the cross-spectral density S, f) vanishes and only three cycle frequencies remain.

As an illustration, let us assume that the a(k) and b(k) sequences are independent and each sequence
has zero-mean, independent data, but with variances, o, and o, for in-phase and quadrature data,
respectively. Then S,.(f) = o, + 0; and S..«(f) = 0. = 0}, giving the following simple expressions
for the cyclic spectral densities:

2 2
Dﬂ_ — O-a + O-b _r. .
Cn DT’]% T 4T [K(f—fos m) + K(f+ fo; m)] (5.70a)
n n o.—o,
- - a— Y .
cxxDTufo,E = CXXDT—sz,E = =L—LK(f; m) (5.70b)
and the power spectral density is
o.+0,

Sulf) = Cal0, ) = =G =)+ [G(F+F)I] (5.71)

which is simply a pair of frequency-translated versions of the corresponding baseband PAM spectrum.

The case of double-sideband amplitude modulation (DSB-AM/PAM) is covered in the preceding equa-
tions simply by making all of the b(k) equal to zero. This can be regarded as extremely unbalanced QAM;
hence, the nonzero cyclic components will tend to be greater than in the QAM case. Other modulation
formats can be handled by essentially the same methods. For example, vestigial-sideband modulation
(VSB-AM/PAM) uses a single data stream and a complex data pulse; w(t) = Ya(k)[g(t—kT) +
jg(t—kT)]. A more general version of QAM uses a different pulse shape in the in-phase and quadrature
channels. Staggered QAM (SQAM) uses time-shifted versions of the same pulse; for example, w(t) =
Za(k)g(t — kT) + jb(k)g(t — TI2 — kT). Quaternary phase-shift keying (QPSK) is a special case of QAM
with a(k), b(k) e {+1, —-1}.

5.7 Appendix: The Poisson Sum Formula

For any time function g(#) having Fourier transform G(f), the following relation is often useful in system
analysis:

Zg(t—kT) = %ZG%J”’”” (A5.1)

The relation is easily verified by making a Fourier series expansion of the periodic function on the left-
hand side of Eq. (A.5.1). The mth Fourier coefficient is

1 T —j2mmtlT
c(m) = —J' Z g(t—kT)e dt (A.5.2)
T Jo
and, by a change of integration variable,

—j2nmol T d

c(m) = = _Zg(O')e o= %G% (A.5.3)
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Another useful version of the Poisson sum formula is the time/frequency dual of Eq. (A.5.1).
—j2mkTf 1 _
Z g(kT)e z ZG% i (A.5.4)

Defining Terms

Autocorrelation: The expected value of the product of two elements (time samples) of a single random
process. The variables of the autocorrelation function are the two time values indexing the random
variables in the product.

Cross correlation: The expected value of the product of elements from two distinct random processes.

Cycle frequency: The frequency parameter associated with a sinusoidal variation of a component of
the autocorrelation of a cyclostationary process.

Cyclic autocorrelation: A parameter characterizing the amount of contribution to the overall autocor-
relation at a particular cycle frequency.

Cyclostationary random process (wide-sense): A random process whose mean and autocorrelation
functions vary periodically with time.

Excess bandwidth: The amount of bandwidth of a PAM signal that exceeds the minimum bandwidth
for no intersymbol interference. It is usually expressed as a fraction of the Nyquist frequency of
1/2T, where 1/T is the PAM symbol rate.

Poisson sum formula: A useful identity relating the Fourier series and sum-of-translates representa-
tions of a periodic function.

Power spectral density: A real, nonnegative function of frequency that characterizes the contribution
to the overall mean-squared value (power) of a random process due to components in any specified
frequency interval.

Pulse amplitude modulation (PAM): A signal format related to a discrete-time sequence by superpos-
ing time-translated versions of a single waveform, each scaled by the corresponding element of the
sequence.

Quadrature amplitude modulation (QAM): A signal format obtained by separately modulating the
amplitude of two components of a sinusoidal carrier differing in phase by 90°. In digital commu-
nications, the two components (referred to as in-phase and quadrature components) can each be
regarded as a PAM signal.

Time-ambiguity function: A property of a waveform, similar to convolution of the waveform with
itself, which characterizes the degree to which the waveform can be localized in time. The Fourier
transform of the time-ambiguity function is the energy spectral density of the waveform.
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Further Information

The text by Papoulis [1991] is the third edition of a well known and referenced work on probability and
random processes that first appeared in 1965. It is a concise and comprehensive treatment of the topic
and is widely regarded as an ideal reference source. Gardner [1989] provides the most complete textbook
treatment of cyclostationary processes. He presents a careful development of the theory of such processes
as well as several examples of applications relevant to the communications field. Stark and Woods [1986]
is a somewhat more advanced textbook. It uses modern notation and viewpoints and gives the reader a
good introduction to the related topics of parameter estimation and decision theory.
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Queuing*

6.1 Introduction
6.2 Little’s Formula
6.3  The M/M/1 Queuing System: State Probabilities
6.4 The M/M/1 Queuing System: Averages and
Richard H. Williams Variances
University of New Mexico 6.5  Averages for the Queue and the Server

6.1 Introduction

Everyone has experienced being in a queue: waiting in line at a checkout counter, waiting in traffic as
we enter a highway’s tollgate, or waiting for a time-sharing computer to run our program. Examples of
queues from everyday life and technical experiences are almost endless.

A study of queues is important for the following reasons:

1. From the user’s point of view, a queue, that is, waiting in line, is a nuisance and will be tolerated
only at some minimal level of inconvenience.

2. From the point of view of a provider of some service, queues are necessary. It is extremely
uneconomical to provide a large number of servers to handle the biggest possible rush, only to
have many of them idle most of the time.

One motivation to study queues is to find some balance between these two conflicting viewpoints.
Probability theory is the tool we use for a study of queues because arrivals and departures from a queuing
system occur randomly. In Fig 6.1, a customer arrives at the input to the queuing system, and if no
server is free, the customer must wait in a queue until it is his, her, or its turn to be served. A queue
discipline is the name given to a rule by which a customer is selected from a queue for service.

6.2 Little’s Formula

Let the average rate at which customers arrive at a queuing system be the constant A. Departures from
the queuing system occur when a server finishes with a customer. In the steady state, the average rate at
which customers depart the queuing system is also A. Arrivals to a queuing system may be described as
a counting process A(f) such as shown in Fig 6.2. We estimate an average rate of arrivals with

A= # (per unit time) (6.1)

*Portions are reprinted by permission. Williams, R.H. 1991. Electrical Engineering Probability, Copyright © by
West, St. Paul MN. All Rights Reserved.
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Queuing System: T =Tp + Ts

Ts
To Server 1
Arrivals ‘ ‘ ‘ ‘ Server 2 | Departures
Queue
No Server m
Ns

Queuing System: N = Ng + Ns

FIGURE 6.1 Illustration of queuing system: Customers arrive at a queue and, after some time, depart from a server
that serves the queue.

12

0 5 10 15 20

FIGURE 6.2 Illustration of the arrival and departure counting processes for a queuing system.

where A(t) is the number of arrivals in [0, t]. Departures from the system D(¢) are also described by a
counting process, and an example is also shown in Fig. 6.2. Note that A(#) = D(t) must be true at all
times. The time that each customer spends in the queuing system is the time difference between the
customer’s arrival and subsequent departure from a server. The time spent in the queuing system for
arrival iis denoted t, i =1, 2, 3,....

The average time a customer spends waiting in a queuing system is

A(t)

f = m;ti (units of time) (6.2)

The average number of customers in a queuing system 7 is, from Egs. (6.1) and (6.2),
| A()
n=- Zti = At (dimensionless) (6.3)
i=1
If we assume that, with enough data, sample averages approximate their expected values, then Ao A,
t — E[T], and n — E[N], where N and T are random variables. Also, Eq. (6.3) becomes
E[N] = AE[T] (6.4)

This relation is known as Little’s formula [Williams, 1991]; it has a generality much beyond what one
might suppose, given the heuristic demonstration leading to Eq. (6.4).
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TABLE 6.1 Data from a FIFO Queue
Used with Example 1

i ta 1o tg t, th

1 00 00 20 20 2.0
2 1.5 0.5 2.9 3.4 4.9
3 22 27 21 4.8 7.0
4 4.1 29 08 37 7.8
5 5.5 2.3 1.7 4.0 9.5
6 10.0 0.0 1.5 1.5 11.5
7 11.3 0.2 1.6 1.8 131
8 13.4 0.0 2.3 2.3 15.7
9 150 07 20 27 177
10 155 22 30 52 207

Example 1

The data in Table 6.1 are the data used to plot A(f) and D(¢) in Fig. 6.1. In Table 6.1, the times, given in
the units of minutes, are: arrival time t,, time spent in the queue f,, time spent with the server t, total
time in the queuing system for the ith arrival t;, and the departure time f;,. For each i we see in Table
6.1, that t;=t, + t; and that t, = t, + t,. These data describe a first-in—first-out (FIFO) queuing discipline:
If a customer arrives before the previous customer departs, then the customer must wait his turn in the
queue until the server is available. If the previous customer has departed prior to a customer’s arrival,
then the waiting time in the queue is #, = 0.
According to the data in Table 6.1, when ¢ = 20.7 then A(t) = i = 10. From Eq. (6.1),
10

A= 207 = 0.48 (min™)

The sum of all the ¢; in Table 6.1 is 31.4 min. Therefore, from Eq. (6.2),

;34

T 3.14 (min)

Finally, using Little’s formula in Eq. (6.3), the sample average number of customers in the queuing system is

_ 1 314
n=-—x

30770 - 12

6.3 The M/M/1 Queuing System: State Probabilities

A generally accepted notation used to name a queuing system is A/S/m: A is a description of the dynamics
by which arrivals come to the queuing system; S is a description of the dynamics by which a server
processes a customer taken from the queue; and m is the number of servers. The arrivals and the server
are independent of each other except that a server cannot serve a customer who has not yet arrived into
the queue.

We define the state of a queuing system as the total number of customers within it, that is, either
within the queue or being served. The only queuing system that we discuss in this chapter is M/M/1:
The arrival dynamics are Markov (with rate constant A), the server dynamics are Markov (with rate
constant Ag), and there is only one server.

There can be, at most, only one arrival and, at most, one departure in a time interval At when At — 0.
As far as arrivals are concerned, when At is a small increment of time, the probability of an arrival into
the queuing system in the interval At is

P(A) = AAt (6.5)
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Correspondingly, the probability of no arrival in At is

P(A) = 1 —AAt (6.6)

The probability of serving (discharging) a customer P(D) is actually conditioned by the event that
there is at least one customer in the queuing system. Thus, given that the state is at least one,

P(D) = AAt (6.7)

The probability of continuing to serve a customer who is already being served is

P(D) = 1-AAt (6.8)

Suppose that the state of a queuing system is zero at time ¢ + At. This can occur in only one of three
mutually exclusive ways. If the state at time ¢ is zero, then either there is no arrival in the increment At,
or, if there is an arrival in Af, then there is also a departure within the same At. If the state at ¢ is one,
then there must be one departure and no arrival within At. Let P,(f) denote the probability of a queuing
system being in the state n at time . Then, with this notation, a summary of the preceding statement is

P,(t+ At) = Py(t){ P(A) + P(A)P(D)} + P,(1)P(A)P(D)
Using Egs. (6.5-6.8), this may be arranged into

Then, taking the limit as At — 0, we have the derivative

dPy(1)
dt

= AsPi(t) = APy(t)

When a queuing system is in the steady state, the rate of change of the probability Py(¢) with respect to
time is zero, and we have

APy(t) = AsP(1) (6.9)

If at time ¢ + At the state of the queuing system is greater than zero, we have

P,(t+At) = P (1){P(A)P(D) + P(A)P(D)}
+P,,,(t)P(A)P(D) + P,_,(t)P(A)P(D)

The first term on the right of this equation describes two ways for the state to remain the same when
time increases from ¢ to t + At: either no arrival and no departure occur, or exactly one arrival occurs
and exactly one departure occurs. The second term describes the state n + 1 changing to n by exactly
one departure with no arrival. The third term describes the change from state n — 1 to n by exactly one
arrival and no departure. No other combinations of arrivals and departures can happen using our assump-
tions when # > 0. Then, as before, finding the derivative of P,(¢) and setting it equal to zero in the steady-
state condition, we find

(A+ AP, (1) = AP, (1) + AP, (1) (6.10)
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We introduce the ratio

=z (6.11)
p s

Then, when n = 0, we have from Eq. (6.9),

Py(1) = pPy(1)
When n = 1, Eq. (6.10) becomes

(A+A5)Pi(t) = AsP,(1) + APy(1)

Combining this with P,(t), we have an expression which, when simplified, becomes

Py(t) = p*Py(1)
Continuing in this way, it follows that

P(1) = p"Py(t) (6.12)

Since the queuing system can theoretically be in any state n = 0, 1, 2,... (that is, there can be any
nonnegative number of customers in the queuing system), we must require that

an(t) =1 (6.13)

n=0

Combining Egs. (6.12) and (6.13), we have

Py p" =1

n=0

By stipulating that p < 1, we can sum the geometric progression [Beyer, 1987, p. 8]:

1
e (6.14)

he
Il

Thus, when n = 0, we have

Py(t) = 1—p (6.15)

Combining Eq. (6.15) with Eq. (6.12) gives the probability of any state n for the M/M/1 queuing system:

P,(t) = (1-p)p" (6.16)

As long as the state of a queuing system is greater than zero, then one of the customers must be with
the server. Therefore, the probability that the server is busy is P(N > 0). Since P(N > 0) + Py(¢) = 1, it
follows, using Eq. (6.15), that

P(N>0) =p (6.17)

The result in Eq. (6.17) is why the ratio p is called the utilization of an M/M/1 queuing system.
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Example 2

A manager of a queuing system wants to know the probability that k or more customers are in the queue
waiting to be served by the server; k = 1, 2, 3,.... If even one customer is in the queue, then there must
also be one customer with the server. Therefore, what the manager wants to know is the probability that
the state of the queuing system is k + 1 or more. Then, with Eq. (6.16),

P(No2k) = P(N2k+1) = z (1-p)p"

n=k+1

If we use the change of variables m =n — (k + 1), and Eq. (6.14), we then answer the manager’s question:

P(Ng2k) = (1-p)p"" Yy p" = p*

m=0

6.4 The M/M/1 Queuing System: Averages and Variances

The purpose of this section is to find the statistical parameters of mean and variance for both random
variables N and T shown in Fig. 6.1 for an M/M/1 queue. In the following, the lower case n and ¢ stand
for realizations of the random variables N and T.

If the geometric progression in Eq. (6.14) is differentiated once with respect to p, we have

-
%“” (1-p)°

Then, differentiating this once again,

o > _ p(l+p)
np = ——->=>
Z; (1-p)’

The first of these two derivatives can be used along with Eq. (6.16) to show that the mean of N is

EINT = 3np,(0) = Yn(1=p)p” = tE (6.18)
n=0 n=0

The second of these two derivatives is used to express the mean of the square of N,

HN'T = SR = T (1=pp = BB (6.19)

Equations (6.18) and (6.19) are used to find the variance of N,

Var[N] = E[N"]-(E[N])’ = —2— (6.20)
(1-p)

One notes that as Ag — A, the utilization approaches unity, and both the mean and the variance of N
for the M/M/1 queue become unbounded.
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Assume that a customer arrives at an M/M/1 queuing system at time ¢ = 0. The customer finds that
the queuing system is in state #n where n could be 0, 1, 2,.... We use the notation T, to denote the random
variable for the total time in the queuing system given that the state found by a customer is n. The
probability of that customer leaving the queuing system in the interval between ¢ and t + At is

P(t<T,<t+At) = Fy (t+At)—Fy (1)

where Fy (1) is the probability cumulative distribution function (cdf) for T,. Another way of expressing
this probability is

P(t< T,<t+At) = P(exactly n departures from the server between 0 and ¢)

X P(the customer departs from the server in At)

The first of the probabilities is Poisson [Williams, 1991] with rate parameter Ag and time interval . The
second probability is obtained from Eq. (6.7). Thus,

P(t<T,<t+At) = {(’l’jt) }Asm

Combining these two expressions for P(t < T, < t+ At), we have the following:

Fr (t+At)=Fp (1) = {(lst) } Aot

We can use this to construct the following derivative:

Fr (t+At) = Fr (1) d

A1{1?0 AL = CTtFT”(t) = fr,(1)

where fr (1) is the probability density function (pdf) for T,

n+l n
A
fr () = ==, 120 (6.21)

The random variable T is the time in the queuing system considering all possible states. Then, using
Egs. (6.16), (6.21), and the series expansion for ¢* [Beyer, 1987, p. 299],

fi(t) = Zan(t)Pn(O)

hed n+1 n

-3

n=0

= (1-p)hse Y = At p

n=0
—Agt plt

/lst n
(1-p)p

= (1-p)Ase
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Using Eq. (6.11), we finally have the result

D) = A=2e™"", t20 (6.22)

This is recognized as the pdf for an exponential random variable. It is therefore known that [Williams,
1991]

1 A
BIT) = 35 = 1 (6.23)
2
Var[T] = —L— = 1A (6.24)

(A=A (1-p)

Example 3

Assume that an M/M/1 queuing system has a utilization of p = 0.6; this means that the server is idle 40%
of the time. The average number of customers in the queuing system is, from Eq. (6.18),

__p _
E[N] = T—p 1.50

The standard deviation for this value is, from Eq. (6.20),

JVar[N] = 14(% = 194

From Egs. (6.23) and (6.24),

Hﬂ:m:(ﬁ))%Jf
S S

Thus, the mean and the standard deviation of the time a customer spends in the M/M/1 queuing system
are the same.

Realizations of either Nand T'in an M/M/1 queuing system with p= 0.6 should be expected to fluctuate
markedly about their means because of their relatively large standard deviations. A similar behavior may
occur with other values of the utilization.

6.5 Averages for the Queue and the Server

The average number of customers in the server can be calculated using Eq. (6.17):
E[Ns] = (1)P(N>0)+(0)Py(t) = P(N>0) = p (6.25)

Combining Eq. (6.18) with Eq. (6.25), we find the average number of customers in the queue:

E[Nqy] = E[N]—E[Nj]
- P _
_p (6.26)
T—p
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The average time a customer spends with the server is the reciprocal of the server’s average rate,
E[Tg] = 1/Ag (6.27)
Therefore, using Egs. (6.23) and (6.27), the average time spent waiting in the queue before being served is

E[Tq] = E[T] - E[Ts]

_ VA 1

S 1-p A

_ PlAs (6.28)
1-p

Example 4

An M/M/1 queuing system has a utilization of p = 0.6 and a rate at which the server can work of
1, -1 . . . .
As = E(s ). Using Eq. (6.28), customers should expect to spend the following time in the queue before
being served:

E[Tq] = f—i% — 1.13 (min)

At any time, the expected number of customers in the queue waiting to be served is, using Eq. (6.26),

2

E[N,] = l—in = 0.90

And, the expected number of customers with the server is its utilization, Eq. (6.25),

E[N] = p = 06

Defining Terms

Customer: A person or object that is directed to a server.

Queue: A line of people or objects waiting to be served by a server.

Queue discipline: A rule by which a customer is selected from a queue for service by a server.

Queuing system: A combination of a queue, a server, and a queue discipline.

Server: A person, process, or subsystem designed to perform some specific operation on or for a
customer.

State: The total number of customers within a queuing system.

Utilization: The percentage of time that the server is busy.
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7.1 Introduction

A channel is the link between a source and a sink (receiver). In the early days of electrical wire commu-
nication, each channel was used to transmit only one signal. If you were to view an early photograph of
the streets of New York, you would note that utility poles dominate the scene. Literally hundreds of wires
formed a web above the city streets. Some people considered this beautiful, particularly on an icy winter
morning. Of course, aside from aesthetic considerations, the proliferation of separate channels could not
be permitted to continue as communications expanded.

In many contemporary applications, a variety of signals must be transmitted on a single channel. The
channel must, therefore, be shared among the various applications. The process of combining multiple
signals for transmission through a single channel is called multiplexing.

When multiple signals simultaneously occupy the same channel, the various signals must be separable
from each other. In a mathematical sense, the various signals must be orthogonal.

The form of multiplexing used in everyday conversation requires time separation. In such situations,
the participants try not to speak at the same time. But there are more efficient ways that signals can share
a channel without overlapping. This section examines frequency multiplexing, wavelength multiplexing,
time multiplexing, space multiplexing, and several multiple access schemes.

7.2 Frequency Multiplexing

Frequency-division multiplexing (FDM) is the technique used in traditional analog broadcast systems
including AM radio, FM radio, and television. As a simple example, suppose two people in a room wanted
to talk simultaneously. A listener would hear a superposition of both speech waveforms and would have
difficulty separating one from the other. If, however, one of the speakers spoke in a baritone and the
other in soprano, the listener could resolve the two voice signals using an acoustic filter. For example, a
lowpass filter would only admit the baritone’s voice, thereby blocking the other signal.

Of course, we do not want to restrict the various sources in an unrealistic manner. FDM takes
advantage of the observation that all frequencies of a particular message waveform can be easily shifted
by a constant amount. The shifting is performed using a sinusoidal carrier signal. The original message
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FIGURE 7.1 Frequency-division multiplexing.

FIGURE 7.2 Demultiplexing of FDM.

signal is multiplied by the carrier. This shifts the frequencies of the message signal by the frequency of
the carrier. If, for example, the original signal is baseband (composed of relatively low frequencies
around DC), multiplication of the signal by a sinusoidal carrier shifts all frequencies to a range centered
about the sinusoidal frequency. We are describing amplitude modulation. By using multiple sinusoids of
differing frequencies, signals can be stacked in frequency in a non-overlapping manner. This is illustrated
in Fig. 7.1. The right portion of the figure illustrates typical frequency spectra (Fourier transforms). To
be able to separate the signals, the various carriers must be spaced by at least twice the highest frequency
of the message signal.

The multiplexed signals can be extracted using bandpass filters (i.e., frequency gates). The frequencies
can then be shifted back to baseband using demodulators. This is shown in Fig. 7.2.

The demodulator block in Fig. 7.2 takes on various forms. The coherent form simply shifts the signal
back down to baseband frequencies using an exact replica of the original sinusoid. If the original modulated
signal is modified to explicitly contain the carrier sinusoid, incoherent demodulators (e.g., the envelope
detector) may obviate the need for reproducing the original sinusoid.

In designing FDM systems, attention must be given to the minimum separation between carriers.
Although the minimum spacing is twice the highest signal frequency, using this exact value would place
unrealistic constraints on the bandpass filters of Fig. 7.2. For this reason, a guard slot is often included
between multiplexed frequency components. The larger the guard band, the easier it is to design the
separation filters. However, the price being paid is a reduction in the number of channels that can be
multiplexed within a given bandwidth. Note that this is not the approach used by broadcast multiplex
systems. Instead, there is no guard slot and the FCC avoids assigning adjacent frequency slots to two
strong signal sources.
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Frequency-division multiplexing is sometimes used to create a composite baseband signal. For exam-
ple, in FM stereo, the two audio signals are frequency multiplexed to produce a new baseband signal.
One of the audio signals occupies the band of frequencies between DC and 15 kHz, whereas the second
audio signal is shifted by 38 kHz. It then occupies a band between 23 and 53 kHz. The composite sum
signal can then be considered as a new baseband waveform with frequencies between DC and 53 kHz.
The composite baseband waveform frequency modulates a carrier and is frequency multiplexed a second
time, this time with other modulated composite signals.

When frequency-division multiplexing is used on fiber-optic channels, it is sometimes referred to as
wavelength-division multiplexing (WDM). WDM systems encode each signal on a different carrier
frequency. For relatively short distances, WDM is often more complex (i.e., expensive) than running
multiple fiber cables, but this may change in time.

7.3 Time Multiplexing

There is a complete duality between the time domain and the frequency domain. Therefore, the discussion
of FDM of the preceding section can be extended to time-division multiplexing (TDM). This form of
multiplexing is common to pulse modulation systems.

An analog signal can be transmitted by first sampling the waveform. In accordance with the sampling
theorem, the number of samples required each second is at least twice the highest frequency of the
waveform. For example, a speech waveform with an upper frequency of 4 kHz can be fully represented
by samples taken at a rate of 8000 samples/s. If each sample value modulates the height of a pulse, as in
PAM, the signal can be sent using 8000 varying-height pulses each second. If each pulse occupies only
a fraction of the time spacing between samples, the time axis can be shared with other sampled signals.
Figure 7.3 shows an example for three signals. The notation used designates s; as the ith time sample of
the jth signal. Thus, for example, s,; is the second sample of the third signal. The three signals are said
to be time-division multiplexed. If the pulses are made narrower, additional signals can be multiplexed.
Of course, the narrower the pulses, the wider the bandwidth of the multiplexed signal. Once you are
given the bandwidth of the channel, the minimum pulse width is set. In using TDM, one must also be
sensitive to channel distortion, which widens the pulses before they arrive at the receiver. Pulses that do
not overlap at the transmitter may, therefore, overlap at the receiver, thus causing intersymbol interference
(ISI). Equalizers can be used to reduce the ISI.

If the transmission is (binary) digital rather than analog, each sample is coded into a binary number.
Instead of sending a single pulse, multiple binary pulses are sent for each sample. This leads to pulse code
modulation, or PCM. TDM can still be used, but the number of pulses in each sampling interval increases
by a factor equal to the number of bits of A/D conversion.

The T-1 carrier transmission system has historical significance and also forms the basis of many con-
temporary multiplexing systems. It was developed by Bell Systems (before divestiture) in the early 1960s.

The T-1 carrier system develops a 1.544-Mb/s pulsed digital signal by multiplexing 24 voice channels.
Each channel is sampled at a rate of 8000 samples/s. Each sample is then converted into 8 bits using
companded PCM. Although all 8 bits corresponding to a particular sample can be available for sending
that sample value, one of the bits is sometimes devoted to signaling, which includes bookkeeping needed

FIGURE 7.3 Time-division multiplexing of PAM signals.
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FIGURE 7.4 Multiplexing structure of T-1 carrier.

to set up the call and keep track of billing. The 24 channels are then time-division multiplexed, as shown
in Fig. 7.4.

Each frame, which corresponds to one sampling period, contains 192 bits (8 times 24), plus a 193rd
bit for frame synchronization. Since frames occur 8000 times/s, the system transmits 1.544 Mb/s.

Need for Frame Synchronization

When a receiver captures and demodulates a TDM signal, the result is a continuous sequence of numbers
(usually binary). These numbers must be sorted to associate the correct numbers with the correct signal.
This sorting process is known as demultiplexing. To perform this function, the receiver needs to know
when each frame begins. If nothing is known about the value of the signals, frame synchronization must
be performed using overhead. A known synchronizing signal is transmitted along with the multiplexed
signals. This synchronizing signal can be sent as one of the multiplexed signals, or it can be a framing
bit as in the case of T-1 carrier. The receiver searches for the known pattern and locks on to it. Of course,
there is some probability that one of the actual signals will resemble the synchronizing signal, and false
sync lock can result. The probability of false lock decreases as the synchronizing signal is made longer.

Dissimilar Channels

The examples given so far in this section assume that the signals to be multiplexed are of the same form.
For example, in the T-1 carrier system, each of the 24 signals is sampled at the same rate (8 kHz) and
converted to the same number of bits.

Dissimilar signals must sometimes be multiplexed. In the general case, we refer to this as asynchronous
multiplexing. We present two examples. In the first example, the data rates of the various channels are
rationally related. In the second example, they are not rationally related.

Suppose first that we had to multiplex three channels, A, B, and C. Assume further that the data rates
for both channels B and C are one-half that of A. That is, A is producing symbols at twice the rate of B
or C. A simple multiplexing scheme would include two symbols of signal A for each symbol of B or C.
Thus, the transmitted sequence could be

ABACABACABACABAC®

This is known as supercommutation. It can be visualized as a rotating switch with one contact each for
signal B and C and two contacts for signal A. This is shown in Fig. 7.5.

Supercommutation can be combined with subcommutation to yield greater flexibility. Suppose, in the
preceding example, the signal C were replaced by four signals, C1, C2, C3, and C4, each of which produces
symbols at 1/4 the rate of C. Thus, every time the commutator of Fig. 7.5 reaches the C contact, we wish
to feed a sample of one of the lower rate signals. This is accomplished using subcommutation, as shown
in Fig. 7.6.

If the rational relationships needed to do sub- and supercommutation are not present, we need to use
a completely asynchronous multiplexing approach. Symbols from the various sources are stored in a
buffer and the buffer sorts things out and transmits the interleaved symbols at the appropriate rate.
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FIGURE 7.5 Supercommutation.

FIGURE 7.6 Combination of sub- and supercommutation.

FIGURE 7.7 Typical frame for fixed-assignment TDMA.

This is a variation of the statistical multiplexer (stat-MUX) commonly used in packet switching and
other asynchronous applications. If the individual channels are not synchronous, the symbols arrive at
varying rates and times. Consider, for example, the output of a workstation connected to a network. The
human operator certainly does not create symbols at a synchronous rate. The buffer in the multiplexer,
therefore, must be carefully sized. If it is too small, it could become overloaded and lose information. At
the other extreme, if symbols exit the MUX too rapidly, then the buffer could become empty and stuffing
symbols must be added.

Time Multiplexing at Higher Layers

We have been talking about interleaving at the sample or symbol (bit) level. There are many contemporary
systems that share a channel at the signal level. Thus, each source has the resources of the channel for a
segment of time. This is particularly suited to bursty signals.

In time-division multiple access (TDMA), the channel is shared among multiple users by assigning
time slots to each user. Each source, therefore, must transmit its signal in bursts that occur only during
the time allocated to that source.

In fixed-assignment TDMA, the time axis is divided into frames. Each frame is composed of time slots
assigned to various users. Figure 7.7(a) shows a typical frame structure for N users. Two consecutive
frames are illustrated. If a particular user generates a signal with a high symbol rate, that user could
be assigned more than one time slot within the frame. Figure 7.7(b) shows a representative time slot.
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Note that the transmission begins with a preamble which contains addressing information. Each slot
must be self-synchronizing (i.e., an individual receiver needs to be able to establish symbol synchroni-
zation), and so the preamble might also contain a unique waveform to help establish synchronization.
In some systems, the preamble also contains error control data (e.g., parity bits).

Sources sharing the channel need not be in the same geographical location. Therefore, as the signals
line up in the channel as a frame, they experience varying time delays depending on the length of the
transmission path. For this reason, guard time slots are included in the frame structure to assure that
the delayed signals do not overlap in time.

Interleaving at the signal burst level includes such concepts as packet switching and asynchronous
transfer mode (ATM).

7.4 Space Multiplexing

Time and frequency are the traditional domains used for multiplexing. However, there are other forms of
multiplexing that force the signals to be orthogonal to each other. Among these are space and polarization
multiplexing.

When terrestrial multipoint communication became popular, the general approach was to maximize
the distance over which signals could be transmitted. In broadcast commercial systems, advertising
revenue is related to the number of households the signal reaches. Obviously, higher powers and greater
distances translate into more revenue. However, with the proliferation of high-power signal sources,
frequency and time separation became increasingly difficult. Mobile radio was the driving force for a
reversal of philosophy. The cellular radio concept is based on intentionally reducing the signal coverage
area. With signal power low enough to limit range, signals that overlap in all other domains (e.g., time
and frequency) can be transmitted simultaneously and separated by concentrating on the limited geo-
graphical area of coverage. To achieve communication over a distance, these low-frequency wireless
techniques must be combined with more traditional long distance communication systems. The practi-
cality of this approach had to wait for developments in electronics and computing that permitted reliable
handing off among antennas as the location of the transmitter and/or receiver changes.

Space-division multiplexing can also be accomplished with highly directional antennas. Spot beam
antennas can focus a signal along a particular direction, and multiple signals can be transmitted using
slightly different headings. Some satellite systems (e.g., INTELSAT) divide the earth into regions and do
simultaneous transmission of different signals to these regions using directional antennas.

Polarization multiplexing is yet another way to simultaneously send multiple signals on the same
channel. If two signals occupy the same frequency band on the same channel yet are polarized in different
planes, they can be separated at the receiver. The receiving antenna must be polarized in the same direction
as the desired signal.

7.5 Techniques for Multiplexing in Spread Spectrum

We have examined three areas of nonoverlapping signals: time, frequency, and space. There are hybrid
variations of these in which the signals appear to overlap in all three domains, yet are still separable. The
proliferation of spread spectrum systems has opened up the domain of code-division multiple access
(CDMA). Spread spectrum is a transmission method that intentionally widens the signal bandwidth by
modulating the bandlimited message with a wideband noiselike signal. Since the spreading function is
pseudorandom (i.e., completely known although possessing noiselike properties), different widening
functions can be made orthogonal to each other.

One way to visualize this is by considering the frequency hopping form of spread spectrum. This is
a form of spread spectrum where the bandlimited message modulates a carrier whose frequency jumps
around over a very wide range. The pattern of this jumping follows a noiselike sequence. However, since
the jumping is completely specified, a second signal could occupy the same frequency band but jump
across carrier frequencies that are always different from the first. The signals can be demodulated using
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FIGURE 7.8 Code-division multiple access.

the same jumped carrier that was used in the transmitter. This is illustrated in Fig. 7.8. A pseudonoise
sequence generator (labeled PN in the figure) produces a noiselike sequence. This sequence controls the
frequency of an oscillator (known as a frequency hopper). The two pseudonoise sequences, PN1 and
PN2, result from different initiating sequences, so their resulting frequency patterns appear unrelated.

7.6 Concluding Remarks

We have seen that signals can be forced to be nonoverlapping in a variety of domains. As it becomes
possible to implement increasingly complex hardware and/or software systems, we can expect additional
forms of multiplexing to be developed. The expanding applications of wireless communication are
significantly increasing the volume of signals being transmitted. As competition for channel use expands
at an accelerating pace, the ingenuity and imagination of engineers will be continually challenged.

Defining Terms

Asynchronous multiplexing: A technique for combining the output of various sources when those
sources are producing information at unrelated rates.

Cellular radio:  Each transmitting antenna uses a sufficiently low power so that the transmission range
is relatively short (within a cell).

Code-division multiple access (CDMA): A technique for simultaneous transmission of wideband
signals (spread spectrum) that occupy the same band of frequencies.

Commutation: Interspersing of signal pulses using the equivalent of a rotating multi-contact switch.

Frame synchronization: In time-division multiplexing, frame synchronization allows the receiver to
associate pulses with the correct original sources.

Frequency-division multiplexing (FDM): Multiplexing technique that requires that signals be confined
to assigned, nonoverlapping frequency bands.

Frequency hopping: Spread spectrum technique that uses carriers whose frequencies hop around in a
prescribed way to create a wideband modulated signal.

Interleaving: Putting signals together in a defined sequence. Similar to shuffling a deck of cards.

Multiplexing: The process of combining signals for transmission on a single channel.

Polarization multiplexing: More than one signal can share a channel if the signals are polarized to
different planes.

Space-division multiplexing: Sharing of a channel by concentrating individual signals in non-over-
lapping narrow beams.
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Statistical multiplexer (Stat-MUX): Multiplexer that can accept asynchronous inputs and produce a
synchronous output signal.

T-1 carrier: Time-division multiplexing technique for combining 24 voice channels.

Time-division multiple access (TDMA): A channel is shared among various users by assigning time
slots to each user. Transmissions are bursts within the assigned time slots.

Time-division multiplexing (TDM): Multiplexing technique which requires that signal symbols be
confined to assigned, non-overlapping portions of the time axis.

Wavelength-division multiplexing: Optical multiplexing systems where each signal is modulated on
a different carrier frequency.
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Further Information

The basics of multiplexing are covered in any general communications textbook. The more recent state-
of-the-art information can be found in the technical literature, primarily that of the IEEE. In particular,
the IEEE Transactions on Communications and IEEE Selected Papers on Communications contain articles
on advances in research areas. Other IEEE Transactions often contain related articles (e.g., the IEEE
Transactions on Vehicular Technology contain articles related to multiplexing in mobile radio systems).
The IEEE Communications Magazine is a highly readable periodical that covers the broad spectrum of
communications in the form of tutorial papers. IEEE Spectrum Magazine occasionally contains articles
of interest related to communications, and special issues of IEEE Proceedings cover communications
topics.
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Pseudonoise Sequences

8.1 Introduction
8.2 m Sequences
8.3  The g-ary Sequences with Low Autocorrelation

8.4  Families of Sequences with Low Crosscorrelation
Gold and Kasami Sequences * Quaternary Sequences with
Low Crosscorrelation * Binary Kerdock Sequences
8.5  Aperiodic Correlation
Tor Helleseth Barker Sequences * Sequences with High Merit Factor
+ Sequences with Low Aperiodic Crosscorrelation
. 8.6 Other Correlation Measures
P. Vijay Kumar Partial-Period Correlation * Mean Square Correlation
University of Southern California + Optical Orthogonal Codes

University of Bergen

8.1 Introduction

Pseudonoise sequences (PN sequences), also referred to as pseudorandom sequences, are sequences
that are deterministically generated and yet possess some properties that one would expect to find in
randomly generated sequences. Applications of PN sequences include signal synchronization, navigation,
radar ranging, random number generation, spread-spectrum communications, multipath resolution,
cryptography, and signal identification in multiple-access communication systems. The correlation
between two sequences {x(¢)} and {y(#)} is the complex inner product of the first sequence with a shifted
version of the second sequence. The correlation is called (1) an autocorrelation if the two sequences
are the same, (2) a crosscorrelation if they are distinct, (3) a periodic correlation if the shift is a cyclic
shift, (4) an aperiodic correlation if the shift is not cyclic, and (5) a partial-period correlation if the
inner product involves only a partial segment of the two sequences. More precise definitions are given
subsequently.

Binary m sequences, defined in the next section, are perhaps the best-known family of PN sequences.
The balance, run-distribution, and autocorrelation properties of these sequences mimic those of random
sequences. It is perhaps the random-like correlation properties of PN sequences that make them most
attractive in a communications system, and it is common to refer to any collection of low-correlation
sequences as a family of PN sequences.

Section 8.2 begins by discussing m sequences. Thereafter, the discussion continues with a description
of sequences satisfying various correlation constraints along the lines of the accompanying self-
explanatory figure, Fig. 8.1. Expanded tutorial discussions on pseudorandom sequences may be found
in [14], in [15, Chapter 5], and in [6].
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FIGURE 8.1 Overview of pseudonoise sequences.

FIGURE 8.2 An example Gold sequence generator. Here {a(#)} and {b(#)} are m sequences of length 7.

8.2 m Sequences

A binary {0, 1} shift-register sequence {s(t)} is a sequence that satisfies a linear recurrence relation of
the form

Y fis(t+i) = 0, forall £20 (8.1)

i=0

where r 2 1 is the degree of the recursion; the coefficients f; belong to the finite field GF(2) = {0, 1} where
the leading coefficient f, = 1. Thus, both sequences {a(t)} and {b(#)} appearing in Fig. 8.2 are shift-register
sequences. A sequence satisfying a recursion of the form in Eq. (8.1) is said to have characteristic polynomial
flx) =X, f x'. Thus, {a(t)} and {b(#)} have characteristic polynomials given by f(x) = £ +x+1and
f(x) = x* + % + 1, respectively.

Since an r-bit binary shift register can assume a maximum of 2" different states, it follows that every
shift-register sequence {s(t)} is eventually periodic with period n < 2', i.e.,

s(t) = s(t+mn), forallt>N
for some integer N. In fact, the maximum period of a shift-register sequence is 2" — 1, since a shift register
that enters the all-zero state will remain forever in that state. The upper shift register in Fig. 8.2, when

initialized with starting state 0 0 1, generates the periodic sequence {a(t)} given by

0010111 0010111 0010111 - (8.2)
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of period n = 7. It follows then that this shift register generates sequences of maximal period starting
from any nonzero initial state.

An m sequence is simply a binary shift-register sequence having maximal period. For every r > 1, m
sequences are known to exist. The periodic autocorrelation function 6, of a binary {0, 1} sequence {s(¢)}
of period n is defined by

n—1
0.(7) = 2(-1)5(’”)*5(”, 0<7<n-1
t=0

An m sequence of length 2" — 1 has the following attributes: (1) Balance property: in each period of the
m sequence there are 2" ones and 2" — 1 zeros, (2) Run property: every nonzero binary s-tuple, s < r
occurs 2" times, the all-zero s-tuple occurs 2" — 1 times, and (3) Two-level autocorrelation function:

6.(7) = n if tT=0 (8.3)
S 4 if 20 ’

The first two properties follow immediately from the observation that every nonzero r-tuple occurs
precisely once in each period of the m sequence. For the third property, consider the difference sequence
{s(t + 7) — s(7)} for T # 0. This sequence satisfies the same recursion as the m sequence {s(#)} and is
clearly not the all-zero sequence. It follows, therefore, that {s(¢+ + ) — s(t) = {s(t + 7’)} for some 7’,
0< 7/ <n—1,ie.,is adifferent cyclic shift of the m sequence {s(t)}. The balance property of the sequence
{s(t + t’)} then gives us attribute 3. The m sequence {a(#)} in Eq. (8.2) can be seen to have the three
listed properties.

If {s(¢)} is any sequence of period n and d is an integer, 1 < d < n, then the mapping {s(#)} — {s(dt)}
is referred to as a decimation of {s(¢)} by the integer d. If {s(t)} is an m sequence of period n=2"— 1 and
d is an integer relatively prime to 2" — 1, then the decimated sequence {s(dt)} clearly also has period n.
Interestingly, it turns out that the sequence {s(df)} is always also an m sequence of the same period. For
example, when {a(t)} is the sequence in Eq. (8.2), then

a(3t) = 0011101 0011101 0011101 --- (8.4)
and
a(2t) = 0111001 0111001 0111001 --- (8.5)

The sequence {a(31)} is also an m sequence of period 7, since it satisfies the recursion
s(t+3)+s(t+2)+s(5)=0 for all ¢

of degree r = 3. In fact {a(3t)} is precisely the sequence labeled {b(#)} in Fig. 8.2. The sequence {a(2t)} is
simply a cyclically shifted version of {a(t)} itself; this property holds in general. If {s()} is any m sequence
of period 2" — 1, then {s(2¢)} will always be a shifted version of the same m sequence. Clearly, the same
is true for decimations by any power of 2.

Starting from an m sequence of period 2" — 1, one can generate all m sequences of the same period
through decimations by integers d relatively prime to 2" — 1. The set of integers d, 1 <d < 2" — 1, satisfying
(d,2"—1) =1 forms a group under multiplication modulo 2" — 1, with the powers {210<i<r—1}of2
forming a subgroup of order r. Since decimation by a power of 2 yields a shifted version of the same m
sequence, it follows that the number of distinct m sequences of period 2" — 1 is [¢(2" — 1)/r] where ¢(n)
denotes the number of integers d, 1 < d < n, relatively prime to n. For example, when r = 3, there are just
two cyclically distinct m sequences of period 7, and these are precisely the sequences {a(t)} and {b(¢)}
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discussed in the preceding paragraph. Tables provided in [12] can be used to determine the characteristic
polynomial of the various m sequences obtainable through the decimation of a single given m sequence.
The classical reference on m sequences is [4].

If one obtains a sequence of some large length n by repeatedly tossing an unbiased coin, then such a
sequence will very likely satisfy the balance, run, and autocorrelation properties of an m sequence of
comparable length. For this reason, it is customary to regard the extent to which a given sequence possesses
these properties as a measure of randomness of the sequence. Quite apart from this, in many applications
such as signal synchronization and radar ranging, it is desirable to have sequences {s(t)} with low
autocorrelation sidelobes, i.e., |6,(7)| is small for 7# 0. Whereas m sequences are a prime example, there
exist other methods of constructing binary sequences with low out-of-phase autocorrelation.

Sequences {s(#)} of period n having an autocorrelation function identical to that of an m sequence,
i.e.,, having 0, satisfying Eq. (8.3), correspond to well-studied combinatorial objects known as cyclic
Hadamard difference sets. Known infinite families fall into three classes: (1) Singer and Gordon, Mills
and Welch, (2) quadratic residue, and (3) twin-prime difference sets. These correspond, respectively, to
sequences of period # of the form n=2"— 1, r > 1; n prime; and n = p(p + 2) with both p and p + 2
being prime in the last case. For a detailed treatment of cyclic difference sets, see [2]. A recent observation
by Maschietti in [9] provides additional families of cyclic Hadamard difference sets that also correspond
to sequences of period n=2"— 1.

8.3 The g-ary Sequences with Low Autocorrelation

As defined earlier, the autocorrelation of a binary {0, 1} sequence {s(¢)} leads to the computation of the
inner product of an {-1, +1} sequence {(—l)sm} with a cyclically shifted version {(—I)S(HT)} of itself. The
{—1, +1} sequence is transmitted as a phase shift by either 0° and 180° of a radio-frequency carrier, i.e.,
using binary phase-shift keying (PSK) modulation. If the modulation is g-ary PSK, then one is led to
consider sequences {s(t)} with symbols in the set Z, i.e., the set of integers modulo g. The relevant
autocorrelation function 6,(7) is now defined by

n—1
05(1) — Zws(tJr‘[)—s(r)
t=0

where 7 is the period of {s(¢)} and w is a complex primitive gth root of unity. It is possible to construct
sequences {s(t)} over Z, whose autocorrelation function satisfies

n if =0
0.(7) = .
0 if 7#0

For obvious reasons, such sequences are said to have an ideal autocorrelation function.
We provide without proof two sample constructions. The sequences in the first construction are given
by

s(t) = {l‘z/Z (mod n) when # is even
t(t+1)/2 (modn) when nisodd

Thus, this construction provides sequences with ideal autocorrelation for any period n. Note that the
size g of the sequence symbol alphabet equals # when # is odd and 2n when # is even.

The second construction also provides sequences over Z, of period n but requires that # be a perfect
square. Let n = # and let 7 be an arbitrary permutation of the elements in the subset {0, 1, 2, ..., (r — 1)}
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of Z,: Let g be an arbitrary function defined on the subset {0, 1, 2, ..., r — 1} of Z,. Then any sequence
of the form

s(t) = rtyn(t,) + g(t,) (mod n)

where ¢t = rt; + t, with 0 < t, £, < r — 1 is the base-r decomposition of t and has an ideal autocorrelation
function. When the alphabet size q equals or divides the period n of the sequence, ideal-autocorrelation
sequences also go by the name generalized bent functions. For details, see [6].

8.4 Families of Sequences with Low Crosscorrelation

Given two sequences {s,(£)} and {s,(¢)} over Z, of period n, their crosscorrelation function 6, ,(7) is

defined by

n—1
s (t+7)=5,(1)

91,2(7) = zw

t=0

where @ is a primitive gth root of unity. The crosscorrelation function is important in code-division
multiple-access (CDMA) communication systems. Here, each user is assigned a distinct signature sequence,
and to minimize interference due to the other users, it is desirable that the signature sequences have
pairwise, low values of crosscorrelation function. To provide the system in addition with a self-synchronizing
capability, it is desirable that the signature sequences have low values of the autocorrelation function as
well.

Let F = {{s{(t)}|1 < i < M} be a family of M sequences {s(t)} over Z, each of period n. Let 6, (7)
denote the crosscorrelation between the ith and jth sequence at shift 7, i.e.,

n—1
si(t+‘r)—sj(r)
>

6,,(7) = 2 ®

t=0

0<7t<n-1

The classical goal in sequence design for CDMA systems has been minimization of the parameter
Omnex = max{|6; (7)|| eitherizjor 70}

for fixed n and M. It should be noted though that, in practice, because of data modulation, the correlations
that one runs into are typically of an aperiodic rather than a periodic nature (see Section 8.5). The
problem of designing for low aperiodic correlation, however, is a more difficult one. A typical approach,
therefore, has been to design based on periodic correlation and then analyze the resulting design for its
aperiodic correlation properties. Again, in many practical systems, the mean square correlation properties
are of greater interest than the worst-case correlation represented by a parameter such as 6,,,,. The mean
square correlation is discussed in Section 8.6.

Bounds on the minimum possible value of 6, for given period n, family size M, and alphabet size q
are available that can be used to judge the merits of a particular sequence design. The most efficient
bounds are those due to Welch, Sidelnikov, and Levenshtein, see [6]. In CDMA systems, there is greatest
interest in designs in which the parameter 6, is in the range /1 < 6, < 2./n. Accordingly, Table 8.1
uses the Welch, Sidelnikov, and Levenshtein bounds to provide an order-of-magnitude upper bound on
the family size M for certain 6,,,, in the cited range.

Practical considerations dictate that g be small. The bit-oriented nature of electronic hardware makes
it preferable to have g a power of 2. With this in mind, a description of some efficient sequence families
having low auto- and crosscorrelation values and alphabet sizes g = 2 and g = 4 are described next.
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TABLE 8.1 Bounds on Family Size M for Given #, 6,

max

Upper bound on M Upper Bound on M
Ornax q=2 q>2
«/;l n/2 n
J2n n w12
2./n 3n°/10 12

Gold and Kasami Sequences

Given the low autocorrelation sidelobes of an m sequence, it is natural to attempt to construct families
of low correlation sequences starting from m sequences. Two of the better known constructions of this
type are the families of Gold and Kasami sequences.

Let r be odd and d = 2° + 1, where k, 1 <k <r— 1, is an integer satisfying (k, r) = 1. Let {s(¢)} be a
cyclic shift of an m sequence of period n=2"— 1 that satisfies S(df) % 0 and let G be the Gold family of
2"+ 1 sequences given by

G = {s(Hru{s(d)} U {{s(t) +s(d[t+7])}0<T<n—1}

Then, each sequence in G has period 2" — 1 and the maximum-correlation parameter 6, of G satisfies

O A2 H1

An application of the Sidelnikov bound coupled with the information that 6,,,, must be an odd integer yields
that for the family G, 6,,,, is as small as it can possibly be. In this sense, the family G is an optimal family.
We remark that these comments remain true even when d is replaced by the integer d = 2* — 2 + 1 with
the conditions on k remaining unchanged.

The Gold family remains the best-known family of m sequences having low crosscorrelation. Appli-
cations include the Navstar Global Positioning System whose signals are based on Gold sequences.

The family of Kasami sequences has a similar description. Let r = 2v and d = 2" + 1. Let {s(¢)} be a
cyclic shift of an m sequence of period n = 2" — 1 that satisfies s(dt) # 0, and consider the family of
Kasami sequences given by

K= {s(O}u {{s(t)+s(d[t+7])}|0<7<2" -2}

Then the Kasami family K contains 2" sequences of period 2" — 1. It can be shown that in this case

6. =1+2"

This time an application of the Welch bound and the fact that 6,,, is an integer shows that the Kasami
family is optimal in terms of having the smallest possible value of 6, for given n and M.

Quaternary Sequences with Low Crosscorrelation

The entries in Table 8.1 suggest that nonbinary (i.e., g > 2) designs may be used for improved performance.
A family of quaternary sequences that outperform the Gold and Kasami sequences is discussed next.
Let f(x) be the characteristic polynomial of a binary m sequence of length 2" — 1 for some integer .
The coefficients of f(x) are either 0 or 1. Now, regard f(x) as a polynomial over Z, and form the product
(=1)" f(x) f(—x). This can be seen to be a polynomial in x°. Define the polynomial g(x) of degree r by
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FIGURE 8.3  Shift register that generates family A quaternary sequences {s(¢)} of period 7.

setting g(x*) = (=1)'f(x)f (=x). Let g(x) = X._, g;x and consider the set of all quaternary sequences {a(t)}
satisfying the recursion X.;_, ga(t + i) = 0 for all t.

It turns out that with the exception of the all-zero sequence, all of the sequences generated in this way
have period 2" — 1. Thus, the recursion generates a family A of 2" + 1 cyclically distinct quaternary sequences.
Closer study reveals that the maximum correlation parameter 6,,,, of this family satisfies 8,,,, <1+ /2".
Thus, in comparison to the family of Gold sequences, the family A offers a lower value of 6,,, (by a
factor of A/2) for the same family size. In comparison to the set of Kasami sequences, it offers a much
larger family size for the same bound on 6,,,,. Family A sequences may be found discussed in [16, 3].

We illustrate with an example. Let f(x) = x* + x + 1 be the characteristic polynomial of the m sequence
{a(t)} in Eq. (8.1). Then over Z,

() = (~1’f0O)f(=x) = X +2x* +x7+3

so that g(x) = X + 2x* + x + 3. Thus, the sequences in family A are generated by the recursion s(t + 3)
+2s(t+2) + s(t+ 1) + 3s(t) = 0 mod 4. The corresponding shift register is shown in Fig. 8.3. By varying
initial conditions, this shift register can be made to generate nine cyclically distinct sequences, each of
length 7. In this case 6, <1 + 8.

Binary Kerdock Sequences

The Gold and Kasami families of sequences are closely related to binary linear cyclic codes. It is well
known in coding theory that there exist nonlinear binary codes whose performance exceeds that of the
best possible linear code. Surprisingly, some of these examples come from binary codes, which are images
of linear quaternary (q =4) codes under the Gray map: 0 — 00,1 — 01,2 — 11,3 — 10. A prime example
of this is the Kerdock code, which recently has been shown to be the Gray image of a quaternary linear
code. Thus, it is not surprising that the Kerdock code yields binary sequences that significantly outperform
the family of Kasami sequences.

The Kerdock sequences may be constructed as follows: let f(x) be the characteristic polynomial of an
m sequence of period 2" — 1, r odd. As before, regarding f(x) as a polynomial over Z, (which happens
to have {0, 1} coefficients), let the polynomial g(x) over Z, be defined via g(xz) = —f(x)f (=x). [Thus, g(x)
is the characteristic polynomial of a family .4 sequence set of period 2" — 1.] Set h(x) = —g(—x) = X.i_, hx,
and let S be the set of all Z, sequences satisfying the recursion X.._, h;s(t + i) = 0. Then S contains 4'-
distinct sequences corresponding to all possible distinct initializations of the shift register.

Let T denote the subset S of size 2" consisting of those sequences corresponding to initializations of
the shift register only using the symbols 0 and 2 in Z,. Then the set S — T of size 4" — 2" contains a set U
of 2" cyclically distinct sequences each of period 2(2" — 1). Given x = a + 2b € Z, with a, b € {0, 1},
let 1t denote the most significant bit (MSB) map pi(x) = b. Let X denote the family of 2! binary sequences
obtained by applying the map u to each sequence in Y. It turns out that each sequence in ! also has
period 2(2" — 1) and that, furthermore, for the family Ky, 6, <2 + 2" Thus, KC is a much larger
family than the Kasami family, while having almost exactly the same value of 6,,,,.

For example, taking r = 3 and f(x) = x” + x + 1, we have from the previous family .A example that
glx) = X+ 2% + x + 3, so that h(x) = —g(—x) = L4285 +x+ 1. Applying the MSB map to the head of
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the shift register and discarding initializations of the shift register involving only 0’s and 2’s yields a family
of four cyclically distinct binary sequences of period 14. Kerdock sequences are discussed in [6,11,1,17].

8.5 Aperiodic Correlation

Let {x(#)} and {y(#)} be complex-valued sequences of length (or period) 1, not necessarily distinct. Their
aperiodic correlation values {p, (7)| — (n — 1) < 7<n — 1} are given by

min{n—1,n—1-7}

P (D= D x(t+Dy (1)

t=max{0,-7}

where y'(f) denotes the complex conjugate of y(t). When x = y, we will abbreviate and write p, in place
of p,,. The sequences described next are perhaps the most famous example of sequences with low-
aperiodic autocorrelation values.

Barker Sequences

A binary {—1,+1} sequence {s(¢)} of length # is said to be a Barker sequence if the aperiodic autocorrelation
values p,(7) satisfy |p,(7)| < 1 for all 7, —=(n — 1) £ 7< n — 1. The Barker property is preserved under the
following transformations:

s(t) = —s(1), s(f) > (=1)'s(t) and s(t) > s(n—1-1)

as well as under compositions of the preceding transformations. Only the following Barker sequences
are known:

n=2 ++
n=3 ++-
n=4 +++-
n=>5 +++—+
n=7 +++-——+-
n=11 +4++-——-—4+-——+-—
n=13 +++++-——-++—-+-+

where + denotes +1 and — denotes —1 and sequences are generated from these via the transformations
already discussed. It is known that if any other Barker sequence exists, it must have length n > 1,898,884,
a multiple of 4.

For an upper bound to the maximum out-of-phase aperiodic autocorrelation of an m sequence,
see [13].

Sequences with High Merit Factor

The merit factor F of a {—1, +1} sequence {s(¢)} is defined by

2
n

F=_—_1"
25/21pi(7)
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Since p,(1) = p(—17) for 1 <|7| < n— 1 and p,(0) = n, factor F may be regarded as the ratio of the square
of the in-phase autocorrelation to the sum of the squares of the out-of-phase aperiodic autocorrelation values.
Thus, the merit factor is one measure of the aperiodic autocorrelation properties of a binary {—1,+1} sequence.
It is also closely connected with the signal to self-generated noise ratio of a communication system in
which coded pulses are transmitted and received.

Let F, denote the largest merit factor of any binary {—1, +1} sequence of length n. For example, at
length n = 13, the Barker sequence of length 13 has a merit factor F = F; = 14.08. Assuming a certain
ergodicity postulate it was established by Golay that lim
carried out for n < 40 have revealed the following.

F, = 12.32. Exhaustive computer searches

n—>o0

1. For1<n<40,n#11,13,
3.3<F,6 <9285,

2. F,, =12.1, F,, = 14.08.

The value F,, is also achieved by a Barker sequence. From partial searches, for lengths up to 117, the
highest known merit factor is between 8 and 9.56; for lengths from 118 to 200, the best-known factor is
close to 6. For lengths >200, statistical search methods have failed to yield a sequence having merit factor
exceeding 5.

An offset sequence is one in which a fraction 0 of the elements of a sequence of length n are chopped
off at one end and appended to the other end, i.e., an offset sequence is a cyclic shift of the original
sequence by n6 symbols. It turns out that the asymptotic merit factor of m sequences is equal to 3 and
is independent of the particular offset of the m sequence. There exist offsets of sequences associated with
quadratic-residue and twin-prime difference sets that achieve a larger merit factor of 6. Details may be
found in [7].

Sequences with Low Aperiodic Crosscorrelation

If {u(#)} and {v(#)} are sequences of length 2n — 1 defined by

u(t) = {x(t) if 0<t<n-—1

0 if n<t<2n-2
and
t if 0<t<n-1
Wty = y(1) 1
0 if n<t<2n-2
then

{Pey(D)| -(n-1)<7<n-1} = {6, (1) 0<7<2n-2} (8.6)
Given a collection
U= {{x(n}1<i<M}
of sequences of length n over Z,, let us define

Pmax = max{|p,,(7)|| a,be U, eitherazbort#0}
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It is clear from Eq. (8.6) how bounds on the periodic correlation parameter 6, can be adapted to
give bounds on p,,,,. Translation of the Welch bound gives that for every integer k > 1,

2k

2t n M2n-1)
pma"z(M(Zn—l)—l) -

2n+k-2
k

1

Setting k = 1 in the preceding bound gives

Prma >n L
= Man—1) =1

Thus, for fixed M and large n, Welch’s bound gives

1/2

Pmax 2 O(n7)

There exist sequence families which asymptotically achieve p,,.. = O(n'?), [10].

8.6 Other Correlation Measures

Partial-Period Correlation

The partial-period (p-p) correlation between the sequences {u(#)} and {v(#)} is the collection {A, (L, 7, ;)| 1 <
1<n,0<7t<n—-1,0<t,<n— 1} of inner products

t=ty+l-1

A(bot) = 3, u(t+Dv (1)

t=t,

where [ is the length of the partial period and the sum ¢ + 7 is again computed modulo n.

In direct-sequence CDMA systems, the pseudorandom signature sequences used by the various users
are often very long for reasons of data security. In such situations, to minimize receiver hardware complexity,
correlation over a partial period of the signature sequence is often used to demodulate data, as well as to
achieve synchronization. For this reason, the p-p correlation properties of a sequence are of interest.

Researchers have attempted to determine the moments of the p-p correlation. Here the main tool is
the application of the Pless power-moment identities of coding theory [8]. The identities often allow the
first and second p-p correlation moments to be completely determined. For example, this is true in the
case of m sequences (the remaining moments turn out to depend upon the specific characteristic poly-
nomial of the m sequence). Further details may be found in [15].

Mean Square Correlation

Frequently in practice, there is a greater interest in the mean-square correlation distribution of a sequence
family than in the parameter 6,,,. Quite often in sequence design, the sequence family is derived from
a linear, binary cyclic code of length # by picking a set of cyclically distinct sequences of period n. The
families of Gold and Kasami sequences are so constructed. In this case, as pointed out by Massey, the
mean square correlation of the family can be shown to be either optimum or close to optimum, under
certain easily satisfied conditions, imposed on the minimum distance of the dual code. A similar situation
holds even when the sequence family does not come from a linear cyclic code. In this sense, mean square

©2002 CRC Press LLC



correlation is not a very discriminating measure of the correlation properties of a family of sequences.
An expanded discussion of this issue may be found in [5].

Optical Orthogonal Codes

Given a pair of {0, 1} sequences {s,(#)} and {s,(#)} each having period n, we define the Hamming correlation
function 6,,(7),0< 7<n -1, by

n—1

0,,(7) = 251(t+ T)s,(1)

t=0

Such correlations are of interest, for instance, in optical communication systems where the 1s and 0s in
a sequence correspond to the presence or absence of pulses of transmitted light.

An (n, w, A) optical orthogonal code (OOC) is a family F= {{s(£)}|i=1,2, ..., M}, of M {0, 1} sequences
of period n and constant Hamming weight w, where w is an integer lying between 1 and n — 1 satisfying
6,(7) < A whenever either i # j or T7# 0.

Note that the Hamming distance d,;, between a period of the corresponding codewords {a(t)}, {b(t)},
0<t<n-1,inan (n, w, A) OOC having Hamming correlation p, 0 < p < 4, is given by d,, = 2(w — p),
and, thus, OOCs are closely related to constant-weight error correcting codes. Given an (1, w, ) OOC, by
enlarging the OOC to include every cyclic shift of each sequence in the code, one obtains a constant-
weight, minimum distance d,;, > 2(w — 4) code. Conversely, given a constant-weight cyclic code of
length 1, weight w, and minimum distance d,;,, one can derive an (n, w, 1) OOC code with A<w —d, /2
by partitioning the code into cyclic equivalence classes and then picking precisely one representative
from each equivalence class of size #.

By making use of this connection, one can derive bounds on the size of an OOC from known bounds
on the size of constant-weight codes. The bound given next follows directly from the Johnson bound for
constant weight codes [8]. The number M(n, w, 1) of codewords in a (n, w, A) OOC satisfies

M(n,w,/'L)SWLW_l"'LW_/l+ ILW—/IHMJ

An OOC code that achieves the Johnson bound is said to be optimal. A family {F,} of OOCs indexed
by the parameter » and arising from a common construction is said to be asymptotically optimum if

lim —‘}—"‘ =1
noe M(1,w, A)

Constructions for optical orthogonal codes are available for the cases when A =1 and A = 2. For larger
values of A, there exist constructions which are asymptotically optimum. Further details may be found in [6].

Defining Terms

Autocorrelation of a sequence: The complex inner product of the sequence with a shifted version itself.

Crosscorrelation of two sequences: The complex inner product of the first sequence with a shifted
version of the second sequence.

m Sequence: A periodic binary {0, 1} sequence that is generated by a shift register with linear feedback
and which has maximal possible period given the number of stages in the shift register.

Pseudonoise sequences: Also referred to as pseudorandom sequences (PN), these are sequences that
are deterministically generated and yet possess some properties that one would expect to find in
randomly generated sequences.
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Shift-register sequence: A sequence with symbols drawn from a field, which satisfies a linear-recurrence

relation and which can be implemented using a shift register.
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D/A and A/D
Converters

9.1 D/A and A/D Circuits
D/A and A/D Converter Performance Criteria « D/A
Conversion Processes * D/A Converter ICs + A/D
Conversion Processes * A/D Converter ICs + Groundingand
Susan A.R. Garrod Bypassing on D/A and A/D ICs + Selection Criteria for D/A
Purdue University and A/D Converter ICs

Digital-to-analog (D/A) conversion is the process of converting digital codes into a continuous range of
analog signals. Analog-to-digital (A/D) conversion is the complementary process of converting a contin-
uous range of analog signals into digital codes. Such conversion processes are necessary to interface real-
world systems, which typically monitor continuously varying analog signals, with digital systems that
process, store, interpret, and manipulate the analog values.

D/A and A/D applications have evolved from predominately military-driven applications to consumer-
oriented applications. Up to the mid-1980s, the military applications determined the design of many
D/A and A/D devices. The military applications required very high performance coupled with hermetic
packaging, radiation hardening, shock and vibration testing, and military specification and record keeping.
Cost was of little concern, and “low power” applications required approximately 2.8 W. The major applica-
tions up to the mid-1980s included military radar warning and guidance systems, digital oscilloscopes,
medical imaging, infrared systems, and professional video.

The applications currently requiring D/A and A/D circuits have different performance criteria from
those of earlier years. In particular, low power and high speed applications are driving the development
of D/A and A/D circuits, as the devices are used extensively in battery-operated consumer products. The
predominant applications include cellular telephones, hand-held camcorders, portable computers, and
set-top cable TV boxes. These applications generally have low power and long battery life requirements,
or they may have high speed and high resolution requirements, as is the case with the set-top cable TV
boxes.

9.1 D/A and A/D Circuits

D/A and A/D conversion circuits are available as integrated circuits (ICs) from many manufacturers. A
huge array of ICs exists, consisting of not only the D/A or A/D conversion circuits, but also closely related
circuits such as sample-and-hold amplifiers, analog multiplexers, voltage-to-frequency and frequency-
to-voltage converters, voltage references, calibrators, operation amplifiers, isolation amplifiers, instru-
mentation amplifiers, active filters, DC-to-DC converters, analog interfaces to digital signal processing
systems, and data acquisition subsystems. Data books from the IC manufacturers contain an enormous
amount of information about these devices and their applications to assist the design engineer.
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TABLE 9.1 D/A and A/D Integrated Circuits

Multiplying vs Input Data

D/A Converter ICs Resolution, b Fixed Reference Settling Time, N% Format

Analog devices 8 Fixed reference 3 Parallel
AD558

Analog devices 8 Multiplying 0.400 Parallel
AD7524

Analog devices Quad, 12 Fixed reference 8 Parallel
AD390

Analog devices 16 Fixed reference 1.5 Serial
AD1856

Burr-Brown 18 Fixed reference 8 Parallel
DAC729

DATEL 8 Multiplying 0.025 Parallel
DACHF8

National 8 Multiplying 0.1 Parallel
DAC0800

A/D Converter ICs Resolution, b Signal Inputs Conversion Speed, M Output Data Format

Analog devices 12 1 25 Serial and Parallel
AD572

Burr—Brown 12 1 1.5 Parallel
ADCS803

Burr—Brown 16 1 1.5 Parallel
ADC701

National 10 1 50 Parallel
ADCI1005B

TI, National 8 8 100 Parallel
ADCO0808

TI, National 8 4 32 Serial
ADCO0834

TITLC0820 8 1 1 Parallel

TI TLC1540 10 11 21 Serial

Interface ICs

A/D and D/A Resolution, b Onboard Filters ~ Sampling Rate, kHz Data Format

TITLC32040 14 Yes 19.2 (programmable) Serial

TI 2914 PCM 8 Yes 8 Serial

codec and filter

The ICs discussed in this chapter will be strictly the D/A and A/D conversion circuits. Table 9.1 lists
a small sample of the variety of the D/A and A/D converters currently available. The ICs usually perform
either D/A or A/D conversion. There are serial interface ICs, however, typically for high-performance
audio and digital signal processing applications, that perform both A/D and D/A processes.

D/A and A/D Converter Performance Criteria

The major factors that determine the quality of performance of D/A and A/D converters are resolution,
sampling rate, speed, and linearity.

The resolution of a D/A circuit is the smallest change in the output analog signal. In an A/D system,
the resolution is the smallest change in voltage that can be detected by the system and that can produce
a change in the digital code. The resolution determines the total number of digital codes, or quantization
levels, that will be recognized or produced by the circuit.
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The resolution of a D/A or A/D IC is usually specified in terms of the bits in the digital code or in terms of
the least significant bit (LSB) of the system. An n-bit code allows for 2" quantization levels, or 2" - 1 steps
between quantization levels. As the number of bits increases, the step size between quantization levels decreases,
therefore increasing the accuracy of the system when a conversion is made between an analog and digital
signal. The system resolution can be specified also as the voltage step size between quantization levels. For A/D
circuits, the resolution is the smallest input voltage that is detected by the system.

The speed of a D/A or A/D converter is determined by the time it takes to perform the conversion
process. For D/A converters, the speed is specified as the settling time. For A/D converters, the speed is
specified as the conversion time. The settling time for D/A converters will vary with supply voltage and
transition in the digital code; thus, it is specified in the data sheet with the appropriate conditions stated.

A/D converters have a maximum sampling rate that limits the speed at which they can perform
continuous conversions. The sampling rate is the number of times per second that the analog signal can
be sampled and converted into a digital code. For proper A/D conversion, the minimum sampling rate
must be at least two times the highest frequency of the analog signal being sampled to satisfy the Nyquist
sampling criterion. The conversion speed and other timing factors must be taken into consideration to
determine the maximum sampling rate of an A/D converter. Nyquist A/D converters use a sampling rate
that is slightly more than twice the highest frequency in the analog signal. Oversampling A/D converters
use sampling rates of N times rate, where N typically ranges from 2 to 64.

Both D/A and A/D converters require a voltage reference in order to achieve absolute conversion
accuracy. Some conversion ICs have internal voltage references, whereas others accept external voltage
references. For high-performance systems, an external precision reference is needed to ensure long-term
stability, load regulation, and control over temperature fluctuations. External precision voltage reference
ICs can be found in manufacturers’ data books.

Measurement accuracy is specified by the converter’s linearity. Integral linearity is a measure of linearity
over the entire conversion range. It is often defined as the deviation from a straight line drawn between
the endpoints and through zero (or the offset value) of the conversion range. Integral linearity is also
referred to as relative accuracy. The offset value is the reference level required to establish the zero or
midpoint of the conversion range. Differential linearity is the linearity between code transitions. Differ-
ential linearity is a measure of the monotonicity of the converter. A converter is said to be monotonic if
increasing input values result in increasing output values.

The accuracy and linearity values of a converter are specified in the data sheet in units of the LSB of
the code. The linearity can vary with temperature, and so the values are often specified at +25°C as well
as over the entire temperature range of the device.

D/A Conversion Processes

Digital codes are typically converted to analog voltages by assigning a voltage weight to each bit in the
digital code and then summing the voltage weights of the entire code. A general D/A converter consists
of a network of precision resistors, input switches, and level shifters to activate the switches to convert
a digital code to an analog current or voltage. D/A ICs that produce an analog current output usually
have a faster settling time and better linearity than those that produce a voltage output. When the output
current is available, the designer can convert this to a voltage through the selection of an appropriate
output amplifier to achieve the necessary response speed for the given application.

D/A converters commonly have a fixed or variable reference level. The reference level determines the
switching threshold of the precision switches that form a controlled impedance network, which in turn
controls the value of the output signal. Fixed reference D/A converters produce an output signal that is
proportional to the digital input. Multiplying D/A converters produce an output signal that is propor-
tional to the product of a varying reference level times a digital code.

D/A converters can produce bipolar, positive, or negative polarity signals. A four-quadrant multiplying
D/A converter allows both the reference signal and the value of the binary code to have a positive or
negative polarity. The four-quadrant multiplying D/A converter produces bipolar output signals.
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D/A Converter ICs

Most D/A converters are designed for general-purpose control applications. Some D/A converters, how-
ever, are designed for special applications, such as video or graphic outputs, high-definition video displays,
ultra high-speed signal processing, digital video tape recording, digital attenuators, or high-speed func-
tion generators.

D/A converter ICs often include special features that enable them to be interfaced easily to micropro-
cessors or other systems. Microprocessor control inputs, input latches, buffers, input registers, and
compatibility to standard logic families are features that are readily available in D/A ICs. In addition, the
ICs usually have laser-trimmed precision resistors to eliminate the need for user trimming to achieve
full-scale performance.

A/D Conversion Processes

Analog signals can be converted to digital codes by many methods, including integration, successive
approximation, parallel (flash) conversion, delta modulation, pulse code modulation, and sigma—delta
conversion. Two of the most common A/D conversion processes are successive approximation A/D
conversion and parallel or flash A/D conversion. Very high-resolution digital audio or video systems
require specialized A/D techniques that often incorporate one of these general techniques as well as
specialized A/D conversion processes. Examples of specialized A/D conversion techniques are pulse code
modulation (PCM) and sigma—delta conversion. PCM is a common voice encoding scheme used not
only by the audio industry in digital audio recordings but also by the telecommunications industry for
voice encoding and multiplexing. Sigma—delta conversion is an oversampling A/D conversion where
signals are sampled at very high frequencies. It has very high resolution and low distortion and is being
used in the digital audio recording industry.

Successive approximation A/D conversion is a technique that is commonly used in medium- to high-
speed data acquisition applications. It is one of the fastest A/D conversion techniques that requires a
minimum amount of circuitry. The conversion times for successive approximation A/D conversion
typically range from 10 to 300 n% for 8-b systems.

The successive approximation A/D converter can approximate the analog signal to form an n-bit digital
code in n steps. The successive approximation register (SAR) individually compares an analog input
voltage to the midpoint of one of n ranges to determine the value of 1 b. This process is repeated a total
of n times, using n ranges, to determine the n bits in the code. The comparison is accomplished as follows.
The SAR determines if the analog input is above or below the midpoint and sets the bit of the digital
code accordingly. The SAR assigns the bits beginning with the most significant bit. The bit is set to a 1
if the analog input is greater than the midpoint voltage, or it is set to a 0 if it is less than the midpoint
voltage. The SAR then moves to the next bit and sets it to a 1 or a 0 based on the results of comparing
the analog input with the midpoint of the next allowed range. Because the SAR must perform one
approximation for each bit in the digital code, an n-bit code requires # approximations.

A successive approximation A/D converter consists of four functional blocks, as shown in Fig. 9.1: the
SAR, the analog comparator, a D/A converter, and a clock.

Parallel or flash A/D conversion is used in high-speed applications such as video signal processing,
medical imaging, and radar detection systems. A flash A/D converter simultaneously compares the input
analog voltage to 2" - 1 threshold voltages to produce an n-bit digital code representing the analog
voltage. Typical flash A/D converters with 8-b resolution operate at 20-100 MHz.

The functional blocks of a flash A/D converter are shown in Fig. 9.2. The circuitry consists of a precision
resistor ladder network, 2"-1 analog comparators, and a digital priority encoder. The resistor network
establishes threshold voltages for each allowed quantization level. The analog comparators indicate
whether the input analog voltage is above or below the threshold at each level. The output of the analog
comparators is input to the digital priority encoder. The priority encoder produces the final digital output
code that is stored in an output latch.
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FIGURE 9.1 Successive approximation A/D converter block diagram. (Source: Garrod, S. and Borns, R. 1991, Digital
Logic: Analysis, Application, and Design, p. 919 Copyright ” 1991 by Saunders College Publishing, Philadelphia, PA.
Reprinted with permission of the publisher.)

An 8-b flash A/D converter requires 255 comparators. The cost of high-resolution A/D comparators
escalates as the circuit complexity increases and as the number of analog converters rises by 2"-1. As
a low-cost alternative, some manufacturers produce modified flash A/D converters that perform the
A/D conversion in two steps to reduce the amount of circuitry required. These modified flash A/D
converters are also referred to as half-flash A/D converters, since they perform only half of the conversion
simultaneously.

A/D Converter ICs

A/D converter ICs can be classified as general-purpose, high-speed, flash, and sampling A/D converters.
The general-purpose A/D converters are typically low speed and low cost, with conversion times ranging
from 2 n% to 33 ms. A/D conversion techniques used by these devices typically include successive
approximation, tracking, and integrating. The general-purpose A/D converters often have control signals
for simplified microprocessor interfacing. These ICs are appropriate for many process control, industrial,
and instrumentation applications, as well as for environmental monitoring such as seismology, ocean-
ography, meteorology, and pollution monitoring.

High-speed A/D converters have conversion times typically ranging from 400 ns to 3 ns. The higher
speed performance of these devices is achieved by using the successive approximation technique, modified
flash techniques, and statistically derived A/D conversion techniques. Applications appropriate for these
A/D ICs include fast Fourier transform (FFT) analysis, radar digitization, medical instrumentation, and
multiplexed data acquisition. Some ICs have been manufactured with an extremely high degree of linearity
to be appropriate for specialized applications in digital spectrum analysis, vibration analysis, geological
research, sonar digitizing, and medical imaging.

©2002 CRC PressLLC



FIGURE. 9.2 Flash A/D converter block diagram. (Source: Garrod, S. and Borns, R., Digital Logic: Analysis, Appli-
cation, and Design, p. 928. Copyright ” 1991 by Saunders College Publishing, Philadelphia, PA. Reprinted with
permission of the publisher.)

Flash A/D converters have conversion times ranging typically from 10 to 50 ns. Flash A/D conversion
techniques enable these ICs to be used in many specialized high-speed data acquisition applications such
as TV-video digitizing (encoding), radar analysis, transient analysis, high-speed digital oscilloscopes,
medical ultrasound imaging, high-energy physics, and robotic vision applications.

Sampling A/D converters have a sample-and-hold amplifier circuit built into the IC. This eliminates
the need for an external sample-and-hold circuit. The throughput of these A/D converter ICs ranges
typically from 35 kHz to 100 MHz. The speed of the system is dependent on the A/D technique used by
the sampling A/D converter.

A/D converter ICs produce digital codes in a serial or parallel format, and some ICs offer the designer
both formats. The digital outputs are compatible with standard logic families to facilitate interfacing to
other digital systems. In addition, some A/D converter ICs have a built-in analog multiplexer and therefore
can accept more than one analog input signal.

Pulse code modulation (PCM) ICs are high-precision A/D converters. The PCM IC is often referred to
as a PCM codec with both encoder and decoder functions. The encoder portion of the codec performs
the A/D conversion, and the decoder portion of the codec performs the D/A conversion. The digital code
is usually formatted as a serial data stream for ease of interfacing to digital transmission and multiplexing
systems.

PCM is a technique whereby an analog signal is sampled, quantized, and then encoded as a digital
word. The PCM IC can include successive approximation techniques or other techniques to accomplish
the PCM encoding. In addition, the PCM codec may employ nonlinear data compression techniques,
such as companding, if it is necessary to minimize the number of bits in the output digital code. Com-
panding is a logarithmic technique used to compress a code to fewer bits before transmission. The inverse



logarithmic function is then used to expand the code to its original number of bits before converting it
to the analog signal. Companding is typically used in telecommunications transmission systems to
minimize data transmission rates without degrading the resolution of low-amplitude signals. Two stan-
dardized companding techniques are used extensively: A-law and mlaw. The A-law companding is used
in Europe, whereas the mlaw is used predominantly in the United States and Japan. Linear PCM
conversion is used in high-fidelity audio systems to preserve the integrity of the audio signal throughout
the entire analog range.

Digital signal processing (DSP) techniques provide another type of A/D conversion ICs. Specialized A/D
conversion such as adaptive differential pulse code modulation (ADPCM), sigma—delta modulation, speech
subband encoding, adaptive predictive speech encoding, and speech recognition can be accomplished through
the use of DSP systems. Some DSP systems require analog front ends that employ traditional PCM codec
ICs or DSP interface ICs. These ICs can interface to a digital signal processor for advanced A/D applications.
Some manufacturers have incorporated DSP techniques on board the single-chip A/D IC, as in the case
of the DSP56ACD16 sigma—delta modulation IC by Motorola.

Integrating A/D converters are used for conversions that must take place over a long period of time,
such as digital voltmeter applications or sensor applications such as thermocouples. The integrating A/D
converter produces a digital code that represents the average of the signal over time. Noise is reduced by
means of signal averaging, or integration. Dual-lope integration is accomplished by a counter that
advances while an input voltage charges a capacitor in a specified time interval, T. This is compared to
another count sequence that advances while a reference voltage is discharging across the same capacitor
in a time interval, delta t. The ratio of the charging count value to the discharging count value is
proportional to the ratio of the input voltage to the reference voltage. Hence, the integrating converter
provides a digital code that is a measure of the input voltage averaged over time. The conversion accuracy
is independent of the capacitor and the clock frequency since they affect both the charging and discharging
operations. The charging period, T, is selected to be the period of the fundamental frequency to be
rejected. The maximum conversion rate is slightly less than 1/(2T) conversions per second. While this
limits the conversion rate to be too slow for high-speed data acquisition applications, it is appropriate
for long-duration applications of slowly varying input signals.

Grounding and Bypassing on D/A and A/D ICs

D/A and A/D converter ICs require correct grounding and capacitive bypassing in order to operate
according to performance specifications. The digital signals can severely impair analog signals. To combat
the electromagnetic interference induced by the digital signals, the analog and digital grounds should be
kept separate and should have only one common point on the circuit board. If possible, this common
point should be the connection to the power supply.

Bypass capacitors are required at the power connections to the IC, the reference signal inputs,
and the analog inputs to minimize noise that is induced by the digital signals. Each manufacturer
specifies the recommended bypass capacitor locations and values in the data sheet. The 1-nF tantalum
capacitors are commonly recommended, with additional high-frequency power supply decoupling
sometimes being recommended through the use of ceramic disc shunt capacitors. The manufacturers’
recommendations should be followed to ensure proper performance.

Selection Criteria for D/A and A/D Converter ICs

Hundreds of D/A and A/D converter ICs are available, with prices ranging from a few dollars to several
hundred dollars each. The selection of the appropriate type of converter is based on the application
requirements of the system, the performance requirements, and cost. The following issues should be
considered in order to select the appropriate converter.

1. What are the input and output requirements of the system? Specify all signal current and voltage
ranges, logic levels, input and output impedances, digital codes, data rates, and data formats.
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2. What level of accuracy is required? Determine the resolution needed throughout the analog voltage
range, the dynamic response, the degree of linearity, and the number of bits encoding.

3. What speed is required? Determine the maximum analog input frequency for sampling in an A/D
system, the number of bits for encoding each analog signal, and the rate of change of input digital
codes in a D/A system.

4. What is the operating environment of the system? Obtain information on the temperature range
and power supply to select a converter that is accurate over the operating range.

Final selection of D/A and A/D converter ICs should be made by consulting manufacturers to obtain
their technical specifications of the devices. Major manufacturers of D/A and A/D converters include
Analog Devices, Burr—Brown, DATEL, Maxim, National, Phillips Components, Precision Monolithics,
Signetics, Sony, Texas Instruments, Ultra Analog, and Yamaha. Information on contacting these manu-
facturers and others can be found in an IC Master Catalog.

Defining Terms

Companding: A process designed to minimize the transmission bit rate of a signal by compressing it
prior to transmission and expanding it upon reception. It is a rudimentary “data compression”
technique that requires minimal processing.

Delta modulation: An A/D conversion process where the digital output code represents the change, or
slope, of the analog input signal, rather than the absolute value of the analog input signal. A 1
indicates a rising slope of the input signal. A 0 indicates a falling slope of the input signal. The
sampling rate is dependent on the derivative of the signal, since a rapidly changing signal would
require a rapid sampling rate for acceptable performance.

Fixed reference D/A converter: The analog output is proportional to a fixed (nonvarying) reference
signal.

Flash A/D: The fastest A/D conversion process available to date, also referred to as parallel A/D con-
version. The analog signal is simultaneously evaluated by 2" - 1 comparators to produce an n-bit
digital code in one step. Because of the large number of comparators required, the circuitry for
flash A/D converters can be very expensive. This technique is commonly used in digital video
systems.

Integrating A/D: The analog input signal is integrated over time to produce a digital signal that
represents the area under the curve, or the integral.

Multiplying D/A: A D/A conversion process where the output signal is the product of a digital code
multiplied by an analog input reference signal. This allows the analog reference signal to be scaled
by a digital code.

Nyquist A/D converters: A/D converters that sample analog signals that have a maximum frequency
that is less than the Nyquist frequency. The Nyquist frequency is defined as one-half of the sampling
frequency. If a signal has frequencies above the Nyquist frequency, a distortion called aliasing
occurs. To prevent aliasing, an antialiasing filter with a flat passband and very sharp rolloff is
required.

Oversampling converters: A/D converters that sample frequencies at a rate much higher than the
Nyquist frequency. Typical oversampling rates are 32 and 64 times the sampling rate that would
be required with the Nyquist converters.

Pulse code modulation (PCM): An A/D conversion process requiring three steps: the analog signal is
sampled, quantized, and encoded into a fixed length digital code. This technique is used in many
digital voice and audio systems. The reverse process reconstructs an analog signal from the PCM
code. The operation is very similar to other A/D techniques, but specific PCM circuits are optimized
for the particular voice or audio application.

Sigma—delta A/D conversion: An oversampling A/D conversion process where the analog signal is
sampled at rates much higher (typically 64 times) than the sampling rates that would be required
with a Nyquist converter. Sigma—delta modulators integrate the analog signal before performing
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the delta modulation. The integral of the analog signal is encoded rather than the change in the
analog signal, as is the case for traditional delta modulation. A digital sample rate reduction filter
(also called a digital decimation filter) is used to provide an output sampling rate at twice the
Nyquist frequency of the signal. The overall result of oversampling and digital sample rate reduction
is greater resolution and less distortion compared to a Nyquist converter process.

Successive approximation: An A/D conversion process that systematically evaluates the analog signal
in # steps to produce an n-bit digital code. The analog signal is successively compared to determine
the digital code, beginning with the determination of the most significant bit of the code.
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Further Information

Analog Devices, Inc. has edited or published several technical handbooks to assist design engineers with
their data acquisition system requirements. These references should be consulted for extensive technical
information and depth. The publications include Analog-Digital Conversion Handbook, by the engineering
staff of Analog Devices, published by Prentice-Hall, Englewood Cliffs, NJ, 1986; Nonlinear Circuits
Handbook, Transducer Interfacing Handbook, and Synchro and Resolver Conversion, all published by Analog
Devices Inc., Norwood, MA.

Engineering trade journals and design publications often have articles describing recent A/D and D/A
circuits and their applications. These publications include EDN Magazine, EE Times, and IEEE Spectrum.
Research-related topics are covered in IEEE Transactions on Circuits and Systems and IEEE Transactions
on Instrumentation and Measurement.
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Signal Space

10.1  Introduction
10.2  Fundamentals

10.3  Application of Signal Space Representation
to Signal Detection

10.4  Application of Signal Space Representation

Roger E. Ziemer to Parameter Estimation
University of Colorado Wavelet Transforms * Mean Square Estimation—the
at Colorado Springs Orthogonality Principle

10.1 Introduction

Signal space concepts have their roots in the mathematical theory of inner product spaces known as
Hilbert spaces [Stakgold, 1967]. Many books on linear systems touch on the subject of signal spaces in
the context of Fourier series and transforms [Ziemer, Tranter, and Fannin, 1998]. The applications of
signal space concepts in communication theory find their power in the representation of signal detection
and estimation problems in geometrical terms, which provides much insight into signalling techniques
and communication system design. The first person to have apparently exploited the power of signal
space concepts in communication theory was the Russian Kotel’nikov [1968], who presented his doctoral
dissertation in January, 1947. Wozencraft and Jacobs [1965] expanded on this approach and their work
is still today widely referenced. Arthurs and Dym [1962] made use of signal space concepts in the
performance analysis of several digital modulation schemes. A one-chapter summary of the use of signal
space methods in signal detection and estimation is provided in Ziemer and Tranter [2002]. Another
application of signal space concepts is in signal and image compression. Wavelet theory [Rioul and
Vetterli, 1991] is currently finding use in these application areas. In the next section, the fundamentals
of generalized vector spaces are summarized, followed by an overview of several applications to signal
representations.

10.2 Fundamentals

A linear space or vector space (signal space) [Stakgold, 1967] is a collection of elements (called vectors)
X, ¥, 2,.., for which the following axioms are satisfied:

1. To every pair of vectors x and y there corresponds a vector x + y, with the properties:
a xX+y=y+x
b. x+(y+2)=x+y)+z
c. There exists a unique element 0 such that x + 0 = x for every x
d. To every x, there exists a unique vector labeled -x such that x + (-x) =0
2. To all vectors x and y, and all numbers @ and b (in general, complex), the following commutative
and associative rules hold:
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o Bx) = (aP)x

(a+ Bx=ox+ By

alx+y)=ax+ oy

d. 1x = x, where 1 is the identity element

o oe

A vector is said to be a linear combination of the vectors x;, x,,...,x; in a vector space if there exist
numbers (in general, complex) ¢, 0, ..., 0 such that

k
x = ax; (10.1)
2

The vectors x;, x,,..., X, are said to be linearly dependent (or form a dependent set) if there exist complex
numbers @, 0,,...,04, not all zero, such that

ox, topx, +toux, =0 (10.2)

If Eq. (10.2) can be satisfied only for o; = o, = --* = ¢ = 0, the vectors are linearly independent.

One is tempted to use the infinite-sum version of Eq. (10.2) in defining the notion of independence
for an infinite set of vectors. This is not true in general; one needs the notion of convergence, which is
based on the concept of distance between vectors.

With the idea of linear independence firmly in mind, the concept of dimension of a vector space
readily follows. A vector space is n-dimensional if it possesses a set of n independent vectors, but every
set of n + 1 vectors is a dependent set. If for every positive integer k, a set of k independent vectors in
the space can be found, the space is said to be infinite dimensional. A basis for a vector space means a
finite set of vectors ey, e,,...,e; with the following attributes:

1. They are linearly independent.
2. Every vector x in the space can be written as a linear combination of the basis vectors; that is

k
x = Zé,-e,- (10.3)

It can be proved that the representation (10.3) is unique and that if the space is n-dimensional, any set
of n independent vectors ey, e,,..., e, forms a basis.

The next concept to be developed is that of a metric space. In addition to the addition of vectors and
multiplication of vectors by scalars, as is true of ordinary three-dimensional vectors, it is important to
have the notions of length and direction of a vector imposed. In other words, a metric structure must
be added to the algebraic structure already defined. A collection of elements x, , z,... in a space will be
called a metric space if to each pair of elements x, y there corresponds a real number d(x, y) satisfying
the properties:

L d(x,y) =d(y, x)
2. d(x, y) 2 0 with equality if and only if x =y
3. d(x, z) < d(x, y) + d(x, z) (called the triangle inequality)

The function d(x, y) is called a metric (or distance function). Note that the definition of d(x, y) does not
require that the elements be vectors; there may not be any way of adding elements or multiplying them
by scalars as required for a vector space.

With the definition of a metric, one can now discuss the idea of convergence of a sequence {x;} of
elements in the space. Note that d(x;, x) is a sequence of real numbers. Therefore, it is sensible to write that

0lim x;, = x (10.4)

k- o0
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if the sequence of numbers d(x;, x) converges to 0 in the ordinary sense of convergence of sequences of
real numbers. If

ml;n}wd(xm, x,) =0 (10.5)
the sequence {x;} is said to be a Cauchy sequence. It can be shown that if a sequence {x;} converges, it
is a Cauchy sequence. The converse is not necessarily true, for the limit may have carelessly been excluded
from the space. If the converse is true, then the metric space is said to be complete.

The next vector space concept to be defined is that of length or norm of a vector. A normed vector
space (or linear space) is a vector space in which a real-valued function | x| (known as the norm of x) is
defined, with the properties

1. |lx| = 0 with equality if and only if x =0
2. Jloxll = Jod|l]
3. [y + x| < x| + [l

A normed vector space is automatically a metric space if the metric is defined as

d(x,y) = |x—yl = Ge—y,x—yd" (10.6)

(see definition below) which is called the natural metric for the space. A normed vector space may be
viewed either as a linear space, a metric space, or both. Its elements may be interpreted as vectors or points.

The structure of a normed vector space will now be refined further with the definition of the notion
of angle between two vectors. In particular, it will be possible to tell whether two vectors are perpendicular.
The notion of angle between two vectors will be obtained by defining the inner product (also known as
a scalar or dot product). In general, an inner product in a vector space is a complex-valued function of
ordered pairs x, y with the properties

k=0, x[0’ (the asterisk denotes complex conjugate)
Cox, yU = oLk, yO

L) +x, U = Ly, yl+ Ly, yU
[k, x0> 0 with equality if and only if x =0

L.

From the first two properties, it follows that
&k, oy = o [k, yO (10.7)
Also, Schwarz’s inequality can be proved and is given by
|G,y < G, 07 G, 0" (10.8)

with equality if and only if x = ay. The real, nonnegative quantity [k, x0" satisfies all of the properties
of a norm. Therefore, it is adopted as the definition of the norm, and Schwartz’s inequality assumes the
form

| G, 0 < x| [ (10.9)

The natural metric in the space is given by Eq. (10.6). An inner product space, which is complete in its
natural metric, is called a Hilbert space.

Example 10.1

Consider the space of all complex-valued functions x(¢) defined on a < ¢ < b for which the integral

E, = Ib\x(t)\zdt (10.10)
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exists (i.e., the space of all finite-energy signals in the interval [g, b]). The inner product may be defined as

b
Ok, y0 = J’ x(t)y (1) dt (10.11)
The natural norm is
b 1/2
Il = [ Ix(o)* e (10.12)
and the metric is
b 5 1/2
dxy) =[x =yl = | [ l()=y(0) dr| (10.13)

respectively. Schwarz’s inequality becomes

2

< U:\x(t)\zdtTZU: \y(t)\qu” (10.14)

It can be shown that this space is complete and, hence, is a Hilbert space.

An additional requirement that can be imposed on a Hilbert space is separability, which, roughly
speaking, restricts the number of elements in the space. A Hilbert space H is separable if there exists a
countable (i.e., can be put in one-to-one correspondence with the positive integers) set of elements ( f;,
f> s[> -..) whose finite linear combinations are such that for any element f in H there exist an index N
and constants ¢, 0, ..., @y such that

f\x(t)yﬂ(t)\ ds

<e, €>0 (10.15)

f- Zakfk

The set (f;, fo...> f,»-..) is called a spanning set. The discussions from here on are limited to separable
Hilbert spaces.

Any finite-dimensional Hilbert space E,, is separable. In fact, there exists a set of n vectors (f;,f, ..., f,)
such that each vector x in E, has the representation

x= Yo, (10.16)
k=1

It can be shown that the spaces consisting of square-integrable functions on the intervals [a, b], (— oo, b],
[a, ), and (—oo, o) are all separable, where a and b are finite, and spanning sets exist for each of these
spaces. For example, a spanning set for the space of square-integrable functions on [a, b] is the set (1, f,
£,...), which is clearly countable.

The concepts of convergence and Cauchy sequences carry over to Hilbert spaces, with convergence in

the mean defined as
. b 2
llmj' |x.(8) —x(2)]" = 0 (10.17)

Similarly, the ideas of independence and basis sets apply to Hilbert spaces in infinite-dimensional form.
It is necessary to distinguish between the concepts of a basis and a spanning set consisting of indepen-
dent vectors. As € is reduced in Eq. (10.15), it is expected that N must be increased, and it may also be
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necessary to change the previously found coefficients ¢, ..., 0ty. Hence, there might not exist a fixed
sequence of constants &, &,,...,&,,... with the property

x = zgkfk (10.18)
k=1

as would be required if the set { f;} were a basis. For example, on the space of square-integrable functions

n [-1, 1], the independent set f, =1, f, =t, f, = £, .., is a spanning set, but not a basis, since there are
many square-integrable functions on [—1, 1] that cannot be expanded in a series like Eq. (10.18) (an
example is |#]). Odd as it may seem at first, it is possible if the powers of ¢ in this spanning set are
regrouped into the set of polynomials known as the Legendre polynomials, P(1).

Two vectors x, y are orthogonal or perpendicular if [%, yOO= 0. A finite or countably infinite set of
vectors { @y, @s,...,¢y,...} is said to be an orthogonal set if [, @1= 0, i # j. A proper orthogonal set is an
orthogonal set none of whose elements is the zero vector. A proper orthogonal set is an independent set.
A set is orthonormal if

E¢i)¢j|j:§)’ ,l;t]. (10.19)
, 1=

An important concept is that of a linear manifold in a Hilbert space. A set M is said to be a linear
manifold if, for x and y belonging to M, so does ax + Py for arbitrary complex numbers o and f3; thus,
M is itself a linear space. If a linear manifold is a closed set, it is called a closed linear manifold (i.e.,
every Cauchy sequence has a limit in the space) and is itself a Hilbert space. In three-dimensional
Euclidean space, linear manifolds are simply lines and planes containing the origin. In a finite-dimensional
space, every linear manifold is necessarily closed.

Let M be a linear manifold, closed or not. Consider the set M of all vectors which are orthogonal to
every vector in M. It is a linear manifold, which can be shown to be closed. If M is closed, M and M~
are known as orthogonal complements. Given a linear manifold M, each vector in the space can be
decomposed in a unique manner, as a sum x, + z, where x, is in M and z is in M %,

Given an infinite orthonormal set {¢,, @,,...,9,,...} in the space of all square-integrable functions on
the interval [a, b], let {a,} be a sequence of complex numbers. The Riesz—Fischer theorem tells how to
represent an element in the space and states:

1. If
Z\an\z (10.20)
n=1
diverges, then
> aif (10.21)
n=1
diverges.
2. If Eq. (10.20) converges, then Eq. (10.21) also converges to some element g in the space and
a, = g, 00 (10.22)

The next question that arises is how to construct an orthonormal set from an independent set { e, e,,...,
€...}. A way to do this is known as the Gram-Schmidt procedure. The construction is as follows:
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1. Pick a function from the set {¢}, say e,. Let

€

¢ = ——p5 (10.23)
' Le,, elljl2
2. Remove from a second function in the set { e}, say e,, its projection on ¢,. This yields
g2 = e,— Loy, ¢l (10.24)

The vector g, is a linear combination of e, and e,, and is orthogonal to ¢,. To normalize it, form

1§}

¢, = —— (10.25)
(%), gz[t ’
3. Pick another function from the set { ¢}, say e;, and form
8 = es— Loy, oL, — Les, )11, (10.26)

Normalize g; in a manner similar to that used for g,.
4. Continue until all functions in the set {e,} have been used.

Note that the sets { e}, {g}, and { ¢} all generate the same linear manifold.
A basis consisting of orthonormal vectors is known as an orthonormal basis. If the basis vectors are
not normalized, it is simply an orthogonal basis.

Example 10.2

Consider the interval [—1, 1] and the independent set e, = 1, e, = f,...,€, = t*,.... The Gram-Schmidt
procedure applied to this set without normalization, but with the requirement that all orthogonal
functions take on the value 1 at t = 1, gives the set of Lengendre polynomials, which is

VD=1 w0 =6 w0 =360-1), W) =3(60-30,.  (1027)

It is next desired to approximate an arbitrary vector x in a Hilbert space in terms of a linear combination
of the independent set {e,, ...,e.}, where k < n if the space is an n-dimensional Euclidean space, and & is
an arbitrary integer if the space is infinite-dimensional. First, the orthonormal set {¢,,...,¢} is con-
structed from {e,,...,e}. The unique, best approximation to x is the Fourier sum

k
z O, ¢ 0p; (10.28)

i=1

which is geometrically the projection of x onto the linear manifold generated by {¢,,...,¢}, or equiva-
lently, the sum of the projections along the individual axes defined by ¢,, ¢,,...,¢.. The square of the
distance between x and its projection is

k

= ol =5 |G, 01 (10.29)

i=1

k
x—= z Lx, oL

©2002 CRC PressLLC



Since the left-hand side is nonnegative, Eq. (10.29) gives Bessel’s inequality, which is

k
Ix]* = P o)’ (10.30)

A convenient feature of the Fourier sum is the following: If another vector ¢,,, is added to the
orthonormal approximating set of vectors, the best approximation now becomes

k+1

> 000, (10.31)

Thus, an additional term is added to the series expansion without changing previously computed coef-
ficients, which makes the extension to a countably infinite orthonormal approximating set simple to
envision. In the case of an infinite orthonormal approximating set, Bessel’s inequality (10.30) now has
an infinite limit on the sum. Does the approximating sum (10.31) converge to x? The answer is that
convergence can be guaranteed only if the set {¢,} is extensive enough, that is, if it is a basis or a complete
orthonormal set. In such cases, Eq. (10.30) becomes an equality. In fact, a number of equivalent criteria
can be stated to determine whether an orthonormal set { ¢} is a basis or not [Stakgold, 1967]. These are:

1. In finite n-dimensional Euclidean space, {¢,} has exactly n elements for completeness.
2. For every x in the space of square-integrable functions,

x = z Cx, o0, (10.32)

3. For every x in the space of square-integrable functions,

k

Ix|* = > I, o’ (10.33)

i=1

(known as Parseval’s equality).

4. The only x in the space of square-integrable functions for which all of the Fourier coefficients
vanish is the 0 function.

5. There exists no function ¢(¢) in the space of square-integrable functions such that {¢,, ¢,,...,
@o---} is an orthonormal set.

Examples of complete orthonormal sets of trigonometric functions over the interval [0, T] are as
follows: (1) The complex exponentials with frequencies equal to the harmonics of the fundamental
frequency @, = 27/T, or

jawyt —jwyt j2ayt —j2w,t
1 e e e
JT T JT T T

The factor (ﬂllz in the denominator is necessary to normalize the functions and is often not included

(10.34)

in the definition of the complex exponential Fourier series. (2) The sines and cosines with frequencies
equal to harmonics of the fundamental frequency @, = 27/T, or

1 (cosmpt) (sinwyt) (cos2apt)  (sin2ayt) (10.35)

JT o Jti2 T Jtie T Jtiz T JTi2

Note that if any function is left out of these sets, the basis is incomplete.
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10.3 Application of Signal Space Representation
to Signal Detection

The M-ary signal detection problem is as follows: given M signals, s,(t), s,(£),...,5,(t), defined over
0 <t<T.One is chosen at random and sent each T-second interval through a channel that adds white,
Gaussian noise of power spectral density Ny/2 to it. The challenge is to design a receiver that will decide
which signal was sent through the channel during each T-second interval with minimum probability of
making an error.

An approach to this problem, as expanded upon in greater detail by Wozencraft and Jacobs [1965,
Chap. 4] and Ziemer and Tranter [2002, Chap. 9], is to construct a linear manifold, called the signal
space, using the Gram—Schmidt procedure on the M signals. Suppose that this results in the orthonormal
basis set { ¢, @»,..., ¢} where K < M. The received signal plus noise is represented in this signal space
as vectors with coordinates (note that they depend on the signal transmitted)

Z; =A;+N, JEL2 K (10.36)
1 =1,2,...., M,
where
T
Ay = J’O si(1) (1) dt (10.37)

The numbers Z; are components of vectors referred to as the signal vectors, and the space of all signal
vectors is called the observation space. An apparent problem with this approach is that not all possible
noise waveforms added to the signal can be represented as vectors in this K-dimensional observation
space. The part of the noise that is represented is

m(1) =% N;o(1) (10.38)

j=t

where

N, = J’Tn(t)(])j(t)dt (10.39)

In terms of Hilbert space terminology, Eq. (10.38) is the projection of the noise waveform onto the
observation space (i.e., a linear manifold). The unrepresented part of the noise is

np(t) = n(t) —n(t) (10.40)

and is the part of the noise that must be represented in the orthogonal complement of the observation
space. The question is, will the decision process be harmed by ignoring this part of the noise? It can be
shown that ny(#) is uncorrelated with n(#). Thus, since n(t) is Gaussian they are statistically independent
and ny(t) has no bearing on the decision process; nothing is lost by ignoring n(t).

The decision process can be shown to reduce to choosing the signal s,(¢), which minimizes the distance
to the data vector; that is,

K 1/2
d(z,s¢) = |lz=s{| = {X(ZU—A@)Z} = minimum, ¢ =1,2,...,.M (10.41)

j=1
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FIGURE 10.1 Observation space in two dimensions, showing five signal points with boundaries for decision regions
providing the minimum distance decision in each case.

where

zzijq)j(t) (10.42)

=1

z(t)

and

se(t) = erj‘Pj(t) (10.43)
=

Thus, the signal detection problem is reduced to a geometrical one, where the observation space is
subdivided into decision regions in order to make a decision, as shown in Fig. 10.1.

10.4 Application of Signal Space Representation
to Parameter Estimation

The procedure used in applying signal space concepts to estimation is similar to that used for signal
detection. Consider the observed waveform consisting of additive signal and noise of the form

y(t) = s(t,A) +n(t), 0<t<T (10.44)

where A is a parameter to be estimated and the noise is white as before. Let {§,(£)}, k = 1, 2,..., be a
complete orthonormal basis set. The observed waveform can be represented as

y(t) = Zsk(A)¢k(t) + ZNk¢k(t) (10.45)
k=1 k=1
where

S(A) = G, 000 = J’Ts(t, A1) dt (10.46)
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and N; is defined by Eq. (10.39). Hence, an estimate can be made on the basis of the set of coefficients
Z, = S;(A) + N, (10.47)

or on the basis of a vector in the signal space with these coordinates. A reasonable criterion for estimating
A is to maximize the likelihood ratio, or a monotonic function thereof. Its logarithm, for n(f) Gaussian,
can be shown to reduce to

K K
=1 =i l _i 2
€(A) = Il(lir:OLK(A) = }(1{130 Nogzksk(A) NO;ZSk(A) (10.48)
In the limit as k — oo, this becomes
€4) = & [ =0)ste, A)dt- (4)ds (10.49)
NoJo NoJo

A necessary condition for the value of A that maximizes Eq. (10.49) is

&A

2(4) _ J’[z(t)— s(t, A)] 8S(tA)dt

=0 (10.50)

A=A
The value of A that maximizes Eq. (10.49), denoted 1:\, is called the maximum likelihood estimate.

Wavelet Transforms

Wavelet transforms can be continuous time or discrete time. They find applications in speech and image
compression, signal and image classification, and pattern recognition. Wavelet representations have been
adopted by the U.S. Federal Bureau of Investigation for fingerprint compression.

The continuous-time wavelet transform of a signal x(t) takes the form [Rioul and Vetterli, 1991]

W.(,a) = f’ ()RS (1) dt (10.51)
where
h, (f) = —}—h g%% (10.52)
a

are basis functions called wavelets. Thus, the wavelets defined in Eq. (10.52) are scaled and translated
versions of the basic wavelet prototype h(t) (also known as the mother wavelet), and the wavelet transform
is seen to be a convolution of the conjugate of a wavelet with the signal x(¢). Substitution of Eq. (10.52)
into Eq. (10.51) yields

W,(t,a) = ﬁ{:x(t)hmg%%dt (10.53)

Note that h(t/a) is contracted if a < 1 and expanded if a > 1. Thus, an interpretation of Eq. (10.53) is
that as a increases, the function h(t/a) becomes spread out over time and takes the long-term behavior
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of x(t) into account; as a decreases the short-time behavior of x(¢) is taken into account. A change of
variables in Eq. (10.53) gives

W.(1,a) = J&Iw x(at)hm%—gﬂdt (10.54)

Now the interpretation of Eq. (10.54) is as the scale increases (a < 1), an increasingly contracted version
of the signal is seen through a constant-length sifting function, k(). This is only the barest of introductions
to wavelets, and the reader is urged to consult the references to learn more about wavelets and their
applications, particularly their discrete-time implementation.

Mean Square Estimation—The Orthogonality Principle

Given n random variables, X;, X,,..., X,, it is desired to find n constants a;, d,,...,a, such that when
another random variable S is estimated by the sum

S=Yax, (10.55)
2

then the mean square error

n

MSE = E%S— S aiX;

i=1

E (10.56)
0

is a minimum, where E{} denotes expectation or statistical average. It is shown in [Papoulis, 1984] that
the mean square estimate (MSE) is minimized when the error is orthogonal to the data, or when

E S—Zaix,}g%:o, ji=1,2,...,n (10.57)
i=1 U

This is known as the orthogonality principle or projection theorem and can be interpreted as stating
that the MSE is minimized when the error vector § — S is orthogonal to the subspace (linear manifold)
spanned by the vectors X,, X,..., X, as shown in Fig. 10.2. The projection theorem has many applications
including MSE filtering of noisy signals, known as Wiener filtering.

@

/S'T’/

@

FIGURE 10.2 Schematic representation of mean square estimation in three dimensions with the estimate expressed
in terms of a linear combination of two random variables, X, and X,, which lie in the ¢, — ¢, plane.
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Defining Terms

Basis (basis functions): An independent set of vectors in a linear space in terms of which any vector
in the space can be represented as a linear combination.

Bessel’s inequality: The statement that the norm squared of any vector in a vector space is greater or
equal to the sum of the squares of the projections onto a set of orthonormal basis vectors.
Cauchy sequence: A convergent sequence whose members become progressively closer as the limit is

approached.

Complete: The idea that a basis set is extensive enough to represent any vector in the space as a Fourier
sum.

Countable: A set that can be put in one-to-one correspondence with the positive integers.

Dimension: A vector space is n-dimensional if it possesses a set of n independent vectors, but every
set of n + 1 vectors is linearly dependent.

Fourier sum: An approximation of a vector in a Hilbert space as a linear combination of orthonormal
basis functions where the coefficient of each basis function is the projection of the vector onto the
respective basis function.

Gram-Schmidt procedure: An algorithm that produces a set of orthonormal vectors from an arbitrary
set of vectors.

Hilbert space: A normed linear space complete in its natural metric.

Identity element: An element in a vector space that when multiplied by any vector reproduces that vector.

Independent vectors: A set of vectors is independent if any one of them cannot be expressed as a linear
combination of the others.

Inner product: A function of ordered pairs of vectors in a vector space, which is analogous to the dot
product in ordinary Euclidean vector space.

Linear combination: A linear sum of a set of vectors in a vector space with each member in the sum,
in general, multiplied by a different scalar.

Linear manifold: A subspace of a Hilbert space that contains the origin.

Linearly dependent (dependent): A set of vectors that is not linearly independent.

Linearly independent (independent): A set of vectors, none of which can be expressed as a linear
combination of the others.

Maximum likelihood estimate: An estimate for a parameter that maximizes the likelihood function.

Mean square estimation: Estimation of a random variable by a linear combination of n other random
variables that minimizes the expectation of the squared difference between the random variable
to be estimated and the approximating linear combination.

Metric: A real-valued function of two vectors in a vector space that is analogous to the distance between
them in the ordinary Euclidean sense.

Metric space: A vector space in which a metric is defined.

Norm: A function of a single vector in a vector space that is analogous to the length of a vector in
ordinary Euclidean vector space.

Normed vector space: A vector space in which a norm has been defined.

Observation space: The space of all possible received data vectors in a signal detection or estimation
problem.

Orthogonal: The property of two vectors expressed by their inner product being zero.

Orthogonal complement: The space of vectors that are orthogonal to a linear manifold or subspace.

Orthogonality principle: The theorem that states that the minimum mean-square estimate of a random
variable in terms of a linear combination of n other random variables requires the difference
between the random variable and linear combination, or error, to be statistically orthogonal to
each random variable in the linear combination (i.e., the expectation of the product of the error
and each random variable is zero). Also called the projection theorem.

Orthonormal: Orthogonal vectors that have unit norm.

Orthonormal basis: A basis set for which the basis vectors are orthonormal.
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Parseval’s equality: The statement that the norm squared of a vector in a complete Hilbert space equals
the sum of the squares of the vector’s projections onto an orthonormal basis set in the space.

Projection theorem: See orthogonality principle.

Riesz—Fischer theorem: A theorem that states the conditions under which an element of a space of
square-integrable functions can be represented in terms of an infinite orthonormal set.

Schwarz’s inequality: An inequality expressing the fact that the absolute value of the inner product of
any pair of vectors in a Hilbert space is less than or equal to the product of their respective norms.

Separable: A Hilbert space in which a countable set of elements exists that can be used to represent
any element in the space to any degree of accuracy desired as a linear combination of the members
of the set.

Signal vector: A vector representing a received signal in a signal detection or estimation problem.

Spanning set: The set of elements of a separable Hilbert space used to represent an arbitrary element
with any degree of accuracy desired.

Triangle inequality: An inequality of a normed linear space that is analogous to the fact that the length
of the sum of any two sides of a triangle is less than or equal to the sum of their respective lengths.

Vector: An element of a linear, or vector, space.

Vector space: A space of elements, called vectors, which obey certain laws of associativity and commu-
tativity and have identity elements for scalar multiplication and element addition defined.

Wavelet: See wavelet transform.

Wavelet transform: Resolution of a signal into a set of basis functions called wavelets. As a parameter
of the wavelet is changed, the behavior of the signal over progressively shorter time intervals is
resolved.
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Further Information

Very readable expositions of signal space concepts as applied to signal detection and estimation are found
in Chapter 4 of the classic book by Wozencraft and Jacobs. The paper by Arthurs and Dym listed in the
references is also very readable. A treatment of signal space concepts and applications to signal detection
and parameter estimation is given in Chapter 9 of the book by Ziemer and Tranter. For the mathematical
theory behind signal space concepts, the book by Stakgold is recommended. For those interested in
wavelet transforms and their relationship to signal spaces, the April 1992 issue of the IEEE Signal Processing
Magazine provides a tutorial article on wavelet transforms.
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11.1 Introduction

Early channel models used in conjunction with analysis of communication systems assumed a binary
symmetric channel (BSC) [Wozencraft and Jacobs, 1967]. In this case, the probability of bit error is
assumed constant. This channel is memoryless, that is, the presence or absence of an error for a particular
symbol has no influence on past or future symbols. Few transmission paths can be characterized as a
BSC; most channels of interest are subject to some degree of fading and dispersion which introduce
memory (correlation) between symbol errors. Therefore, it is necessary that a fading dispersive channel
model be described to allow complete characterization of communication systems for typical applications.

Modeling of the fading dispersive channel is based on the use of mathematics to describe the physical
or observed properties of the channel. Stein, Schwartz, and Bennett [1966] and Kennedy [1969] first
used a deterministic characterization of the channel and then introduced dynamics into the model to
account for the time-varying nature of a fading channel. Bello [1963] described a channel model using
a tapped delay line representation, which is based on knowledge of the correlation properties of the
channel.

The fading dispersive channel is described in Section 11.2 as a linear time-varying filter. Mobile and
scatter channels produce a received signal consisting of the sum of multiple time-variant paths. Such
channels are assumed to impart zero mean Gaussian statistics on a transmitted signal. Characterization
of the channel then reduces to the specification of a correlation function or power spectral density. Many
radio channels are adequately modeled by making these assumptions, including tropospheric scatter,
high-frequency (HF) skywave, VHF/UHF mobile channels, and lunar reflection channels. Line-of-sight
(LOS) channels, however, consist of a direct ray plus multiple indirect rays. The LOS channel, therefore,
is assumed to impart nonzero mean Gaussian statistics on the transmitted signal. Modeling of the LOS
channel can be somewhat simplified as compared to the general fading dispersive channel model, as
shown in Section 11.3.

Digital communication channels introduce errors in bursts, which invalidates the use of the BSC. To
characterize error clustering effects, various error models have been proposed, which can be divided into
two basic categories, descriptive and generative. Descriptive models attempt to characterize channels by
use of statistics that describe the general behavior of the channel. The Neyman type A distribution
[Neyman, 1939] is an example of a descriptive model; here channel errors are modeled as a compound
Poisson distribution in which error clusters have a Poisson distribution and errors within a cluster also
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have a Poisson distribution. Such models have been shown to apply to channels that have relatively few
error-causing mechanisms, such as cable transmission [Becam et al., 1984], but have not been effectively
used with more complex channels such as digital radio. Generative models, however, are able to match
channel data by iteratively expanding the size of the model to fit the data. The generative model allows
error statistics to be generated from a model made up of a finite-state Markov chain, using the states
and transitions to represent the error behavior in the communications channel. These error models are
usually developed to represent empirical results, but extensions are often made to more general cases.

11.2 Fading Dispersive Channel Model

Fading arises from destructive interference among multiple propagation paths, hence the term multipath
fading. These paths arise due to reflection, refraction, or diffraction in the channel. The amplitude and
phase of each path vary in time due to changes in the structure of the medium. The resultant signal at
a receiver will experience fading, defined as changes in the received signal level in time, where resulting
destructive or constructive interference depends on the relative amplitudes and phases of the multiple
paths. The received signal may also experience dispersion, defined as spreading of the signal in time or
frequency. Channels may be characterized as having multiple, randomly behaving paths or as having a
dominant path in addition to multiple secondary paths. Forward scatter and mobile channels tend to
have a large number of indirect paths, whereas line-of-sight channels tend to have a direct path that
predominates over a few indirect paths.

The fading dispersive channel model may be best presented by using complex representation of the
transmitted and received waveforms. Let us define s(¢) to be the transmitted signal and y(¢) to be the
received signal. Assuming both s(¢) and y(t) are narrowband signals, we can represent them as

s(r) = Re[z(8)e"™ (11.1)

Re[w(r)e "] (11.2)

y(t)

where f is the carrier frequency and z(t) and w(t) are the complex envelopes of s(¢) and y(t), respectively.
The complex envelope notation carries information about the amplitude and phase of the signal wave-
forms. The magnitude of the complex envelope is the conventional envelope of the signal, and the angle
of the complex envelope is the phase of the signal with respect to the carrier frequency f..

The first assumption made in characterizing the fading dispersive channel is that a large number of
paths exist, and so the central limit theorem can be applied. We then can represent the channel impulse
response as a complex Gaussian process, g(t, &), which displays the time-varying nature of the channel.
Assuming a linear channel,

W) = [ =(r-g(r §)dE (11.3)

We also need to define the time-varying transfer function of the channel, which is the Fourier transform
dual of the channel impulse response

GUf0) = [ gln e ag (11.4)

In this section, we will further assume that no direct or dominant path is present in the channel and
that the scatterers behave as a random process, so that the statistics are Gaussian with zero mean. The
received envelope then displays Rayleigh law statistics. Mobile and scatter communication systems are
examples of such channels.
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The final assumption required for characterization of the channel model involves the stationarity of
the channel impulse response. Although the fluctuations in the channel are due to non-stationary
statistical phenomena, on a short enough time scale and for small enough bandwidth, the fluctuations
in time and frequency can be characterized as approximately stationary. This approximate stationarity
is often called quasistationarity. Since our interest here is in short-term fading, it is reasonable to assume
that g(¢, €) is stationary in a time sense. Channels displaying stationarity in time are called wide-sense
stationary (WSS). For most scatter and mobile channels, the channel may be modeled as a continuum
of uncorrelated scatters. If the channel impulse response g(#, &) is independent for different values of
delay (¢), the channel is said to exhibit uncorrelated scattering (US). When the time-varying impulse
response is assumed to have stationary fluctuations in time and frequency, the channel is said to be wide-
sense stationary with uncorrelated scattering (WSSUS).

A WSSUS complex Gaussian process is completely determined statistically by specifying its autocor-
relation function or its power spectral density. Because of the dual (time and frequency) nature of the
channel, there exist several correlation functions and power spectral densities that are used to characterize
the channel, and the most applicable of these are defined and briefly described as follows:

1. The time-frequency correlation function (sometimes called the two-frequency correlation function)
is defined as

R(Q, 1) = E[Gf, )G(f +Q, t+1)] (11.5)

Note that the complex character of G(f, ) requires a slightly altered definition of autocorrelation,
with the asterisk denoting the complex conjugate operation. R(Q, T) represents the cross-correlation
function between the complex envelopes of received carriers transmitted Q Hz apart. Since the
transfer function is assumed stationary with uncorrelated scattering, R(Q, 7) is dependent only
on the frequency separation Q and time delay T.

2. The tap gain correlation function (sometimes called the path gain correlation function) is defined as

Q(z, §)8(AE) = Elg (1, §)g(t + 1, &+ AL)] (11.6)

where &(¢) is the unit impulse function and Q(T, &) is the Fourier transform of R(Q, T) on the Q
variable. Q(T, &) represents the autocorrelation function of the gain fluctuations for paths pro-
viding delays in the interval (&, & + A&). The form of Eq. (11.6) implies that the fluctuations of
the complex gains at different delays are uncorrelated, which is a result of the uncorrelated
scattering assumption.

3. The scattering function is defined as the power spectrum of the complex gain fluctuations at delay
& and is obtained from Q(T, &) by applying the Fourier transform on the T variable,

S(E, V) = f: Q(z, &)™ dt (11.7)

The scattering function directly exhibits the delay and Doppler spreading characteristics of the
dispersive channel. The power spectral density associated with values of time delay & and Doppler
frequency V in this interval & to & + A and V to V + AV, respectively, is then S(&, v) AE Av. The
scattering function is also seen to be the double Fourier transform of the time-frequency corre-
lation function.

Special cases of the described channel model that are of interest include the frequency-selective channel,
time-selective channel, time- and frequency-selective channel, and nonselective channel. These cases are
described by first showing how the general model is simplified and then showing the physical conditions
for which these special cases arise.
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Frequency-Selective Channel

The frequency-selective channel is characterized by a transfer function that varies in a more or less
random fashion with frequency. An approximately constant amplitude and phase can only be observed
over a frequency interval sufficiently small. The fading, which occurs at each frequency, will be very
nearly the same, that is, highly correlated, for closely spaced frequencies and essentially independent,
that is, no correlation for frequencies sufficiently far apart. The lack of correlation in fading of spaced
frequencies is thus called frequency-selective fading.

A fading channel which is selective only in frequency is then implicitly also a nontime selective or
time-flat channel. This time-flat channel is characterized by a channel impulse response that is time
invariant. When the fading rate is so slow that little change in the channel impulse response occurs over
the duration of a transmitted pulse, that channel may be approximated as a time-flat channel. Assuming
the channel impulse response to be time invariant, the input—output relationship (11.3) may be simplified
to the usual convolution integral

w(n) = [ 2(1-8)g(8) dé (11.8)

in which g(¢€) is now the time-invariant channel impulse response. With the time-invariance assumption,
the complex correlation function of g(&) becomes

E[g(&)g(E+DE)] = Q(&)H(AE) (11.9)

where the function

Q(8) = (0, 9) (11.10)

is called the delay power spectrum. The frequency correlation function, which is the Fourier transform of
the delay power spectrum, is given by

q(Q) = R(Q, &) = E[G(f)G(f + Q)] (11.11)

where G(f) is the time-invariant channel transfer function. A sufficient characterization of this channel
is provided by either the delay power spectrum Q(&) or the frequency correlation function g(Q).

The frequency correlation function q(Q) would be determined experimentally by transmitting two
sine waves of different frequency and measuring the correlation between the complex envelopes as a
function of frequency separation of the sine waves. When the frequency separation Q is such that the
correlation function g(Q) is very near the maximum value g(O) for all Q < B, all transmitted frequencies
less than B, will be received fading in a highly correlated fashion. For this reason B, is called the coherence
bandwidth, where B, has been defined as the frequency separation for which q(Q) equals 1/e, or alter-
natively, 1/2.

The delay power spectrum Q(¢) is the average power at time delay & in the multipath structure of the
channel. One may define a multipath or delay spread parameter L as the width of Q(&). Two measures
of L that occur frequently are total and 20. The total delay spread L is meant to define the spread of
Q(&) for values of & where Q(&) is significantly different from zero. The 20 delay spread L, is defined
as twice the standard deviation of Q(&) when it has been normalized to unit area and regarded as a
probability density function. Note that the coherence bandwidth and delay spread are reciprocals of one
another, due to the Fourier transform relationship between q(Q) and Q(¢).

If we assume that the received signal consists of scattered components ranging over a delay interval
L, then the received signal corresponding to a transmitted symbol of duration T will be spread over T +
L. As long as L > T, the received signal is spread in time, and the corresponding channel is said to be
time dispersive. In a digital communications system, the effect of time dispersion is to cause intersymbol
interference and a corresponding degradation in probability of symbol error.

©2002 CRC PressLLC



A channel exhibits frequency selectivity when the transmitted bandwidth of the signal is sufficiently
larger than the coherence bandwidth of the channel. Stated another way, frequency selectivity is observed
if the delay spread L of the channel is sufficiently larger than the transmitted signal duration T. This
channel is simultaneously time flat since the duration of a transmitted pulse is sufficiently small compared
to the fading correlation time. For example, a high-speed troposcatter channel (in the range of megabits
per second) often exhibits frequency selectivity since the transmitted bandwidth is larger than the channel
coherence bandwidth.

Time-Selective Channel

The time-selective channel has the property that the impulse response is time variant. An approximately
constant amplitude and phase can only be observed over a time interval sufficiently small. The fading
which occurs at some frequency will be very nearly the same, that is, highly correlated, for closely spaced
times, and essentially independent for times sufficiently far apart. The lack of correlation in fading of a
given frequency over time intervals is thus called time-selective fading.

A fading channel that is selective only in time is then implicitly also a nonfrequency selective or frequency-
flat channel. Such a channel has the property that the amplitude and phase fluctuations observed on the
channel response to a given frequency are the same for any frequency. The frequency-flat fading channel
is observed when the signal bandwidth is smaller than the correlation bandwidth of the channel. Low-
speed data transmission over an HF channel (in the range of kilobits per second) is an example of time
selectivity wherein the transmitted pulse width is greater than the average fade duration.

For the frequency-flat fading channel the channel impulse response is independent of the frequency
variable, so that the input—output relationship (11.3) becomes

w(t) = z(t)g(t) (11.12)

in which g(#) is the time-varying, frequency-invariant, impulse response. The complex correlation func-
tion of g(#) then becomes

E[g(t)g(t + D] = p(7) = R(0, 7) (11.13)

where the function p(7) is the time (fading) correlation function. A sufficient characterization of this
channel is provided by either the time correlation function p(1), or its Fourier transform P(V), the Doppler
power spectrum.

To make an experimental determination of p(T), one could simply transmit a sine wave and evaluate
the autocorrelation function of the received process. Here one may define a coherence time parameter
(also called fading time constant) T, in terms of p(7) in the same way as B, was defined in terms of q(Q).
The channel parameter T, is then a measure of the average fade duration and is particularly useful in
predicting the occurrence of time-selective fading in the channel, just as B, is useful in predicting the
occurrence of frequency-selective fading.

The Fourier transform of the time-correlation function is the Doppler power spectrum P(V), which
yields signal power as a function of Doppler shift. The total Doppler spread B, and 20 Doppler spread
B, , parameters are defined analogous to delay spread L and L,, respectively, and have analogous utilities.
Note that the coherence time and Doppler spread are reciprocals of one another, due to the Fourier
transform relationship between p(7) and P(v). If the Doppler spread B is greater than the transmitted
signal bandwidth W, then the received signal will be spread over W + B. For the case B > W, the received
signal is spread in frequency and the corresponding channel is said to be frequency dispersive.

Observation of Doppler effects is evidence that the channel is behaving as a time-varying filter. These
time variations in the channel can be related directly to motion in the medium or motion by the
communications device. In the case of a troposcatter channel, fluctuations caused by motion in the
scatterers within the medium cause Doppler effects. Motion of the user or vehicle in a mobile commu-
nications channel likewise gives rise to Doppler effects.
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Time- and Frequency-Selective Channel

Channels that exhibit both time and frequency selectivity are called doubly dispersive. Such channels are
neither time flat nor frequency flat. In general, real channels do not exhibit time and frequency selectivity
simultaneously. To simultaneously exhibit time and frequency selectivity, the coherence bandwidth must
simultaneously be both larger and smaller than the transmitted bandwidth, or alternatively, the multipath
spread must simultaneously be both larger and smaller than the signal duration. In view of this contra-
diction, we assume that either time or frequency selectivity effects can occur with this channel but not
simultaneously. For this channel we then can make the often used approximation

S(& v) = P(v)Q(&) (11.14)

which thus separates the frequency and time selectivity effects on the channel. Equation (11.14) points
out the fact that time and frequency selectivity are independent phenomena.

Nonselective Channel

The nonselective fading channel exhibits neither frequency nor time selectivity. This channel is also called
time flat, frequency flat, or just flat-flat. This channel is then the random-phase Rayleigh fading channel.
For a transmitted signal given by Eq. (11.1), the received signal is

(1) = A Re[z(r)e ™™

] (11.15)
where A and 0 are statistically independent random variables that are time invariant, the former being
Rayleigh distributed and the latter being uniformly distributed in the interval —77to 7T

The flat-flat fading model can closely approximate the behavior of a channel if the bandwidth of the
transmitted signal is much less than the correlation bandwidth of the channel and if the transmitted
pulse width is very much less than the correlation time of the fading. However, these two requirements
are usually incompatible since the time-bandwidth product of the transmitted signal has a lower bound.

11.3 Line-of-Sight Channel Models

Multipath channel models for line-of-sight (LOS) radio systems assume a direct path in addition to one
or more secondary paths observed at the receiver. The channel impulse response is modeled as a nonzero
mean, complex Gaussian process, where the envelope has a Ricean distribution and the channel is known
as a Ricean fading channel. Both multipath and polynomial transfer functions have been used to model
the LOS channel.

Several multipath transfer function models have been developed, usually based on the presence of two
[Jakes, 1978] or three [Rummler, 1979] rays. In general, the multipath channel transfer function can be
written as

H(w) = 1+zﬁiej"”*' (11.16)

where the direct ray has been normalized to unity and the f; and T; are amplitude and delay of the
interfering rays relative to the direct ray. The two-ray model can thus be characterized by two parameters,
B and T. In this case, the amplitude of the resultant signal is

R = (1+ B*+2Bcoswr)” (11.17)
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and the phase of the resultant is

_ [] BsinoT []
- W i 11.1
o] arctan[h + Beosod] ( 8)
The group delay is then
do 0 PBtceosot [
T(w) = —+ = B (11.19)
do 0 +2[3coswr+[3ZD
The deepest fade occurs with
w,7=1(2n-1) (n=1,2,3,..) (11.20)
where both R and T are at a minimum, with
Ry = 1-p (11.21)
T, = L2 (11.22)

min 1— ﬁ
The frequency defined by w, is known as the notch frequency and is related to the carrier frequency . by
w; = 0.+, (11.23)

where @, is referred to as the offset frequency.

Although the two-ray model described here is easy to understand and apply, most multipath propa-
gation research points toward the presence of three (or more) rays during fading conditions. Out of this
research, Rummler’s three-ray model is the most widely accepted [Rummler, 1979].

Experiments conducted to develop or verify multipath channel models are limited by the narrowband
channels available in existing radio systems. These limited channel bandwidths are generally insufficient
to resolve parameters of a two- or three-ray multipath model. One alternative is to use polynomial
functions of frequency to analytically fit measured data. Such polynomials have been used to describe
amplitude and group delay distortion. Curve fits can be made to individual records of amplitude and
group delay distortion using an Mth-order polynomial,

p(w) = Co+Cio +Co +-- +Cy 0" (11.24)

To obtain the coefficients {C,, C,, ..., Cy}, a least squares fit has been used with polynomials typically
of order M =2, 4, and 6. For fades that are frequency selective, the most suitable order has been found
to be M = 4. During periods of nonfading or flat fading, polynomials of order M = 0 or 2 have provided
acceptable accuracy [Smith and Cormack, 1982]. As shown by Greenstein and Czekaj [1980] these
polynomial coefficients can be related to a power series model of the channel transfer function

n

H(w) = A+ Y (Ac+jB)(jo)' (11.25)
k=1

Studies have shown that at least a first-order polynomial, with three coefficients {A,, A,, and B}, is
required for LOS channels, and that a second-order polynomial with five coefficients may be required
for highly dispersive channels [Greenstein and Czekaj, 1980].
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11.4 Digital Channel Models

For digital communications channels, one must be able to relate probability of (symbol, bit) error to the
behavior of real channels, which tend to introduce errors in bursts. Two approaches may be taken. The
classical method relates signal level variation to error rate statistics. Here, an equation for probability of
error for a particular modulation technique is used to develop error statistics such as outage probability,
outage rate, and outage duration for a given probability density function of signal level representing a
certain channel. The drawback to this approach is the limitation of the results to only classical channels,
such as Gaussian or Rayleigh, for which the signal statistics are known. As shown earlier, real channels
tend to exhibit complex and time-varying behavior not easily represented by known statistics. For
example, radio channels may experience time-selective fading, frequency-selective fading, rain attenua-
tion, interference, and other forms of degradation at one time or another.

The second approach uses error models for channels with memory, that is, for channels where errors
occur in bursts. If based on actual channel data, error models have the advantage of exactly reflecting
the vagaries of the channel and, depending on the model, allowing various error statistics to be represented
as a function of the model’s parameters. The chief problem with error modeling is the selection of the
model and its parameters to provide a good fit to the data and to the channel(s) in general. The Gilbert
model focused on the use of a Markov chain composed of a good state G, which is error free, and a
bad state B, with a certain probability of error [Gilbert, 1960]. Subsequent applications used a larger
number of states in the Markov chain to better simulate error distributions in real channels. Fritchman
[1967] first introduced the simple partitioned Markov chain with k error-free states and N — k error
states, which has shown good agreement with experimental results [Knowles and Drukarev, 1988;
Semmar et al., 1991].

The single-error partitioned Fritchman model, in which the N states are divided into N — 1 error-free
states and one error state, with transition probabilities P;, i, j = 1 to N, has been popularly used to
characterize sequences of error-free and errored events (e.g., bits or symbols), known as gaps and clusters,
respectively. For a binary error sequence where the presence or absence of a bit error is represented by
1 and 0, the error gap distribution P(0™|1) is the probability that at least m error-free bits will follow
given that an errored bit has occurred. Similarly, the error cluster distribution P(1”[0) is the probability
that at least m errored bits will follow given that an error-free bit has occurred. For the single-error
Fritchman model [1967],

‘p
P(0"[1) = Y TH(P)" (11.26)

i=1

or

k
P(0"|1) = ZO@-B?" (11.27)

where the values @; or 3 are the Fritthman model parameters. For i =1 to k and N — k = 1, the transition
probabilities are related to Fritchman’s parameters by

P;; = B (11.28)
Py =1-p (11.29)
Py: = oyf; (11.30)

k
Py = 1—Za,./3,. (11.31)
i=1
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After obtaining P(0™|1) empirically for a given channel, curve fitting techniques can be employed to
represent P(0”|1) as the sum of (N — 1) exponentials, with coefficients o; and 3. Even simpler, for the single
error state model, the error cluster distribution can be described with a single exponential with suitable
coefficients Oy and By. Fritchman [1967] and others have found that a model with k = 2 or 3 exponential
functions is generally sufficient. For high error rate sequences, a model with up to four exponential functions
is required [Semmar et al., 1991].

Defining Terms

Coherence bandwidth: Bandwidth of a received signal for which fading is highly correlated.

Coherence time: Time interval of a received signal for which fading is highly correlated.

Doppler spread: Range of frequency over which the Doppler power spectrum is significantly different
from zero.

Frequency-selective fading: Fading with high correlation for closely spaced frequencies and no corre-
lation for widely spaced frequencies.

Multipath spread or delay spread: Range of time over which the delay power spectrum is significantly
different from zero.

Time-selective fading: Fading with high correlation for closely spaced times and no correlation for
widely spaced times.
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12.1 Introduction

Every engineer strives for optimality in design. This is particularly true for communications engineers
since in many cases implementing suboptimal receivers and sources can result in dramatic losses in
performance. As such, this chapter focuses on design principles leading to the implementation of opti-
mum receivers for the most common communication environments.

The main objective in digital communications is to transmit a sequence of bits to a remote location
with the highest degree of accuracy. This is accomplished by first representing bits (or more generally short
bit sequences) by distinct waveforms of finite time duration. These time-limited waveforms are then
transmitted (broadcasted) to the remote sites in accordance with the data sequence.

Unfortunately, because of the nature of the communication channel, the remote location receives a
corrupted version of the concatenated signal waveforms. The most widely accepted model for the com-
munication channel is the so-called additive white Gaussian noise' channel (AWGN channel). Mathe-
matical arguments based upon the central limit theorem [7], together with supporting empirical evidence,
demonstrate that many common communication channels are accurately modeled by this abstraction.
Moreover, from the design perspective, this is quite fortuitous since design and analysis with respect to
this channel model is relatively straightforward.

'For those unfamiliar with AWGN, a random process (waveform) is formally said to be white Gaussian noise if
all collections of instantaneous observations of the process are jointly Gaussian and mutually independent. An
important consequence of this property is that the power spectral density of the process is a constant with respect
to frequency variation (spectrally flat). For more on AWGN, see Papoulis [4].
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12.2 Preliminaries

To better describe the digital communications process, we shall first elaborate on so-called binary com-
munications. In this case, when the source wishes to transmit a bit value of 0, the transmitter broadcasts
a specified waveform s,(¢) over the bit interval ¢ ([0, T]. Conversely, if the source seeks to transmit the
bit value of 1, the transmitter alternatively broadcasts the signal s,(¢) over the same bit interval. The
received waveform R(t) corresponding to the first bit is then appropriately described by the following
hypotheses testing problem:

H,: R(¢)
H,: R(¢)

so(8) +n(t) 0<¢t<T

(1) * (1) (12

where, as stated previously, 1(t) corresponds to AWGN with spectral height nominally given by N,/2. It
is the objective of the receiver to determine the bit value, i.e., the most accurate hypothesis from the
received waveform R(t).

The optimality criterion of choice in digital communication applications is the total probability of
error normally denoted as P,. This scalar quantity is expressed as

P, = Pr(declaring 1|0 transmitted)Pr(0 transmitted)
+ Pr(declaring 0|1 transmitted) Pr(1 transmitted) (12.2)

The problem of determining the optimal binary receiver with respect to the probability of error is

solved by applying stochastic representation theory [10] to detection theory [5, 9]. The specific waveform
representation of relevance in this application is the Karhunen-Loeéve (KL) expansion.

12.3 Karhunen-Loéve Expansion

The Karhunen—Loe¢ve expansion is a generalization of the Fourier series designed to represent a random
process in terms of deterministic basis functions and uncorrelated random variables derived from the
process. Whereas the Fourier series allows one to model or represent deterministic time-limited energy
signals in terms of linear combinations of complex exponential waveforms, the Karhunen—Loeéve expan-
sion allows us to represent a second-order random process in terms of a set of orthonormal basis
functions scaled by a sequence of random variables. The objective in this representation is to choose the
basis of time functions so that the coefficients in the expansion are mutually uncorrelated random
variables.

To be more precise, if R(#) is a zero mean second-order random process defined over [0, T] with
covariance function Ky(t, s), then so long as the basis of deterministic functions satisfy certain integral
constraints [9], one may write R(f) as

R(t) = zRiq),.(t) 0<t<T (12.3)

where

R, = fR(rm(t)dr
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In this case the R; will be mutually uncorrelated random variables with the @ being deterministic basis
functions that are complete in the space of square integrable time functions over [0, T]. Importantly, in
this case, equality is to be interpreted as mean-square equivalence, i.e.,

0 N 0
lim E{[R(t)—zRi(pi(t)]} =0
N-e= |0 i=1 0

forall0<t<T

FACT 12.1 IfR(t) is AWGN, then any basis of the vector space of square integrable signals over [0, T] results
in uncorrelated and therefore independent Gaussian random variables.

The use of Fact 12.1 allows for a conversion of a continuous time detection problem into a finite-
dimensional detection problem. Proceeding, to derive the optimal binary receiver, we first construct our
set of basis functions as the set of functions defined over ¢ [J [0, T] beginning with the signals of interest
so(t) and s,(t). That is,

{s0(), 5,(¢), plus a countable number of functions which complete the basis}

In order to ensure that the basis is orthonormal, we must apply the Gramm—Schmidt procedure* [6] to
the full set of functions beginning with s,(¢) and s,(#) to arrive at our final choice of basis {@(t)}.

FACT 12.2 Let {@(t)} be the resultant set of basis functions.
Then for all i > 2, the @(t) are orthogonal to s,(t) and s,(t). That is,

J'OT(D,-(t)sj(t)dt - 0

foralli>2andj=0, 1.

Using this fact in conjunction with Eq. (12.3), one may recognize that only the coefficients R, and R,
are functions of our signals of interest. Moreover, since the R; are mutually independent, the optimal
receiver will, therefore, only be a function of these two values.

Thus, through the application of the KL expansion, we arrive at an equivalent hypothesis testing
problem to that given in Eq. (12.1),

[ osdi [

T
[ o050y dr L
= - (12.4)

[ oms®d T

=
=
1

[ 0.5 arf UM

where it is easily shown that 17, and 1, are mutually independent, zero-mean, Gaussian random variables
with variance given by N,/2, and where @ and @ are the first two functions from our orthonormal set
of basis functions. Thus, the design of the optimal binary receiver reduces to a simple two-dimensional
detection problem that is readily solved through the application of detection theory.

*The Gramm-Schmidt procedure is a deterministic algorithm that simply converts an arbitrary set of basis
functions (vectors) into an equivalent set of orthonormal basis functions (vectors).
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12.4 Detection Theory

It is well known from detection theory [5] that under the minimum P, criterion, the optimal detector
is given by the maximum a posteriori rule (MAP),

choose; largest py r(H;|R =) (12.5)

i.e., determine the hypothesis that is most likely, given that our observation vector is . By a simple
application of Bayes theorem [4], we immediately arrive at the central result in detection theory: the
optimal binary detector is given by the likelihood ratio test (LRT),

H,
priu,(R) > 1,
L(R) = ———= — 12.6
(R) priu,(R) < m ( )
H,

where the 77 are the a priori probabilities of the hypotheses H; being true. Since in this case we have
assumed that the noise is white and Gaussian, the LRT can be written as

1 1( ,) H,
Mi—=exp ey =—t2d

27N 2 O>
L(R) = N, 5 (12.7)
M ——ex 01R=5)7 <M
Y/aN, T U2 N2 OH

where

0= [ o0s(0dr

By taking the logarithm and cancelling common terms, it is easily shown that the optimum binary receiver
can be written as

H,
2 2
2 1 2 2, 2T
ﬁozRi(sl,i_so,i)_FOZ(SIJ_SOJ) < ln;(: (12.8)
H,

This finite-dimensional version of the optimal receiver can be converted back into a continuous time
receiver by the direct application of Parseval’s theorem [4] where it is easily shown that

zRiSk,i = ITR(t)Sk(t) dt

R (12.9)
si; = Tsz(t)dt
; k, i .IO k
By applying Eq. (12.9) to Eq. (12.8) the final receiver structure is then given by
H,
r 1 >Ny, m
_IOR(t)[Sl(t) —so(1)] dz‘—z(E1 —E,) <3 In z (12.10)
H,
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FIGURE 12.1 Optimal correlation receiver structure for binary communications.

FIGURE 12.2 Optimal matched filter receiver structure for binary communications. In this case h(t) = s(T — t) —
so(t—1).

where E, and E, are the energies of signals s,(¢) and s,(t), respectively. (See Fig. 12.1 for a block diagram.)
Importantly, if the signals are equally likely (7§ = 77), the optimal receiver is independent of the typically
unknown spectral height of the background noise.

One can readily observe that the optimal binary communication receiver correlates the received
waveform with the difference signal s,(t) — s,(#) and then compares the statistic to a threshold. This
operation can be interpreted as identifying the signal waveform s;() that best correlates with the received
signal R(¢). Based on this interpretation, the receiver is often referred to as the correlation receiver.

As an alternate means of implementing the correlation receiver, we may reformulate the computation
of the left-hand side of Eq. (12.10) in terms of standard concepts in filtering. Let h(t) be the impulse
response of a linear, time-invariant (LTT) system. By letting h(t) = 5,(T — t) — s,(T — t), then it is easily
verified that the output of R(¢) to a LTI system with impulse response given by k() and then sampled
at time f = T gives the desired result. (See Fig. 12.2 for a block diagram.) Since the impulse response is
matched to the signal waveforms, this implementation is often referred to as the matched filter receiver.

12.5 Performance

Because of the nature of the statistics of the channel and the relative simplicity of the receiver, performance
analysis of the optimal binary receiver in AWGN is a straightforward task. Since the conditional statistics
of the log likelihood ratio are Gaussian random variables, the probability of error can be computed
directly in terms of Marcum Q functions* as

- Q[ﬂso_slHD
e ] /N, O

where the s; are the two-dimensional signal vectors obtained from Eq. (12.4), and where | x| denotes the
Euclidean length of the vector x. Thus, ||s, — s,|| is best interpreted as the distance between the respective
signal representations. Since the Q function is monotonically decreasing with an increasing argument,

*The Q function is the probability that a standard normal random variable exceeds a specified constant, i.e.,

Q(x) = [L1127m exp(—2*12) dz.
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FIGURE 12.3  Signal space and decision boundary for optimal binary receiver.

one may recognize that the probability of error for the optimal receiver decreases with an increasing
separation between the signal representations, i.e., the more dissimilar the signals, the lower the P,.

12.6 Signal Space

The concept of a signal space allows one to view the signal classification problem (receiver design) within
a geometrical framework. This offers two primary benefits: first, it supplies an often more intuitive
perspective on the receiver characteristics (e.g., performance) and second, it allows for a straightforward
generalization to standard M-ary signalling schemes.

To demonstrate this, in Fig. 12.3 we have plotted an arbitrary signal space for the binary signal
classification problem. The axes are given in terms of the basis functions ¢ (¢) and @(t). Thus, every
point in the signal space is a time function constructed as a linear combination of the two basis functions.
By Fact 12.2 we recall that both signals s,(f) and s,(¢) can be constructed as a linear combination of ¢ (¢)
and @(¢) and as such we may identify these two signals in this figure as two points.

Since the decision statistic given in Eq. (12.8) is a linear function of the observed vector R which is
also located in the signal space, it is easily shown that the set of vectors under which the receiver declares
hypothesis H; is bounded by a line in the signal space. This so-called decision boundary is obtained by
solving the equation In[L(R)] = 0. (Here again we have assumed equally likely hypotheses.) In the case
under current discussion, this decision boundary is simply the hyperplane separating the two signals in
signal space. Because of the generality of this formulation, many problems in communication system
design are best cast in terms of the signal space, that is, signal locations and decision boundaries.

12.7 Standard Binary Signalling Schemes

The framework just described allows us to readily analyze the most popular signalling schemes in binary
communications: amplitude-shift keying (ASK), frequency-shift keying (FSK), and phase-shift keying
(PSK). Each of these examples simply constitutes a different selection for signals s,(t) and s,(¢).

In the case of ASK, s,(t) =0, while s () = ~/2E/ T sin(27xf.t), where E denotes the energy of the waveform
and f; denotes the frequency of the carrier wave with f,T being an integer. Because s,(¢) is the null signal,
the signal space is a one-dimensional vector space with ¢,(¢) = A/2/7T sin(2xf.t). This, in turn, implies
that ||s,—s,|| = ~/E. Thus, the corresponding probability of error for ASK is

E
P,(ASK) = QU WE
0

For FSK, the signals are given by equal amplitude sinusoids with distinct center frequencies, that is,
s{(t) = J2E/ T sin(2xfit) with f; T being two distinct integers. In this case, it is easily verified that the signal
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FIGURE 12.4  Pe vs. the signal to noise ratio in decibels [dB = 10log(E/N,)] for amplitude-shift keying, frequency-
shift keying, and phase-shift keying; note that there is a 3-dB difference in performance from ASK to FSK to PSK.

space is a two-dimensional vector space with ¢,(t) = +/2/T sin(27xft) resulting in ||s,—s;| = ~/2E. The
corresponding error rate is given to be

- o /L£DO
P e(FSK) =Q ﬁ(}]

Finally, with regard to PSK signalling, the most frequently utilized binary PSK signal set is an example
of an antipodal signal set. Specifically, the antipodal signal set results in the greatest separation between
the signals in the signal space subject to an energy constraint on both signals. This, in turn, translates
into the energy constrained signal set with the minimum P,. In this case, the s;(¢) are typically given by
A2E/Tsin[2rf.t + 6(i)], where 6(0) = 0 and 6(1) = 7T As in the ASK case, this results in a one-
dimensional signal space, however, in this case ||s, — s, = 2 JE, resulting in probability of error given by

- oO/2H0
P (psK) = Q255

In all three of the described cases, one can readily observe that the resulting performance is a function
of only the signal-to-noise ratio E/N,. In the more general case, the performance will be a function of
the intersignal energy to noise ratio. To gauge the relative difference in performance of the three signalling
schemes, in Fig. 12.4, we have plotted the P, as a function of the SNR. Please note the large variation in
performance between the three schemes for even moderate values of SNR.

12.8 M-ary Optimal Receivers

In binary signalling schemes, one seeks to transmit a single bit over the bit interval [0, T]. This is to be
contrasted with M-ary signalling schemes where one transmits multiple bits simultaneously over the so-
called symbol interval [0, T]. For example, using a signal set with 16 separate waveforms will allow one
to transmit a length four-bit sequence per symbol (waveform). Examples of M-ary waveforms are
quadrature phase-shift keying (QPSK) and quadrature amplitude modulation (QAM).
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The derivation of the optimum receiver structure for M-ary signalling requires the straightforward
application of fundamental results in detection theory. As with binary signalling, the Karhunen-Loeéve
expansion is the mechanism utilized to convert a hypotheses testing problem based on continuous
waveforms into a vector classification problem. Depending on the complexity of the M waveforms, the
signal space can be as large as an M-dimensional vector space.

By extending results from the binary signalling case, it is easily shown that the optimum M-ary receiver
computes

EIR(D)] :J’OTsi(t)R(t)dt—%+%)lnni i=1,..,M

where, as before, the s;(t) constitute the signal set with the 7z being the corresponding a priori probabilities.
After computing M separate values of &, the minimum probability of error receiver simply chooses the
largest amongst this set. Thus, the M-ary receiver is implemented with a bank of correlation or matched
filters followed by choose-largest decision logic.

In many cases of practical importance, the signal sets are selected so that the resulting signal space is
a two-dimensional vector space irrespective of the number of signals. This simplifies the receiver structure
in that the sufficient statistics are obtained by implementing only two matched filters. Both QPSK and
QAM signal sets fit into this category. As an example, in Fig. 12.5, we have depicted the signal locations
for standard 16-QAM signalling with the associated decision boundaries. In this case, we have assumed
an equally likely signal set. As can be seen, the optimal decision rule selects the signal representation that
is closest to the received signal representation in this two-dimensional signal space.

FIGURE 12.5 Signal space representation of 16-QAM signal set. Optimal decision regions for equally likely signals
are also noted.
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FIGURE 12.6 Optimum receiver structure for noncoherent (random or unknown phase) ASK demodulation.

12.9 More Realistic Channels

As is unfortunately often the case, many channels of practical interest are not accurately modeled as
simply an AWGN channel. It is often that these channels impose nonlinear effects on the transmitted
signals. The best example of this is channels that impose a random phase and random amplitude onto
the signal. This typically occurs in applications such as in mobile communications, where one often
experiences rapidly changing path lengths from source to receiver.

Fortunately, by the judicious choice of signal waveforms, it can be shown that the selection of the @
in the Karhunen-Loeéve transformation is often independent of these unwanted parameters. In these
situations, the random amplitude serves only to scale the signals in signal space, whereas the random
phase simply imposes a rotation on the signals in signal space.

Since the Karhunen-Loeve basis functions typically do not depend on the unknown parameters, we
may again convert the continuous time classification problem to a vector channel problem where the
received vector R is computed as in Eq. (12.3). Since this vector is a function of both the unknown
parameters (i.e., in this case amplitude A and phase V), to obtain a likelihood ratio test independent of
A and v, we simply apply Bayes theorem to obtain the following form for the LRT:

H,
E[pR|H1,A,v(R|H1! A V)] > T
E[pR\HO,A,v(R|H01A! V)] <m

H,

L(R) =

where the expectations are taken with respect to A and V and where pgy; 4, are the conditional
probability density functions of the signal representations. Assuming that the background noise is AWGN,
it can be shown that the LRT simplifies to choosing the largest amongst

E,(A, V)

_ Q2 T 0
E[R(D)] = E’L,v exp E;.ﬁojo R(#)si(t]A, V) dt—TOEpM(A, v)dAdv  (12.11)

i=1,...M

It should be noted that in Eq. (12.11) we have explicitly shown the dependence of the transmitted signals
s; on the parameters A and V. The final receiver structures, together with their corresponding performance
are, thus, a function of both the choice of signal sets and the probability density functions of the random
amplitude and random phase.
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Random Phase Channels

If we consider first the special case where the channel simply imposes a uniform random phase on the
signal, then it can be easily shown that the so-called in-phase and quadrature statistics obtained from
the received signal R(#) (denoted by R; and R, respectively) are sufficient statistics for the signal classi-
fication problem. These quantities are computed as

R,(i) = J'OTR(t)cos[Zfrﬁ(i)t] dt

and

Ry(i) = J'OTR(t)sin[2ﬂﬁ(i)t] dt

where, in this case, the index i corresponds to the center frequencies of hypotheses H,, (e.g., FSK
signalling). The optimum binary receiver selects the largest from amongst

EIR(D)] = mexp T ’DI[ A/R,(l)+RQ(1)} i=1,..M

where I is a zeroth-order, modified Bessel function of the first kind. If the signals have equal energy and
are equally likely (e.g., FSK signalling), then the optimum receiver is given by

H,
Ri(1) +RA(1)  RA(0) + RA(0)

<
H,

One may readily observe that the optimum receiver bases its decision on the values of the two envelopes
of the received signal /R; (i) + RzQ(i ) and, as a consequence, is often referred to as an envelope or square-
law detector. Moreover, it should be observed that the computation of the envelope is independent of
the underlying phase of the signal and is, as such, known as a noncoherent receiver.

The computation of the error rate for this detector is a relatively straightforward exercise resulting in

O EQ

P,(noncoherent) = %exp 02N

As before, note that the error rate for the noncoherent receiver is simply a function of the SNR.

Rayleigh Channel

As an important generalization of the described random phase channel, many communication systems
are designed under the assumption that the channel introduces both a random amplitude and a random
phase on the signal. Specifically, if the original signal sets are of the form s,(#) = m;(t) cos(271f.t) where
m;(t) is the baseband version of the message (i.e., what distinguishes one signal from another), then the
so-called Rayleigh channel introduces random distortion in the received signal of the following form:

si(t) = Am;(t)cos(2xf.t + V)

where the amplitude A is a Rayleigh random variable* and where the random phase v is a uniformly
distributed between zero and 27T

*The density of a Rayleigh random variable is given by p,(a) = a/0"exp(-a’/20”) for a 2 0.
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To determine the optimal receiver under this distortion, we must first construct an alternate statistical
model for s,(t). To begin, it can be shown from the theory of random variables [4] that if X; and X, are
statistically independent, zero mean, Gaussian random variables with variance given by ¢”, then

Am(t)cos(2mft+v) = m(t)X;cos(2mf.t) + m(t)Xosin(27f,t)

Equality here is to be interpreted as implying that both A and v will be the appropriate random variables.
From this, we deduce that the combined uncertainty in the amplitude and phase of the signal is incor-
porated into the Gaussian random variables X; and X,,. The in-phase and quadrature components of the
signal s(t) are given by s;(f) = m,(t) cos(271f.t) and s, () = m,(t) sin(271f.t) respectively. By appealing to
Eq. (12.11), it can be shown that the optimum receiver selects the largest from

2

EIR(] = —Fe— exp| —F— (TR, su()F + R(2), 50,(110)
+F0 §+1706

where the inner product
T
[R(?),S(1)H = I R(1)s,(¢) dt
0

Further, if we impose the conditions that the signals be equally likely with equal energy over the symbol
interval, then the optimum receiver selects the largest amongst

EIR(D] = JR(®,s:(0T + R(2),50(00

Thus, much like for the random phase channel, the optimum receiver for the Rayleigh channel
computes the projection of the received waveform onto the in-phase and quadrature components of the
hypothetical signals. From a signal space perspective, this is akin to computing the length of the received
vector in the subspace spanned by the hypothetical signal. The optimum receiver then chooses the largest
amongst these lengths.

As with the random phase channel, computing the performance is a straightforward task resulting in
(for the equally likely equal energy case)

1
P, (Rayleigh) = 2

3+

Interestingly, in this case, the performance depends not only on the SNR, but also on the variance (spread)
of the Rayleigh amplitude A. Thus, if the amplitude spread is large, we expect to often experience what
is known as deep fades in the amplitude of the received waveform and, as such, expect a commensurate
loss in performance.

12.10 Dispersive Channels

The dispersive channel model assumes that the channel not only introduces AWGN but also distorts the
signal through a filtering process. This model incorporates physical realities such as multipath effects and
frequency selective fading. In particular, the standard model adopted is depicted in the block diagram
given in Fig. 12.7. As can be seen, the receiver observes a filtered version of the signal plus AWGN. If the
impulse response of the channel is known, then we arrive at the optimum receiver design by applying the
previously presented theory. Unfortunately, the duration of the filtered signal can be a complicating factor.
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FIGURE 12.7 Standard model for dispersive channel. The time varying impulse response of the channel is denoted
by h(t, 1).

More often than not, the channel will increase the duration of the transmitted signals, hence, leading to
the description, dispersive channel.

However, if the designers take this into account by shortening the duration of s,(¢) so that the duration
of s? () is less than T, then the optimum receiver chooses the largest amongst

ER()) = SPInm + R(1) s (00~ 3E;

If we limit our consideration to equally likely binary signal sets, then the minimum P, matches the
received waveform to the filtered versions of the signal waveforms. The resulting error rate is given by

P, (dispersive) = Q

Thus, in this case, the minimum P, is a function of the separation of the filtered version of the signals
in the signal space.

The problem becomes substantially more complex if we cannot insure that the filtered signal durations
are less than the symbol lengths. In this case, we experience what is known as intersymbol interference
(ISI). That is, observations over one symbol interval contain not only the symbol information of interest
but also information from previous symbols. In this case, we must appeal to optimum sequence
estimation [5] to take full advantage of the information in the waveform. The basis for this procedure is
the maximization of the joint likelihood function conditioned on the sequence of symbols. This procedure
not only defines the structure of the optimum receiver under ISI but also is critical in the decoding of
convolutional codes and coded modulation. Alternate adaptive techniques to solve this problem involve
the use of channel equalization.

Defining Terms

Additive white Gaussian noise (AWGN) channel: The channel whose model is that of corrupting a
transmitted waveform by the addition of white (i.e., spectrally flat) Gaussian noise.

Bit (symbol) interval: The period of time over which a single symbol is transmitted.

Communication channel: The medium over which communication signals are transmitted. Examples
are fiber optic cables, free space, or telephone lines.

Correlation or matched filter receiver: The optimal receiver structure for digital communications in
AWGN.

Decision boundary: The boundary in signal space between the various regions where the receiver
declares H,. Typically a hyperplane when dealing with AWGN channels.

Dispersive channel: A channel that elongates and distorts the transmitted signal. Normally modeled
as a time-varying linear system.
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Intersymbol interference: The ill-effect of one symbol smearing into adjacent symbols thus interfering
with the detection process. This is a consequence of the channel filtering the transmitted signals
and therefore elongating their duration. See dispersive channel.

Karhunen-Loéve expansion: A representation for second-order random processes. Allows one to
express a random process in terms of a superposition of deterministic waveforms. The scale values
are uncorrelated random variables obtained from the waveform.

Mean-square equivalence: Two random vectors or time-limited waveforms are mean-square equivalent
if and only if the expected value of their mean-square error is zero.

Orthonormal: The property of two or more vectors or time-limited waveforms being mutually orthog-
onal and individually having unit length. Orthogonality and length are typically measured by the
standard Euclidean inner product.

Rayleigh channel: A channel that randomly scales the transmitted waveform by a Rayleigh random
variable while adding an independent uniform phase to the carrier.

Signal space: An abstraction for representing a time limited waveform in a low-dimensional vector
space. Usually arrived at through the application of the Karhunen—Loéve transformation.

Total probability of error: The probability of classifying the received waveform into any of the symbols
that were not transmitted over a particular bit interval.
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Further Information

The fundamentals of receiver design were put in place by Wozencraft and Jacobs in their seminal book.
Since that time, there have been many outstanding textbooks in this area. For a sampling see [1, 2, 3, 8,
12]. For a complete treatment on the use and application of detection theory in communications see [5, 9].
For deeper insights into the Karhunen—Loéve expansion and its use in communications and signal
processing see [10].
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13.1 Introduction

In 1948, Claude Shannon issued a challenge to communications engineers by proving that communica-
tion systems could be made arbitrarily reliable as long as a fixed percentage of the transmitted signal was
redundant [Shannon, 1948]. He showed that limits exist only on the rate of communication and not its
accuracy, and he went on to prove that errorless transmission could be achieved in an additive white
Gaussian noise (AWGN) environment with infinite bandwidth if the ratio of energy per data bit to noise
power spectral density exceeds the Shannon limit of -1.6 dB. He did not, however, indicate how this
could be achieved. Subsequent research has led to a number of techniques that introduce redundancy to
allow for correction of errors without retransmission. These techniques, collectively known as forward
error correction (FEC) coding techniques, are used in systems where a reverse channel is not available
for requesting retransmission, the delay with retransmission would be excessive, the expected number
of errors would require a large number of retransmissions, or retransmission would be awkward to
implement [Sklar, 1988].

A simplified model of a digital communication system that incorporates FEC coding is shown in Fig. 13.1.
The FEC code acts on a discrete data channel comprised of all system elements between the encoder
output and decoder input. The encoder maps the source data to g-ary code symbols that are modulated
and transmitted. During transmission, this signal can be corrupted, causing errors to arise in the demod-
ulated symbol sequence. The FEC decoder attempts to correct these errors and restore the original source
data.

A demodulator that outputs only a value for the g-ary symbol received during each symbol interval
is said to make hard decisions. In the binary symmetric channel (BSC), hard decisions are made on
binary symbols and the probability of error is independent of the value of the symbol. One example of
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FIGURE 13.1 Block diagram of a digital communication system with forward error correction.
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FIGURE 13.2 Hard and soft decision demodulation of a coherently-demodulated BPSK signal corrupted by AWGN.
f(zI1) and f(zl0) are the Gaussianly distributed conditional probability density functions at the threshold device.

a BSC is the coherently demodulated BPSK signal corrupted by AWGN. The conditional probability
density functions that result with this system are depicted in Fig. 13.2. The probability of error is given
by the area under the density functions that lies across the decision threshold and is a function of the
symbol energy E, and the one-sided noise power spectral density N,,.

Alternatively, the demodulator can make soft decisions, or output an estimate of the symbol value
along with an indication of its confidence in this estimate. For example, if the BPSK demodulator uses
three-bit quantization, the two least significant bits can be taken as a confidence measure. Possible soft-
decision thresholds for the BPSK signal are depicted in Fig. 13.2. In practice, there is little to be gained
by using many soft-decision quantization levels.

Block and convolutional codes introduce redundancy by adding parity symbols to the message data.
They map k source symbols to n code symbols and are said to have code rate R = k/n. With fixed
information rates, this redundancy results in increased bandwidth and lower energy per transmitted
symbol. At low signal to noise ratios, these codes cannot compensate for these impairments, and perfor-
mance is degraded. However, at higher ratios of information symbol energy E; to noise spectral density
N,, there is coding gain since the performance improvement offered by coding more than compensates
for these impairments. Coding gain is usually defined as the reduction in required E,/N, to achieve a
specific error rate in an error-control coded system over one without coding. In contrast to block and
convolutional codes, trellis-coded modulation introduces redundancy by expanding the size of the signal
set rather than increasing the number of symbols transmitted and so offers the advantages of coding to
bandlimited systems.

Each of these coding techniques is considered in turn. Following a discussion of interleaving and
concatenated coding, an overview is given of the most recent significant advance in FEC coding, the
development of turbo codes. A brief overview of FEC applications concludes this chapter.

13.2 Fundamentals of Block Coding

In block codes there is a one-to-one mapping between k-symbol source words and #-symbol codewords.
With g-ary signaling, qk out of the g" possible n-tuples are valid code vectors. The set of all n-tuples forms
a vector space in which the qk code vectors are distributed. The Hamming distance between any two
code vectors is the number of symbols in which they differ; the minimum distance d,;, of the code is
the smallest Hamming distance between any two codewords.
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Contradictory objectives of block codes are:

+ to distribute the code vectors in the vector space such that the distance between them is maximized.
Then, if the decoder receives a corrupted vector, by evaluating the nearest valid code vector it will
decode the correct word with high probability.

+ to pack the vector space with as many code vectors as possible to reduce the redundancy in
transmission.

When code vectors differ in at least d,;, positions, a decoder that evaluates the nearest code vector to
each received word is guaranteed to correct up to t random symbol errors per word if

d,22t+1 (13.1)

Alternatively, all " - qk illegal words can be detected, including all error patterns with d,;, - 1 or fewer
errors. In general, a block code can correct all patterns of ¢ or fewer errors and detect all patterns of u
or fewer errors provided that u = t and

d..2t+u+1 (13.2)

If g = 2, knowledge of the positions of the errors is sufficient for their correction; if q > 2, the decoder
must determine both the positions and values of the errors. If the demodulator indicates positions in
which the symbol values are unreliable, the decoder can assume their value unknown and has only to
solve for the value of these symbols. These positions are called erasures. A block code can correct up to
t errors and v erasures in each word if

dpn22t+v+1 (13.3)

13.3 Structure and Decoding of Block Codes

Shannon showed that the performance limit of codes with fixed code rate improves as the block length
increases. However, as n and k increase, practical implementation requires that the mapping from message
to code vector not be arbitrary but that an underlying structure to the code exist. The structures developed
to date limit the error correcting capability of these codes to below what Shannon proved possible, on
average, for a code with random codeword assignments. Although turbo codes have made significant
strides toward approaching the Shannon limit, the search for good constructive codes continues.

A property which simplifies implementation of the coding operations is that of code linearity. A code
is linear if the addition of any two code vectors forms another code vector, which implies that the code
vectors form a subspace of the vector space of n-tuples. This subspace, which contains the all-zero vector,
is spanned by any set of k linearly independent code vectors. Encoding can be described as the multipli-
cation of the information k-tuple by a generator matrix G, of dimension k ¥ 7, which contains these
basis vectors as rows. That is, a message vector m; is mapped to a code vector ¢; according to

¢=mG, i=01,..,¢ 1 (13.4)

where element-wise arithmetic is defined in the finite field GF(q). In general, this encoding procedure
results in code vectors with non-systematic form in that the values of the message symbols cannot be
determined by inspection of the code vector. However, if G has the form [I;, P] where I, is the k ¥ k
identity matrix and P is a k ¥ (n - k) matrix of parity checks, then the k most significant symbols of each
code vector are identical to the message vector and the code has systematic form. This notation assumes
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that vectors are written with their most significant or first symbols in time on the left, a convention used
throughout this article.

For each generator matrix there is an (n - k) ¥ k parity check matrix H whose rows are orthogonal
to the rows in G, i.e,, GH' = 0. If the code is systematic, H = [P" I,,]. Since all codewords are linear
sums of the rows in G, it follows that ¢H' = 0 for all 4,7 =0, 1, °, qk - 1, and that the validity of the
demodulated vectors can be checked by performing this multiplication. If a codeword ¢ is corrupted
during transmission so that the hard-decision demodulator outputs the vector ¢ = ¢ + e, where e is a
non-zero error pattern, the result of this multiplication is an (#n - k)-tuple that is indicative of the validity
of the sequence. This result, called the syndrome s, is dependent only on the error pattern since

s=c¢H = (c+e)H = cH +eH' = eH'

(13.5)
If the error pattern is a code vector, the errors go undetected. However, for all other error patterns, the
syndrome is non-zero. Since there are ¢"* - 1 non-zero syndromes, ¢"* - 1 error patterns can be corrected.
When these patterns include all those with ¢ or fewer errors and no others, the code is said to be a perfect
code. Few codes are perfect; most codes are capable of correcting some patterns with more than ¢ errors.
Standard array decoders use look-up tables to associate each syndrome with an error pattern but become
impractical as the block length and number of parity symbols increases. Algebraic decoding algorithms
have been developed for codes with stronger structure. These algorithms are simplified with imperfect
codes if the patterns corrected are limited to those with ¢ or fewer errors, a simplification called bounded
distance decoding.

Cyclic codes are a subclass of linear block codes with an algebraic structure that enables encoding to
be implemented with a linear feedback shift register and decoding to be implemented without a look-
up table. As a result, most block codes in use today are cyclic or are closely related to cyclic codes. These
codes are best described if vectors are interpreted as polynomials and arithmetic follows the rules for
polynomials where the element-wise operations are defined in GF(g). In a cyclic code, all codeword
polynomials are multiples of a generator polynomial g(x) of degree n - k. This polynomial is chosen to
be a divisor of x" - 1 so that a cyclic shift of a code vector yields another code vector, giving this class of
codes its name. A message polynomial m;(x) can be mapped to a codeword polynomial ¢,(x) in non-
systematic form as

a(x) = m(x)g(x), i=0,1,%¢q" -1 (13.6)

In systematic form, codeword polynomials have the form

c(x) = m(x)x"™" =r(x), i=0,1,%4 -1 (13.7)

where r;(x) is the remainder of m,-(x)xmk divided by g(x). Polynomial multiplication and division can be
easily implemented with shift registers [Blahut, 1983].

The first step in decoding the demodulated word is to determine if the word is a multiple of g(x). This
is done by dividing it by g(x) and examining the remainder. Since polynomial division is a linear operation,
the resulting syndrome s(x) depends only on the error pattern. If s(x) is the all-zero polynomial, trans-
mission is errorless or an undetectable error pattern has occurred. If s(x) is non-zero, at least one error
has occurred. This is the principle of the cyclic redundancy check (CRC). It remains to determine the
most likely error pattern that could have generated this syndrome.

Single error correcting binary codes can use the syndrome to immediately locate the bit in error. More
powerful codes use this information to determine the locations and values of multiple errors. The most
prominent approach of doing so is with the iterative technique developed by Berlekamp. This technique,
which involves computing an error-locator polynomial and solving for its roots, was subsequently inter-
preted by Massey in terms of the design of a minimum-length shift register. Once the location and values
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of the errors are known, Chien’s search algorithm efficiently corrects them. The implementation com-
plexity of these decoders increases only as the square of the number of errors to be corrected [Bhargava,
1983] but does not generalize easily to accommodate soft-decision information. Other decoding tech-
niques, including Chase’s algorithm and threshold decoding, are easier to implement with soft-decision
input [Clark and Cain, 1981]. Berlekamp’s algorithm can be used in conjunction with transform-domain
decoding which involves transforming the received block with a finite field Fourier-like transform and
solving for errors in the transform domain. Since the implementation complexity of these decoders
depends on the block length rather than the number of symbols corrected, this approach results in simpler
circuitry for codes with high redundancy [Wu et al., 1987].

Other block codes have also been constructed, including product codes that extend the above ideas to
two or more dimensions, codes that are based on transform-domain spectral properties, codes designed
specifically for correction of burst errors, and codes that are decodable with straightforward threshold
or majority logic decoders [Blahut, 1983; Clark and Cain, 1981; Lin and Costello, 1983].

13.4 Important Classes of Block Codes

When errors occur independently, Bose—-Chaudhuri-Hocquenghem (BCH) codes provide among the
best performance of known codes for a given block length and code rate. They are cyclic codes with n =
q" - 1 where m is any integer greater than two. They are designed to correct up to ¢ errors per word and
so have designed distance d = 2t + 1; the minimum distance may be greater. Generator polynomials for
these codes are listed in many texts, including [Clark and Cain, 1981]. These polynomials have degree
less than or equal to mt, and so k 2 n - mt. BCH codes can be shortened to accommodate system
requirements by deleting positions for information symbols.

Some subclasses of these codes are of special interest. Hamming codes are perfect single error cor-
recting binary BCH codes. Full length Hamming codes have n = 2" - 1 and k = n - m for any m greater
than two. The duals of these codes are maximal-length codes, with n = 2" - 1, k = m, and d;, = 2"
All 2" - 1 non-zero code vectors in these codes are cyclic shifts of a single non-zero code vector. Reed—
Solomon (RS) codes are non-binary BCH codes defined over GF(q), where g is often taken as a power
of two so that symbols can be represented by a sequence of bits. In these cases, correction of even a single
symbol allows for correction of a burst of bit errors. The block length is n = g - 1, and the minimum
distance d,;, = 2t + 1 is achieved using only 2¢ parity symbols. Since RS codes meet the Singleton bound
of d;, < n -k + 1, they have the largest possible minimum distance for these values of n and k and are
called maximum distance separable codes.

The Golay codes are the only non-trivial perfect codes that can correct more than one error. The (11, 6)
ternary Golay code has minimum distance five. The (23, 12) binary code is a triple error correcting BCH
code with d;, = 7. To simplify implementation, it is often extended to a (24, 12) code through addition
of an extra parity bit. The extended code has d,;, = 8.

The (23, 12) Golay code is also a binary quadratic residue code. These cyclic codes have prime length
of the form n = 8m + 1, with k= (n + 1)/2 and d,,,, = +/n. Some of these codes are as good as the best
codes known with these values of n and k, but it is unknown if there are good quadratic residue codes
with large n [Blahut, 1983].

Reed—Muller codes are equivalent to binary cyclic codes with an additional overall parity bit. For any m,
the rth-order Reed—Muller code has n = 2", k = ZLOE’?’ ,and d_;, = 2"". The rth-order and (m - r - 1)th-
order codes are duals, and the first order codes are similar to maximal-length codes. These codes, and
the closely related Euclidean geometry and projective geometry codes, can be decoded with threshold
decoding.

The performance of several of these block codes is shown in Fig. 13.3 in terms of decoded bit error
probability vs. Ey/N, for systems using coherent, hard-decision demodulated BPSK signaling. Many other
block codes have also been developed, including Goppa codes, quasi-cyclic codes, burst error correcting
Fire codes, and other lesser-known codes.
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FIGURE 13.3 Block code performance. (From Sklar, B., 1988, Digital Communications: Fundamentals and Appli-
cations, Prentice-Hall, Englewood Cliffs, NJ. With permission.)

13.5 Principles of Convolutional Coding

Convolutional codes map successive information k-tuples to a series of n-tuples such that the sequence
of n-tuples has distance properties that allow for detection and correction of errors. Although these codes
can be defined over any alphabet, their implementation has largely been restricted to binary signals, and
only binary convolutional codes are considered here.

In addition to the code rate R = k/n, the constraint length K is an important parameter for these
codes. Definitions vary; we will use the definition that K equals the number of k-tuples that affect
formation of each n-tuple during encoding. That is, the value of an n-tuple depends on the k-tuple which
arrives at the encoder during that encoding interval as well as the K - 1 previous information k-tuples.

Binary convolutional encoders can be implemented with k(K - 1)-stage shift registers and #» modulo-2
adders, an example of which is given in Fig. 13.4(a) for a rate 1/2, constraint length 3 code. The structure
depicted in this figure is the encoder for a non-recursive, non-systematic convolutional code because
the encoder does not involve feedback and the data sequence is not directly visible in the encoded
sequence; recursive and systematic structures are described below. Regardless of their recursive or sys-
tematic nature, each convolutional encoder shifts in a new k-tuple during each encoding interval and
samples the outputs of the adders sequentially to form the coded output.

Although connection diagrams similar to that of Fig. 13.4(a) completely describe the code, a more
concise description can be given by stating the values of n, k, and K and giving the adder connections
in the form of vectors or polynomials. For instance, the rate 1/2 code has the generator vectors g, = 111
and g, = 101, or equivalently, the generator polynomials g,(x) = X’ + x + 1 and g,(x) = x* + 1. Since
feedforward shift registers of this form implement polynomial multiplication [Blahut, 1983], the sequence
of bits from each tap can be interpreted as the product of the source sequence and the corresponding
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FIGURE 13.4 A rate 1/2, constraint length 3, non-recursive, non-systematic convolutional code.
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generator polynomial. Alternatively, a convolutional code can be characterized by its impulse response,
the coded sequence generated due to input of a single logic-1. It is straightforward to verify that the
impulse response of the circuit in Fig. 13.4(a) is 111011 followed by zeros. Since modulo-2 addition is
a linear operation, convolutional codes are linear and the coded output can be viewed as the convolution
of the input sequence with the impulse response, hence the name of this coding technique. Shifted
versions of the impulse response or generator vectors can be combined to form an infinite-order generator
matrix that also describes the code.

Shift register circuits can be modeled as finite state machines. A Mealy machine description of a convo-
lutional encoder requires 2" states, each describing a different value of the K - 1 k-tuples in the shift
register. Each state has 2" exit paths that correspond to the value of the incoming k-tuple. A state machine
description for the rate 1/2 encoder depicted in Fig. 13.4(a) is given in Fig. 13.4(b). States are labeled
with the contents of the shift register; edges are labeled with information bit values followed by their
corresponding coded output.

The dimension of time is added to the description of the encoder with tree and trellis diagrams. The
tree diagram for the rate 1/2 convolutional code is given in Fig. 13.4(c), assuming the shift register is initially
clear. Each node represents an encoding interval, from which the upper branch is taken if the input bit
is a 0 and the lower branch is taken if the input bit is a 1. Each branch is labeled with the corresponding
output bit sequence. A drawback of the tree representation is that it grows without bound as the length
of the input sequence increases. This is overcome with the trellis diagram depicted in Fig. 13.4(d). Again,
encoding results in left-to-right movement, where the upper of the two branches is taken whenever the
input is a 0, the lower branch is taken when the input is a 1, and the output is the bit sequence that
weights the branch taken. Each level of nodes corresponds to a state of the encoder, as shown on the left-
hand side of the diagram.

Figure 13.5(a) depicts a recursive systematic convolutional encoder that generates a code that is equiv-
alent to the code depicted in Fig. 13.4. This encoder is systematic because the source bit stream is copied
directly into the encoded sequence; it is recursive because it involves feedback. Since a feedback shift
register implements polynomial division, the sequence of non-systematic bits can be interpreted as the
source sequence divided by the feedback polynomial g,(x) = x° + x + 1 and multiplied by the feedforward
polynomial g,(x) = x* + 1. The codes in Figs. 13.4 and 13.5 are equivalent because their state diagrams,
code trees, and trellises are identical with the exception of the mapping from source sequence to encoded
sequence. For example, the state diagram in Fig. 13.5(b) for the recursive systematic code exhibits the
same structure as the diagram in Fig. 13.4(b); only the input data bits weighting some of the branches
differ. Recursive non-systematic codes and non-recursive systematic codes also exist.

If the received sequence contains errors, it may no longer depict a valid path through the tree or trellis.
It is the job of the decoder to determine the original path. In doing so, the decoder does not so much
correct errors as find the closest valid path to the received sequence. As a result, the error correcting
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Data Input \§ Encoded
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Second
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(a) Connection diagram (b) State machine model

FIGURE 13.5 A rate 1/2, constraint length 3, recursive systematic convolutional code.
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capability of a convolutional code is more difficult to quantify than that of a block code; it depends on
how valid paths differ. One measure of this difference is the column distance d (i), the minimum
Hamming distance between all coded sequences generated over i encoding intervals that differ in the
first interval. The non-decreasing sequence of column distance values is the distance profile of the code.
The column distance after K intervals is the minimum distance of the code, and is important for evaluating
the performance of a code that uses threshold decoding. As i increases, d_ (i) approaches the free distance
of the code dj, which is the minimum Hamming distance in the set of arbitrarily long paths that diverge
and then remerge in the trellis.

With maximum likelihood decoding, convolutional codes can generally correct up to t errors within
three to five constraint lengths, depending on how the errors are distributed, where

dpe 22t + 1 (13.8)

The free distance can be calculated by exhaustively searching for the minimum weight path that returns
to the all-zero state or by evaluating the term of lowest degree in the generating function of the code.

The objective of a convolutional code is to maximize these distance properties. They generally improve
as the constraint length of the code increases, and non-recursive, non-systematic codes generally have
better properties than non-recursive systematic ones. As indicated above, non-recursive, non-systematic
codes always have an equivalent recursive systematic form that has identical distance properties. Good
codes have been found by computer search and are tabulated in many texts, including [Clark and Cain,
1981].

Convolutional codes with high code rate can be constructed by puncturing or periodically deleting
coded symbols from a low rate code. A list of low rate codes and perforation matrices that result in good
high rate codes can be found in many sources, including [Wu et al., 1987]. The performance of good
punctured codes approaches that of the best convolutional codes known with similar rate, and decoder
implementation is significantly less complex.

Convolutional codes can be catastrophic, having the potential to generate an unlimited number of
decoded bit errors in response to a finite number of errors in the demodulated bit sequence. Catastrophic
error propagation is avoided if the code has generator polynomials with a greatest common divisor of
the form x" for any a, or equivalently, if there are no closed loop paths in the state diagram with all-zero
output other than the one taken with all-zero input. Systematic codes are not catastrophic.

13.6 Decoding of Convolutional Codes

Maximum Likelihood Decoding

Maximum likelihood (ML) decoding selects the source sequence m; that maximizes the probability
P(xIlm;),ie 0,1, ..., 2k - 1, where x is the received sequence and L is the number of symbols in the source
sequence. Maximizing this probability is equivalent to selecting the path through the tree or trellis that
differs from the received sequence by the smallest amount. In 1967, Viterbi developed a maximum
likelihood decoding algorithm that takes advantage of the trellis structure to reduce the complexity of this
evaluation. This algorithm has become known as the Viterbi algorithm. With each received n-tuple, the
decoder computes a metric or measure of likelihood for all paths that could have been taken during that
interval and discards all but the most likely to terminate on each node. An arbitrary decision is made if
path metrics are equal. The metrics can be formed using either hard- or soft-decision information with
little difference in implementation complexity.

If the message has finite length and the encoder is subsequently flushed with zeros, a single decoded
path remains. With a BSC, this path corresponds to the valid code sequence with minimum Hamming
distance from the demodulated sequence. Full-length decoding becomes impractical as the length of the
message sequence increases. However, the most likely paths tend to have a common stem, and selecting
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the trace value four or five times the constraint length prior to the present decoding depth results in
near-optimum performance. Since the number of paths examined during each interval increases expo-
nentially with the constraint length, the Viterbi algorithm becomes impractical for codes with large
constraint length.

Maximum A Posteriori (MAP) Decoding

In contrast to ML decoding, maximum a posteriori (MAP) decoding selects the source sequence m; that
maximizes the a posteriori probability P( mi‘x) ACEO0, 1, ..., 2k 1, where x and L are as defined above.
Using Bayes rule, this probability can be written

P(x|m;)P\m;) L
P(mi‘x) = T, ICEO, 1, ...,2=1 (139)

Since the denominator is constant for all m; it does not affect selection of the source sequence. The
difference between MAP and ML decoding lies in the fact that through the P(m;) term in the numerator,
MAP decoding takes into account the different probabilities of occurrence of different source sequences.
When all source sequences are equally likely, ML and MAP decoding techniques are equivalent.

Several MAP decoding algorithms have been developed. One of the most efficient for non-recursive
convolutional codes is the BCJR algorithm [Bahl et al., 1974]. This algorithm has been modified to
accommodate recursive codes. The BCJR algorithm requires both a forward and reverse recursion through
the trellis, evaluating and using metrics in a fashion similar to the Viterbi algorithm. This algorithm is
practical only for codes with relatively small constraint lengths, and because of the dual pass nature of
this algorithm, its complexity exceeds twice that of the Viterbi algorithm. Further, under most practical
conditions, the performance of the Viterbi algorithm is almost identical to the performance of the BCJR
algorithm. However, a strength of the BCJR algorithm is its ability to easily provide soft, rather than
hard, decision information for each source symbol. This characteristic is necessary for decoding of turbo
codes.

Sub-Optimal Decoding Techniques

The inherent complexity of the Viterbi and BCJR algorithms make them unsuitable for decoding con-
volutional codes with constraint lengths larger than about 12. Other decoding techniques, such as
sequential and threshold decoding, can be used with larger constraint lengths. Sequential decoding was
proposed by Wozencraft, and the most widely used algorithm was developed by Fano. Rather than
tracking multiple paths through the trellis, the sequential decoder operates on a single path while
searching the code tree for a path with high probability. It makes tentative decisions regarding the
transmitted sequence, computes a metric between its proposed path and the demodulated sequence, and
moves forward through the tree as long as the metric indicates that the path is likely. If the likelihood of
the path becomes low, the decoder moves backward, searching other paths until it finds one with high
probability. The number of computations involved in this procedure is almost independent of the
constraint length and is typically quite small, but can be highly variable, depending on the channel.
Buffers must be provided to store incoming sequences as the decoder searches the tree. Their overflow
is a significant limiting factor in the performance of these decoders.

Figure 13.6 compares the performance of the Viterbi and sequential decoding algorithms for several
convolutional codes operating on coherently-demodulated BPSK signals corrupted by AWGN. Other
decoding algorithms have also been developed, including syndrome decoding methods such as table
look-up feedback decoding and threshold decoding [Clark and Cain, 1981]. These algorithms are easily
implemented but suffer from a reduction in performance.
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FIGURE 13.6 Convolutional code performance. (From Omura, J.K. and Levitt, B.K., 1982, Coded error probability
evaluation for antijam communication systems, IEEE Trans. Commun., COM-30(5), 896-903. With permission.)

13.7 Trellis-Coded Modulation

Trellis-coded modulation (TCM) has received considerable attention since its development by Ungerboeck
in the late 1970s [Ungerboeck, 1987]. Unlike block and convolutional codes, TCM schemes achieve coding
gain by increasing the size of the signal alphabet and using multi-level/phase signaling. Like convolutional
codes, sequences of coded symbols are restricted to certain valid patterns. In TCM, these patterns are
chosen to have large Euclidean distance from one another so that a large number of corrupted sequences can
be corrected. The Viterbi algorithm is often used to decode these sequences. Since the symbol transmission
rate does not increase, coded and uncoded signals require the same transmission bandwidth. If trans-
mission power is held constant, the signal constellation of the coded signal is denser. However, the loss
in symbol separation is more than overcome by the error correction capability of the code.
Ungerboeck investigated the increase in channel capacity which can be obtained by increasing the size
of the signal set and restricting the pattern of transmitted symbols, and he concluded that almost all of
the additional capacity can be gained by doubling the number of points in the signal constellation. This
is accomplished by encoding the binary data with a rate R = k/(k + 1) code and mapping sequences of
k + 1 coded bits to points in a constellation of 2! symbols. For example, the rate 2/3 encoder of Fig. 13.7(a)
encodes pairs of source bits to three coded bits. Figure 13.7(b) depicts one stage in the trellis of the coded
output where, as with the convolutional code, the state of the encoder is defined by the contents of the
shift register. Note that unlike the trellis for the convolutional code, this trellis contains parallel paths
between nodes.
The key to improving performance with TCM is to map the coded bits to points in the signal space
such that the Euclidean distance between transmitted sequences is maximized. A method that ensures
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FIGURE 13.7 A rate 2/3 TCM code.

improved Euclidean distance is the method of set partitioning. This involves separating all parallel paths
on the trellis with maximum distance and assigning the next greatest distance to paths that diverge from
or merge onto the same node. Figure 13.7(c) and (d) gives examples of mappings for the rate 2/3 code
with 8-PSK and 8-PAM signal constellations, respectively.

As with convolution codes, the free distance of a TCM code is defined as the minimum distance
between paths through the trellis, where the distance of concern is now Euclidean distance rather than
Hamming distance. The free distance of an uncoded signal is defined as the distance between the closest
signal points. When coded and uncoded signals have the same average power, the coding gain of the
TCM system is defined as

dfrea coded
d

coding gain = 20 loglo( (13.10)

dfree, uncode:

It can be shown that the simple rate 2/3 8-PSK and 8-PAM TCM systems provide gains of 3 dB and 3.3 dB,
respectively [Clark and Cain, 1981]. More complex TCM systems yield gains up to 6 dB. Tables of good
codes are given in [Ungerboeck, 1987].

13.8 Additional Measures

When the demodulated sequence contains bursts of errors, the performance of codes designed to correct
independent errors improves if coded sequences are interleaved prior to transmission and deinterleaved
prior to decoding. Deinterleaving separates the burst errors, making them appear more random and
increasing the likelihood of accurate decoding. It is generally sufficient to interleave several block lengths
of ablock coded signal or several constraint lengths of a convolutionally encoded signal. Block interleaving
is the most straightforward approach, but delay and memory requirements are halved with convolutional
and helical interleaving techniques. Periodicity in the way sequences are combined is avoided with pseudo-
random interleaving.
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Serially concatenated codes, first investigated by Forney, use two levels of coding to achieve a level of
performance with less complexity than a single coding stage would require. The inner code interfaces
with the modulator and demodulator and corrects the majority of the errors; the outer code corrects
errors which appear at the output of the inner-code decoder. A convolutional code with Viterbi decoding
is usually chosen as the inner code, and an RS code is often chosen as the outer code due to its ability
to correct the bursts of bit errors that can result with incorrect decoding of trellis-coded sequences.
Interleaving and deinterleaving outer-code symbols between coding stages offers further protection
against the burst error output of the inner code.

Product codes effectively place the data in a two (or more)-dimensional array and use FEC techniques
over the rows and columns of this array. Not only do these codes result in error protection in multiple
dimensions, but the manner in which the array is constructed can offer advantages similar to those
achieved through interleaving.

13.9 Turbo Codes

The most recent significant advancement in FEC coding is the development of turbo codes [Berrou, Glavieux,
and Thitimajshima, 1993]. The principle of this coding technique is to encode the data with two or more
simple constituent codes concatenated through an interleaver. The received sequence is decoded in an
iterative, serial approach using soft-input, soft-output decoders. The iterative decoder involves feedback of
information in a manner similar to processes within the turbo engine, giving this coding technique its name.

Turbo codes effectively result in the construction of relatively long codewords with few codewords
being close in terms of Hamming distance, while at the same time constraining the implementation
complexity of the decoder to practical limits. The first turbo codes that were developed used recursive
systematic convolutional codes as the constituent codes and concatenated them in parallel through a
pseudo-random interleaver, as depicted in Fig. 13.8(a). The use of other types of constituent codes, and
the serial concatenation of constituent codes, has since been considered.

As in other multi-stage coding techniques, the complexity of the turbo decoder is limited through use
of separate decoding stages for each constituent code. The input to the first stage is the soft output of
the demodulator for a finite-length received symbol sequence. As shown in Fig. 13.8(b), subsequent stages
use both the demodulator output and the extrinsic information from the previous decoding stage.
Extrinsic information is the new, soft information evaluated in each stage of decoding that can be used
as a priori information for each source symbol during the next stage of decoding.

4
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FIGURE 13.8 Turbo code with parallel concatenated constituent codes.
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FIGURE 13.9 Performance in AWGN of a turbo code with parallel concatenated constituent codes of rate 1/2 and
constraint length 4. Pseudo-random interleaver of size 65536.

Decoding proceeds by iterating through constituent decoders, each forwarding updated extrinsic
information to the next decoder until a predefined number of iterations has been completed or the
extrinsic information indicates that high reliability has been achieved. Typical simulation results are
shown in Fig. 13.9. As indicated in this figure, performance tends to improve with the number of
iterations, where the largest performance gains are made during the initial iterations. Excellent perfor-
mance can be obtained at signal-to-noise ratios appreciably less than 1 dB, however at higher values of
E,/N,, the performance curves tend to exhibit flattening similar to error floors. Flattening of the BER
curves is a result of the relatively small overall Hamming distance typical of most turbo codes.

Since the discovery of turbo codes, a significant amount of effort has been directed towards explaining
and analyzing their performance. Recent work demonstrating the relationship between turbo codes and
belief propagation in Bayesian networks shows promise in furthering these goals. There has also been
significant effort in determining optimal code parameters. With convolutional constituent codes, it has
been found that coding gain through turbo decoding is only possible with recursive codes and that there
is little advantage to using codes with constraint lengths larger than about five. These short constraint
lengths allow the soft-in, soft-out BCJR algorithm to be used. It has also been recognized that decoding
performance increases with decreased correlation between the extrinsic information and the demodulated
data at the input of the constituent decoders, implying that highly random interleavers should be used.
It has also been established that it is important for interleavers to ensure that sequences highly susceptible
to error not occur simultaneously in both constituent codes.

Even though great strides have been made over the last few years in understanding the structure of these
codes and relating them to serially concatenated and product codes, work regarding their analysis, optimi-
zation, and efficient implementation will interest coding theorists and practitioners for many years to come.

13.10 Applications

FEC coding remained of theoretical interest until advances in digital technology and improvements in
decoding algorithms made their implementation possible. It has since become an attractive alternative
to improving other system components or boosting transmission power. FEC codes are commonly used
in digital storage systems, deep-space and satellite communication systems, terrestrial wireless and band-
limited wireline systems, and have also been proposed for fiber optic transmission. Accordingly, the
theory and practice of error correcting codes now occupies a prominent position in the field of commu-
nications engineering.

Deep-space systems began using forward error correction in the early 1970s to reduce transmission
power requirements, and used multiple error correcting RS codes for the first time in 1977 to protect against
corruption of compressed image data in the Voyager missions [Wicker and Bhargava, 1994]. The Consultative
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Committee for Space Data Systems (CCSDS) has recommended use of a concatenated coding system
which uses a rate 1/2, constraint length 7 convolutional inner code and a (255, 223) RS outer code.

Coding is now commonly used in satellite systems to reduce power requirements and overall hardware
costs and allow closer orbital spacing of geosynchronous satellites [Berlekamp, 1987]. FEC codes play integral
roles in the VSAT, MSAT, INTELSAT, and INMARSAT systems [Wu et al., 1987]. Further, a (31, 15) RS code
is used in the joint tactical information distribution system (JTIDS), a (7, 2) RS code is used in the air force
satellite communication system (AFSATCOM), and a (204, 192) RS code has been designed specifically
for satellite TDMA systems. Another code designed for military applications involves concatenation of
a Golay and RS code with interleaving to ensure an imbalance of 1s and Os in the transmitted symbol
sequence and enhance signal recovery under severe noise and interference [Berlekamp, 1987].

TCM has become commonplace in transmission of data over voiceband telephone channels. Modems
developed since 1984 use trellis coded QAM modulation to provide robust communication at rates above
9.6 kb/s.

Various coding techniques are used in the new digital cellular and personal communication standards
[Rappaport, 1996]. Convolutional codes are employed in the second generation GSM, TDM, and CDMA
systems. More recent standards use turbo coding to provide error protection for data signals.

FEC codes have also been widely used in digital recording systems, most prominently in the compact
disc digital audio system. This system uses two levels of coding and interleaving in the cross-interleaved RS
coding (CIRC) system to correct errors which result from disc imperfections and dirt and scratches which
accumulate during use. Steps are also taken to mute uncorrectable sequences [Wicker and Bhargava, 1994].

Defining Terms

Binary symmetric channel: A memoryless discrete data channel with binary signaling, hard-decision
demodulation, and channel impairments that do not depend on the value of the symbol transmitted.

Bounded distance decoding: Limiting the error patterns which are corrected in an imperfect code to
those with ¢ or fewer errors.

Catastrophic code: A convolutional code in which a finite number of code symbol errors can cause an
unlimited number of decoded bit errors.

Coderate: The ratio of source word length to codeword length, indicative of the amount of information
transmitted per encoded symbol.

Coding gain: The reduction in signal-to-noise ratio required for specified error performance in a block
or convolutional coded system over an uncoded system with the same information rate, channel
impairments, and modulation and demodulation techniques. In TCM, the ratio of the squared
free distance in the coded system to that of the uncoded system.

Column distance: The minimum Hamming distance between convolutionally encoded sequences of a
specified length with different leading n-tuples.

Constituent codes: Two or more FEC codes that are combined in concatenated coding techniques.

Cyclic code: A block code in which cyclic shifts of code vectors are also code vectors.

Cyclic redundancy check: When the syndrome of a cyclic block code is used to detect errors.

Designed distance: The guaranteed minimum distance of a BCH code designed to correct up to  errors.

Discrete data channel: The concatenation of all system elements between FEC encoder output and
decoder input.

Distance profile: The minimum Hamming distance after each encoding interval of convolutionally
encoded sequences which differ in the first interval.

Erasure: A position in the demodulated sequence where the symbol value is unknown.

Extrinsic information: The output of a constituent soft decision decoder that is forwarded as a priori
information for the source symbols to the next decoding stage in iterative decoding of turbo codes.

Finite field: A finite set of elements and operations of addition and multiplication which satisfy specific
properties. Often called Galois fields and denoted GF(q), where g is the number of elements in
the field. Finite fields exist for all g which are prime or the power of a prime.

©2002 CRC PressLLC



Free distance: The minimum Hamming weight of convolutionally encoded sequences which diverge
and remerge in the trellis. Equals the maximum column distance and the limiting value of the
distance profile.

Generator matrix: A matrix used to describe a linear code. Code vectors equal the information vectors
multiplied by this matrix.

Generator polynomial: The polynomial which is a divisor of all codeword polynomials in a cyclic block
code; a polynomial which describes circuit connections in a convolutional encoder.

Hamming distance: The number of symbols in which codewords differ.

Hard decision: Demodulation which outputs only a symbol value for each received symbol.

Interleaving: Shuffling the coded bit sequence prior to modulation and reversing this operation fol-
lowing demodulation. Used to separate and redistribute burst errors over several codewords (block
codes) or constraint lengths (trellis codes) for higher probability of correct decoding by codes
designed to correct random errors.

Linear code: A code whose code vectors form a vector space. Equivalently, a code where the addition
of any two code vectors forms another code vector.

Maximum a posteriori decoding: A decoding algorithm that selects the source sequence that maximizes
the probability of the source sequence being transmitted, given reception of the received sequence.

Maximum distance separable: A code with the largest possible minimum distance given the block
length and code rate. These codes meet the Singleton bound of d,;, £ n - k + 1.

Maximum likelihood decoding: A decoding algorithm that selects the source sequence that maximizes
the probability of the received sequence occurring given transmission of this source sequence.

Metric: A measure of goodness against which items are judged. In the Viterbi algorithm, an indication
of the probability of a path being taken given the demodulated symbol sequence.

Minimum distance: In a block code, the smallest Hamming distance between any two codewords. In
a convolutional code, the column distance after K intervals.

Parity check matrix: A matrix whose rows are orthogonal to the rows in the generator matrix of a
linear code. Errors can be detected by multiplying the received vector bEy‘this matrix.

Perfect code: A t error correcting (1, k) block code in which q"'k -1= A;=1E'il’ .

Puncturing: Periodic deletion of code symbols from the sequence generated by a convolutional encoder
for purposes of constructing a higher rate code. Also, deletion of parity bits in a block code.

Set partitioning: Rules for mapping coded sequences to points in the signal constellation which always
result in a larger Euclidean distance for a TCM system than an uncoded system, given appropriate
construction of the trellis.

Shannon limit: The ratio of energy per data bit E, to noise power spectral density N, in an AWGN
channel above which errorless transmission is possible when no bandwidth limitations are placed
on the signal and transmission is at channel capacity. This limit has the value In2 = 0.693 = -1.6 dB.

Soft decision: Demodulation which outputs an estimate of the received symbol value along with an
indication of the reliability of this value. Usually implemented by quantizing the received signal
to more levels than there are symbol values.

Standard array decoding: Association of an error pattern with each syndrome by way of a look-up table.

Syndrome: An indication of whether or not errors are present in the demodulated symbol sequence.

Systematic code: A code in which the values of the message symbols can be identified by inspection
of the code vector.

Vector space: An algebraic structure comprised of a set of elements in which operations of vector
addition and scalar multiplication are defined. For our purposes, a set of n-tuples consisting of
symbols from GF(q) with addition and multiplication defined in terms of element-wise operations
from this finite field.

Viterbi algorithm: A maximume-likelihood decoding algorithm for trellis codes which discards low
probability paths at each stage of the trellis, thereby reducing the total number of paths which
must be considered.
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For Further Information

There is now a large amount of literature on the subject of FEC coding. An introduction to the philosophy
and limitations of these codes can be found in the second chapter of Lucky’s book Silicon Dreams:
Information, Man, and Machine, St. Martin’s Press, New York, 1989. More practical introductions can be
found in overview chapters of many communications texts. The number of texts devoted entirely to this
subject also continues to grow. Although these texts summarize the algebra underlying block codes, more
in-depth treatments can be found in mathematical texts. Survey papers appear occasionally in the
literature, but the interested reader is directed to the seminal papers by Shannon, Hamming, Reed and
Solomon, Bose and Chaudhuri, Hocquenghem, Wozencraft, Fano, Forney, Berlekamp, Massey, Viterbi,
Ungerboeck, and Berrou and Glavieux, among others. The most recent advances in the theory and
implementation of error control codes are published in IEEE Transactions on Information Theory, IEEE
Transactions on Communications, and special issues of IEEE Journal on Selected Areas in Communications.
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14.1 Introduction

In most digital communication systems, whenever error events occur in the transmitted messages, some
action must be taken to correct these events. This action may take the form of an error correction
procedure. In some applications where a two-way communication link exists between the sender and
the receiver, the receiver may inform the sender that a message has been received in error and, hence,
request a repeat of that message. In principle, the procedure may be repeated as many times as necessary
until that message is received error free. An error control system in which the erroneously received
messages are simply retransmitted is called automatic-repeat-request (ARQ).

In ARQ systems, the receiver must perform only an error detection procedure on the received messages
without attempting to correct the errors. Hence, an error detecting code, in the form of specific redundant
or parity-check symbols, must be added to the information-bearing sequence. In general, as the error
detecting capability of the code increases, the number of added redundant symbols must also be increased.
Clearly, with such a system, an erroneously received message is delivered to the user only if the receiver
fails to detect the presence of errors. Since error detection coding is simple, powerful, and quite robust,
ARQ systems constitute a simple and efficient method for providing highly reliable transfer of messages
from the source to the user over a variety of transmission channels. ARQ systems are therefore widely
used in data communication systems that are highly sensitive to errors, such as in computer-to-computer
communications.

This chapter presents and discusses principles, performances, limitations, and variants of basic ARQ
strategies. The fundamentals of the basic ARQ schemes are presented in Section 14.2, whereas the
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performance analysis and the limitations are carried out in Section 14.3. Section 14.4 presents some of
the most common variants of the basic ARQ schemes, and hybrid forward error control (FEC)/ARQ
techniques are outlined in Section 14.5. Finally, an application problem is provided in Section 14.6.

14.2 Fundamentals and Basic Automatic Repeat
Request Schemes

Messages transmitted on a communication channel are subjected to errors, which must be detected
and/or corrected at the receiver. This section presents the basic principles underlying the concept of error
control using retransmission schemes.

Basic Principles

In the seven-layer open system interconnection (OSI) model, error control refers to some basic functions
that may be performed at several layers, especially at the transport layer (level 4) and at the data link layer
(level 2). The transport layer is responsible for the end-to-end transport of information processed as
protocol data unit (PDU) through a network infrastructure. An intermediate layer, called the network
layer (level 3), ensures that messages, which are broken down into smaller blocks called packets, can
successfully be switched from one node to another of the network.

The error control on each individual link of the network is performed by the data link layer, which
transforms packets received from the network layer into frames by adding address, control, and error
check fields prior to their transmission into the channel. Figure 14.1 shows an example of the frame
structure, whose length, which depends on the particular data link protocol used, usually varies approx-
imately between 50 and 200 bytes. The length of each field also depends on the particular data link
control protocol employed. The data link layer must ensure a correct and orderly delivery of packets
between switching nodes in the network. The objective of the error control is to maintain the integrity
of the data in the frames as they transit through the links, overcoming the loss, duplication, desequencing,
and damage of data and control information bits at these various levels. Most ARQ error control
techniques integrate error detection using standard cyclic redundancy check (CRC), as well as requests for
retransmission using PDU.

Error control coding consists essentially of adding to the information bits to be transmitted some extra
or redundant bits, called parity-check bits, in a regular and controlled manner. These parity-check bits,
which are removed at the receiver, do not convey information but allow the receiver to detect and possibly
correct errors in the received frames.

The single parity-check bit used in ASCII is an example of a redundant bit for error detection purposes.
It is an eighth bit added to the seven information bits in the frame representing the alphanumeric
character to be transmitted. This bit takes the value 1 if the number of 1s in the first seven bits is odd
(odd parity), and 0 otherwise. At the receiver, the parity-check bit of the received frame is computed
again in order to verify whether it agrees with the received parity check bit. A mismatch of these parity-
check bits indicates that an odd number of errors has occurred during transmission, leading the receiver
to request a retransmission of the erroneous frame.

FIGURE 14.1 Structure of a frame.
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ARQ refers to retransmission techniques, which basically operate as follows. Erroneously received
frames are retransmitted until they are received or detected as being error-free; errors are detected using
a simple detection code. Positive (ACK) or negative (NAK) acknowledgments are sent back by the receiver
to the sender over a reliable feedback channel in order to report whether a previously transmitted frame
has been received error-free or with errors. In principle, a positive acknowledgment signals the transmitter
to send the next data frame, whereas a negative acknowledgment is a request for frame retransmission.
Stop-and-wait, go-back-N, and selective-repeat are the three basic versions of ARQ, the last two schemes
being usually referred to as sliding window protocols.

Stop-and-Wait Automatic Repeat Request

Stop-and-wait ARQ is a very simple acknowledgment scheme, which works as follows. Sender and receiver
communicate through a half-duplex point-to-point link. Following transmission of a single frame to the
receiver, the sender waits for an acknowledgment from the receiver before sending the next data frame or
repeating the same frame. Upon receiving a frame, the receiver sends back to the sender a positive
acknowledgment (ACK) if the frame is correct; otherwise it transmits a negative acknowledgment (NAK).

Figure 14.2 illustrates the frame flow for stop-and-wait ARQ. Frames F1, F2, F3,..are in queue for
transmission. At time £, the sender transmits frame F1 to the receiver and stays idle until either an ACK
or NAK is received for that frame. At time t,, F1 is correctly received, hence an ACK is sent back. At time
t,, the sender receives this ACK and transmits the next frame F2, which is received at time ¢; and detected
in error. Frame F2 is then discarded at the receiver and a NAK is therefore returned to the sender. At
time t,, the sender receiving a NAK for F2 retransmits a copy of that frame and waits again, until it
receives at time f either an ACK or NAK for F2. Assuming it is an ACK, as illustrated in Fig. 14.2, the
sender then proceeds to transmit the next frame F3, and so on. Clearly, such a technique requires the
sender to store in a buffer a copy of a transmitted frame until a positive acknowledgment has been
received for that frame.

Obviously, this technique does not take into account all contingencies. Indeed, it is possible that some
transmitted frames damaged by transmission impairments do not even reach the receiver, in which case
the receiver cannot even acknowledge them. To overcome this situation, a timer is integrated in the sender
for implementing a time-out mechanism. A time-out is some pre-established time interval beyond which
a transmitted frame is considered lost if its acknowledgment is not received; a timed-out frame is usually
simply retransmitted.

Another undesirable situation can be described as follows. The sender transmits a copy of some frame
F, which is received correctly by the receiver. A positive acknowledgment (ACK) is then returned to the
sender. Unfortunately, this ACK may be corrupted during its transmission in the feedback channel so
that it becomes unrecognizable by the sender which therefore transmits another copy of the same frame.
As a result, there is a possibility of frame duplication at the receiver leading to an ambiguity between a

FIGURE 14.2  Stop-and-wait ARQ.
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frame and its immediate predecessor or successor. This ambiguity can be easily resolved by attaching a
sequence number in each transmitted frame. In practice, a single-bit (0 or 1) inserted in the header of
each frame is sufficient to distinguish a frame from its duplicate at the receiver.

Stop-and-wait ARQ schemes offer the advantage of great simplicity. However, they are not very suitable
for high-speed modern communication systems since data is transmitted in one direction only. Protocols
in which the ACK for a frame must be received by the sender prior to the transmission of the next frame
are referred to as positive acknowledgment with retransmission (PAR) protocols. The principal weakness
of PAR schemes is an inefficient link utilization related to the time lost waiting for acknowledgments
before sending another frame, especially if the propagation delay is significantly longer than the packet
transmission time, such as in satellite links. To overcome this shortcoming, PAR schemes have been
adapted to more practical situations, which require transmitting frames in both directions, using full-
duplex links between sender and receiver. Clearly then, each direction of transmission acts as the forward
channel for the frames and as the return channel for the acknowledgments. Now in order to improve
further the efficiency of each channel, ACK/NAK control packets and information frames need not be
sent separately. Instead, the acknowledgment about each previously received frame is simply appended
to the next transmitted frame. In this technique, called piggybacking, transmission of the acknowledgment
of a received frame is clearly delayed by the transmission of the next data frame. A fixed maximum
waiting time for the arrival of a new frame is thus set. If no new frame has arrived by the end of that
waiting time, then the acknowledgment frame is sent separately. Even with piggybacking, PAR schemes
still require the sender to wait for an acknowledgment before transmitting another frame. An obvious
improvement of the efficiency may be achieved by relaxing this condition and allowing the sender to
transmit up to W, W > 1 frames without waiting for an acknowledgment. A further improvement still
is to allow a continuous transmission of the frames without any waiting for acknowledgments. These
protocols are called Continuous ARQ and are associated with the concept of sliding window protocols.

Sliding Window Protocols

To overcome the inefficiency of PAR schemes, an obvious solution is not to stay idle between frame
transmissions. One approach is to use a sliding window protocol where a window refers to a subset of
consecutive frames.

Consider a window that contains N frames numbered w, w + 1,..,w+ N -1, as shown in Fig. 14.3
Every frame using a number smaller than w has been sent and acknowledged, as identified in Fig. 14.3
as frames before the window, whereas no frame with a number larger than or equal to w + N, identified
as frames beyond the window, has yet been sent. Frames in the window that have been sent but that have
not yet been acknowledged are said to be outstanding frames. As outstanding frames are being acknowl-
edged, the window shifts to the right to exclude acknowledged frames and, subsequently, to include the

FIGURE 14.3 Frame sequencing in a sliding window protocol (sender side).
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new frames that have to be sent. Since the window must always contain frames that are numbered
consecutively, the frames are excluded from the window in the same order in which they were included.

To limit the number of outstanding frames, a limit on the window size may be determined. When this
limit is reached, the sender accepts no more frames. A window size N = 1 corresponds to the stop-and-
wait protocol, whereas a window size greater than the total number of frames that can be represented in
the header field of the frame refers to an unrestricted protocol. Clearly, the window size has some influence
on the network traffic and on buffering requirements. Go-back-N and selective-repeat may be considered
as two common implementations of a sliding window protocol, as will be described next.

Go-Back-N Automatic Repeat Request

Go-back-N ARQ schemes use continuous transmission without waiting for ACK between frames. Clearly,
a full-duplex link between the sender and the receiver is required, allowing a number of consecutive
frames to be sent without receiving an acknowledgment. In fact, ACKs may not even be transmitted.
Upon detecting a frame in error, the receiver sends a NAK for that frame and discards that frame and
all succeeding frames until that erroneous frame has been correctly received. Following reception of a
NAK, the sender completes the transmission of the current frame and retransmits the erroneous frame
and all subsequent ones.

In accordance with the sliding window protocol, each frame is numbered by an integer € =0, 1, 2, ..,
2k - 1, where k denotes the number of bits in the number field of the frame. In general, in order to
facilitate their interpretation, frames are all numbered consecutively modulo-2¥, For example, for k = 3,
frames are numbered 0-7 repeatedly.

It is important to fix the maximum window size, that is, the maximum number of outstanding frames
waiting to be transmitted at any one time. To avoid two different outstanding frames having the same
number, as well as to prevent pathological protocol failures, the maximum window size is N = 2~ LIt
follows that the number of discarded frames is at most equal to N; however, the actual exact number of
discarded frames depends also on the propagation delay. For most usual applications, a window of size
N =7 (i.e., k = 3) is adequate, whereas for some satellite links the window size N is usually equal to 127.

Figure 14.4 illustrates the frame flow for a go-back-N ARQ scheme, with k = 3 and, hence, N = 7.
Thus, the sender can transmit sequences of frames numbered FO0, F1, F2,.., F7. As shown in Fig. 14.4,
since the receiver detects an error on frame F3, it returns NAK3 to the sender and discards both F3 and
the succeeding frames F4, F5, and F6, which because of propagation delays have already been transmitted
by the sender before it received the negative acknowledgment NAK3. Then, the sender retransmits F3
and the sequence of frames F4, F5, and F6, and proceeds to transmit F7 (using the current sequencing)

FIGURE 14.4 Go-back-N ARQ.
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as well as frames FO, F1,.., using the next sequencing. Obviously, should any of the preceding frames be
received in error, then the same repeat procedure is implemented, starting from that frame in error.

Go-back-N procedures have been implemented in various data link protocols such as high-level data
link control (HDLC), which refers to layer 2 of the seven-layer OSI model, and transmission control
protocol/internet protocol (TCP/IP), which supports the Internet, the world’s largest interconnection of
computer networks. Indeed, to ensure reliable end-to-end connections and improve the performance,
TCP uses a sliding window protocol with timers. In accordance with this protocol, the sender can transmit
several TCP messages or frames before an acknowledgment is received for any of the frames. The number
of frames allowed in transit is negotiated dynamically using the window field in the TCP header.

As an implementation of the sliding window protocol, the go-back-N scheme is more efficient and
more general than the stop-and-wait scheme, which is clearly equivalent to go-back-N, with N = 1.
However, go-back-N presents the disadvantage of requiring a prerequisite numbering of frames as well as
the buffering in the window of N frames awaiting positive acknowledgments. Furthermore, in the absence
of a controlled source, all incoming frames not yet accepted by the window must be buffered while they
wait to be inserted in the window. Inefficiency is also due to the discarding of all frames that follow the
frame received in error, even though these frames may be error free. On the other hand, such a procedure
presents the advantage of maintaining the proper sequencing of the frames accepted at the receiver.

Selective-Repeat Automatic Repeat Request

To overcome the inefficiency resulting from unnecessarily retransmitting the error-free frames, retrans-
mission can be restricted to only those frames that have been detected in error. Repeated frames corre-
spond to erroneous or damaged frames that are negatively acknowledged as well as frames for which the
time-out has expired. Such a procedure is referred to as selective-repeat ARQ, which obviously should
improve the performance over both stop-and-wait and go-back-N schemes. Naturally, a full-duplex link
is again assumed.

Figure 14.5 illustrates the frame flow for selective-repeat ARQ. The frames appear to be disjointed but
there is no idle time between consecutive frames. The sender transmits a sequence of frames F1, F2,
F3,.... As illustrated in Fig. 14.5, the receiver detects an error on the third frame F3 and thus returns a
negative acknowledgment denoted NAK3 to the sender. However, due to the continuous nature of the
protocol, the succeeding frames F4, F5, and F6 have already been sent and are in the pipeline by the time
the sender receives NAK3. Upon receiving NAK3, the sender completes the transmission of the current
frame (F6) and then retransmits F3 before sending the next frame F7 in the sequence. The correctly

FIGURE 14.5 Selective-repeat ARQ.
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received but incomplete sequence F4, F5, F6 must be buffered at the receiver, until F3 has been correctly
received and inserted in its proper place to complete the sequence F3, F4, F5, F6,..., which is then delivered.
If F3 is correctly received at the first retransmission, the buffered sequence is F4, F5, and F6. However, if
F3 is received in error during its retransmission and hence must be retransmitted again, then clearly the
buffered sequence is F4, F5, F6, F7, F8, F9. Therefore, multiple retransmissions of a given frame lead to an
ever larger buffering, which may be theoretically unbounded. To circumvent such a possibility and the ensuing
buffer overflow, a time-out mechanism is usually incorporated in all practical selective-repeat ARQ systems.
In practice, each correctly received frame prior to the appearance of an erroneous frame denoted F is
delivered to the user (i.e., the physical layer). Thereafter, all error-free successive frames are buffered at
the receiver, until frame F is correctly received. It is then inserted at the beginning of the buffered sequence,
which can thus be safely delivered to the user up to the next frame received in error. However, the
reordering becomes somewhat more complex if other frames are received in error before frame F is finally
received error free. As a consequence, proper buffering must be provided by the sender, which must also
integrate the appropriate logic in order to send frames that are out of sequence. The receiver must also
be provided with adequate buffering to store the out-of-order frames within the window until the frame in
error is correctly received, in addition to being provided with the appropriate logic for inserting the
accepted frames in their proper place in the sequence. The required buffers may be rather large for satellite
transmission with long propagation delays and long pipelines corresponding to the many frames in transit
between sender and receiver. As a result, the selective-repeat ARQ procedure tends to be less commonly used
than the go-back-N ARQ scheme, even though it may be more efficient from a throughput point of view.

14.3 Performance Analysis and Limitations

In ARQ systems, the performance is usually measured using two parameters: throughput efficiency and
undetected error probability on the data bits. The throughput efficiency is defined as the ratio of the
average number of information bits per second delivered to the user to the average number of bits per
second that have been transmitted in the system. This throughput efficiency is obviously smaller than
100%. For example, using an error-detecting scheme with a coding rate R = 0.98, an error-free trans-
mission would then correspond to a throughput efficiency of 98%, and clearly, any frame retransmission
yields a further decrease of the throughput efficiency.

The reliability of an ARQ system is measured by its frame error probability, which may take one of
the following forms:

+ P = Probability of error detection. It is the probability of an erroneously received frame detected
in error by the error detecting code.

+ P, = Probability of undetected error. It is the probability of an erroneously received frame not
detected in error by the error-detecting code.

Let P, denote the probability of receiving an error-free frame. We then have P.=1 - P - P,. All of
these probabilities depend on both the channel error statistics and the error detection code implemented
by the CRC. By a proper selection of the CRC, these error probabilities can be made very small. Assuming
white noise on a channel having a bit error probability p, the probabilities of correctly receiving a frame
of length L is P, = (1 - p)". As for the undetectable error probability P,, it is usually vanishingly small,
typically P, < 1 x 107",

Stop-and-Wait Automatic Repeat Request
For error-free operation using the stop-and-wait ARQ technique, the utilization rate U, of a link is defined as

"
U, = (14.1)

%)

b\]
~
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FIGURE 14.6 Timing of successive frames in stop-and-wait ARQ scheme.

where T, denotes the time required to transmit a single frame, and T’ is the overall time between trans-
mission of two consecutive frames, including processing and ACK/NAK transmissions. As shown in
Fig. 14.6, the total time T can be expressed as

Tr = Ty+Ts+ T +T,+T,+ T, (14.2)

In this expression, T, denotes the propagation delay, that is, the time needed for a transmitted bit to
reach the receiver; T, is the processing delay, that is, the time required for either the sender or the receiver
to perform the necessary processing and error checking, whereas T, and T, denote the transmission
duration of a data frame and of an ACK/NAK frame, respectively.

Assuming the processing time T, is negligible with respect to T,and that the sizes of the ACK/NAK
frames are very small, leading to negligible value for T,, then Eq. (14.2) becomes

T, T, +2T, (14.3)

Defining the propagation delay ratio @ = T,/T,, then Eq. (14.1) can be written as

U = T120 (14.4)

Clearly Eq. (14.4) may be seen as a lower bound on the utilization rate or throughput efficiency that the
communication link can achieve over all of the frames.

The utilization rate expressed by Eq. (14.4) may be used to evaluate the throughput efficiency on a
per frame basis. In the remainder of the chapter, unless specified otherwise, the throughput efficiency is
considered on a per frame basis. Because of repetitions caused by transmission errors, using Eq. (14.1),
the average utilization rate, or throughput efficiency, is defined as

Ur 1

S

n= Nt = NtT (145)

T

where N, is the expected number of transmissions per frame.

In this definition of the throughput efficiency, the coding rate of the error detecting code, as well as
the other overhead bits, are not taken into account. That is, definition (14.5) represents the throughput
efficiency on a per frame performance basis. Some other definitions of the throughput efficiency may be
related to the number of information bits actually delivered to the destination. In such a case, the new
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throughput efficiency nis simply equal to

n“=n(1-p)

where p represents the fraction of all redundant and overhead bits in the frame.

Assuming error-free transmissions of ACK and NAK frames, and assuming independence for each
frame transmission, the probability of requiring exactly k attempts to successfully receive a given frame
is P, =P (1-P),k=1,2,3,..., where P is the frame error probability. The average number of
transmissions N, that are required before a frame is accepted by the receiver is then

N, = kak = ZkPk_l(l—P) = ﬁ) (14.6)
=T =
Using Egs. (14.4-14.6) the throughput efficiency can thus be written as
1-P
= 14.7
"= Ta (14.7)
The average overall transmission time T, for an accepted frame, is then given by
> T
T, = Y kP,Tp = —= 14.8
v ; k4T 1—-P ( )

As expected, Eq. (14.8) indicates that if the channel is error-free and thus P = 0, then T, = T, whereas
if the channel is very noisy with P — 1, then the average transmission time T, may become theoretically
unbounded.

Continuous Automatic Repeat Request: Sliding Window Protocols

For continuous ARQ schemes, the basic expression of the throughput efficiency, Eq. (14.5), must be used
with the following assumptions: the transmission duration of a data frame is normalized to T, = 1; the
transmission time of an ACK/NAK frame, T,, as well as the processing delay of any frame, T,, are
negligible. Since a = T,/T, and T, = 1, then the propagation delay T, is equal to Q.

Let the sender start transmitting the first frame F1 at time ¢,. Since T, = @, the beginning of that
frame will reach the receiver at time ¢, + a. Therefore, given that T, = 1, frame F1 will be entirely received
at time (¢, + a + 1). The processing delay being negligible, the receiver can immediately acknowledge
frame F1 by returning ACKI. As a result, since the transmission duration T, of an ACK/NAK frame is
negligible, ACK1 will be delivered to the sender at time (f, + 20 + 1). Let N be the window size, then
two cases may be considered: N> 2a +1and N < 2a + 1.

If N=2a + 1, the acknowledgment ACKI1 for frame F1 will reach the sender before it has exhausted
(e.g., emptied) its own window, and hence the sender can transmit continuously without stopping. In
this case, the utilization rate of the transmission link is 100%, that is, U = 1.

If N<2a + 1, the sender will have exhausted its window at time f, + N, and thus cannot transmit
additional frames until time (¢, + 2a + 1). In this case, the utilization rate is obviously smaller than
100% and can be expressed as Uy = N/(2a + 1). Furthermore, the protocol is no longer a continuous
protocol since there is a break in the sender transmission.

Assuming there are no transmission errors, it follows that the utilization rate of the transmission link
for a continuous ARQ using a sliding window protocol of size N is given by

51, N=2a +1
Ur=0 N (14.9)
, N<2o +1
DD1+2a o
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Selective-Repeat Automatic Repeat Request

For selective-repeat ARQ scheme, the expression for the throughput efficiency can be obtained by dividing
Eq. (14.9) by N, = 1/(1 — P) yielding

EI—P, N=2o +1
Nse = O _ (14.10)
¢ P), N<2a +1
Ol+2c

Go-Back-N Automatic Repeat Request

For the go-back-N ARQ scheme, each frame in error necessitates the retransmission of M frames (M < N)
rather than just one frame, where M depends on the roundtrip propagation delay and the frame size.
Let g(k) denote the total number of transmitted frames corresponding to a particular frame being
transmitted k times. Since each repetition involves M frames, we can write [Stallings, 1994]

gk) =1+(k-1)M = (1-M) +kM

Using the same approach as in Eq. (14.6), the average number of transmitted frames N, to successfully
transmit one frame can be expressed as

2 - 1-P+PM
N, = z g(k)P"'(1-P) = —Y—F

k=1

(14.11)

If N2 2a + 1, the sender transmits continuously and, consequently, M is approximately equal to 2a + 1.
In this case, in accordance with Eq. (14.11), N, = (1 + 2aP)/(1 — P). Dividing Eq. (14.9) by N,, the
throughput efficiency becomes 7 = (1 — P)/(1 + 2a P).

If N<2a + 1, then M = N, and hence N, = (1 — P + PN)/(1 — P). Dividing Eq. (14.9) again by N,, we
obtain U= N(1 — P)/(1 +2a) (1 = P + PN).

Summarizing, the throughput efficiency of go-back-N ARQ is given by

Di, N=22o +1
nw =0 % (14.12)
GB — .
Ol N(1—P) N<2a+1

(1 +2a)(1—-P+PN)’

Assuming negligible processing times, the average transmission time of a frame as seen by the sender is
given by

v

T, = T.+N,T; = T5+kz kP (1-P)T, (14.13)
=1

where T, is the actual transmission duration of a frame and where again T; = T, + 2T, Since a = T,/ T,
then the total time T can be written as: T = T, + 2a T, = T,(1 + 2a). As a result, using Eq. (14.13) the
average transmission time of a frame becomes

PT
T =T +—L = p Qf20m (14.14)

VoS 1-p sO1—-p O
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FIGURE 14.7 Throughput efficiency for various ARQ protocols (P = 0.1).

FIGURE 14.8 Throughput efficiency for various ARQ protocols (P = 0.01).

Figures 14.7-14.10 show the throughput efficiency 1 of the three basic ARQ schemes as a function of the
propagation delay ratio d, for frame error probabilities P =1 x 10,1 x 105, 1 X 10, and 1 x 107,
respectively.

Basic ARQ schemes present some limitations. The stop-and-wait scheme suffers from inefficiency due
to the fact that the channel is idle between the transmission of the frame and the reception of the
acknowledgment from the receiver. As shown in Figs. 14.7-14.10, this inefficiency is especially severe for

©2002 CRC PressLLC



FIGURE 14.9 Throughput efficiency for various ARQ protocols (P = 0.001).

FIGURE 14.10 Throughput efficiency for various ARQ protocols (P = 0.0001).

large values of a, that is, when the roundtrip delay between the sender and the receiver is long compared
to the transmission duration of a frame. In systems where the channel roundtrip delay is large and/or
when the frame error probability P is relatively high, such as in satellite broadcast channels, the through-
put efficiency of a stop-and-wait ARQ scheme becomes too poor to be acceptable. On the other hand,
the selective-repeat ARQ scheme offers the best performance in terms of throughput efficiency, and, as
shown in Figs. 14.7-14.10, it is insensitive to the propagation delay ratio. To overcome some of these
limitations, hybrid FEC/ARQ schemes have been proposed.
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14.4 Variants of the Basic Automatic Repeat Request Schemes

Several variants of the basic ARQ schemes with the objective of increasing the throughput efficiency and
decreasing both buffer size and average transmission time have been proposed in the literature [Sastry,
1995; Despins and Haccoun, 1993]. Some variants have been proposed with the objective of alleviating
particular drawbacks of specific ARQ schemes or satisfying special constraints for specific applications.
However, these objectives may not be all satisfied, they may even be conflicting.

The main idea of these variants is to send multiple copies of a retransmitted frame rather than just
sending a single copy. Variants of both stop-and-wait and continuous ARQ schemes have been proposed
by Sastry [1995] for improving the throughput for channels having high error rates and long transmission
delays such as satellite links. The modification consists of sending consecutively n copies, n > 1, of an
erroneous frame before waiting for an ACK. This procedure substantially improves the probability of
correctly receiving at least one error-free copy of that frame, which, hence, decreases multiple requests
for retransmission of a given frame. For channels with long transmission delays, the increased transmis-
sion time for the n copies is more than compensated for by the fewer retransmission requests, leading
to improved throughput effficiency over the usual stop-and-wait scheme. For continuous ARQ, whenever
a NAK for a frame is received by the sender, that same frame is repeatedly transmitted until reception
by the sender of its corresponding ACK. Here again the throughput may be substantially improved,
especially for high error rate channels having a transmission delay much larger than the transmission
duration of a frame.

A variation of the usual selective-repeat ARQ protocol has been recently proposed and analyzed by
Despins and Haccoun [1993] for full-duplex channels suffering from a high error rate in both the forward
and reverse directions. It consists essentially of sending a frame composed entirely of NAKs instead of
piggybacking a single NAK on a data frame over the feedback channel. The idea is to provide a virtual
error-free feedback channel for the NAKs, thus eliminating the need for implementing a time-out and
buffer control procedure. For very severely degraded channels, the procedure is further refined by sending
anumber m(m > 1) of NAK frames for each incorrectly received data frame. The number of NAK frames
m is calculated to ensure a practically error-free feedback channel. It is shown that the elimination of
needless retransmissions outweighs the additional overhead of the NAK frames, leading to higher
throughput efficiency and smaller buffer requirements over conventional selective-repeat ARQ, especially
over fading channels.

For point-to-multipoint communication, Wang and Silvester [1993] have proposed adaptive multire-
ceiver ARQ schemes. These variants can be applied to all three basic ARQ schemes. They differ from the
classic schemes in the way the sender utilizes the outcome of a previous transmission to alter its next
transmission. Basically, upon receiving a NAK for an erroneous frame from some given receivers, instead
of repeating the transmission of that frame to all of the receivers in the system, the sender transmits a
number of copies of that frame to only those receivers that previously received that frame in error. It has
been shown that the optimal number of copies that the sender should transmit depends on the trans-
mission error probability, the roundtrip propagation delay, and the number of receivers that have incor-
rectly received the data frame.

14.5 Hybrid Forward Error Control/Automatic Repeat
Request Schemes

In systems where the channel roundtrip delay is large and/or where there is a large number of receivers,
such as in satellite broadcast channels, the throughput efficiencies of the basic ARQ schemes, especially
stop-and-wait, become unacceptable. Thus, hybrid ARQ schemes, consisting of an FEC subsystem inte-
grated into an ARQ system, can overcome the drawbacks of ARQ and FEC schemes considered separately.
Such combined schemes are commonly named hybrid FEC/ARQ schemes.
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FIGURE 14.11 Principle of hybrid FEC/ARQ schemes.

The principle of hybrid FEC/ARQ schemes is to reduce the number of retransmissions by improving
the channel using an FEC procedure. As shown in Fig. 14.11, a hybrid FEC/ARQ system is a concatenated
system consisting of an inner FEC system and an outer ARQ system. The function of the inner FEC
system is to improve the quality of the channel as seen by the ARQ system by correcting as many frames
in error as possible, within its error correcting capability. Since only those erroneous frames that have
not been corrected by the FEC will be retransmitted, clearly, under a poor channel condition where frame
error rates are high and retransmission requests numerous, hybrid FEC/ARQ schemes can be especially
useful for improving the efficiency of conventional ARQ schemes.

Hybrid FEC/ARQ schemes in data point-to-point communications over noisy channels are retrans-
mission techniques that employ both error correction and error detection coding in order to achieve
high throughput and low undetected error probabilities. There are two basic types of hybrid FEC/ARQ
schemes: type I hybrid ARQ scheme, which includes parity bits for both error detection and error
correction in each transmitted frame, and type II hybrid ARQ scheme, where parity bits for error
correction only are sent on the first transmission.

In a type I hybrid FEC/ARQ scheme, when a frame is detected in error, the receiver first attempts to
correct these errors. If the error-correcting capability allows the receiver to correct all of the errors detected
in the frame, those errors are then corrected and the decoded frame is considered ready to be delivered
to the user. In the case where a frame detected in error is revealed uncorrectable, the receiver rejects that
frame and requests its retransmission, until that frame is successfully received or decoded. Clearly, a code
designed to perform simultaneous error detection and correction is required. As a result, type I hybrid
FEC/ARQ schemes require more parity-check bits than a code used only for error detection in a basic
ARQ scheme. These extra redundant bits obviously increase the overhead of each transmission.

For low channel error probabilities, type I hybrid FEC/ARQ schemes provide lower throughput effi-
ciencies than any basic ARQ scheme. However, for high channel error probabilities, since the number of
retransmissions is reduced by the error-correcting capability of the system, type I hybrid FEC/ARQ
schemes provide higher throughput efficiencies than any basic ARQ scheme. These schemes require that
a fixed number of parity-check bits are sent with every frame for error correction purposes. Consequently,
they are not adaptive to changing channel conditions and are best suited for channels with fairly constant
noise or interference levels. For varying channel conditions, other adaptive error control techniques called
type II hybrid FEC/ARQ schemes have been proposed [Rice and Wicker, 1994].

Type II hybrid FEC/ARQ schemes basically operate as follows. A frame F to be sent is coded, for its
first transmission, with parity-check bits which only allow error detection. If that frame is detected in
error in the form FD, the receiver stores F- in its buffer and then requests a retransmission. Instead of
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retransmitting F in its original form, the sender retransmits a parity-check frame F, consisting of the
original frame F and an error-correcting code. The receiver, which receives this parity-check frame F,
uses it to correct the erroneous frame F currently stored in its buffer. In the case of error correction
failure, a second retransmission of the original frame F is requested by the receiver. Depending on the
retransmission strategy and the type of error-correcting codes that are used, the second retransmission
may be either a repetition of the original frame F or the transmission of another parity-check frame
denoted F, [Lin, Costello, and Miller, 1984].

Both type I and type II hybrid FEC/ARQ schemes may use block or convolutional error-correcting
codes. It is shown, by means of analysis as well as computer simulations, that both hybrid schemes are
capable of providing high throughput efficiencies over a wide range of signal-to-noise ratios. More
precisely, performance analysis of type II hybrid FEC/ARQ scheme shows that it is fairly robust against
nonstationary channel noise due to the use of parity retransmission. In summary, hybrid FEC/ARQ
schemes are suitable for large file transfers in applications where high throughput and high reliability
are required over noisy channels, such as in satellite communications.

14.6 Application Problem

In this section, some numerical calculations on performance are presented for illustration purposes.

A satellite channel with a data rate of 2 Mb/s transmits 1000-bit frames. The roundtrip propagation
time is 250 ms and the frame error probability is P = 1 x 10", Assuming that ACK and NAK frames are
error-free, and assuming negligible processing and acknowledgment times:

1. Calculate the throughput efficiency for stop-and-wait ARQ.

2. Determine the average time for correct reception of a frame.

3. Find the average transmission time and the throughput efficiency for error-free operation using
go-back-N ARQ, with a window size N = 127.

4. Compare the throughput efficiency for go-back-N ARQ and for selective-repeat ARQ, with the
same window size N = 127.

5. Repeat step 4 using a window size N = 2047. Discuss.

Solution

The propagation delay T, = 1/2 % 250 = 125 ms. For a channel transmitting 1000-bit frames, at 2 Mb/s,
the transmission duration of a single frame is

T, = 1000/(2 % 10°) = 500 X 10°s = 0.5 ms
The propagation delay ratio is then

a=T,IT

LT, = 125/(0.5) = 250

and, hence,
(20 +1) = 501
1. Given that ACK and NAK frames are error-free, and assuming the processing and acknow-
ledgment times are negligible, the throughput efficiency for stop-and-wait ARQ can be calculated

using Eq. (14.7)

New = (1=P)/(1+2a) = 0.999/(501) =2x10~
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The throughput efficiency of stop-and-wait ARQ schemes over such a channel is vanishingly low
as also observed in Fig. 14.9. Clearly, stop-and-wait ARQ on satellite channels is not suitable.
2. Using Eq. (14.8), the average time for correct reception of a frame is T, = T1/(1 — P), where T
can be computed using Eq. (14.3)
Tr = T,+2T, = 0.5+2x125 = 250.5 ms
It follows that
T, = 250.5/0.999 = 250.75 ms
Hence, due to the low value of P, the average time for the correct retransmission of a frame is

nearly equal to the roundtrip propagation time.
3. The average transmission time for go-back-N ARQ is given by Eq. (14.14)

T, = 0.5[(1 +500 x 107)/0.999] = 751 ms

The throughput efficiency for go-back-N ARQ can be computed using Eq. (14.12). Since the
window size is N = 127 and (2a + 1) = 501, it follows that

Mg = 127(0.999)/[(501)(0.999 +0.127)] = 0.225

This value for the throughput efficiency may also be read directly from Fig. 14.9. The improvement

in throughput efficiency of the go-back-N ARQ over the stop-and-wait scheme is then substantial.
4. The throughput efficiency for selective-repeat ARQ is given by Eq. (14.10). With a window size

N =127 and (2a + 1) =501, then

N = 127(0.999)/501 = 0.253
Again, this value can be read directly from Fig. 14.9, which shows that for these values of N and
a, the throughput efficiencies of go-back-N and selective-repeat ARQ are approximately equal.

5. Since N =2047 and (2a + 1) =501, using Eqs. (14.12) and (14.10), respectively, it follows that for
go-back-N the throughput efficiency is

Nes = (0.999)/[1 + (2 x250 %X 0.001)] = 0.667
For selective-repeat ARQ we obtain
Nse = (1=0.001) = 0.999

Therefore, the selective-repeat ARQ scheme provides nearly the maximum possible throughput
efficiency and is substantially more efficient than go-back-N.

14.7 Conclusion

Fundamentals, performances, limitations, and variants of the basic ARQ schemes have been presented.
These schemes offer reliability and robustness at buffering cost and reduced throughput. In systems
such as packet radio and satellite networks, which are characterized by relatively large frame lengths
and high noise or interference levels, the use of error correction coding may not provide the desired
reliability. A combination of error correction and error detection coding may be therefore especially
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attractive to overcome this shortcoming. Furthermore, over real channel systems characterized by great
variations in the quality of the channel, ARQ systems tend to provide the robustness of the required
error performance. New trends in digital communications systems using ARQ tend toward increasing
the throughput efficiency without increasing buffering. These tendencies are being integrated into many
applications involving point-to-multipoint communications over broadcast links used for file distri-
bution, videotex systems, and teleconferencing. Such applications are becoming more and more pop-
ular, especially with the deployment of Integrated Services Digital Networks (ISDN) linked worldwide
by satellite communication systems. Similarly, for wireless communication channels, which are cor-
rupted by noise, fading, interference and shadowing, ARQ schemes can be used in order to provide
adequate robustness and performance.

Defining Terms

Error correction: Procedure by which additional redundant symbols are added to the messages in order
to allow the correction of errors in those messages.

Error detection: Procedure by which additional redundant symbols are added to the messages in order
to allow the detection of errors in those messages.

Feedback channel: Return channel used by the receiver in order to inform the sender that erroneous
frames have been received.

Forward channel: One-way channel used by the sender to transmit data frames to the receiver.

Full-duplex (or duplex) link: Link used for exchanging data or ACK/NAK frames between two con-
nected devices in both directions simultaneously.

Half-duplex link: Link used for exchanging data or ACK/NAK frames between two connected devices
in both directions but alternatively. Thus, the two devices must be able to switch between send
and receive modes after each transmission.
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15.1 A Brief History

Spread spectrum (SS) has its origin in the military arena where the friendly communicator is (1) susceptible
to detection/interception by the enemy and (2) vulnerable to intentionally introduced unfriendly inter-
ference (jamming). Communication systems that employ spread spectrum to reduce the communicator’s
detectability and combat the enemy-introduced interference are respectively referred to as low probability
of intercept (LPI) and antijam (AJ) communication systems. With the change in the current world
political situation wherein the U.S. Department of Defense (DOD) has reduced its emphasis on the
development and acquisition of new communication systems for the original purposes, a host of new
commercial applications for SS has evolved, particularly in the area of cellular mobile communications.
This shift from military to commercial applications of SS has demonstrated that the basic concepts that
make SS techniques so useful in the military can also be put to practical peacetime use. In the next section,
we give a simple description of these basic concepts using the original military application as the basis
of explanation. The extension of these concepts to the mentioned commercial applications will be treated
later on in the chapter.

15.2 Why Spread Spectrum?

Spread spectrum is a communication technique wherein the transmitted modulation is spread (increased)
in bandwidth prior to transmission over the channel and then despread (decreased) in bandwidth by
the same amount at the receiver. If it were not for the fact that the communication channel introduces
some form of narrowband (relative to the spread bandwidth) interference, the receiver performance
would be transparent to the spreading and despreading operations (assuming that they are identical
inverses of each other). That is, after despreading the received signal would be identical to the transmitted
signal prior to spreading. In the presence of narrowband interference, however, there is a significant
advantage to employing the spreading/despreading procedure described. The reason for this is as follows.
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Since the interference is introduced after the transmitted signal is spread, then, whereas the despreading
operation at the receiver shrinks the desired signal back to its original bandwidth, at the same time it
spreads the undesired signal (interference) in bandwidth by the same amount, thus reducing its power
spectral density. This, in turn, serves to diminish the effect of the interference on the receiver performance,
which depends on the amount of interference power in the despread bandwidth. It is indeed this very
simple explanation which is at the heart of all spread spectrum techniques.

15.3 Basic Concepts and Terminology

To describe this process analytically and at the same time introduce some terminology that is common
in spread spectrum parlance, we proceed as follows. Consider a communicator that desires to send a
message using a transmitted power S Watts (W) at an information rate R, bits/s (bps). By introducing
an SS modulation, the bandwidth of the transmitted signal is increased from R, Hz to Wy Hz, where
Wss => R, denotes the spread spectrum bandwidth. Assume that the channel introduces, in addition to
the usual thermal noise (assumed to have a single-sided power spectral density (PSD) equal to N, W/Hz),
an additive interference (jamming) having power J distributed over some bandwidth W,. After despreading,
the desired signal bandwidth is once again now equal to R, Hz and the interference PSD is now N; = J/W.
Note that since the thermal noise is assumed to be white, i.e., it is uniformly distributed over all
frequencies, its PSD is unchanged by the despreading operation and, thus, remains equal to N,. Regardless
of the signal and interferer waveforms, the equivalent bit energy-to-total noise spectral density ratio is,
in terms of the given parameters,

Ey Ep SIK,
N, = N,+N, = N, +JIWg (15.1)

For most practical scenarios, the jammer limits performance, and, thus, the effects of receiver noise in
the channel can be ignored. Thus, assuming N;>> N, we can rewrite Eq. (15.1) as

Eb b’b b/Kh S WSS

NEN W= TR (15.2)

where the ratio J/S is the jammer-to-signal power ratio and the ratio Wy /R, is the spreading ratio and
is defined as the processing gain of the system. Since the ultimate error probability performance of the
communication receiver depends on the ratio E,/N, we see that from the communicator’s viewpoint his
goal should be to minimize J/S (by choice of S) and maximize the processing gain (by choice of W for
a given desired information rate). The possible strategies for the jammer will be discussed in the section
on military applications dealing with A] communications.

15.4 Spread Spectrum Techniques

By far the two most popular spreading techniques are direct sequence (DS) modulation and frequency
hopping (FH) modulation. In the following subsections, we present a brief description of each.

Direct Sequence Modulation

A direct sequence modulation ¢(¢) is formed by linearly modulating the output sequence {c,} of a
pseudorandom number generator onto a train of pulses, each having a duration T, called the chip time.
In mathematical form,

() = Lep(t—nT) (15.3)

n=—e
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FIGURE 15.1 A DS-BPSK system (complex form).

where p(t) is the basic pulse shape and is assumed to be of rectangular form. This type of modulation
is usually used with binary phase-shift-keyed (BPSK) information signals, which have the complex form
d(t)exp{j(27f. t + 6.)}, where d(¢) is a binary-valued data waveform of rate 1/ T, bits/s and f, and 6, are
the frequency and phase of the data-modulated carrier, respectively. As such, a DS/BPSK signal is formed
by multiplying the BPSK signal by c(¢) (see Fig. 15.1), resulting in the real transmitted signal

x(t) = Re{c(t)d(t)exp[j(2rf.t+6,)]} (15.4)

Since T, is chosen so that T, >> T, then relative to the bandwidth of the BPSK information signal, the
bandwidth of the DS/BPSK signal' is effectively increased by the ratio T,/T. = Wy /2R, which is one-half
the spreading factor or processing gain of the system. At the receiver, the sum of the transmitted DS/BPSK
signal and the channel interference I(¢) (as discussed before, we ignore the presence of the additive thermal
noise) are ideally multiplied by the identical DS modulation (this operation is known as despreading),
which returns the DS/BPSK signal to its original BPSK form whereas the real interference signal is now
the real wideband signal Re{I(#)c(#)}. In the previous sentence, we used the word ideally, which implies
that the PN waveform used for despreading at the receiver is identical to that used for spreading at the
transmitter. This simple implication covers up a multitude of tasks that a practical DS receiver must
perform. In particular, the receiver must first acquire the PN waveform. That is, the local PN random
generator that generates the PN waveform at the receiver used for despreading must be aligned (syn-
chronized) to within one chip of the PN waveform of the received DS/BPSK signal. This is accomplished
by employing some sort of search algorithm which typically steps the local PN waveform sequentially
in time by a fraction of a chip (e.g., half a chip) and at each position searches for a high degree of
correlation between the received and local PN reference waveforms. The search terminates when the
correlation exceeds a given threshold, which is an indication that the alignment has been achieved. After
bringing the two PN waveforms into coarse alignment, a tracking algorithm is employed to maintain
fine alignment. The most popular forms of tracking loops are the continuous time delay-locked loop
and its time-multiplexed version the tau—dither loop. It is the difficulty in synchronizing the receiver
PN generator to subnanosecond accuracy that limits PN chip rates to values on the order of hundreds
of Mchips/s, which implies the same limitation on the DS spread spectrum bandwidth Wy

Frequency Hopping Modulation

A frequency hopping (FH) modulation () is formed by nonlinearly modulating a train of pulses with
asequence of pseudorandomly generated frequency shifts {f,}. In mathematical terms, c(¢) has the complex
form

() = 2 expli(2nf, + @)}p(t—nT,) (15.5)

n=—e

"For the usual case of a rectangular spreading pulse p(t), the PSD of the DS/BPSK modulation will have (sin x/x)*
form with first zero crossing at 1/T,, which is nominally taken as one-half the spread spectrum bandwidth Wi.
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FIGURE 15.2 An FH-MFSK system.

where p(t) is again the basic pulse shape having a duration T), called the hop time, and {¢,} is a sequence
of random phases associated with the generation of the hops. FH modulation is traditionally used with
multiple-frequency-shift-keyed (MFSK) information signals, which have the complex form exp{j[271(f. +
d(t))t]}, where d(t) is an M-level digital waveform (M denotes the symbol alphabet size) representing
the information frequency modulation at a rate 1/T, symbols/s (sps). As such, an FH/MFSK signal is
formed by complex multiplying the MFSK signal by c¢(#) resulting in the real transmitted signal

x(1) = Re{e(t)exp{il2a(f. + d(1)) 11} (15.6)

In reality, c(¢) is never generated in the transmitter. Rather, x(#) is obtained by applying the sequence of
pseudorandom frequency shifts {f,} directly to the frequency synthesizer that generates the carrier fre-
quency f. (see Fig. 15.2). In terms of the actual implementation, successive (not necessarily disjoint) k-
chip segments of a PN sequence drive a frequency synthesizer, which hops the carrier over 2" frequencies.
In view of the large bandwidths over which the frequency synthesizer must operate, it is difficult to
maintain phase coherence from hop to hop, which explains the inclusion of the sequence {¢,} in the Eq.
(15.5) model for ¢(t). On a short term basis, e.g., within a given hop, the signal bandwidth is identical
to that of the MFSK information modulation, which is typically much smaller than Wg. On the other
hand, when averaged over many hops, the signal bandwidth is equal to W, which can be on the order
of several GHz, i.e., an order of magnitude larger than that of implementable DS bandwidths. The exact
relation between Wy, T}, T, and the number of frequency shifts in the set {f,} will be discussed shortly.

At the receiver, the sum of the transmitted FH/MFSK signal and the channel interference I(¢) is ideally
complex multiplied by the identical FH modulation (this operation is known as dehopping), which returns
the FH/MFSK signal to its original MFSK form, whereas the real interference signal is now the wideband
(in the average sense) signal Re{I(#)c(t)}. Analogous to the DS case, the receiver must acquire and track
the FH signal so that the dehopping waveform is as close to the hopping waveform c(t) as possible.

FH systems are traditionally classified in accordance with the relationship between T) and T, Fast
frequency-hopped (FFH) systems are ones in which there exist one or more hops per data symbol, that
is, T, = NT,, (N an integer), whereas slow frequency-hopped (SFH) systems are ones in which there exist
more than one symbol per hop, that is, T, = NT.. It is customary in SS parlance to refer to the FH/MFSK
tone of shortest duration as a “chip,” despite the same usage for the PN chips associated with the code
generator that drives the frequency synthesizer. Keeping this distinction in mind, in an FFH system where,
as already stated, there are multiple hops per data symbol, a chip is equal to a hop. For SFH, where there
are multiple data symbols per hop, a chip is equal to an MFSK symbol. Combining these two statements,
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the chip rate R, in an FH system is given by the larger of R, = 1/T), and R, = 1/T; and, as such, is the highest
system clock rate.

The frequency spacing between the FH/MFSK tones is governed by the chip rate R, and is, thus,
dependent on whether the FH modulation is FFH or SFH. In particular, for SFH where R, = R,, the
spacing between FH/MFSK tones is equal to the spacing between the MFSK tones themselves. For
noncoherent detection (the most commonly encountered in FH/MFSK systems), the separation of the
MEFSK symbols necessary to provide orthogonality” is an integer multiple of R.. Assuming the minimum
spacing, i.e., R, the entire spread spectrum band is then partitioned into a total of N, = Wy /R, = W IR,
equally spaced FH tones. One arrangement, which is by far the most common, is to group these N,
tones into N, = N,/M contiguous, nonoverlapping bands, each with bandwidth MR, = MR;; see Fig. 15.3a.
Assuming symmetric MFSK modulation around the carrier frequency, then the center frequencies of
the N, = 2" bands represent the set of hop carriers, each of which is assigned to a given k-tuple of the
PN code generator. In this fixed arrangement, each of the N, FH/MFSK tones corresponds to the combi-
nation of a unique hop carrier (PN code k-tuple) and a unique MFSK symbol. Another arrangement,
which provides more protection against the sophisticated interferer (jammer), is to overlap adjacent
Me-ary bands by an amount equal to R see Fig. 15.3b. Assuming again that the center frequency of
each band corresponds to a possible hop carrier, then since all but M - 1 of the N, tones are available
as center frequencies, the number of hop carriers has been increased from N,/M to N, -(M - 1), which
for N, >> M is approximately an increase in randomness by a factor of M.

For FFH, where R, = R, the spacing between FH/MFSK tones is equal to the hop rate. Thus, the entire
spread spectrum band is partitioned into a total of N, = Ws/R;, = Wy /R, equally spaced FH tones, each
of which is assigned to a unique k-tuple of the PN code generator that drives the frequency synthesizer.
Since for FFH there are R,/R,hops per symbol, then the metric used to make a noncoherent decision on
a particular symbol is obtained by summing up R,/R, detected chip (hop) energies, resulting in a so-called
noncoherent combining loss.

Time Hopping Modulation

Time hopping (TH) is to spread spectrum modulation what pulse position modulation (PPM) is to
information modulation. In particular, consider segmenting time into intervals of T;seconds and further
segment each T} interval into My increments of width T;/M;. Assuming a pulse of maximum duration
equal to T;/My, then a time hopping spread spectrum modulation would take the form

c(t)=2p[t—(n+;l—") Tf: (15.7)

n=-e

where a, denotes the pseudorandom position (one of M, uniformly spaced locations) of the pulse within
the T;-second interval.

For DS and FH, we saw that multiplicative modulation, that is, the transmitted signal is the product
of the SS and information signals, was the natural choice. For TH, delay modulation is the natural choice.
In particular, a TH-SS modulation takes the form

x(1) = Re{c(t—d(1))exp[j(27f. + ¢)]} (15.8)

’An optimum noncoherent MFSK detector consists of a bank of energy detectors each matched to one of the M
frequencies in the MFSK set. In terms of this structure, the notion of orthogonality implies that for a given transmitted
frequency there will be no crosstalk (energy spillover) in any of the other M - 1 energy detectors.
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FIGURE 15.3(a) Frequency distribution for FH-4FSK—nonoverlapping bands. Dashed lines indicate location of
hop frequencies.

where d(#) is a digital information modulation at a rate 1/7, sps. Finally, the dehopping procedure at the
receiver consists of removing the sequence of delays introduced by ¢(t), which restores the information
signal back to its original form and spreads the interferer.

Hybrid Modulations

By blending together several of the previous types of SS modulation, one can form hybrid modulations
that, depending on the system design objectives, can achieve a better performance against the interferer
than can any of the SS modulations acting alone. One possibility is to multiply several of the c(¢) wideband
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FIGURE 15.3(b) Frequency distribution for FH-4FSK—overlapping bands.

waveforms [now denoted by c(i)(t) to distinguish them from one another] resulting in a SS modulation
of the form

) A 1 (15.9)

Such a modulation may embrace the advantages of the various ¢ (), while at the same time mitigating
their individual disadvantages.
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15.5 Applications of Spread Spectrum

Military
Antijam (AJ) Communications

As already noted, one of the key applications of spread spectrum is for antijam communications in a hostile

environment. The basic mechanism by which a direct sequence spread spectrum receiver attenuates a noise

jammer was illustrated in Section 15.3. Therefore, in this section, we will concentrate on tone jamming.
Assume the received signal, denoted r(¢), is given by

r(t) = Ax(t) +I(t) +n,(1t) (15.10)
where x(t) is given in Eq. (15.4), A is a constant amplitude,
I(t) = acos(2nf.t+ 0) (15.11)

and n,,(¢) is additive white Gaussian noise (AWGN) having two-sided spectral density Ny/2. In Eq. (15.11),
o is the amplitude of the tone jammer and 6 is a random phase uniformly distributed in [0, 27].

If we employ the standard correlation receiver of Fig. 15.4, it is straightforward to show that the final
test statistic out of the receiver is given by

T,
§(Ty) = AT, + acos 8 ‘c(t)dt + N(T,) (15.12)
0

where N(T,) is the contribution to the test statistic due to the AWGN. Noting that, for rectangular chips,
we can express

T, M
ct)ydt = Ty ¢ 15.13
[ ew 2 (15.13)
where
AT,
M= 15.14
= (15.14)

o

is one-half of the processing gain, it is straightforward to show that, for a given value of 6, the signal-
to-noise-plus-interference ratio, denoted by S/N,;, is given by

s 1

= (15.15)
Nto al i\]_o_ J 2
t 3E, + (M_S)COS 0
In Eq.(15.15), the jammer power is
2
A
J= % (15.16)

FIGURE 15.4 Standard correlation receiver.
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and the signal power is

e

A2
S —
2

(15.17)

If we look at the second term in the denominator of Eq. (15.15), we see that the ratio J/S is divided
by M. Realizing that J/S is the ratio of the jammer power to the signal power before despreading, and
JIMS is the ratio of the same quantity after despreading, we see that, as was the case for noise jamming,
the benefit of employing direct sequence spread spectrum signalling in the presence of tone jamming is
to reduce the effect of the jammer by an amount on the order of the processing gain.

Finally, one can show that an estimate of the average probability of error of a system of this type is

given by
1 S
p, = 27:-[0 q)(— /le)de (15.18)

where

o(x) & 724y (15.19)

1 X
— [ e
J2md
If Eq. (15.18) is evaluated numerically and plotted, the results are as shown in Fig. 15.5. It is clear from

this figure that a large initial power advantage of the jammer can be overcome by a sufficiently large
value of the processing gain.

Low-Probability of Intercept (LPI)

The opposite side of the AJ problem is that of LPI, that is, the desire to hide your signal from detection
by an intelligent adversary so that your transmissions will remain unnoticed and, thus, neither jammed
nor exploited in any manner. This idea of designing an LPI system is achieved in a variety of ways,
including transmitting at the smallest possible power level, and limiting the transmission time to as short
an interval in time as is possible. The choice of signal design is also important, however, and it is here
that spread spectrum techniques become relevant.

The basic mechanism is reasonably straightforward; if we start with a conventional narrowband signal,
say a BPSK waveform having a spectrum as shown in Fig. 15.6a, and then spread it so that its new
spectrum is as shown in Fig. 15.6b, the peak amplitude of the spectrum after spreading has been reduced
by an amount on the order of the processing gain relative to what it was before spreading. Indeed, a
sufficiently large processing gain will result in the spectrum of the signal after spreading falling below
the ambient thermal noise level. Thus, there is no easy way for an unintended listener to determine that
a transmission is taking place.

That is not to say the spread signal cannot be detected, however, merely that it is more difficult for an
adversary to learn of the transmission. Indeed, there are many forms of so-called intercept receivers that are
specifically designed to accomplish this very task. By way of example, probably the best known and simplest
to implement is a radiometer, which is just a device that measures the total power present in the received
signal. In the case of our intercept problem, even though we have lowered the power spectral density of the
transmitted signal so that it falls below the noise floor, we have not lowered its power (i.e., we have merely
spread its power over a wider frequency range). Thus, if the radiometer integrates over a sufficiently long
period of time, it will eventually determine the presence of the transmitted signal buried in the noise. The
key point, of course, is that the use of the spreading makes the interceptor’s task much more difficult, since
he has no knowledge of the spreading code and, thus, cannot despread the signal.
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FIGURE 15.5 Plotted results of Eq. (11.18).

FIGURE 15.6a

FIGURE 15.6b
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Commercial

Multiple Access Communications

From the perspective of commercial applications, probably the most important use of spread spectrum
communications is as a multiple accessing technique. When used in this manner, it becomes an alternative
to either frequency division multiple access (FDMA) or time division multiple access (TDMA) and is typically
referred to as either code division multiple access (CDMA) or spread spectrum multiple access (SSMA).
When using CDMA, each signal in the set is given its own spreading sequence. As opposed to either
FDMA, wherein all users occupy disjoint frequency bands but are transmitted simultaneously in time, or
TDMA, whereby all users occupy the same bandwidth but transmit in disjoint intervals of time, in CDMA,
all signals occupy the same bandwidth and are transmitted simultaneously in time; the different waveforms
in CDMA are distinguished from one another at the receiver by the specific spreading codes they employ.

Since most CDMA detectors are correlation receivers, it is important when deploying such a system
to have a set of spreading sequences that have relatively low-pairwise cross-correlation between any two
sequences in the set. Further, there are two fundamental types of operation in CDMA, synchronous and
asynchronous. In the former case, the symbol transition times of all of the users are aligned; this allows
for orthogonal sequences to be used as the spreading sequences and, thus, eliminates interference from
one user to another. Alternately, if no effort is made to align the sequences, the system operates asychro-
nously; in this latter mode, multiple access interference limits the ultimate channel capacity, but the
system design exhibits much more flexibility.

CDMA has been of particular interest recently for applications in wireless communications. These
applications include cellular communications, personal communications services (PCS), and wireless
local area networks. The reason for this popularity is primarily due to the performance that spread
spectrum waveforms display when transmitted over a multipath fading channel.

To illustrate this idea, consider DS signalling. As long as the duration of a single chip of the spreading
sequence is less than the multipath delay spread, the use of DS waveforms provides the system designer
with one of two options. First, the multipath can be treated as a form of interference, which means the receiver
should attempt to attenuate it as much as possible. Indeed, under this condition, all of the multipath returns
that arrive at the receiver with a time delay greater than a chip duration from the multipath return to
which the receiver is synchronized (usually the first return) will be attenuated because of the processing
gain of the system.

Alternately, the multipath returns that are separated by more than a chip duration from the main path
represent independent “looks” at the received signal and can be used constructively to enhance the overall
performance of the receiver. That is, because all of the multipath returns contain information regarding
the data that is being sent, that information can be extracted by an appropriately designed receiver. Such
a receiver, typically referred to as a RAKE receiver, attempts to resolve as many individual multipath
returns as possible and then to sum them coherently. This results in an implicit diversity gain, comparable
to the use of explicit diversity, such as receiving the signal with multiple antennas.

The condition under which the two options are available can be stated in an alternate manner. If one
envisions what is taking place in the frequency domain, it is straightforward to show that the condition
of the chip duration being smaller than the multipath delay spread is equivalent to requiring that the spread
bandwidth of the transmitted waveform exceed what is called the coherence bandwidth of the channel.
This latter quantity is simply the inverse of the multipath delay spread and is a measure of the range of
frequencies that fade in a highly correlated manner. Indeed, anytime the coherence bandwidth of the
channel is less than the spread bandwidth of the signal, the channel is said to be frequency selective with
respect to the signal. Thus, we see that to take advantage of DS signalling when used over a multipath
fading channel, that signal should be designed such that it makes the channel appear frequency selective.

In addition to the desirable properties that spread spectrum signals display over multipath channels,
there are two other reasons why such signals are of interest in cellular-type applications. The first has to
do with a concept known as the reuse factor. In conventional cellular systems, either analog or digital,
in order to avoid excessive interference from one cell to its neighbor cells, the frequencies used by a given
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cell are not used by its immediate neighbors (i.e., the system is designed so that there is a certain spatial
separation between cells that use the same carrier frequencies). For CDMA, however, such spatial isolation
is typically not needed, so that so-called universal reuse is possible.

Further, because CDMA systems tend to be interference limited, for those applications involving voice
transmission, an additional gain in the capacity of the system can be achieved by the use of voice activity
detection. That is, in any given two-way telephone conversation, each user is typically talking only about
50% of the time. During the time when a user is quiet, he is not contributing to the instantaneous
interference. Thus, if a sufficiently large number of users can be supported by the system, statistically
only about one-half of them will be active simultaneously, and the effective capacity can be doubled.

Interference Rejection

In addition to providing multiple accessing capability, spread spectrum techniques are of interest in the
commercial sector for basically the same reasons they are used in the military community, namely their
AJ and LPI characteristics. However, the motivations for such interest differ. For example, whereas the
military is interested in ensuring that the systems they deploy are robust to interference generated by an
intelligent adversary (i.e., exhibit jamming resistance), the interference of concern in commercial appli-
cations is unintentional. It is sometimes referred to as cochannel interference (CCI) and arises naturally
as the result of many services using the same frequency band at the same time. And while such scenarios
almost always allow for some type of spatial isolation between the interfering waveforms, such as the use
of narrow-beam antenna patterns, at times the use of the inherent interference suppression property of
a spread spectrum signal is also desired. Similarly, whereas the military is very much interested in the
LPI property of a spread spectrum waveform, as indicated in Section 15.3, there are applications in the
commercial segment where the same characteristic can be used to advantage.

To illustrate these two ideas, consider a scenario whereby a given band of frequencies is somewhat
sparsely occupied by a set of conventional (i.e., nonspread) signals. To increase the overall spectral
efficiency of the band, a set of spread spectrum waveforms can be overlaid on the same frequency band,
thus forcing the two sets of users to share a common spectrum. Clearly, this scheme is feasible only if the
mutual interference that one set of users imposes on the other is within tolerable limits. Because of the
interference suppression properties of spread spectrum waveforms, the despreading process at each spread
spectrum receiver will attenuate the components of the final test statistic due to the overlaid narrowband
signals. Similarly, because of the LPI characteristics of spread spectrum waveforms, the increase in the
overall noise level as seen by any of the conventional signals, due to the overlay, can be kept relatively small.

Defining Terms

Antijam communication system: A communication system designed to resist intentional jamming by
the enemy.

Chip time (interval): The duration of a single pulse in a direct sequence modulation; typically much
smaller than the information symbol interval.

Coarse alignment: The process whereby the received signal and the despreading signal are aligned to
within a single chip interval.

Dehopping: Despreading using a frequency-hopping modulation.

Delay-locked loop: A particular implementation of a closed-loop technique for maintaining fine align-
ment.

Despreading: The notion of decreasing the bandwidth of the received (spread) signal back to its
information bandwidth.

Direct sequence modulation: A signal formed by linearly modulating the output sequence of a pseu-
dorandom number generator onto a train of pulses.

Direct sequence spread spectrum: A spreading technique achieved by multiplying the information
signal by a direct sequence modulation.
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Fast frequency-hopping: A spread spectrum technique wherein the hop time is less than or equal to
the information symbol interval, i.e., there exist one or more hops per data symbol.

Fine alignment: The state of the system wherein the received signal and the despreading signal are
aligned to within a small fraction of a single chip interval.

Frequency-hopping modulation: A signal formed by nonlinearly modulating a train of pulses with a
sequence of pseudorandomly generated frequency shifts.

Hop time (interval): The duration of a single pulse in a frequency-hopping modulation.

Hybrid spread spectrum: A spreading technique formed by blending together several spread spectrum
techniques, e.g., direct sequence, frequency-hopping, etc.

Low-probability-of-intercept communication system: A communication system designed to operate
in a hostile environment wherein the enemy tries to detect the presence and perhaps characteristics
of the friendly communicator’s transmission.

Processing gain (spreading ratio): The ratio of the spread spectrum bandwidth to the information
data rate.

Radiometer: A device used to measure the total energy in the received signal.

Search algorithm: A means for coarse aligning (synchronizing) the despreading signal with the received
spread spectrum signal.

Slow frequency-hopping: A spread spectrum technique wherein the hop time is greater than the
information symbol interval, i.e., there exists more than one data symbol per hop.

Spread spectrum bandwidth: The bandwidth of the transmitted signal after spreading.

Spreading: The notion of increasing the bandwidth of the transmitted signal by a factor far in excess
of its information bandwidth.

Tau—ditherloop: A particular implementation of a closed-loop technique for maintaining fine alignment.

Time-hopping spread spectrum: A spreading technique that is analogous to pulse position modulation.

Tracking algorithm: An algorithm (typically closed loop) for maintaining fine alignment.

References

1. Cook, C.E, Ellersick, EW., Milstein, L.B., and Schilling, D.L., Spread Spectrum Communications, IEEE
Press, 1983.

2. Dixon, R.C., Spread Spectrum Systems, 3rd ed., John Wiley & Sons, New York, 1994.

Holmes, ].K., Coherent Spread Spectrum Systems, John Wiley & Sons, New York, 1982.

4. Simon, M.K., Omura, J.K., Scholtz, R.A., and Levitt, B.K., Spread Spectrum Communications Hand-
book, McGraw-Hill, 1994 (previously published as Spread Spectrum Communications, Computer Science
Press, 1985).

5. Ziemer, R.E. and Peterson, R.L., Digital Communications and Spread Spectrum Techniques, Macmillan,
New York, 1985.

»

©2002 CRC Press LLC



16

Diversity

16.1 Introduction
16.2  Diversity Schemes
Space Diversity * Polarization Diversity * Angle
Diversity « Frequency Diversity * Path Diversity
+ Time Diversity + Transformed Diversity
16.3  Diversity Combining Techniques
Selection Combining *+ Maximal Ratio Combining
+ Equal Gain Combining + Loss of Diversity Gain Due
to Branch Correlation and Unequal Branch Powers
Arogyaswami J. Paulraj 16.4  Effect of Diversity Combining on Bit Error Rate
Stanford University 16.5 Concluding Remarks

16.1 Introduction

Diversity is a commonly used technique in mobile radio systems to combat signal fading. The basic
principle of diversity is as follows. If several replicas of the same information-carrying signal are received
over multiple channels with comparable strengths, which exhibit independent fading, then there is a
good likelihood that at least one or more of these received signals will not be in a fade at any given instant
in time, thus making it possible to deliver an adequate signal level to the receiver. Without diversity
techniques, in noise limited conditions, the transmitter would have to deliver a much higher power level
to protect the link during the short intervals when the channel is severely faded. In mobile radio, the
power available on the reverse link is severely limited by the battery capacity of hand-held subscriber
units. Diversity methods play a crucial role in reducing transmit power needs. Also, cellular communi-
cation networks are mostly interference limited and, once again, mitigation of channel fading through
use of diversity can translate into reduced variability of carrier-to-interference ratio (C/I), which in turn
means lower C/I margin and hence better reuse factors and higher system capacity.

The basic principles of diversity have been known since 1927, when the first experiments in space
diversity were reported. There are many techniques for obtaining independently fading branches, and
these can be subdivided into two main classes. The first are explicit techniques where explicit redundant
signal transmission is used to exploit diversity channels. Use of dual polarized signal transmission and
reception in many point-to-point radios is an example of explicit diversity. Clearly, such redundant signal
transmission involves a penalty in frequency spectrum or additional power. In the second class are implicit
diversity techniques: the signal is transmitted only once, but the decorrelating effects in the propagation
medium such as multipaths are exploited to receive signals over multiple diversity channels. A good
example of implicit diversity is the RAKE receiver in code division multiple access (CDMA) systems,
which uses independent fading of resolvable multipaths to achieve diversity gain. Figure 16.1 illustrates
the principle of diversity where two independently fading signals are shown along with the selection
diversity output signal which selects the stronger signal. The fades in the resulting signal have been
substantially smoothed out while also yielding higher average power.
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FIGURE 16.1 Example of diversity combining. Two independently fading signals 1 and 2. The signal 3 is the result
of selecting the strongest signal.

If antennas are used in transmit, they can be exploited for diversity. If the transmit channel is known,
the antennas can be driven with complex conjugate channel weighting to co-phase the signals at the
receive antenna. If the forward channel is not known, we have several methods to convert space selective
fading at the transmit antennas to other forms of diversity exploitable in the receiver.

Exploiting diversity needs careful design of the communication link. In explicit diversity, multiple
copies of the same signal are transmitted in channels using either a frequency, time, or polarization
dimension. At the receiver end we need arrangements to receive the different diversity branches (this is
true for both explicit and implicit diversity). The different diversity branches are then combined to reduce
signal outage probability or bit error rate.

In practice, the signals in the diversity branches may not show completely independent fading. The
envelope cross correlation p between these signals is a measure of their independence.

E[[r,—7][r,—7,]]
r= e 12
/\/E‘rl_rl‘ E"'z_rz‘

where r, and r, represent the instantaneous envelope levels of the normalized signals at the two receivers
and 7, and 7, are their respective means. It has been shown that a cross correlation of 0.7 [3] between
signal envelopes is sufficient to provide a reasonable degree of diversity gain. Depending on the type of
diversity employed, these diversity channels must be sufficiently separated along the appropriate diversity
dimension. For spatial diversity, the antennas should be separated by more than the coherence distance
to ensure a cross correlation of less than 0.7. Likewise in frequency diversity, the frequency separation
must be larger than the coherence bandwidth, and in time diversity the separation between channel reuse
in time should be longer than the coherence time. These coherence factors in turn depend on the channel
characteristics. The coherence distance, coherence bandwidth, and coherence time vary inversely as the
angle spread, delay spread, and Doppler spread, respectively.
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If the receiver has a number of diversity branches, it has to combine these branches to maximize the
signal level. Several techniques have been studied for diversity combining. We will describe three main
techniques: selection combining, equal gain combining, and maximal ratio combining.

Finally, we should note that diversity is primarily used to combat fading, and if the signal does not
show significant fading in the first place, for example, when there is a direct path component, diversity
combining may not provide significant diversity gain. In the case of antenna diversity, array gain pro-
portional to the number of antennas will still be available.

16.2 Diversity Schemes

There are several techniques for obtaining diversity branches, sometimes also known as diversity dimen-
sions. The most important of these are discussed in the following sections.

Space Diversity

This has historically been the most common form of diversity in mobile radio base stations. It is easy to
implement and does not require additional frequency spectrum resources. Space diversity is exploited on
the reverse link at the base station receiver by spacing antennas apart so as to obtain sufficient decorrelation.
The key for obtaining minimum uncorrelated fading of antenna outputs is adequate spacing of the antennas.
The required spacing depends on the degree of multipath angle spread. For example, if the multipath signals
arrive from all directions in the azimuth, as is usually the case at the mobile, antenna spacing (coherence
distance) of the order of 0.5A to 0.8A is quite adequate [5]. On the other hand, if the multipath angle spread
is small, as in the case of base stations, the coherence distance is much larger. Also, empirical measurements
show a strong coupling between antenna height and spatial correlation. Larger antenna heights imply larger
coherence distances. Typically, 10A to 20A separation is adequate to achieve p = 0.7 at base stations in
suburban settings when the signals arrive from the broadside direction. The coherence distance can be 3
to 4 times larger for endfire arrivals. The endfire problem is averted in base stations with trisectored antennas
as each sector needs to handle only signals arriving +60 off the broadside. The coherence distance depends
strongly on the terrain. Large multipath angle spread means smaller coherence distance. Base stations
normally use space diversity in the horizontal plane only. Separation in the vertical plane can also be used,
and the necessary spacing depends upon vertical multipath angle spread. This can be small for distant
mobiles making vertical plane diversity less attractive in most applications.

Space diversity is also exploitable at the transmitter. If the forward channel is known, it works much
like receive space diversity. If it is not known, then space diversity can be transformed to another form
of diversity exploitable at the receiver. (See the section on Transformed Diversity).

If antennas are used at transmit and receive, the M transmit and N receive antennas both contribute
to diversity. It can be shown that if simple weighting is used without additional bandwidth or time/memory
processing, then maximum diversity gain is obtained if the transmitter and receiver use the left and right
singular vectors of the M X N channel matrix, respectively. However, to approach the maximum M X N
order diversity will require the use of additional bandwidth or time/memory-based methods.

Polarization Diversity

In mobile radio environments, signals transmitted on orthogonal polarizations exhibit low fade corre-
lation and, therefore, offer potential for diversity combining. Polarization diversity can be obtained either
by explicit or implicit techniques. Note that with polarization, only two diversity branches are available
as compared to space diversity, where several branches can be obtained using multiple antennas. In
explicit polarization diversity, the signal is transmitted and received in two orthogonal polarizations.
For a fixed total transmit power, the power in each branch will be 3 dB lower than if single polarization
is used. In the implicit polarization technique, the signal is launched in a single polarization but is received
with cross-polarized antennas. The propagation medium couples some energy into the cross-polarization
plane. The observed cross-polarization coupling factor lies between 8 to 12 dB in mobile radio[8,1].
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The cross-polarization envelope decorrelation has been found to be adequate. However, the large branch
imbalance reduces the available diversity gain.

With hand-held phones, the handset can be held at random orientations during a call. This results in
energy being launched with varying polarization angles ranging from vertical to horizontal. This further
increases the advantage of cross-polarized antennas at the base station since the two antennas can be
combined to match the received signal polarization. This makes polarization diversity even more attractive.
Recent work [4] has shown that with variable launch polarization, a cross-polarized antenna can give
comparable overall (matching plus diversity) performance to a vertically polarized space diversity antenna.

Finally, we should note that cross-polarized antennas can be deployed in a compact antenna assembly
and do not need large physical separation as needed in space diversity antennas. This is an important
advantage in the PCS base stations where low profile antennas are needed.

Angle Diversity

In situations where the angle spread is very high, such as indoors or at the mobile unit in urban locations,
signals collected from multiple nonoverlapping beams offer low fade correlation with balanced power in
the diversity branches. Clearly, since directional beams imply use of antenna aperture, angle diversity is
closely related to space diversity. Angle diversity has been utilized in indoor wireless LANs, where its use
allows substantial increase in LAN throughputs [2].

Frequency Diversity

Another technique to obtain decorrelated diversity branches is to transmit the same signal over different
frequencies. The frequency separation between carriers should be larger than the coherence bandwidth.
The coherence bandwidth, of course, depends on the multipath delay spread of the channel. The larger
the delay spread, the smaller the coherence bandwidth and the more closely we can space the frequency
diversity channels. Clearly, frequency diversity is an explicit diversity technique and needs additional
frequency spectrum.

A common form of frequency diversity is multicarrier (also known as multitone) modulation. This
technique involves sending redundant data over a number of closely spaced carriers to benefit from
frequency diversity, which is then exploited by applying interleaving and channel coding/forward error
correction across the carriers. Another technique is to use frequency hopping wherein the interleaved
and channel coded data stream is transmitted with widely separated frequencies from burst to burst. The
wide frequency separation is chosen to guarantee independent fading from burst to burst.

Path Diversity

This implicit diversity is available if the signal bandwidth is much larger than the channel coherence
bandwidth. The basis for this method is that when the multipath arrivals can be resolved in the receiver
and since the paths fade independently, diversity gain can be obtained. In CDMA systems, the multipath
arrivals must be separated by more than one chip period and the RAKE receiver provides the diversity [9].
In TDMA systems, the multipath arrivals must be separated by more than one symbol period and the
MLSE receiver provides the diversity.

Time Diversity

In mobile communications channels, the mobile motion together with scattering in the vicinity of the
mobile causes time selective fading of the signal with Rayleigh fading statistics for the signal envelope.
Signal fade levels separated by the coherence time show low correlation and can be used as diversity
branches if the same signal can be transmitted at multiple instants separated by the coherence time. The
coherence time depends on the Doppler spread of the signal, which in turn is a function of the mobile
speed and the carrier frequency.

Time diversity is usually exploited via interleaving, forward-error correction (FEC) coding, and auto-
matic request for repeat (ARQ). These are sophisticated techniques to exploit channel coding and time
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diversity. One fundamental drawback with time diversity approaches is the delay needed to collect the
repeated or interleaved transmissions. If the coherence time is large, as, for example, when the vehicle is
slow moving, the required delay becomes too large to be acceptable for interactive voice conversation.

The statistical properties of fading signals depend on the field component used by the antenna, the
vehicular speed, and the carrier frequency. For an idealized case of a mobile surrounded by scatterers in
all directions, the autocorrelation function of the received signal x(t) (note this is not the envelope r(¢))
can be shown to be

Elx(f)x(t+t)] = J,2rTv/ A

where ], is a Bessel function of the Oth order and v is the mobile velocity.

Transformed Diversity

In transformed diversity, the space diversity branches at the transmitter are transformed into other forms
of diversity branches exploitable at the receiver. This is used when the forward channel is not known and
shifts the responsibility of diversity combining to the receiver which has the necessary channel knowledge.

Space to Frequency

+ Antenna-delay. Here the signal is transmitted from two or more antennas with delays of the order
of a chip or symbol period in CDMA or TDMA, respectively. The different transmissions simulate
resolved path arrivals that can be used as diversity branches by the RAKE or MLSE equalizer.

* Multicarrier modulation. The data stream after interleaving and coding is modulated as a multi-
carrier output using an inverse DFT. The carriers are then mapped to the different antennas. The
space selective fading at the antennas is now transformed to frequency selective fading and diversity
is obtained during decoding.

Space to Time

« Antenna hopping/phase rolling. In this method the data stream after coding and interleaving is
switched randomly from antenna to antenna. The space selective fading at the transmitter is
converted into a time selective fading at the receiver. This is a form of “active” fading.

« Space-time coding. The approach in space-time coding is to split the encoded data into multiple
data streams, each of which is modulated and simultaneously transmitted from different antennas.
The received signal is a superposition of the multiple transmitted signals. Channel decoding can
be used to recover the data sequence. Since the encoded data arrive over uncorrelated fade
branches, diversity gain can be realized.

16.3 Diversity Combining Techniques

Several diversity combining methods are known. We describe three main techniques: selection, maximal
ratio, and equal gain. They can be used with each of the diversity schemes discussed above.

Selection Combining

This is the simplest and perhaps the most frequently used form of diversity combining. In this technique,
one of the two diversity branches with the highest carrier-to-noise ratio (C/N) is connected to the output.
See Fig. 16.2(a).

The performance improvement due to selection diversity can be seen as follows. Let the signal in each
branch exhibit Rayleigh fading with mean power ¢”. The density function of the envelope is given by

p(”i) = 023 (16.1)
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FIGURE 16.2 Diversity combining methods for two diversity branches.
where r; is the signal envelope in each branch. If we define two new variables

Instantaneous signal power 1n each branch

9i = Mean noise power

Mean signal power in each branch
Mean noise power

G =
then the probability that the C/N is less than or equal to some specified value ¥ is

Probly. <71 = 1—¢ " (16.2)

The probability that y; in all branches with independent fading will be simultaneously less than or
equal to ¥, is then

/T \M

Prob[y % Yu< ¥l = (1—e ") (16.3)

This is the distribution of the best signal envelope from the two diversity branches. Figure 16.3 shows
the distribution of the combiner output C/N for M = 1,2,3, and 4 branches. The improvement in signal
quality is significant. For example, at 99% reliability level, the improvement in C/N is 10 dB for two
branches and 16 dB for four branches.

Selection combining also increases the mean C/N of the combiner output and can be shown to be [3]

"7

Mean(y,) = Fz

k=1

L

% (16.4)

©2002 CRC PressLLC



FIGURE 16.3 Probability distribution of signal envelope for selection combining.

This indicates that with 4 branches, for example, the mean C/N of the selected branch is 2.08 better
than the mean C/N in any one branch.

Maximal Ratio Combining

In this technique the M diversity branches are first co-phased and then weighted proportionally to their
signal level before summing. See Fig. 16.2(b). The distribution of the maximal ratio combiner has been
shown to be [5]

i k—l
e(_ym/r)z( ¥YulT)

Prob[y<y,.] = 1-
oy (k=1)!

(16.5)

The distribution of output of a maximal ratio combiner is shown in Fig. 16.4. Maximal ratio combining
is known to be optimal in the sense that it yields the best statistical reduction of fading of any linear
diversity combiner. In comparison to the selection combiner, at 99% reliability level, the maximal ratio
combiner provides a 11.5 dB gain for two branches and a 19 dB gain for four branches, an improvement
of 1.5 and 3 dB, respectively, over the selection diversity combiner.

The mean C/N of the combined signal may be easily shown to be

Mean(y,,) = MI' (16.6)

Therefore, combiner output mean varies linearly with M. This confirms the intuitive result that the
output C/N averaged over fades should provide gain proportional to the number of diversity branches.
This is a situation similar to conventional beamforming.

Equal Gain Combining

In some applications, it may be difficult to estimate the amplitude accurately, the combining gains may
all be set to unity, and the diversity branches merely summed after co-phasing. [See Fig. 16.2(c)].
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FIGURE 16.4 Probability distribution for signal envelope for maximal ratio combining.

The distribution of equal gain combiner does not have a neat expression and has been computed by
numerical evaluation. Its performance has been shown to be very close to within a decibel to maximal
ratio combining. The mean C/N can be shown to be [3]

. 3
Mean(y,) = 1"[1 +z(M-1) ) (16.7)

Like maximal ratio combining, the mean C/N for equal gain combining grows almost linearly with
M and is approximately only one decibel poorer than maximal ratio combining even with an infinite
number of branches.

Loss of Diversity Gain Due to Branch Correlation
and Unequal Branch Powers

The above analysis assumed that the fading signals in the diversity branches were all uncorrelated and
of equal power. In practice, this may be difficult to achieve and, as we saw earlier, the branch cross-
correlation coefficient p= 0.7 is considered to be acceptable. Also, equal mean powers in diversity branches
are rarely available. In such cases we can expect a certain loss of diversity gain. However, since most of
the damage in fading is due to deep fades, and also since the chance of coincidental deep fades is small
even for moderate branch correlation, one can expect a reasonable tolerance to branch correlation.
The distribution of the output signal envelope of maximal ratio combiner has been shown to be [6]:

wm A
Prob[y,] = Zﬁe Tl

n=1

(16.8)
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where A, are the eigenvalues of the M ¥ M branch envelope covariance matrix whose elements are defined by

R, = Elrr] (16.9)
and A, is defined by
M
A =111
"L T= A, (16.10)
kTn

16.4 Effect of Diversity Combining on Bit Error Rate

So far we have studied the distribution of the instantaneous envelope or C/N after diversity combining.
We will now briefly survey how diversity combining affects BER performance in digital radio links; we
assume maximal ratio combining.

To begin let us first examine the effect of Rayleigh fading on the BER performance of digital trans-
mission links. This has been studied by several authors and is summarized in [7]. Table 16.1 gives the
BER expressions in the large E,/N, case for coherent binary PSK and coherent binary orthogonal FSK
for unfaded and Rayleigh faded AWGN (additive white Gaussian noise channels) channels. E,/N, repre-
sents the average E,/N, for the fading channel.

Observe that error rates decrease only inversely with SNR as compared to exponential decreases for
the unfaded channel. Also note that for fading channels, coherent binary PSK is 3 dB better than
coherent binary FSK, exactly the same advantage as in the unfaded case. Even for the modest target
BER of 10 that is usually needed in mobile communications, the loss due to fading can be very high—
17.2 dB.

To obtain the BER with maximal ratio diversity combining, we have to average the BER expression
for the unfaded BER with the distribution obtained for the maximal ratio combiner given in Eq. (16.5).
Analytical expressions have been derived for these in [7]. For a branch SNR greater than 10 dB, the BER
after maximal ratio diversity combining is given in Table 16.2.

We observe that the probability of error varies as 1/Ey/N,, raised to the Lth power. Thus, diversity
reduces the error rate exponentially as the number of independent branches increases.

TABLE16.1 Comparison of BER Performance for Unfaded
and Rayleigh Faded Signals

Modulaton Unfaded BER Faded BER
S erfe(JETN, -
Coh BPSK 2erc( E,/N,) 4(Eb/N0)

1 f 1
Coh FSK ierfc( EEI;/NO) 2(E,/N,)

TABLE 16.2 BER Performance for Coherent
BPSK and FSK with Diversity

Modulaton Post Diversity BER
1\ 201
Coherent BPSK (4Eb/N ( L )
1 L, 2L—1
Coherent FSK ( 2E,/N, ( L )
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16.5 Concluding Remarks

Diversity provides a powerful technique for combating fading in mobile communication systems. Diver-
sity techniques seek to generate and exploit multiple branches over which the signal shows low fade
correlation. To obtain the best diversity performance, the multiple access, modulation, coding, and
antenna design of the wireless link must all be carefully chosen so as to provide a rich and reliable level
of well-balanced, low-correlation diversity branches in the target propagation environment. Successful
diversity exploitation can impact a mobile network in several ways. Reduced power requirements can
result in increased coverage or improved battery life. Low signal outage improves voice quality and
handoff performance. Finally, reduced fade margins directly translate to better reuse factors and, hence,
increased system capacity.

Defining Terms

Automatic request for repeat: An error control mechanism in which received packets that cannot be
corrected are retransmitted.

Channel coding/forward error correction: A technique that inserts redundant bits during transmission
to help detect and correct bit errors during reception.

Fading: Fluctuation in the signal level due to shadowing and multipath effects.

Frequency hopping: A technique where the signal bursts are transmitted at different frequencies sep-
arated by random spacing that are multiples of signal bandwidth.

Interleaving: A form of data scrambling that spreads burst of bit errors evenly over the received data
allowing efficient forward error correction.

Outage probability: The probability that the signal level falls below a specified minimum level.

PCS: Personal communications services.

RAKE receiver: A receiver used in direct sequence spread spectrum signals. The receiver extracts energy
in each path and then adds them together with appropriate weighting and delay.
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17.1 Introduction

The field of information theory has its origin in Claude Shannon’s 1948 paper, “A mathematical theory
of communication.” Shannon’s motivation was to study “[The problem] of reproducing at one point
either exactly or approximately a message selected at another point.” Whereas in this section we will be
concerned only with Shannon’s original problem, one should keep in mind that information theory is a
growing field of research whose profound impact has reached various areas such as statistical physics,
computer science, statistical inference, and probability theory. For an excellent treatment of information
theory that extends beyond the area of communication we recommend Cover and Thomas [1991]. For
the reader who is strictly interested in communication problems we also recommend Gallager [1968],

Blahut [1987], and McEliece [1977].

17.2 The Communication Problem

A rather general diagram for a (point-to-point) communication system is shown in Fig. 17.1.

The source might be digital (e.g., a data file) or analog (e.g., a video signal). Since an analog source
can be sampled without loss of information (see chapter on sampling, this volume), without loss of
generality we consider only discrete-time sources and model them as discrete-time stochastic processes.

The channel could be a pair of wires, an optical fiber, a radio link, etc. The channel model specifies
the set of possible channel inputs and, for each input, specifies the output process. Most real-world
channels are waveform channels, meaning that the input and output sets are sets of waveforms. It is often
the case that the communication engineer is given a waveform channel with a modulator and a demod-
ulator. In a satellite communication system, the modulator might be a phase-shift keying modulator
whose input alphabet V is the set {0, 1}; the channel might be modeled by the additive white Gaussian
noise channel, and the demodulator attempts to output a guess (perhaps incorrect) of the modulator
input. In this case, the modulator output alphabet W equals V. In more sophisticated cases, where IW | >
VI and I'| denotes the number of elements in the enclosed set, the digital data demodulator can also
furnish information about the reliability of the decision. Either way, one would consider the modulator
and the demodulator as part of the channel. If the statistics of the channel output at a given time depend
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FIGURE 17.1 Block diagram of a communications system.

FIGURE 17.2 Block diagram of an encoder and a decoder, each split into two parts.

only on the value of the corresponding position of the input sequence, then the channel is a discrete
memoryless channel. This is an important class of channel models that will receive particular attention
in this chapter. Even if the modulator and the demodulator are not given, assuming that the bandwidth
of the waveform channel is limited, one can always use the sampling theorem to convert a waveform
channel into a channel with discrete-time input and output.

The destination is merely a place holder to remind us that the user has some expectation concerning
the quality of the reproduced signal. If the source output symbols are elements of a finite set, then the
destination may specify a maximum value for the probability of error. Otherwise, it may specify a
maximum distortion computed according to some specified criterion (e.g., mean square error).

It is generally assumed that the source, the channel, and the destination are given and fixed. On the
other hand, the communication engineer usually is completely free to design the encoder and the decoder
to meet the desired performance specifications.

An important result of information theory is that, without loss of optimality, the encoder in Fig. 17.1
can be decomposed into two parts: a source encoder that produces a sequence of binary data and a channel
encoder, as shown in Fig. 17.2. Similarly, the decoder may be split into a channel decoder and a source
decoder.

The objective of the source encoder is to compress the source, that is, to minimize the average number
of bits necessary to represent a source symbol. The most important questions concerning the source
encoder are the following: What is the minimum number of bits required (on average) to represent a
source output symbol? How do we design a source encoder that achieves this minimum? These questions
will be considered here. It turns out that the output of an ideal source encoder is a sequence of independent
and uniformly distributed binary symbols. The purpose of the channel encoder/decoder pair is to create
a reliable bit pipe for the binary sequence produced by the source encoder. Here the most important
question is whether or not it is possible to design such an encoder/decoder pair. This question will also
be considered in some detail. The fact that we can split the encoder into two parts as described is important.
First of all, it allows us to study the source and the channel separately and to assume that they are
connected by a binary interface. Second, it tells us that for a given channel we may design the channel
encoder and the channel decoder to maximize the rate of the resulting (virtually error-free) bit pipe
without having to know the nature of the source that will use it.
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17.3 Source Coding for Discrete-Alphabet Sources

We start by considering the simplest possible source, namely, a discrete-time discrete-alphabet memo-
ryless information source modeled by a random variable X taking values on a finite alphabet X. A (binary
source) code C for X is a mapping from X into the set of finite length binary sequences called codewords.
Such a code can be represented by a binary tree, as shown in the following example.

Example 1

Let X take on values in {1, 2, 3, 4, 5, 6, 7}. A possible binary code for X is given by the (ordered) set of
binary sequences {1, 010, 011, 0000, 0001, 0010, 0011}. The corresponding tree is shown in Fig. 17.3.
Notice that the codeword corresponding to a given source output symbol is the label sequence from the
root to the node corresponding to that symbol.

In Example 1, source output symbols correspond to leaves in the tree. Such a code is called prefix free
since no codeword is the prefix of another codeword. Given a concatenation of codewords of a prefix-
free code, we can parse it in an unique way into codewords. Codes with this property are called uniquely
decodable. Although there are uniquely decodable codes which are not prefix free, we will restrict our
attention to prefix-free codes, as it can be shown that the performance of general uniquely decodable
codes is no better than that of prefix-free codes (see Cover and Thomas [1991]).

For each i in X, let C(i) be the codeword associated to the symbol i, let [; be its length, L [ max; J;, and
let p; be the probability that X = i. A complete binary tree of depth L has 2" leaves. To each leaf at depth
I, 1 £ L, of the binary code tree (which is not necessarily complete) there correspond 2" leaves at depth
L of the corresponding complete tree (obtained by extending the binary code tree). Further, any two
distinct leaves in the code tree have distinct associated leaves at depth L in the complete binary tree.
Hence, summing up over all leaves of the code tree (all codewords) we get

2> ZzH" Zz_l" <1

The right-hand side is called the Kraft inequality and is a necessary condition on the codeword lengths
of any prefix-free code. Conversely, for any set of codeword lengths satisfying the displayed inequality,
we can construct a prefix-free code having codeword lengths [; (start with a complete binary tree of
sufficient length; to each [; associate a node in this tree at level /; and make this node a leaf by deleting
all of its descendants). The problem of finding the best source code then reduces to that of finding a set
of lengths that satisfies the Kraft inequality and minimizes the average codeword lengths L' = Alp.
Such a code is called optimal.

To any source X with probabilities p;, we associate the quantity H(X), which we call entropy and which
is defined as

H(X) = —2p:logp,

FIGURE 17.3 Example of a code tree.
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Usually we take the base of the logarithm to be 2, in which case the units of entropy are called bits.

It is straightforward to show by means of Lagrange multipliers that if we neglect the integer constraint
on [, then the minimization of L~ subject to the Kraft inequality yields l: = —log p;. This noninteger
choice of codeword lengths yields

L = Zpil: = _Zpilogpi = H(X)

On the other hand, the (not necessarily optimal) integer choice I; = [—logp, | satisfies the Kraft
inequality and yields an expected codeword length

L(C) = Ypi[Hogp, 1< D pilogp,+ D p = HX) +1

Hence, we have the following theorem.

Theorem 1. The average length L’ of the optimal prefix-free code for the random variable X satisfies
HX)<L <HX)+ 1.

Example 2

Let X be a random variable that takes on the values 1 and 0 with probabilities 8(0 < 8< 1) and 1 - 6,
respectively. Then H(X) = h(0), where h(8) = - 8log0 - (1 - B)log(1 - 0). The function h(6) is called
the bipary entropy function. In particular, it can be shown that h(6) < 1 with equality if and only if
g = 3. More generally, if X takes on IX| values, then H(X) < log IX| with equality if and only if X is
uniformly distributed.

A simple algorithm that generates optimal prefix-free codes is the Huffman algorithm, which can be
described as follows:
Step 1. Re-index to arrange the probabilities in decreasing order, p, 2 p, = -+ 2p,,..
Step 2. Form a subtree by combining the last two probabilities p,,.; and p,, into a single node of weight

p,m = pm—l + Pm

P’m-1=Pm-1%Pm

Pm-1 Pm

Step 3. Recursively execute steps 1 and 2, decreasing the number of nodes each time, until a single
node is obtained.
Stpe 4. Use the tree constructed above to assign codewords.

Example 3

As in Example 1, let X take on the values {1, 2, 3, 4, 5, 6, 7}. Assume their corresponding probabilities
are {0.4,0.1,0.1, 0.1, 0.1, 0.1, 0.1}. Figure 17.4 shows the steps in the construction of the Huffman code.
For simplicity, probabilities are not shown. The final tree is given in Example 1.

Given a block of n random variables X,..., X,, with joint distribution p(X,..., X,), define their entropy
as

H(Xoon X = =2, 0. 30 by ..., x)log plxi, ..., x,)

X X X,
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FIGURE 17.4 Construction of a Huffman code of X as given in Example 1.

Note that for the special case of # independent random variables, we have H(X,...,X,) = nH(X). This
agrees with the intuitive notion that if it takes H(X) bits to encode one source output symbol, then it
should take nH(X) bits to encogde n independent output symbols. For a sequence of random variables
X, X5y X,y we define H, = ;H(X,,...,X,)If X, X,,...,X, is a stationary random process, as 1 goes
to infinity H, converges to a limit H, called the entropy rate of the process.

Applying Theorem 1 to blocks of random variables, we obtain

H

L 1
<
n

n

In the special case that the process X, X,,..., X, is stationary, the left and the right side will both tend
to H, as n — oo. This shows that by encoding a sufficiently large number of source output symbols at a
time, one can get arbitrarily close to the fundamental limit of H., bits per symbol.

17.4 Universal Source Coding

The Huffman algorithm produces optimal codes, but it requires knowing the statistics of the source. It
is a surprising fact that there are source coding algorithms that are asymptotically optimal without
requiring prior knowledge of the source statistics. Such algorithms are called universal source coding
algorithms. The best known universal source coding algorithm is the Lempel-Ziv algorithm, which has
been implemented in various forms on computers (as PKZIP command for Windows and Linux-based
systems). There are two versions of the Lempel-Ziv algorithm: the LZ77, see Ziv and Lempel [1977], and
the LZ78, see Lempel and Ziv [1978]. We will describe the basic idea of the LZ77.

Consider the sequence X;, X,, ..., X, taking values in {a, b, ¢}, shown in Fig. 17.5, and assume that the
first w letters (w = 6 in our example) are passed to the decoder with no attempt at compression. At this
point the encoder identifies the longest string X,,,;, X5, X4, such that a copy, X, pii5...s Xyopun
begins (but not necessarily ends) in the portion of data already available to the decoder. In our example
this string is aabaa, L = 5, and p = 3; see Fig. 17.5. Next, the encoder transmits a binary representation
of the pair (L, p) as this is sufficient for the decoder to reconstruct X, .,,...,X, ,;. At this point, the
procedure can be repeated with w replaced by w + L. There are two exceptions: the first occurs when
X

wic 18 @ new letter that does not appear in X),..., X,,; the second exception occurs when it is more

efficient to encode X, ..., X, directly than to encode (L, p). In order to handle such special cases,
the algorithm has the option of encoding a substring directly, without attempt at compression. It is
surprising that the Lempel-Ziv algorithm is asymptotically optimal for all finite alphabet stationary
ergodic sources. This has been shown in Wyner and Ziv [1994].
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FIGURE 17.5 Encoding procedure of the Lempel-Ziv algorithm.

17.5 Rate Distortion Theory

Thus far we have assumed that X is a discrete alphabet and that the decoder must be able to perfectly
reconstruct the source output. Now we drop both assumptions.

Let X, X,,... be a sequence of independent identically distributed random variables. Let X denote the
source alphabet and 9 be a suitably chosen representation alphabet (where 9 is not necessarily equal to
X). A distortion measure is a function d: X X % — R". The most common distortion measures are the
Hamming distortion dy and the squared error distortion dy defined as follows:

dy(x, y) = {0 ifx=y
1 ifxzy

dg(x,y) = (x—y)’

Such a single-letter distortion measure can be extended to a distortion measure on n-tuples by defining

v _ 1 x
d(x ,}’) = Ezd(xi)yi)
i=1

The encoder maps an n-length source output X" to an index U €{1, 2,..., 2t }, where R denotes
the number of bits per source symbol that we are allowed or willing to use. The decoder maps U into an
n-tuple Y", called the representation of X". We will call U together with the associated encoding and
decoding function a rate distortion code. Let f be the function that maps X" to its representation Y", that
is, fis the mapping describing the concatenation of the encoding and the decoding function. The expected
disortion D is then given by

D = Y p(x")d(x", f(x"))

The objective is to minimize the average number of bits per symbol, denoted by R, for a given average
distortion D. What is the minimum R?

Definition. The rate distortion pair (R, D) is said to be achievable if there exists a rate distortion code
of rate R with expected distortion D. The rate distortion function R(D) is the infimum of rates R such
that (R, D) is achievable for a given D.

Entropy played a key role in describing the limits of lossless coding. When distortion is allowed, a
similar role is played by a quantity called mutual information.

Definition. Given the random variables X and Y with their respective distributions p(x), p(y), and p(x, ),
the mutual information I(X; Y) between X and Y is defined as

. o 25
106Y) = 3, X bt nlog p o506
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FIGURE 17.6 Examples of rate distortion functions.

This definition can be extended to blocks of random variables X" and Y" by replacing p(x), p(y), and
p(x, y) with their higher-dimensional counterparts. We can now state the fundamental theorem of rate
distortion theory. For its proof see Cover and Thomas [1991].

Theorem 2. The rate distortion function for an independent identically distributed source X with
distribution p(x) and distortion function d(x, y) is

R(D) = min I(X;Y)
PO/Ix):E, p()p(ylx)d(x,y) <D

The rate distortion functions for a binary source that outputs 1 with probability 6 and Hamming
distortion and for a Gaussian source of variance 6~ and squared error distortion are as follows:

Ry(D) = { h(6)—h(D), 0<D< min{6,1-6}

0, D>min{6,1-6}
2 2
1 S <D<
Ry(D) = { 78 0=P=o
0, D>o’

These two functions are plotted in Fig. 17.6.

Some insight can be gained by considering the extreme values of both Ry(D) and R;(D). Assume that
X, X,... is a sequence of independent and identically distributed binary random variables and let 6 be
the probability that X; = 1. Without loss of generality, we may assume that 6 > 1 — 6. If we let Y" =
(0, ..., 0) regardless of X", then the expected Hamming distortion equals 6. Hence, it must be true that
Ry(D) =0 for D > 6. On the other hand, D = 0 means that the reproduction Y, must be a perfect copy
of X". From Theorem 1 and Example 2 we know that this means R;(0) = H(X) = h(q). Similar consid-
erations hold for Rg(D). It is interesting to observe that R;(D) tells us that if we are allowed to use R bits
per symbol to describe a sequence of independent Guassian random variables with variance 6°, then we
need to accept a mean squared error of ¢°2 7,

17.6 Channel Coding

Now we consider the fundamental limit for the amount of information that can be transmitted through
a noisy channel and discuss practical methods to approach it. For simplicity, we assume that the channel
can be modeled as a discrete memoryless channel, defined as follows:
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A discrete memoryless channel (DMC) is a system consisting of an input alphabet X, an output
alphabet 9, and a collection of probability mass functions p(y|x), one for each x € X. A specific DMC
will be denoted by (X, p(y|x), 7).

An (M, n) channel code for the DMC (X, p(y|x), Y) consists of the following:

1. an index set {1, 2, ..., M}

2. an encoding function X": {1, 2, ..., M} — X", yielding codewords X"(1), X"(2), ..., X"(M) (the
set of codewords is called the code book)

3. a decoding function g: Y" — {1, 2, ..., M}, which is a deterministic rule that assigns a guess to
each possible received vector

The most important figures of merit for a channel code for a DMC are the maximal probability of error,

defined by

A= max Pr{g(Y")#i|X"=X"(i)}
1,2,..., M}

ie{l,2,...,

and the transmission rate,
loeM .
R = jnL bits/channel use

It makes sense to define the rate in this way since the M codewords can be labeled with log M bits.
Hence, every time we transmit a codeword, we actually transmit log M bits of information. Since it takes
n uses of the channel to transmit one codeword, the resulting information rate is (log M)/n bits per
channel use.

For a given DMC, a rate R is said to be achievable if, for any desired probability of error P, and
sufficiently large block length 7, there exists a ((Z"RW, n) code for that DMC with maximal probability
of error A" < P..

The operational capacity of a discrete memoryless channel is the supremum of all achievable rates.
One would expect that determining the operational capacity would be a formidable task. One of the
most remarkable results of information theory is a relatively easy-to-compute way to determine the
operational capacity.

We define the information channel capacity of a discrete memoryless channel (X, p(y|x), %) as

C=max I(X; Y)
p(x)

where the maximum is taken over all possible input distributions p(x). As we will show in the next
example, it is straightforward to compute the information channel capacity for many discrete memoryless
channels of interest. Shannon’s channel coding theorem establishes that the information channel capacity
equals the operational channel capacity.

Theorem (Shannon’s channel coding theorem). For a DMC, the information channel capacity equals
the operational channel capacity, that is, for every rate R < C, there exists a sequence of ((2”“, n) codes
for the DMC with maximum probability of error A”” — 0. Conversely, for any sequence of (2", n)
for codes this DMC with the property that A’ — 0, the rate R must satisfy R < C.

This is perhaps the most important result of information theory. In order to shed some light on the
interpretation of mutual information and to provide an efficient way to determine C, it is convenient to
rewrite I(X; Y) in terms of conditional entropy. Given two random variables X and Y with joint probability
mass function p(x, y), marginal probability mass function p(x) = Y, p(x, y), and conditional probability
mass function p(x|y) = p(x, y)/p(y), we define the conditional entropy of X given that Y = y as

H(X|Y=y) = =) p(xly)log p(xly)
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Its average is the conditional entropy of X given Y; denoted by H(X|Y) and defined as

H(X|Y)

> p(NHXIY =)

=Y p(x, y)log p(xly)

X,y

E[-log p(X]Y)]

Recall that for the discrete variable X with probability mass function p(x), H(X) is the average number
of binary symbols necessary to describe X. Now let X be the random variable at the input of a DMC and
let Y be the output. The knowledge that Y = y changes the probability mass function of the channel
input from p(x) to p(x|y) and its entropy from H(X) to H(X|Y = y). According to our previous result,
H(X|Y = y) is the average number of bits necessary to describe X after the observation that Y = y. Since
H(X) is the average number of bits needed to describe X (without knowledge of Y'), H(X) — H(X|Y =y)
is the average amount of information about X acquired by the observation that Y = y, and

H(X)-H(X|Y)

is the average amount of information about X acquired by the observation of Y. One can easily verify
that the latter expression is another way to write I(X; Y). Moreover,

I(X; Y) = H(X)—H(X]Y)
= H(Y)—-H(Y|X)
= I(Y; X)

Hence, the amount of information that Y gives about X is the same as the amount of information that
X gives about Y. For this reason, I(X; Y) is called the mutual information between X and Y.

Example (Binary Symmetric Channel). Let X= {0, 1}, Y={0, 1}, and p(y|x) =p when x#yand 1 — p
otherwise. This DMC can be conveniently depicted as in Fig. 17.7. For obvious reasons it is called the
binary symmetric channel (BSC).

For the BSC, we bound the mutual information by

I(X; Y) = H(Y) - H(Y| X)
= H(Y) =} p(x)H(Y|X = x)
= H(Y)=h(p)
<1-h(p)

FIGURE 17.7 Discrete memoryless channel with crossover probability p.
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FIGURE 17.8  Capacity of the BSC as a function of p.

where the last inequality follows because Y is a binary random variable (see Example 2). Equality is
achieved when the input distribution is uniform since in this case the output distribution is also uniform.
Hence, the information capacity of a binary symmetric channel with parameter p is

C =1-h(p) [bits/channel use]

This function is plotted in Fig. 17.8.

17.7 Simple Binary Codes

Shannon’s channel coding theorem promises the existence of block codes that allow us to transmit reliably
through an unreliable channel at any rate below the channel capacity. Unfortunately, the codes con-
structed in all known proofs of this fundamental result are impractical in that they do not exhibit any
structure which can be employed for an efficient implementation of the encoder and the decoder. This
is an important issue, as good codes must have long block lengths and, hence, a large number of
codewords. For these codes, simple table lookup encoding and decoding procedures are not feasible. The
search for good and practical codes has led to the development of coding theory. Although powerful
block codes are, in general, described by sophisticated techniques, the main idea is simple. We collect a
number k of information symbols which we wish to transmit, we append r check symbols, and transmit
the entire block of # =k + r channel symbols. Assuming that the channel changes a sufficiently small number
of symbols within an n-length block, the r check symbols may provide the receiver with sufficient infor-
mation to detect and/or correct the errors.

Traditionally, good codes have been constructed by sophisticated algebraic schemes. More recent code
construction techniques are inspired by Shannon’s original work. The idea is to construct the code by
making random choices on a suitably defined structure. A key property of the structure is that it leads
to codes that may be decoded using powerful iterative techniques. We will demonstrate these two quite
distinct concepts by simple examples.

Hamming Codes

For any positive integer m, there is a Hamming code with parameters k=2" —m — 1 and n=2" - 1. To
illustrate, we consider the k = 4, n = 7 Hamming code. All operations will be done modulo 2. Consider
the set of all nonzero binary vectors of length m = 3. Arrange them in columns to form the matrix

1010101
H=|l0110011
0001111
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TABLE 17.1 Codewords of the (7, 4) Hamming Code

[==iNelele =Nl
—_——_—_—o oo o
—_a—0 O = = O O
_ O = O = O = O
SO = = == OO
_0 O = O = = O
S = O = = O = O
I o B T R
—_——_—_—0 oo o
—_—_ 0 O = = OO
=T =R =)
—__0 O O O = =
—_0 O = O = = O
—_o = OO = O -

The row space of H is a vector space of binary 7-tuples of dimension m = 3. The k = 4, n = 7 Hamming
code is the null space of H, that is, the vector space of dimension n — m = 4 consisting of all binary 7-
tuples ¢ such that cH' = 0. Hence, it contains the M = 2" = 16 codewords shown in Table 17.1 and its rate
is R = (log M)/n = 4/7.If ¢ is transmitted and u is received, then the error is the unique binary n-tuple
e such that u = ¢ + e, where addition is component-wise modulo 2. The decoder performs the operation

uH" = (c+e)H' = cH +eH' = eH'

If there is a single error at position 7, that is, if e is zero except for the ith component (which is one),
then uH" is the ith row of H". This tells us the error location. If e contains 2 ones (channel errors), then
uH" is the sum of two rows of H". Since this cannot be zero, two channel errors are detectable. They are
not correctable, however, since, as one can easily verify when two channel errors occur, there is always a
codeword that agrees with the received word in n — 1 positions. This is the codeword that would be
selected by the decoder if it were forced to make a decision since the transmitted codeword agrees with
the received word in only n — 2 positions. A simple encoding procedure can be specified as follows: let
G be a k X n matrix whose rows span the null space of H. Such a matrix is

1000110
0100101
0010011
0001111

Then an information k-tuple a can be mapped into a codeword ¢ = aG by a simple matrix multiplication.

Low-Density Parity-Check Codes

Low-density parity-check (LDPC) codes constitute a family of a new breed of coding techniques variably
described as “codes on graphs” or “iterative coding techniques.” They were originally introduced by
Gallager in his thesis in 1962 (see Gallager [1963]), then long forgotten, and later revived in the wake of
the discovery of turbo codes by Berrou et. al. (see Berrou et al. [1993] and MacKay [1999]).

LDPC codes are codes which possess a sparse parity check matrix. Because of this sparseness, they
can be decoded very efficiently in an iterative fashion. Although this iterative decoding procedure is,
in general, suboptimal, it is sufficiently strong to allow transmission seemingly arbitrarily close to
channel capacity.

Consider the code represented by the following parity check matrix.

1110111000
0011111100
H = 0110100111
1001010111
1101001011
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FIGURE 17.9  Iterative decoding.

Note that each row contains exactly 6 ones and that each column contains exactly 3 ones. Such a code
is referred to as a (3, 6)-regular LDPC code. A convenient graphical representation of this code is given
by means of the bipartite graph shown in Fig. 17.9(a). This graph is usually referred to as Tanner graph.
In this graph, each left node (variable node) corresponds to one column of the parity check matrix and
each right node (check node) corresponds to one row of H. A left node is connected to a right node if
and only if the corresponding position in the parity check matrix contains a 1.

Let (x = X;,..., Xo) be the codeword (0101001010). Assume that we transmit x over a binary erasure
channel (BEC) and that the received word is y = (¢?201001?10) where ? indicates an erasure. Rather than
employing a maximum likelihood decoder, we will use the iterative decoding algorithm described in Figs.
17.9(a)—(e). The received word y is written on the left (y, on the bottom and y, on the top). We start by
passing all known values from the left to the right along the corresponding edges. We next accumulate
at each check the partial sum (mod 2) of all known values and delete all edges along which messages
have already been passed. The result is shown in Fig. 17.9(b), where a black box indicates a partial sum
equal to 1. Now note that check node one (the second from the bottom) has received already all values
except the one from the erased bit seven. Since, by the code constraints, the sum of all values must be
equal to zero, we see that we can deduce the value of variable node seven to be equal to zero. This value
can now again be propagated to the right and all involved edges be deleted. The result is shown in Fig.
17.9 (d). After one more iteration all erased values are known. (Fig. 17.9(e)).

As we can see, in the above example the given iterative decoding strategy successfully recovered the erased
bits. This might seem like a lucky coincidence. Nevertheless, it has been shown that long and suitably defined
LDPC codes can achieve capacity on the BEC under iterative decoding (see Luby et. al. [1997]).

Even more, the above iterative decoding strategy, suitably extended, can be used to transmit reliably
close to capacity over a wide array of channels (see Richardson et. al. [2001]).

Defining Terms

Binary source code: A mapping from a set of messages into binary strings.

Channel capacity: The highest rate at which information can be transmitted reliably across a channel.

Discrete memoryless channel: A channel model characterized by discrete input and output alphabets
and a probability mass function on the output conditioned on the input.
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Entropy: A measure of the average uncertainty of a random variable. For a random variable with
distribution p(x), the entropy H(X) is defined as -, p(x)logp(x).

Huffman coding: A procedure that constructs a code of minimum average length for a random variable.

Lempel-Ziv coding: A procedure for coding that does not use the probability distribution of the source
but nevertheless is asymptotically optimal.

Mutual information: A measure for the amount of information that a random variable gives about another.

Rate distortion function: The minimum rate at which a source can be described to the given average
distortion.
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Further Information

For alucid and up-to-date treatment of information theory extending beyond the area of communication,
a most recommended reading is Cover and Thomas [1991]. For readers interested in continuous-time
channels and sources we recommend Gallager [1968]. For mathematically inclined readers who do not
require much physical motivation, strong results for discrete memoryless channels and sources may be
found in Csiszdr and Korner [1981]. Other excellent readings are Blahut [1987] and McEliece [1977].
Most results in information theory are published in IEEE Transactions on Information Theory.
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18.1 Introduction

In this section we examine some fundamental tradeoffs among bandwidth, power, and error performance
of digital communication systems. The criteria for choosing modulation and coding schemes, based on
whether a system is bandwidth limited or power limited, are reviewed for several system examples. Emphasis
is placed on the subtle but straightforward relationships we encounter when transforming from data-
bits to channel-bits to symbols to chips.

The design or definition of any digital communication system begins with a description of the commu-
nication link. The link is the name given to the communication transmission path from the modulator and
transmitter, through the channel, and up to and including the receiver and demodulator. The channel is
the name given to the propagating medium between the transmitter and receiver. A link description
quantifies the average signal power that is received, the available bandwidth, the noise statistics, and other

" A version of this chapter has appeared as a paper in the IEEE Communications Magazine, November 1993, under
the title “Defining, Designing, and Evaluating Digital Communication Systems.”
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impairments, such as fading. Also needed to define the system are basic requirements, such as the data rate
to be supported and the error performance.

The Channel

For radio communications, the concept of free space assumes a channel region free of all objects that
might affect radio frequency (RF) propagation by absorption, reflection, or refraction. It further assumes
that the atmosphere in the channel is perfectly uniform and nonabsorbing and that the earth is infinitely
far away or its reflection coefficient is negligible. The RF energy arriving at the receiver is assumed to be
a function of distance from the transmitter (simply following the inverse-square law as used in optics).
In practice, of course, propagation in the atmosphere and near the ground results in refraction, reflection,
and absorption, which modify the free space transmission.

The Link

A radio transmitter is characterized by its average output signal power P, and the gain of its transmitting
antenna G, The name given to the product P,G,, with reference to an isotropic antenna, is effective radiated
power (EIRP) in watts (or dBW). The average signal power S arriving at the output of the receiver antenna
can be described as a function of the EIRP, the gain of the receiving antenna G,, the path loss (or space
loss) L,, and other losses, L,, as follows [1,2]:

_ EIRP G, (18.1)
- LI, '
The path loss L, can be written as follows [2]:
47d\’
L =|— 18.2
= () (182)

where d is the distance between the transmitter and receiver and A is the wavelength.

We restrict our discussion to those links distorted by the mechanism of additive white Gaussian noise
(AWGN) only. Such a noise assumption is a very useful model for a large class of communication
systems. A valid approximation for average received noise power N that this model introduces is written
as follows [3,4]:

N=kT°W (18.3)

where k is Boltzmann’s constant (1.38 x 10~ joule/K), T® is system effective temperature in kelvin, and
W is bandwidth in hertz. Dividing Eq. (18.3) by bandwidth enables us to write the received noise-power
spectral density N, as follows:

N

Ny = 8=k (18.4)

Dividing Eq. (18.1) by Nj yields the received average signal-power to noise-power spectral density S/Nj as

S EIRP G,/T®
I\_I':) = __kLng (18.5)
where G,/T° is often referred to as the receiver figure of merit. A link budget analysis is a compilation
of the power gains and losses throughout the link; it is generally computed in decibels and thus takes on
the bookkeeping appearance of a business enterprise, highlighting the assets and liabilities of the link.
Once the value of S/Nj is specified or calculated from the link parameters, we then shift our attention to
optimizing the choice of signalling types for meeting system bandwidth and error performance requirements.
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In Eq. (18.4), N, characterizes all the noise in the receiving system since T° is the system effective
temperature; thus, S/N, is referenced to the predetection point in the receiver [2]. Then we can write the
ratio of bit energy-to-N,(E,/N,) at this point, for any data rate R, as

R (18.6)

B, _ ST, _ S(1

Ny No N, 0( )
Equation(18.6) follows from the basic definitions that received bit energy is equal to received average
signal power times the bit duration and that bit rate is the reciprocal of bit duration. Received E,/N, is
a key parameter in defining a digital communication system. Its value indicates the apportionment of
the received waveform energy among the bits that the waveform represents. At first glance, one might
think that a system specification should entail the symbol-energy to noise-power spectral density E,/N,
associated with the arriving waveforms. We will show, however, that for a given S/N,, the value of E,/N,
is a function of the modulation and coding. The reason for defining systems in terms of E,/N, stems
from the fact that E,/N, depends only on S/N, and R and is unaffected by any system design choices,
such as modulation and coding.

18.2 Bandwidth and Power Considerations

Two primary communications resources are the received power and the available transmission band-
width. In many communication systems, one of these resources may be more precious than the other
and, hence, most systems can be classified as either bandwidth limited or power limited. In bandwidth-
limited systems, spectrally efficient modulation techniques can be used to save bandwidth at the expense
of power; in power-limited systems, power efficient modulation techniques can be used to save power
at the expense of bandwidth. In both bandwidth- and power-limited systems, error-correction coding
(often called channel coding) can be used to save power or to improve error performance at the expense
of bandwidth. Recently, trellis-coded modulation (TCM) schemes have been used to improve the error
performance of bandwidth-limited channels without any increase in bandwidth [5], but these methods
are beyond the scope of this chapter.

The Bandwidth Efficiency Plane

Figure 18.1 shows the abscissa as the ratio of bit-energy to noise-power spectral density E,/N, (in decibels)
and the ordinate as the ratio of throughput, R (in bits per second), that can be transmitted per hertz in
a given bandwidth W. The ratio R/W is called bandwidth efficiency since it reflects how efficiently the
bandwidth resource is utilized. The plot stems from the Shannon-Hartley capacity theorem [2,6,7],
which can be stated as

_ S
C= Wlogz(l +N) (18.7)

where S/N is the ratio of received average signal power to noise power. When the logarithm is taken to the
base 2, the capacity C is given in bits per second. The capacity of a channel defines the maximum number
of bits that can be reliably sent per second over the channel. For the case where the data (information) rate
Ris equal to C, the curve separates a region of practical communication systems from a region where such
communication systems cannot operate reliably [2,6].

M-ary Signalling

Each symbol in an M-ary alphabet can be related to a unique sequence of m bits, expressed as

M=2"  or m=log, M (18.8)
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FIGURE 18.1 Bandwidth-efficiency plane.

where M is the size of the alphabet. In the case of digital transmission, the term symbol refers to the member
of the M-ary alphabet that is transmitted during each symbol duration T.. To transmit the symbol, it must
be mapped onto an electrical voltage or current waveform. Because the waveform represents the symbol, the
terms symbol and waveform are sometimes used interchangeably. Since one of M symbols or waveforms is
transmitted during each symbol duration T, the data rate R in bits per second can be expressed as

m _ log,M
T, T

s N

R = (18.9)

Data-bit-time duration is the reciprocal of data rate. Similarly, symbol-time duration is the reciprocal of
symbol rate. Therefore, from Eq. (18.9), we write that the effective time duration T, of each bit in terms
of the symbol duration T, or the symbol rate R, is

T, = = — (18.10)

Then, using Egs. (18.8) and (18.10) we can express the symbol rate R, in terms of the bit rate R as follows:

R
R, = log, M

(18.11)

From Egs. (18.9) and (18.10), any digital scheme that transmits m = log, M bits in T, seconds, using a
bandwidth of W hertz, operates at a bandwidth efficiency of

R log, M 1
= WT = WT, (b/s)/Hz (18.12)

=l

s

where T), is the effective time duration of each data bit.
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Bandwidth-Limited Systems

From Egq. (18.12), the smaller the WT,, product, the more bandwidth efficient will be any digital commu-
nication system. Thus, signals with small WT, products are often used with bandwidth-limited systems.
For example, the European digital mobile telephone system known as Global System for Mobile Com-
munications (GSM) uses Gaussian minimum shift keying (GMSK) modulation having a WT, product
equal to 0.3 Hz/(b/s), where W is the 3-dB bandwidth of a Gaussian filter [8].

For uncoded bandwidth-limited systems, the objective is to maximize the transmitted information
rate within the allowable bandwidth, at the expense of E,/N, (while maintaining a specified value of bit-
error probability Py). The operating points for coherent M-ary phase-shift keying (MPSK) at Py = 10~
are plotted on the bandwidth-efficiency plane of Fig. 18.1. We assume Nyquist (ideal rectangular) filtering
at baseband [9]. Thus, for MPSK, the required double-sideband (DSB) bandwidth at an intermediate
frequency (IF) is related to the symbol rate as follows:

W= = =R, (18.13)

1
TS
where T, is the symbol duration and R, is the symbol rate. The use of Nyquist filtering results in the
minimum required transmission bandwidth that yields zero intersymbol interference; such ideal filtering
gives rise to the name Nyquist minimum bandwidth.

From Egs. (18.12) and (18.13), the bandwidth efficiency of MPSK modulated signals using Nyquist
filtering can be expressed as

R/IW = log, M (b/s)/Hz (18.14)

The MPSK points in Fig. 18.1 confirm the relationship shown in Eq. (18.14). Note that MPSK modulation
is a bandwidth-efficient scheme. As M increases in value, R/W also increases. MPSK modulation can be
used for realizing an improvement in bandwidth efficiency at the cost of increased E,/N,. Although
beyond the scope of this chapter, many highly bandwidth-efficient modulation schemes have been
investigated [10].

Power-Limited Systems

Operating points for noncoherent orthogonal M-ary FSK (MFSK) modulation at Py =10 are also plotted
in Fig. 18.1. For MFSK, the IF minimum bandwidth is as follows [2]:

s (18.15)

where T, is the symbol duration and R, is the symbol rate. With MFSK, the required transmission
bandwidth is expanded M-fold over binary FSK since there are M different orthogonal waveforms, each
requiring a bandwidth of 1/T,. Thus, from Egs. (18.12) and (18.15), the bandwidth efficiency of non-
coherent orthogonal MFSK signals can be expressed as

log, M

‘% = % (b/s)/Hz (18.16)

The MFSK points plotted in Fig. 18.1 confirm the relationship shown in Eq. (18.16). Note that MFSK
modulation is a bandwidth-expansive scheme. As M increases, R/W decreases. MFSK modulation can
be used for realizing a reduction in required E;/N at the cost of increased bandwidth.

In Egs. (18.13) and (18.14) for MPSK and Egs. (18.15) and (18.16) for MFSK, and for all the points
plotted in Fig. 18.1, ideal filtering has been assumed. Such filters are not realizable! For realistic channels
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TABLE 18.1 Symbol Rate, Minimum Bandwidth, Bandwidth Efficiency, and Required E,/N, for MPSK
and Noncoherent Orthogonal MFSK Signalling at 9600 bit/s

MESK
MPSK MPSK Noncoherent E,/N,
R R Minimum MPSK  E,/N, (dB) Orthog MFSK MFSK (dB)
M m (bls) (symb/s) Bandwidth (Hz) R/W  P,=10"  MinBandwidth(Hz) R/W  P,=10"
21 9600 9600 9600 1 9.6 19,200 1/2 13.4
4 2 9600 4800 4800 2 9.6 19,200 12 10.6
8 3 9600 3200 3200 3 13.0 25,600 3/8 9.1
16 4 9600 2400 2400 4 17.5 38,400 1/4 8.1
32 5 9600 1920 1920 5 22.4 61,440 5/32 7.4

and waveforms, the required transmission bandwidth must be increased in order to account for realizable
filters.

In the examples that follow, we will consider radio channels that are disturbed only by additive white
Gaussian noise (AWGN) and have no other impairments, and for simplicity, we will limit the modulation
choice to constant-envelope types, i.e., either MPSK or noncoherent orthogonal MFSK. For an uncoded
system, MPSK is selected if the channel is bandwidth limited, and MFSK is selected if the channel is
power limited. When error-correction coding is considered, modulation selection is not as simple, because
coding techniques can provide power-bandwidth tradeoffs more effectively than would be possible
through the use of any M-ary modulation scheme considered in this chapter [11].

In the most general sense, M-ary signalling can be regarded as a waveform-coding procedure, i.e.,
when we select an M-ary modulation technique instead of a binary one, we in effect have replaced the
binary waveforms with better waveforms—either better for bandwidth performance (MPSK) or better
for power performance (MFSK). Even though orthogonal MFSK signalling can be thought of as being
a coded system, i.e., a first-order Reed-Muller code [12], we restrict our use of the term coded system
to those traditional error-correction codes using redundancies, e.g., block codes or convolutional codes.

Minimum Bandwidth Requirements for MPSK and MFSK Signalling

The basic relationship between the symbol (or waveform) transmission rate R, and the data rate R was
shown in Eq. (18.11). Using this relationship together with Egs. (18.13-18.16) and R = 9600 b/s, a
summary of symbol rate, minimum bandwidth, and bandwidth efficiency for MPSK and noncoherent
orthogonal MFSK was compiled for M = 2, 4, 8, 16, and 32 (Table 18.1). Values of E,/N, required to
achieve a bit-error probability of 10~ for MPSK and MFSK are also given for each value of M. These
entries (which were computed using relationships that are presented later in this chapter) corroborate
the tradeoffs shown in Fig. 18.1. As M increases, MPSK signalling provides more bandwidth efficiency
at the cost of increased E,/N,, whereas MFSK signalling allows for a reduction in E,/N, at the cost of
increased bandwidth.

18.3 Example 1: Bandwidth-Limited Uncoded System

Suppose we are given a bandwidth-limited AWGN radio channel with an available bandwidth of W =
4000 Hz. Also, suppose that the link constraints (transmitter power, antenna gains, path loss, etc.) result
in the ratio of received average signal-power to noise-power spectral density S/N, being equal to 53 dB-
Hz. Let the required data rate R be equal to 9600 b/s, and let the required bit-error performance Py be at
most 10~ The goal is to choose a modulation scheme that meets the required performance. In general,
an error-correction coding scheme may be needed if none of the allowable modulation schemes can meet
the requirements. In this example, however, we shall find that the use of error-correction coding is not
necessary.
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Solution to Example 1

For any digital communication system, the relationship between received S/N, and received bit-energy
to noise-power spectral density, E,/N, was given in Eq. (18.6) and is briefly rewritten as

S _ Zbp (18.17)

Solving for E,/N, in decibels, we obtain

E, S
A (dB) N (dB-Hz) — R (dB-b/s)

53 dB-Hz — (10 % log,,9600) dB-b/s
13.2 dB (or 20.89) (18.18)

Since the required data rate of 9600 b/s is much larger than the available bandwidth of 4000Hz, the
channel is bandwidth limited. We therefore select MPSK as our modulation scheme. We have confined
the possible modulation choices to be constant-envelope types; without such a restriction, we would be
able to select a modulation type with greater bandwidth efficiency. To conserve power, we compute the
smallest possible value of M such that the MPSK minimum bandwidth does not exceed the available
bandwidth of 4000 Hz. Table 18.1 shows that the smallest value of M meeting this requirement is M = 8.
Next we determine whether the required bit-error performance of P, < 10~ can be met by using 8-PSK
modulation alone or whether it is necessary to use an error-correction coding scheme. Table 18.1 shows
that 8-PSK alone will meet the requirements, since the required E,/N, listed for 8-PSK is less than the
received E,/N, derived in Eq. (18.18). Let us imagine that we do not have Table 18.1, however, and evaluate
whether or not error-correction coding is necessary.

Figure 18.2 shows the basic modulator/demodulator (MODEM) block diagram summarizing the
functional details of this design. At the modulator, the transformation from data bits to symbols yields
an output symbol rate R, that is, a factor log, M smaller than the input data-bit rate R, as is seen in
Eq. (18.11). Similarly, at the input to the demodulator, the symbol-energy to noise-power spectral
density E¢/Nj is a factor log, M larger than E,/N,, since each symbol is made up of log, M bits. Because
Eg/N, is larger than E,/N, by the same factor that R, is smaller than R, we can expand Eq. (18.17), as

FIGURE 18.2 Basic modulator/demodulator (MODEM) without channel coding.
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follows:

S Eh ES
2 - bp - = 18.19
N, NOR NORS (18.19)

The demodulator receives a waveform (in this example, one of M = 8 possible phase shifts) during each
time interval T,. The probability that the demodulator makes a symbol error P;(M) is well approximated
by the following equation for M > 2 [13]:

Py(M) = Q[/\Pm (A’m (18.20)

where Q(x), sometimes called the complementary error function, represents the probability under the
tail of a zero-mean unit-variance Gaussian density function. It is defined as follows [14]:

Q(x) = AFJ. exp( 2) du (18.21)

A good approximation for Q(x), valid for x > 3, is given by the following equation [15]:

Q(x)~xf (—’—;—2) (18.22)

In Fig. 18.2 and all of the figures that follow, rather than show explicit probability relationships, the
generalized notation f(x) has been used to indicate some functional dependence on x.

A traditional way of characterizing communication efficiency in digital systems is in terms of the received
E,/N, in decibels. This E,/N, description has become standard practice, but recall that there are no bits at
the input to the demodulator; there are only waveforms that have been assigned bit meanings. The received
E,/N, represents a bit-apportionment of the arriving waveform energy.

To solve for P(M) in Eq. (18.20), we first need to compute the ratio of received symbol-energy to
noise-power spectral density E/Nj. Since, from Eq. (18.18),

E
Fb = 13.2 dB (or 20.89)

0

and because each symbol is made up of log, M bits, we compute the following using M = 8:

E_ 1 M)Eb = 3x20.89 = 62.67 (18.23)
N~ 0g, N, .89 = 62. .
Using the results of Eq. (18.23) in Eq. (18.20) yields the symbol-error probability P, = 2.2 x 10°°. To
transform this to bit-error probability, we use the relationship between bit-error probability Py and
symbol-error probability Py, for multiple-phase signalling [12] Py << 1 as follows:

Py Py

PleogzM = (18.24)

which is a good approximation when Gray coding is used for the bit-to-symbol assignment [13]. This
last computation yields P, = 7.3 x 107, which meets the required bit-error performance. No error-
correction coding is necessary, and 8-PSK modulation represents the design choice to meet the require-
ments of the bandwidth-limited channel, which we had predicted by examining the required E,/N,
values in Table 18.1.
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18.4 Example 2: Power-Limited Uncoded System

Now, suppose that we have exactly the same data rate and bit-error probability requirements as in
Example 1, but let the available bandwidth W be equal to 45 kHz and the available S/N, be equal to
48 dB-Hz. The goal is to choose a modulation or modulation/coding scheme that yields the required
performance. We shall again find that error-correction coding is not required.

Solution to Example 2

The channel is clearly not bandwidth limited since the available bandwidth of 45kHz is more than
adequate for supporting the required data rate of 9600 bit/s. We find the received E,/N; from Eq. (18.18),
as follows:

E
I\—;’ (dB) = 48 dB-Hz — (10 x log,, 9600) dB-b/s = 8.2 dB (or 6.61) (18.25)
0

Since there is abundant bandwidth but a relatively small E,/N, for the required bit-error probability, we
consider that this channel is power limited and choose MFSK as the modulation scheme. To conserve power,
we search for the largest possible M such that the MFSK minimum bandwidth is not expanded beyond our
available bandwidth of 45 kHz. A search results in the choice of M = 16 (Table 18.1). Next, we determine
whether the required error performance of P, < 10~ can be met by using 16-FSK alone, i.e., without error-
correction coding. Table 18.1 shows that 16-FSK alone meets the requirements, since the required E,/N,
listed for 16-FSK is less than the received E,/N, derived in Eq. (18.25). Let us imagine again that we do not
have Table 18.1 and evaluate whether or not error-correction coding is necessary.

The block diagram in Fig. 18.2 summarizes the relationships between symbol rate R, and bit rate R,
and between E,/N, and E,/N,, which is identical to each of the respective relationships in Example 1. The
16-FSK demodulator receives a waveform (one of 16 possible frequencies) during each symbol time
interval T,. For noncoherent orthogonal MFSK, the probability that the demodulator makes a symbol
error Pr(M) is approximated by the following upper bound [16]:

M-1 E
< S
Py(M) < > exp( ZNJ (18.26)

To solve for P(M) in Eq. (18.26), we compute Eg/N,, as in Example 1. Using the results of Eq. (18.25)
in Eq. (18.23), with M = 16, we get

ES—(l M)E”—4><661—2644 (18.27)
N, = (og: N, = .61 = 26. .

0

Next, using the results of Eq. (18.27) in Eq. (18.26) yields the symbol-error probability P, = 1.4 x 10",
To transform this to bit-error probability, Py, we use the relationship between Py and Py for orthogonal
signalling [16], given by

-1

2m
B = T Py
(2"-1

(18.28)

This last computation yields P, = 7.3 x 10™°, which meets the required bit-error performance. Thus, we
can meet the given specifications for this power-limited channel by using 16-FSK modulation, without
any need for error-correction coding, as we had predicted by examining the required E,/N, values in
Table 18.1.
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18.5 Example 3: Bandwidth-Limited and Power-Limited
Coded System

We start with the same channel parameters as in Example 1 (W = 4000 Hz, S/N, = 53 dB-Hz, and R =
9600 b/s), with one exception.

In this example, we specify that P, must be at most 10~ Table 18.1 shows that the system is both
bandwidth limited and power limited, based on the available bandwidth of 4000 Hz and the available
E,/N, of 20.2 dB, from Eq. (18.18); 8-PSK is the only possible choice to meet the bandwidth constraint;
however, the available E,/N, of 20.2 dB is certainly insufficient to meet the required P of 10”". For this
small value of Py, we need to consider the performance improvement that error-correction coding can
provide within the available bandwidth. In general, one can use convolutional codes or block codes.

The Bose—Chaudhuri-Hocquenghem (BCH) codes form a large class of powerful error-correcting
cyclic (block) codes [17]. To simplify the explanation, we shall choose a block code from the BCH family.
Table 18.2 presents a partial catalog of the available BCH codes in terms of #, k, and ¢, where k represents
the number of information (or data) bits that the code transforms into a longer block of 7 coded bits
(or channel bits), and ¢ represents the largest number of incorrect channel bits that the code can correct
within each n-sized block. The rate of a code is defined as the ratio k/#; its inverse represents a measure
of the code’s redundancy [17].

Solution to Example 3

Since this example has the same bandwidth-limited parameters given in Example 1, we start with the
same 8-PSK modulation used to meet the stated bandwidth constraint. We now employ error-correction
coding, however, so that the bit-error probability can be lowered to P, < 10"

To make the optimum code selection from Table 18.2, we are guided by the following goals.

1. The output bit-error probability of the combined modulation/coding system must meet the system
error requirement.

TABLE 18.2 BCH Codes (Partial Catalog)

n k

~

7 4
15 11

W N = =

31 26

—
[}
(5 IO SR

63 57

)
o
AN U R W N =

127 120
113
106
99
92
85
78
71
64

S O U R W N

—
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TABLE 18.3 Bandwidth-Compatible BCH Codes

Coding Gain, G (dB)

9

n k t MPSK, P, = 10"
31 26 1 2.0
63 57 1 2.2
51 2 3.1
127 120 1 2.2
113 2 33
106 3 3.9

2. The rate of the code must not expand the required transmission bandwidth beyond the available
channel bandwidth.

3. The code should be as simple as possible. Generally, the shorter the code, the simpler will be its
implementation.

The uncoded 8-PSK minimum bandwidth requirement is 3200 Hz (Table 18.1) and the allowable
channel bandwidth is 4000 Hz, and so the uncoded signal bandwidth can be increased by no more than
a factor of 1.25 (i.e., an expansion of 25%). The very first step in this (simplified) code selection example
is to eliminate the candidates in Table 18.2 that would expand the bandwidth by more than 25%. The
remaining entries form a much reduced set of bandwidth-compatible codes (Table 18.3).

In Table 18.3, a column designated Coding Gain G (for MPSK at P, = 10™°) has been added. Coding
gain in decibels is defined as follows:

E, E,
6=(g) -(& (18.29)
NO uncoded NO coded

G can be described as the reduction in the required E,/N, (in decibels) that is needed due to the error-
performance properties of the channel coding. G is a function of the modulation type and bit-error
probability, and it has been computed for MPSK at P, = 10~ (Table 18.3). For MPSK modulation, G
is relatively independent of the value of M. Thus, for a particular bit-error probability, a given code
will provide about the same coding gain when used with any of the MPSK modulation schemes. Coding
gains were calculated using a procedure outlined in the subsequent Calculating Coding Gain section.

A block diagram summarizes this system, which contains both modulation and coding (Fig. 18.3). The
introduction of encoder/decoder blocks brings about additional transformations. The relationships that
exist when transforming from R b/s to R, channel-b/s to R, symbol/s are shown at the encoder/modulator.
Regarding the channel-bit rate R, some authors prefer to use the units of channel-symbol/s (or code-
symbol/s). The benefit is that error-correction coding is often described more efficiently with nonbinary
digits. We reserve the term symbol for that group of bits mapped onto an electrical waveform for trans-
mission, and we designate the units of R, to be channel-b/s (or coded-b/s).

We assume that our communication system cannot tolerate any message delay, so that the channel-
bit rate R, must exceed the data-bit rate R by the factor n/k. Further, each symbol is made up of log, M
channel bits, and so the symbol rate R, is less than R_ by the factor log, M. For a system containing both
modulation and coding, we summarize the rate transformations as follows:

R, = (Q)R (18.30)
k
R,

R = o5 (18.31)

At the demodulator/decoder in Fig. 18.3, the transformations among data-bit energy, channel-bit energy,
and symbol energy are related (in a reciprocal fashion) by the same factors as shown among the rate
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FIGURE 18.3 MODEM with channel coding.

transformations in Egs. (18.30) and (18.31). Since the encoding transformation has replaced k data bits
with n channel bits, then the ratio of channel-bit energy to noise-power spectral density E./N, is computed
by decrementing the value of E,/N, by the factor k/n. Also, since each transmission symbol is made up
of log, M channel bits, then Eg/N,, which is needed in Eq. (18.20) to solve for P, is computed by
incrementing E./N, by the factor log, M. For a system containing both modulation and coding, we
summarize the energy to noise-power spectral density transformations as follows:

E. _ (k\E,

N (n)NO (18.32)
E, E.
N (log, M)N0 (18.33)

Using Egs. (18.30) and (18.31), we can now expand the expression for S/N;in Eq. (18.19) as follows
(see Appendix):

S E E, E,
= = —<R = =R 18.34
=R (18.34)

As before, a standard way of describing the link is in terms of the received E,/N, in decibels. However,
there are no data bits at the input to the demodulator, and there are no channel bits; there are only
waveforms that have bit meanings and, thus, the waveforms can be described in terms of bit-energy
apportionments.

Since S/N, and R were given as 53 dB-Hz and 9600 b/s, respectively, we find as before, from Eq. (18.18),
that the received E,/N, = 13.2 dB. The received E,/N, is fixed and independent of n, k, and ¢ (see Appendix).
As we search in Table 18.3 for the ideal code to meet the specifications, we can iteratively repeat the compu-
tations suggested in Fig. 18.3. It might be useful to program on a personal computer (or calculator) the

©2002 CRC PressLLC



following four steps as a function of n, k, and ¢. Step 1 starts by combining Eqgs. (18.32) and (18.33), as follows.
Step 1:

E;
— = (log, M)

E _ K E
N, N, = Ulos M)(n) N (18.35)

0

Step 2:

P, (M) = 2Qu%sin(1\—’flﬂ (18.36)

which is the approximation for symbol-error probability P, rewritten from Eq. (18.20). At each symbol-
time interval, the demodulator makes a symbol decision, but it delivers a channel-bit sequence repre-
senting that symbol to the decoder. When the channel-bit output of the demodulator is quantized to
two levels, 1 and 0, the demodulator is said to make hard decisions. When the output is quantized to
more than two levels, the demodulator is said to make soft decisions [2]. Throughout this paper, we shall
assume hard-decision demodulation.

Now that we have a decoder block in the system, we designate the channel-bit-error probability out
of the demodulator and into the decoder as p,, and we reserve the notation Py for the bit-error probability
out of the decoder. We rewrite Eq. (18.24) in terms of p, for Py < 1 as follows.

Step 3:

gz fe P

= l
Eon M m (18.37)

relating the channel-bit-error probability to the symbol-error probability out of the demodulator, assum-
ing Gray coding, as referenced in Eq. (18.24).

For traditional channel-coding schemes and a given value of received S/N,, the value of E, /N, with coding
will always be less than the value of E,/N, without coding. Since the demodulator with coding receives less
E,/N,, it makes more errors! When coding is used, however, the system error-performance does not only
depend on the performance of the demodulator, it also depends on the performance of the decoder. For
error-performance improvement due to coding, the decoder must provide enough error correction to more
than compensate for the poor performance of the demodulator.

The final output decoded bit-error probability P, depends on the particular code, the decoder, and
the channel-bit-error probability p,. It can be expressed by the following approximation [18].

Step 4:

Py

n

; E",j(?)pi(l —p" (18.38)

j=t+1

where t is the largest number of channel bits that the code can correct within each block of # bits. Using
Eqgs. (18.35-18.38) in the four steps, we can compute the decoded bit-error probability P, as a function
of n, k, and ¢ for each of the codes listed in Table 18.3. The entry that meets the stated error requirement
with the largest possible code rate and the smallest value of n is the double-error correcting (63, 51)
code. The computations are as follows.

Step 1:
E, 51
— = 3| =20.89 = 50.73
N, (63)

where M = 8, and the received E,/N, = 13.2 dB (or 20.89).
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Step 2:
PEEZQ[A/101.5X sin(gﬂ = 2Q(3.86) = 12x 10™
Step 3:

—4
ch1.2><10 = 4x10”°

Step 4:

3
63

—5. 60

63 P
Py = (3)(4><10 Y (1-4x107)

4 (63 5.4 —5.59
+ =T )4x107) (1-4x107)" + ...
=7 )10y )

=12x107"

where the bit-error-correcting capability of the code is ¢ = 2. For the computation of Py in step 4, we
need only consider the first two terms in the summation of Eq. (18.38) since the other terms have a
vanishingly small effect on the result. Now that we have selected the (63, 51) code, we can compute the
values of channel-bit rate R, and symbol rate R, using Eqs. (18.30) and (18.31), with M =8,

R = (%)R - (g) 9600 = 11,859 channel-b/s

R o R _ 11859
* log, M 3

= 3953 symbol/s

Calculating Coding Gain

Perhaps a more direct way of finding the simplest code that meets the specified error performance is to
first compute how much coding gain G is required in order to yield P; = 10~ when using 8-PSK
modulation alone; then, from Table 18.3, we can simply choose the code that provides this performance
improvement. First, we find the uncoded E./N, that yields an error probability of P, = 10~, by writing
from Egs. (18.24) and (18.36), the following:

P, ZQH%E; sin( 7]

= = = -
Py= g, 3= Tog 37 10 (18.39)

At this low value of bit-error probability, it is valid to use Eq. (18.22) to approximate Q(x) in Eq. (18.39)
By trial and error (on a programmable calculator), we find that the uncoded E,/N, = 120.67 = 20.8 dB,
and since each symbol is made up of log, 8 = 3 bits, the required (E;,/Nj)uncoded = 120.67/3 = 40.22 = 16
dB. From the given parameters and Eq. (18.18), we know that the received (E,/N;).,4eq = 13.2 dB. Using
Eq. (18.29), the required coding gain to meet the bit-error performance of Py = 10" in decibels is

E E
G = (—”) — (—”) =16-13.2 = 2.8
NO uncoded NO coded
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To be precise, each of the E,/N, values in the preceding computation must correspond to exactly the same
value of bit-error probability (which they do not). They correspond to Py = 10~ and Py = 1.2 x 107",
respectively. At these low probability values, however, even with such a discrepancy, this computation
still provides a good approximation of the required coding gain. In searching Table 18.3 for the simplest
code that will yield a coding gain of at least 2.8 dB, we see that the choice is the (63, 51) code, which
corresponds to the same code choice that we made earlier.

18.6 Example 4: Direct-Sequence (DS) Spread-Spectrum
Coded System

Spread-spectrum systems are not usually classified as being bandwidth or power limited. They are
generally perceived to be power-limited systems, however, because the bandwidth occupancy of the
information is much larger than the bandwidth that is intrinsically needed for the information trans-
mission. In a direct-sequence spread-spectrum (DS/SS) system, spreading the signal bandwidth by some
factor permits lowering the signal-power spectral density by the same factor (the total average signal
power is the same as before spreading). The bandwidth spreading is typically accomplished by multiplying
a relatively narrowband data signal by a wideband spreading signal. The spreading signal or spreading
code is often referred to as a pseudorandom code or PN code.

Processing Gain

A typical DS/SS radio system is often described as a two-step BPSK modulation process. In the first step,
the carrier wave is modulated by a bipolar data waveform having a value +1 or —1 during each data-bit
duration; in the second step, the output of the first step is multiplied (modulated) by a bipolar PN-code
waveform having a value +1 or —1 during each PN-code-bit duration. In reality, DS/SS systems are usually
implemented by first multiplying the data waveform by the PN-code waveform and then making a single
pass through a BPSK modulator. For this example, however, it is useful to characterize the modulation
process in two separate steps—the outer modulator/demodulator for the data, and the inner modulator/
demodulator for the PN code (Fig. 18.4).

FIGURE 18.4 Direct-sequence spread-spectrum MODEM with channel coding.
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A spread-spectrum system is characterized by a processing gain G, that is defined in terms of the
spread-spectrum bandwidth W and the data rate R as follows [19]:

G, = = (18.40)

For a DS/SS system, the PN-code bit has been given the name chip, and the spread-spectrum signal
bandwidth can be shown to be about equal to the chip rate R, as follows:

RC
G, = ?‘“ (18.41)
Some authors define processing gain to be the ratio of the spread-spectrum bandwidth to the symbol
rate. This definition separates the system performance that is due to bandwidth spreading from the
performance that is due to error-correction coding. Since we ultimately want to relate all of the coding
mechanisms relative to the information source, we shall conform to the most usually accepted definition
for processing gain, as expressed in Egs. (18.40) and (18.41).

A spread-spectrum system can be used for interference rejection and for multiple access (allowing multiple
users to access a communications resource simultaneously). The benefits of DS/SS signals are best achieved
when the processing gain is very large; in other words, the chip rate of the spreading (or PN) code is much
larger than the data rate. In such systems, the large value of G, allows the signalling chips to be transmitted
at a power level well below that of the thermal noise. We will use a value of G, = 1000. At the receiver, the
despreading operation correlates the incoming signal with a synchronized copy of the PN code and, thus,
accumulates the energy from multiple (G,) chips to yield the energy per data bit. The value of G, has a major
influence on the performance of the spread-spectrum system application. We shall see, however, that the
value of G, has no effect on the received E,/N,. In other words, spread spectrum techniques offer no error-
performance advantage over thermal noise. For DS/SS systems, there is no disadvantage either! Sometimes
such spread-spectrum radio systems are employed only to enable the transmission of very small power-
spectral densities and thus avoid the need for FCC licensing [20].

Channel Parameters for Example 4

Consider a DS/SS radio system that uses the same (63, 51) code as in the previous example. Instead of using
MPSK for the data modulation, we shall use BPSK. Also, we shall use BPSK for modulating the PN-code
chips. Let the received /N, = 48 dB-Hz, the data rate R = 9600 b/s, and the required P, < 10™°. For simplicity,
assume that there are no bandwidth constraints. Our task is simply to determine whether or not the required
error performance can be achieved using the given system architecture and design parameters. In evaluating
the system, we will use the same type of transformations used in the previous examples.

Solution to Example 4

A typical DS/SS system can be implemented more simply than the one shown in Fig. 18.4. The data and
the PN code would be combined at baseband, followed by a single pass through a BPSK modulator. We
will, however, assume the existence of the individual blocks in Fig. 18.4 because they enhance our
understanding of the transformation process. The relationships in transforming from data bits, to channel
bits, to symbols, and to chips, shown in Fig. 18.4, have the same pattern of subtle but straightforward
transformations in rates and energies as previous relationships (Figs. 18.2 and 18.3). The values of R,,
R, and R, can now be calculated immediately since the (63, 51) BCH code has already been selected.
From Eq. (18.30) we write

R, = (%)R = (g%)%ooz 11,859 channel-b/s
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Since the data modulation considered here is BPSK, then from Eq. (18.31) we write
R, = R.= 11,859 symbol/s

and from Eq. (18.41), with an assumed value of G, = 1000

Ry, = G,R = 1000 x 9600 = 9.6 x 10°chip/s

Since we have been given the same S/N; and the same data rate as in Example 2, we find the value of
received E,/N, from Eq. (18.25) to be 8.2 dB (or 6.61). At the demodulator, we can now expand the
expression for S/N, in Eq. (18.34) and the Appendix as follows:

S R R = R _ Lo —2Ra 18.42
N, N0 Ny ¢ N, ° N, ° (18.42)
Corresponding to each transformed entity (data bit, channel bit, symbol, or chip) there is a change in rate
and, similarly, a reciprocal change in energy-to-noise spectral density for that received entity. Equation
(18.42) is valid for any such transformation when the rate and energy are modified in a reciprocal way.
There is a kind of conservation of power (or energy) phenomenon that exists in the transformations. The
total received average power (or total received energy per symbol duration) is fixed regardless of how it is
computed, on the basis of data bits, channel bits, symbols, or chips.
The ratio E,,/N,is much lower in value than E,/N,. This can be seen from Egs. (18.42) and (18.41),

as follows:
5+ 58 - ) ()
N, Ny\R, No\G,R G,/N, )

But, even so, the despreading function (when properly synchronized) accumulates the energy contained
in a quantity G, of the chips, yielding the same value E,/N, = 8.2 dB, as was computed earlier from Eq.
(18.25). Thus, the DS spreading transformation has no effect on the error performance of an AWGN
channel [2], and the value of G, has no bearing on the value of Py in this example.

From Eq. (18.43), we can compute, in decibels,

Ech
N,

Eb/NO _GP

8.2 — (10 x log,,1000)
-21.8 (18.44)

The chosen value of processing gain (G, = 1000) enables the DS/SS system to operate at a value of chip
energy well below the thermal noise, with the same error performance as without spreading.
Since BPSK is the data modulation selected in this example, each message symbol therefore corresponds

to a single channel bit, and we can write

E. E k\E, 51
= e (2 = X 6.61 = 5.35 18.45
N, N, (n)NO (63) ( )

where the received E,/N, = 8.2 dB (or 6.61). Out of the BPSK data demodulator, the symbol-error
probability Py (and the channel-bit error probability p,) is computed as follows [2]:

p. =Py = Q( %E;) (18.46)
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Using the results of Eq. (18.45) in Eq. (18.46) yields

p.=Q(3.27) =5.8x 10"
Finally, using this value of p_in Eq. (18.38) for the (63, 51) double-error correcting code yields the output

bit-error probability of Py =3.6 X 107", We can, therefore, verify that for the given architecture and design
parameters of this example, the system does, in fact, achieve the required error performance.

18.7 Conclusion

The goal of this chapter has been to review fundamental relationships used in evaluating the performance
of digital communication systems. First, we described the concept of a link and a channel and examined
a radio system from its transmitting segment up through the output of the receiving antenna. We then
examined the concept of bandwidth-limited and power-limited systems and how such conditions influ-
ence the system design when the choices are confined to MPSK and MFSK modulation. Most important,
we focused on the definitions and computations involved in transforming from data bits to channel bits
to symbols to chips. In general, most digital communication systems share these concepts; thus, under-
standing them should enable one to evaluate other such systems in a similar way.

Appendix: Received E,/N, Is Independent of the Code Parameters

Starting with the basic concept that the received average signal power S is equal to the received symbol
or waveform energy, E, divided by the symbol-time duration, T, (or multiplied by the symbol rate, R,),
we write

S ES/ TS ES
= - =5 - ZQR Al18.1
NS N, TN ( )
where N is noise-power spectral density characterizing all the noise in the receiving system.
Using Egs. (18.27) and (18.25), rewritten as

E E R
— = (log, M\)—= d R, = -
N() ( ng )No an s 10g2 M
let us make substitutions into Eq. (A18.1), which yields
S _E
—_ = — Al18.2
¥ = nk (A18.2)

Next, using Eqs. (18.26) and (18.24), rewritten as

E._ (K\E _(n
nolw o k(i)

let us now make substitutions into Eq. (A18.2), which yields the relationship expressed in Eq. (18.11)

S Eh
NO NOR ( 8 3)

Hence, the received E,/N, is only a function of the received S/N, and the data rate R. It is independent
of the code parameters , k, and #. These results are summarized in Fig. 18.3.
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19.1 Introduction

Etymologically, the word synchronization refers to the process of making two or more events occur at
the same time, or, by duality, at the same frequency. In a digital communication context, various levels
of synchronization must be established before data decoding can take place, including carrier synchroni-
zation, symbol synchronization, and frame synchronization.

In radio frequency communications, carrier synchronization refers to the process of generating a
sinusoidal signal that closely tracks the phase and frequency of a received noisy carrier, transmitted by a
possibly distant transmitter. Thus, carrier synchronization in general refers to both frequency and phase
acquisition and tracking. Of the two, in many cases the more difficult problem is extracting carrier
phase, which is often a much faster varying process compared to frequency offset. This is especially so
since the advent of highly stable crystal oscillators operating in the UHF or lower frequency bands,
although the problem is still prevalent at the higher, microwave frequencies where crystal oscillators
are not available. Frequency acquisition is a also a problem in mobile radio applications where, due to
the Doppler effect, there is an offset in the frequency of the received carrier.

Communication systems that have available, or somehow extract and make use of, good (theoretically
perfect) carrier frequency and phase information are known as coherent systems, in contrast to incoherent
systems that neglect the carrier phase. Systems that attempt to acquire phase information but do not do
a perfect job are known as partially coherent systems. Coherent systems are known to perform better than
incoherent ones, at the price, however, of more complexity required for carrier synchronization. This
chapter will look at some of the classical techniques for carrier acquisition as well as some of the modern
techniques, which often involve operating on sampled instead of analog data.

Symbol synchronization is the process of deriving at the receiver timing signals that indicate where in
time the transmitted symbols are located. The decision part of the receiver subsequently uses this
information in order to decide what the symbols are. As with carrier synchronization, the data available
to the receiver for making timing estimates is noisy. Thus, perfect timing information cannot be obtained
in practice, although practical systems come close.
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Once symbol synchronization is achieved, the next highest synchronization level is frame synchroni-
zation. Frame synchronization is necessary in systems for which the unit of information is not a symbol,
but rather a sequence of symbols. Such systems are, for example, coded systems where the unit of
information is a codeword which consists of a number of symbols. In this case, it is clear that knowing
where the symbols are is not enough, and a further knowledge of where the codewords are is needed. It
is easily seen that the existence of frame synchronization automatically implies symbol synchronization,
but the converse is not true. Thus, one might be tempted to attempt frame synchronization before symbol
synchronization is achieved, thereby achieving both at once. Such an approach, although in theory resulting
in better performance, has the disadvantage of requiring more complex processing than the approach of
first achieving lower level synchronization before higher levels are attempted. In practice, almost invariably
the latter approach is followed. A rather standard approach to achieving frame synchronization is for the
transmitter to insert at the start of every frame a special synchronization pattern, whose detection at the
receiver locates frame boundaries. We will look at the optimal frame synchronization processing as well as
some of the desirable characteristics of synchronization sequences later.

There are two general methodologies for achieving the various synchronization levels needed by the
receiver. One way is to provide at the receiver side an unmodulated carrier, or a carrier modulated by a
known sequence, which can be used solely for the purpose of synchronization. This approach has the
advantage of decoupling the problem of data detection and synchronization and makes the synchroni-
zation system design easier. On the other hand, the overall communication efficiency suffers since signal
energy and time is used but no information is sent. A second approach, which is often preferred, is to
derive synchronization from the data-modulated carrier, the same signal used for symbol decisions. In
this way, no efficiency is sacrificed, but the processing becomes somewhat more involved. In the sequel,
we will only consider algorithms that utilize a modulated received signal to derive synchronization. We
first start with a look at carrier synchronization algorithms. Excellent general treatments of this and the
other synchronization problems studied later can be found in the classic texts of Stiffler [1] and Lindsey
and Simon [2], and more recently by Meyr [3, 16] and Mengali and D’Andrea [17].

19.2 Carrier Synchronization

Carrier Frequency Synchronization

The objective of a carrier frequency synchronization system consists of estimating and compensating the
carrier frequency offset that may be induced at the receiver by oscillator instabilities and/or Doppler
shifts. According to the degree of knowledge of the transmitted symbols, carrier frequency synchronizers
are classified into three main categories: data-aided (DA), decision-directed (DD) and non-data aided
(NDA) or blind methods. DA methods assume perfect knowledge of the transmitted symbols, while
NDA methods do not require such knowledge. Being more spectrally efficient, the NDA methods are
well suited for burst applications. As an intermediate category between the DA and NDA methods,
the DD methods rely on knowledge of the symbols obtained at the output of a symbol-by-symbol decoder.
According to the magnitude of the carrier frequency offset that they can cope with, carrier frequency
synchronizers may be classified in two classes:

1. Carrier frequency synchronizers that can compensate frequency offsets much smaller than the
symbol rate (1/T), in general less than 10% of the symbol rate.

2. Carrier frequency synchronizers that can compensate large frequency offsets on the order of the
symbol rate (1/T).

During initial carrier frequency acquisition, the second class of carrier synchronizers is employed in order
to reduce large carrier frequency offsets to a small percentage of the symbol rate and to facilitate other
carrier or symbol synchronization operations. Compensation of large frequency offsets with magnitudes in
the range of 100% of the symbol rate can be performed using either closed-loop (feedback) or open-loop
(feedforward) frequency synchronizers. Within the class of closed-loop frequency synchronizers, the most
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used carrier recovery systems are the approximate maximum likelihood (ML) frequency error detectors
[23, 25], quadricorrelators [24, 26, 33, 34], and dual filter detectors [21, 33], which were shown to be
equivalent in [22]. Open-loop frequency recovery schemes [27, 28], referred to also as delay-and-multiply
methods, present shorter acquisition time and are simpler to implement than the closed-loop frequency
recovery methods. They also exhibit comparable performance to the approximate ML frequency error
detectors [23, 25]. Due to these features, open-loop carrier recovery schemes are used in spontaneous packet
transmissions, where the frequency synchronization must be performed within a fixed time interval.
Once that the compensation of the large carrier frequency offsets has been accomplished and the
receiver operates under steady-state conditions, carrier frequency recovery systems that can track and
compensate carrier frequency offsets of magnitude much less than the symbol rate are usually employed.
Compensation of frequency offsets with magnitudes in the range of 10% of the symbol rate can be
performed by employing DA methods, such as those proposed by Fitz [30, 31], Luise and Reggiannini
[32], and the approximate ML estimator [17, 28]. These methods appear to be the best methods available
in the literature in terms of implementation complexity and performance. All these methods practically
achieve the Cramer—Rao bound at a signal-to-noise ratio (SNR) of zero dB. For burst mode applications,
open-loop NDA frequency recovery schemes have been proposed for arbitrary QAM and M-ary PSK
input symbol constellations [29]. Open-loop NDA frequency recovery schemes estimate the frequency
offset based on certain higher-order statistics computed from the received samples and present limited
performance due to the self-noise that is induced by computing the associated higher-order statistics.

Carrier Phase Synchronization

This section will formulate the carrier synchronization problem in mathematical terms as an estimation
problem and will then see how the optimal equations derived can be practically implemented through
appropriate approximations. Our optimality criterion is in the sense of maximum-likelihood, under which
estimates maximize with respect to the parameter to be estimated, the conditional probability density of
the data given the parameter (see, for example, [4]). As pointed out in the introduction, carrier synchro-
nization may be achieved rather easily by tracking the phase of an unmodulated carrier that is frequency
multiplexed with the modulated carrier. In this case, we need not worry about the noise (uncertainty)
introduced by the random modulation. On the other hand, the resulting system is inefficient since part
of the transmitter power carries no information and is used solely for carrier phase estimation. Although
we will look at such synchronizers, our emphasis will be on the more efficient carrier synchronizers that
derive their carrier phase estimates from suppressed carrier signals.

Unmodulated Carrier

The received unmodulated signal r(t) is
r(t) = s(t;0) +n(t), te T, (19.1)

where s(t, ¢) = Acos(27 ft — ¢) is the transmitted (unmodulated) signal, ¢ is the carrier phase, and n(z)
is a zero-mean, white Gaussian noise process with spectral density N,/2. The maximum-likelihood (ML)
estimate of the received noisy carrier is the value of ¢ that maximizes the likelihood function, given by
(see, for example, [4])

2

L) = exp| 3

j r(1)s(t; §)dt — ij 2t d))dt} (19.2)
T, NyJr,
Since the second integral above is not a function of ¢, it can be dropped. Taking the logarithm of the

resulting expression, we can equivalently maximize the log-likelihood function given by

(o) = 57 [ r(stss o) ar (19.3)
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Differentiating with respect to ¢ and setting to zero, we obtain the following necessary condition for the
maximum-likelihood estimate ¢:

f r(t)sin(27f. t— ¢)dt = 0 (19.4)
TO
Solving for ¢ we obtain

. IT r(t)sin(27f, t)dt
=t -1 0
9= tan JT r(t)cos(2xf t)dt

Figure 19.1 shows how the above estimator can be implemented in block-diagram form in what is
referred to as an open-loop realization.

A closed-loop or tracking synchronizer that uses the optimality condition in Eq. (19.4) in a tracking
loop referred to as a phase-locked loop (PLL) is shown in Fig. 19.2. In this figure, VCO stands for Voltage
Controlled Oscillator and is a device that produces a sinusoid at the carrier frequency f. and has an
instantaneous frequency which is proportional to its input (or, equivalently, a phase that is the integral
of its input). The integrator in Fig. 19.2 over the interval T is a linear filter that, in general, can be
modeled by an impulse response g(#) or a transfer function G(s) and is referred to as the loop filter.

Let us now investigate the performance of the PLL synchronizer. We have the following equation
describing the PLL in Fig. 19.2:

do(1)

e {r(t)sin[2ﬂﬁt+¢;(t)]}* g(1) (19.5)

where * represents convolution. Substituting for r(f) from Eq. (19.1) the product term becomes
r(t)sin[2nf.t+ ¢(1)] = %{Sin[4ﬂﬁt+ q3(t) + @]+ sin[@(r) — ¢]}+ n’(t) (19.6)
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where n’(t) can be argued to be white and Gaussian with zero mean and spectral density Ny/4. Dropping
the double-frequency term in Eq. (19.6), since it will be filtered out by the much lower bandwidth of
the loop, we obtain the following model for the PLL

de(t -
P = [Ainio-01+w (0] * g0 (19.7)

Equation (19.7) is a nonlinear stochastic differential equation that describes the evolution of the phase

estimate and is modeled in Fig. 19.3. If we let e(t) = [¢ (t) — @] be the phase error, then it is easily seen
(since ¢ is not a function of time) that the phase-error is described by

de(t) _ [ésin[e(t)] +n’(t)} % g(1) (19.8)
dt 2

An analytical solution for the density of the error e(t) in steady-state has been derived (see Viterbi [5])

for the special case when G(s) = 1 and is given by the Tichonov density function

exp[ o cos(e)]

, —m<e< 19.9
271, (0) Tsesn (19.9)

ple) =

where o =4A/N; and Ij(-) is the zero-order modified Bessel function. For large o, i.e., large signal-to-
noise ratios (SNRs), the variance of the phase-error computed from Eq. (19.9) can be approximated by
of = 1/ . Further, for large SNRs, the error will be small on the average, and so, in Eq. (19.8), sin(e) = e.
Under this approximation, Eq. (19.8) (and, consequently, Eq. (19.7)) become linear. Figure 19.4 shows
the linearized model for a PLL.

For the linear model in Fig. 19.4, an expression for the variance of the estimation error in steady-state
can be derived easily by computing the variance of the output ¢ when the input is just the noise #n’(¢).
The following expression for the variance of the estimation error can be derived (which is a good
approximation to the actual variance at high SNRs when the linearized model is valid)

2N,B
ol = 0L

: - (19.10)
A
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where the parameter B; is known as the (one-sided) loop noise equivalent bandwidth and is given by

[H(f)|” df. (19.11)
\H L8 j
In Eq. (19.11), H(s) is the closed-loop transfer function of the (linearized) loop and is given by
AG(s)
= — 19.12
HEO) = 377460 (19.12)

A simple computation of the variance given by Eq. (19.9) for the special case when G(s) = 1 yields 1/,
as expected. The advantage of Eq. (19.10) is that it can be used for general G(s), provided the signal-to-
noise ratio is large enough for the linear approximation to hold. Note also that the estimation error
becomes smaller with decreasing bandwidth B;. Thus, one might be tempted to reduce B; to zero. The
problem in this case is that the transient performance of the loop degrades to the extent that it may take
a longer period of time to achieve a small error. Also, in practice, the input phase ¢ is time-varying, in
which case the loop bandwidth should be large enough so that the loop can track the changes in the
input. We now turn our attention to finding the performance of the ML carrier synchronizer in Fig. 19.1.
We make use of the Cramer—Rao lower bound [4] that states that under some conditions, the variance

of the estimation error for any unbiased estimate of a parameter ¢ is lower-bounded by
o= — (19.13)

E[& ’In (zr (p)J
Ié

where In p(r|¢) is the log-likelihood function given by Eq. (19.3) for the phase estimation problem. Using
Eq. (19.13), we obtain

2A

O'iZ{FLOE[r(t)]cos(Zﬂ'fct+¢)dt} 2No 1

PRI (19.14)

0

A brief computation shows that 1/T;, corresponds to the equivalent noise bandwidth of the integrator.
Thus, if the equivalent noise bandwidths in Egs. (19.10) and (19.14) are the same, the performances of
the ML and the PLL synchronizers are the same (assuming that the bound in Eq. (19.14) is achieved
closely). Next, we address carrier extraction from a modulated carrier, which, as pointed out earlier, is,
in practice, the preferred approach for efficiency reasons.

Synchronization from a Modulated Carrier

A suboptimal approach, often used in practice, to extract carrier synchronization from a modulated
signal is to first nonlinearly preprocess the signal to “wipe off” the modulation, and then follow that by,
for example, a PLL, as described above. For M-ary phase-shift keying (PSK), the nonlinear preprocessing
involves taking the Mth power of the signal. This has the effect of multiplying the carrier phase by M,
and thus a subsequent division by M is needed to match the original carrier phase. For PSK signaling,
a side effect of the power-law nonlinearity is to introduce a phase ambiguity, which must be resolved
either by using pilot symbols or through the use of differential encoding of the data (information is
conveyed by the change in the phase relative to the previous baud interval, rather than absolute phase),
which is the case in practice.

Besides the suboptimal power-law technique, ML estimation can be used to suggest the optimal
processing and possible approximations, which we study next. Let the modulated data be

(1) = s(t:d,¢) +n(1) (19.15)
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where d is a sequence of N modulation symbols. For simplicity, we will assume binary antipodal signals
in which case each component, d,, of d is either 1 or —1. If we let the baud rate be 1/T symbols/s, then
the signal part in Eq. (19.15) can be expressed as

N-1

s(t;d,9) = AY dicosQ2rfit+¢)p(t—kT), (19.16)

k=0

where p(¢) is a baseband pulse which determines to a large extent the spectral content of the transmitted
signal, and we are assuming a data window of length N. For simplicity, we will assume a unit height
rectangular pulse next, but the results can be generalized to any arbitrary pulse shape. Assuming for the
moment that the modulation sequence d is known, we have the following conditional likelihood function:
(k+1
kT

N-1
2 NT 2A )T
L(¢) = = sd,d)dt | = =Yd 27f. dt|.(19.17
(9) exp[NOJ‘O r(t)s(t;d, ) t} exp{NO )2 k‘[ r(t)cos(2mf.t+ @)dt |. ( )

All we need to do now is take the expectation of the conditional likelihood function in Eq. (19.17) with
respect to the random modulation sequence. Assuming that each binary symbol occurs with probability
1/2 and that symbols are independent, we obtain the following log-likelihood function after dropping
terms that are not functions of ¢ and taking the logarithm of the resulting expression:

A(9) = Zln cosh[%ﬁ:lﬂr(ﬂCos(27rﬂt+ (b)dt} (19.18)
k=0

A maximum likelihood estimator maximizes the above expression with respect to the phase ¢. In
practice, to reduce complexity we use the following substitutions, In cosh(x) e x* and In cosh(x) o< |,
valid for small and large signal-to-noise ratios, respectively. In the case of small SNRs, the log-likelihood
simplifies to

€(9) = ZU:I:I)Tr(t)cos(ZnﬁH ¢)dtT. (19.19)

Taking the derivative of Eq. (19.19) with respect to ¢, we obtain the following necessary condition for
the ML estimate ¢ of ¢

N-1
(k+1)T

2],

A tracking loop that dynamically forces the condition in Eq. (19.20) is shown in Fig. 19.5. Note that

r(t)ycos(2mf.t+ d;)dtxJ.(k+l)Tr(t)sin(2ﬂ:fct+ (Z;)dt = 0. (19.20)
kT

the product of the two integrals effectively removes the modulation. In practice, the summation operator
may be replaced by a digital filter that applies different weights to the past and present data in order to
improve response.

To Explore Further: Carrier Acquisition for QAM Constellations

The need for high throughputs required by several high-speed applications (such as digital TV) has
pushed system designers towards more throughput-efficient modulation schemes. Because of their rel-
atively good performance, large QAM constellations are being used in many of these applications. One
of the problems associated with their use is that of carrier acquisition, which, for efficiency reasons, must
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FIGURE 19.5 Carrier synchronization from modulated data.

often be done without the use of a preamble. The problem is further complicated for cross QAM constel-
lations, for which the high SNR corner points used by some simple carrier phase estimators are not
available. Clearly, due to the phase symmetry of QAM constellations, only phase offsets modulo 7/2 are
detectable, and differential encoding is used to resolve the ambiguity.

The phase synchronization problem is invariably divided into an acquisition and a tracking part. In
many practical systems, tracking is done simply and efficiently in a decision-directed (DD) mode after
acquisition has been established, and it is the acquisition problem that is the most troublesome, especially
in applications where no preamble is allowed. For square QAM constellations, a simple technique for
phase acquisition is based on detecting the signals at the four corners and using them to produce an
estimate of the phase-offset which can be averaged in time to converge to a reliable estimate. The problem
is more complicated for cross constellations which do not have the corner points.

We first look at the ML carrier phase estimator. Let

14
Ty = dke] +1’lk

be the baud-rate samples of the output of a matched filter, where d; is a complex number denoting the
transmitted QAM symbol at time kT (1/T is the signaling rate), and 0 denotes the unknown phase-offset
to be estimated; the n; are complex, independent identically distributed (i.i.d.), zero-mean, Gaussian
random variables with independent real and imaginary parts of variance ¢°, modeling the effects of
noise. Without loss of generality, we assume that E[d;] = 1(i.e., a unit average energy constellation), in
which case the signal-to-noise ratio per symbol is SNR = 1/26°. Then the ML phase estimate of 6 from
data over a window of length N is easily obtained as the value of ¢ that maximizes the log-likelihood
function

1) = Si[Yew(-Hln-d- 7]
k=0

where the inner summation is performed with respect to the data d present in the constellation. The
complexity of the ML algorithm is due in part to this inner summation, which, even for small constel-
lations, will require more computations than possible, especially for high-speed systems. Another com-
plication in implementing the ML estimator is the need to solve a nonlinear maximization problem in
order to find the ML estimate of ¢. Some simplifications of the ML estimator can be obtained for square
constellations, but they are not sufficient to bring the ML estimator into a practical form.

For square constellations, a simple algorithm can be used to extract the carrier phase by detecting the
presence of one of the four corner points in the constellation. These points can be detected by setting
an amplitude threshold between the peak amplitude of the corner points and the second largest amplitude.
The angles of these four points can be expressed as

¢ = j—f+i~§, i=0,1,2,3
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Thus,

i YA T
¢ = 4—1 mod (E)
Since only phase rotations modulo 71/2 are required, a simple estimator looks at the angle of the received
sample r, modulo 71/2 and subtracts it from 7/4. The result is the required estimate, which can be refined
in time as more data are observed.

Another often used algorithm, which has been shown in [6] to be asymptotically the ML estimator in
the limit of small SNRs, is the Mth power-law estimator, where M = 4 for QAM constellations, and it
equals the size of the constellation for PSK signaling. For QAM signaling, the 4th power estimator extracts
a phase estimate according to

R N
o = }larg {E[d“] . Zr;ﬂ.

k=1

The approximate mean-square error performance of the above estimator was also obtained in [6].
More recently, another algorithm that seems to work well for both square and cross constellations has
been reported in [7]. The algorithm referred to as the histogram algorithm (HA) does the following: (1)
For each received sample r; it finds the set of signals whose magnitude is closest to |ry]. (2) Compute the
angle of the subset of signals from step 1 belonging to the first quadrant. (3) Subtract each of the angles
computed at step 2 from the angle of ;. (4) Uniformly quantize the angle interval from 0 to 90 degrees
into L bins, and associate a counter with each; increment the counters corresponding to the quantization
intervals where the angles computed at step 3 fall in. (5) Repeat this process for new data r as they arrive.
(6) When enough data is received, find the bin that has the largest counter value. The angle corresponding
to this bin is produced as the phase estimate.

Figure 19.6 compares the performance of the ML and HA algorithms obtained through simulation to the
Cramer—Rao bound for the 128-QAM (cross) constellation. Results for the 4th power estimator are shown
separately in Fig. 19.7 since the performance of this estimator is about two orders of magnitude worse than
the ML and HA algorithms. The reason behind the bad performance of the 4th power estimator is the
existence of large self-noise, partly due to the absence of the corner points. These results indicate that the 4th
power estimator is not an option for cross constellations, at least not for sizes greater than or equal to 128.
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FIGURE 19.6 Mean square error for the various algorithms and 128-QAM.

©2002 CRC PressLLC



10t

L < 4-th Power, 20dB g
r o 4-th Power, 30dB 1
L —— Approximate Analytical -

Mean-Square-Error (Degrees?)

128-QAM
1 1

2000 4000 6000 8000 10000
Number of Data Symbols

100

FIGURE 19.7 The performance of the 4th power estimator for 128-QAM.

102 -ﬁ ° a  4-th Power, 20 dB
Fa % o 4-th Power, 30 dB

(\’.(; CoA .. ® HA, 45 bins, 25 dB
o - ee L B HA, 45 bins, 30 dB
S Y °
Gl “oegy e,
g F m eﬁﬁeaé ﬁﬁe
L
A Statesngg
IS . ®e
(_%100 E " ....0.
3 - .
% L LT T T T Tor T —

256-QAM
107 b v b b b
0 50 100 150 200 250

Number of Data Symbols

FIGURE 19.8 The HA vs. the 4th power algorithms for 256-QAM.

Figure 19.8 compares the HA and the 4th power estimators for the 256-QAM (square) constellation.
As can be seen, the 4th power estimator performs much better with square constellations, and, in fact,
it outperforms the HA for a range of data sequence lengths at 25dB SNR. As the SNR increases, however,
the self-noise dominates and the performance of the 4th power estimator degrades.

In closing this section, we mention that an algorithm for joint estimation of carrier phase and frequency
for 16-QAM input constellations has been proposed in [18] and shown to achieve the Cramer—Rao bound
for SNRs greater than 15 dB.

19.3 Symbol Synchronization

We first investigate symbol synchronizers that are optimal in a maximume-likelihood sense. The ML
symbol synchronizer can be used to suggest suboptimal but more easily implementable algorithms and
provides a benchmark against which the performance of other synchronizers can be compared. Let T be
the symbol duration and r(t) be the received data. We assume an additive white Gaussian noise channel,
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so r(t) is modeled by
r(t) = s(t; d,7) + n(t), (19.21)

where n(t) is zero-mean white Gaussian noise having spectral density N,/2, d is a sequence of modulation
symbols d;, k=---,—1,0, 1,---, and 7 is the timing-error. Assuming pulse-amplitude modulation (PAM),
the signal can be described explicitly by

s(t;d, 1) = Y dip(t=kT —71), (19.22)
k

where p(#) is a baseband pulse. Our problem is to process the received signal r(¢) in order to obtain an
estimate of the timing-error 7. To avoid loss in communication efficiency, we will do this in the presence
of modulation symbols. For simplicity, we will assume a binary system with antipodal signals (one signal
is just the negative of the other), in which case d; € {1, —1}.

As previously for carrier phase estimation, ML synchronization requires the probability density func-
tion of the data given the timing-error 7. Conditioned on knowing the data sequence d, the likelihood-
function is given by Eq. (19.2) (with the signal part now given by Eq. (19.22)). Since the quadratic term
does not depend on 7, the ML function can be reduced to

L(z,d) = exp[Z\%de'r HOp(t—kT—1) dt}. (19.23)
0% —o

All we need to do now is take the expectation of the above conditional likelihood function with respect
to the data sequence to obtain the likelihood function. Performing the expectation and assuming inde-
pendent and equiprobable data, we obtain (after taking the logarithm of the resulting expression) the
required log-likelihood function

(r) =Y cosh[qui,—m} (19.24)
where
(1) = r r(Op(t—kT—1)dt. (19.25)

A maximum-likelihood synchronizer finds the estimate 7, which maximizes the log-likelihood function
in Eq. (19.24) based on the received data. Several problems arise as we try to implement this optimal
synchronizer: (1) obtaining an ML estimate requires maximizing in real-time Eq. (19.24), an impossible
task in most practical cases; (2) implementation of Eq. (19.24) requires knowledge of the signal-to-noise
ratio, which is not readily available and must be estimated; and (3) there is no simple way to exploit
Eq. (19.24) to extract timing estimates in real-time. The problem associated with (1) above can be partly
alleviated by approximating the Incosh(-) function for large and small SNRs, as was done before, which
results in

€)= 4i(7), low SNR,

§ (19.26)
(1) = 2 |gi(7)|, high SNR.

k
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FIGURE 19.9 Closed-loop timing synchronizer.

In addition to simplifying the log-likelihood function, the approximations above also obviate the need
for knowing the SNR. The need, however, to maximize a nonlinear function in real-time still exists.

As for the carrier synchronization problem, a number of open-loop realizations of the ML timing
estimator exist. Perhaps the more interesting algorithms from a practical viewpoint are the closed-loop
algorithms, two of which we motivate next. Taking the derivative of Eq. (19.24) with respect to 7 and
equating to zero results in an equation whose solution is the ML timing estimate:

(1)

5= .= Z[I\%r r(ﬂw dt}xtanh[ir rH(Op(t—kT —7) dt] = 0,(19.27)
T 0 — .

=T k NO

where we have assumed that p(—eo) = p(ec) = 0. Note that if the timing 7 is other than the ML estimate T
that makes the left-hand side of Eq. (19.27) equal to zero, the above derivative will be either positive or
negative depending on the sign of the error (7— 7). Thus, the derivative can be used in a tracking loop
to provide a correcting signal in a system that dynamically produces the ML timing estimate. Such a
system is shown in Fig. 19.9, where the timing pulse generator adjusts the phase of the timing depending
on the output of the accumulator once every T seconds. In practice, the accumulator may be replaced
by a digital filter whose response is such that it puts more emphasis on recent data and less on past data.
Clearly, when the timing-jitter is fast changing, better results may be obtained by having a short memory
filter. On the other hand, if the timing-jitter is slowly varying, a filter with a long memory (low bandwidth)
will yield better results.

Further simplifications to the above tracking synchronizer can be made under the assumptions of low
or high signal-to-noise ratios, in which case Eq. (19.26) instead of Eq. (19.24) may be used. If the derivative
of the likelihood function with respect to 7 is approximated by the difference

(1) _t(x+06/2)—€(1-0/2)
Jt — o

(19.28)

then, under the high SNR approximation (for example), Eq. (19.27) can be replaced by

% = ;Hj:r(t)p(t—w—r-5/2)dt‘ —U: r(p(t—kT—7+ 5/2)dtH (19.29)

A tracking-loop synchronizer, known as an early-late gate symbol synchronizer, implements Eq. (19.29)
and is shown in Fig. 19.10. A similar synchronizer for a low SNR approximation can be implemented.
The intuitive explanation of how early-late gate symbol synchronizers work is simple and can be easily
illustrated for the case of non-return to zero (NRZ) pulses whose pulse shape p(#) and autocorrelation
function a(t) are shown in Fig. 19.11.
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In the absence of timing-error, the receiver samples the output of the matched filter at the times
corresponding to the peak of the autocorrelation function of the NRZ pulse (which results in the largest
SNR). When a timing error exists, the samples occur at either side of the peak depending on whether the
error is positive or negative. In either case, because of the symmetry of the autocorrelation function, the
samples are of the same value (on the average). In an early-late gate synchronizer, two samples are taken,
separated by d seconds and centered around the current timing estimate. Depending on whether the
error is positive or negative, the difference between the absolute values of these samples will be positive or
negative, thus providing a control signal to increase or decrease 7 in the desired direction to reduce the
error. Notice that on the average, due to the even symmetry of the autocorrelation function, the difference
between the absolute values of the two samples is zero at the actual symbol timing phase, i.e., when
the timing error is zero. Thus, at least intuitively, the system in Fig. 19.10 is a stable loop for tracking
the symbol timing phase. We end this section by noting that a number of practical implementations
based on some further simplification of the synchronizers discussed above are used in practice.

To Browse Further

In modern receivers, more and more of the processing is done in the discrete domain, which allows for
more complicated algorithms to be accurately implemented compared to analog implementations. For
timing recovery, the preferred technique is to process samples taken at the output of a matched (or other
suitable) filter at rates as low as the baud rate to a few samples per baud. The advantage of baud-rate
sampling is that it uses the same samples that the detector uses to make symbol decisions, and it is the
lowest rate possible, making the sampler less costly and the processing of samples faster. The dis-
advantage is that baud-rate sampling is below the Nyquist rate and, thus, acquisition performance tends
to suffer somewhat. For bandlimited signaling, two or more samples per baud are at or above the Nyquist
rate and, thus, all information contained in the original analog signal is preserved by the sampling process.
This means that the sampler can be free-running without the need to adjust its sampling phase since
that can be done in the discrete domain through interpolation.

Perhaps the most well known paper on timing-recovery from baud-rate samples is that by Mueller
and Muller [8]. The timing algorithms studied therein are decision-directed (make use of tentative symbol
decisions) and use the baud-rate samples in order to estimate the timing error. The timing error infor-
mation is then used to adjust the phase of the sampler towards reducing the timing error. Other works
that consider two or more samples per baud have been reported in [9-11].
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19.4 Frame Synchronization

As noted in the introduction, frame synchronization is obtained in practice by locating at the receiver
the position of a frame synchronization pattern (referred to also as a marker), periodically inserted in
the data stream by the transmitter. In most systems, partly for simplicity and partly because the periodicity
of the marker insertion makes it easily identifiable when enough frames are processed, the marker is not
prevented from appearing in the random data stream. This means that it should be long enough compared
to the frame length to make the probability of it appearing in the data small. If we let the synchronization
pattern be of length L and the frame size (including the marker) be of length N, then the efficiency of
such a system, measured by the number of data symbols per channel symbol, is

e=1- (19.30)

L
<

The efficiency can be made arbitrarily close to one by increasing N for a fixed L or by decreasing L
for a fixed N. In both cases, however, the probability of correctly detecting the position of the marker is
reduced. In practice, good first pass acquisition probabilities can be achieved with efficiencies of about
97%. Figure 19.12 shows the contents of a frame.

As for the symbol synchronization case, we will first introduce the optimum (ML) frame synchronizer
and then investigate some suboptimum synchronizers. For simplicity, we will only look at binary anti-
podal baseband signaling, although, in qualitative terms, similar results hold for non-binary systems. In
the following, we assume that perfect symbol synchronization is present. As usual, we assume an additive
white Gaussian noise channel, in which case the sufficient statistic (loosely, the simplest function of the
data required by the optimum synchronizer) is the baud-rate samples of the output of a matched filter.
Let r = (r, 15, ..., ry) be the vector of the observed data obtained by sampling the output of a matched
filter (matched to the baseband pulse) at the correct symbol rate and phase (no symbol timing-error),
but not necessarily at the correct frame phase. Under a Gaussian noise assumption, the discrete matched
filter samples can be modeled by

e = JEd,+n,, (19.31)

where E is the signal energy, d, € {1, —1} is the kth modulation symbol, and the ;s constitute a sequence of
independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance o
It is clear that since the frame length is N, there is exactly one frame marker within the observation
window. Our problem is to locate the position m € (0, 1, 2, ...,N — 1) of the marker from the observed
data r. If m is the actual position of the marker, then the data vector corresponding to the observed vector
ris
d=(d,dy...;dp_1,d,, ... dpir 155 dy),

where the L-symbol sequence starting at position m is the marker. If we denote the marker by S, this means

S = (51555) = (dys dyiirens dppr1)-

FIGURE 19.12 The composition of a frame.
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For maximum-likelihood estimation of m, we need to maximize the following conditional density:
p(rim) = plr|m,d’1Pr(d’) (19.32)
=

where d’ is the (N — L)-symbol data sequence that surrounds the marker. Assuming equiprobable
symbols, Massey [12] derived the following log-likelihood function:

L 2
JE
L(m)=)s rm—2 In cosh| =7, |- (19.33)
S~ 73 (Fren)

To account for the periodicity of the marker, indices in Eq. (19.33) are interpreted modulo N. An optimal
frame synchronizer computes the above expression for all values of m and chooses as its best estimate
of the marker position the value that maximizes L(m).

A few observations are now in order regarding the above likelihood function. First, we note that L(m)
is the sum of two terms: a linear term and a nonlinear term. The first term can be recognized as the
correlation between the received data r and the known marker; the second term can be interpreted as
an energy correction term that accounts for the random data surrounding the marker.

For practical implementation, some approximations of the optimal rule can be obtained easily by
approximating In cosh(-). For high SNRs, by replacing Incosh(x) by |x|, we obtain

L L
L(m) =Y $iTiom— D |Tianl - (19.34)
k=1 k=1

For low SNRs, replacing In cosh (x) by x’/2, the optimal rule becomes

L L

E
L(m)zzskrk+m_zi/;;_22ri+m' (1935)

k=1 k=1

A further approximation that is quite often used is to drop the second nonlinear term altogether. The
resulting rule then becomes

L
L(m) =Y sikems (19.36)

k=1

and is known as the simple correlation rule for obvious reasons. The high SNR approximation and the
simple correlation rule have the added advantage that no knowledge of the SNR is needed for imple-
mentation, compared to the optimum and the low SNR approximation rules.

Practical frame synchronizers use the periodicity of the marker in order to improve performance in
time and usually include algorithms for detecting loss of synchronization in which re-acquisition is
initiated. The above algorithms can be used as the basis for these practical synchronizers in estimating
the marker position from a frame’s-worth of data. Their performance in correctly identifying the marker
position significantly affects the overall performance of the frame synchronizer as measured not only by
the probability of correct acquisition, but also by the time it takes for the algorithm to acquire.

Other techniques for marker acquisition (besides those based on the maximum-likelihood principle)
can be used as well. For example, in some practical implementations of the simple correlation rule,
sequential detection of the marker is often implemented: the correlation of the marker with the data is
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computed sequentially for each frame position and the result is compared to some threshold. When for
some value of m the computed correlation exceeds the threshold, the frame synchronizer declares a
marker presence. Otherwise the search continues. The value of the threshold is critical for performance
and it is usually chosen to minimize the time to marker acquisition.

Another important aspect of frame synchronization design is the design of good marker sequences.
Although the above algorithms work with any chosen sequence, the resulting performance of the syn-
chronizer depends critically on the sequence used. In general, sequences that have good autocorrelation
properties perform well as frame markers. These sequences have the property that their autocorrelation
function is uniformly small for all shifts other than the zero shift. Examples of such sequences include the
Barker sequences [13] and the Neuman—Hofman sequences [14]. Barker sequences are binary sequences
whose largest side-lobe (nonzero shift correlation) is at most 1. Unfortunately, the largest known Barker
sequence is of length 13, and there is proof that no Barker sequences of length between 14 and 6084 exist.
In many cases, however, there is a need for larger sequences to improve performance. Neuman—Hofman
sequences were specifically designed to maximize performance when a simple correlation rule is used.
Thus, these sequences perform somewhat better than Barker sequences when a correlation rule is used.
What is more important, though, is that Neuman—Hofman sequences of large length exist. Examples of
Barker and Neuman—Hofman sequences of length seven and thirteen are

(1,-1,1,1, -1, -1, —1), Barker, L =7,
(,1,1,1,1,-1,-1,1,1,-1, 1, =1, 1), Barker, L =13,

(-1, -1, -1, -1, -1, -1, 1, 1, -1, -1, 1, =1, 1), Neuman—Hofman, L = 13.

Performance

We address briefly the performance of the ML and two suboptimal synchronizers given above, as measured
by the probability of erroneous synchronization. First, we look at the question of how well any frame
synchronizer can perform, as a function of the frame length N, marker length L, and SNR. Clearly, in
the limit of infinite SNR we obtain the best performance (smallest probability of erroneous marker
detection). In this case, an error can be made when the marker appears randomly in one or more positions
in the random data part. For bifix-free sequences (i.e., sequences for which no prefix is also a suffix),
Nielsen [15] has obtained the following expression for probability of erroneous synchronization in this
case:

G E
where
R = LNL LJ (19.38)

and M is the size of the modulation (M = 2 for binary signaling). The bifix-free condition guarantees
that no partial overlap of the marker with itself results in a perfect match for the overlapped parts.
Figure 19.13 shows simulation results for the performance of the ML, high SNR approximation, and
simple-correlation rules of Egs. (19.33), (19.34) and (19.36), respectively. Also shown is the lower-bound
in Eq. (19.37), which is achieved by the ML rule and its high SNR approximation. On the other hand, the
simple-correlation rule performs significantly worse.
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Politecnico di Torino 20.7  Modulations with Memory

20.1 Introduction

The goal of a digital communication system is to deliver information represented by a sequence of binary
symbols, through a physical channel, to a user. The mapping of these symbols into signals, selected to
match the features of the physical channel, is called digital modulation.

The digital modulator is the device used to achieve this mapping. The simplest type of modulator
has no memory, that is, the mapping of blocks of binary digits into signals is performed independently
of the blocks transmitted before or after. If the modulator maps the binary digits 0 and 1 into a set of
two different waveforms, then the modulation is called binary. Alternatively, the modulator may map
symbols formed by h binary digits at a time onto M = 2" different waveforms. This modulation is called
multilevel.

The general expression of a signal modulated by a modulator with memory is

oo

W(8) = Duslt—nTsE,, o)

n=—co

where {s(t; i, j)} is a set of waveforms, X, is the symbol emitted by the source at time n7, and S, is the
state of the modulator at time n. If the modulator has no memory, then there is no dependence on s,
A linear memoryless modulation scheme is one such that s(t - nT; X,; S,,) = X, s(t - nT).

Given a signal set {s;(t) }?ﬁl used for modulation, its compact characterization may be given in terms
of a geometric representation. From the set of M waveforms we first construct a set of N< M orthonormal
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waveforms {y;(t) }I-Ail (the Gram-Schmidt procedure is the appropriate algorithm to do this). Next we
express each signal s,(¢) as a linear combination of these waveforms,

si(t) = ZSkiWi(t)

i=1

The coefficients of this expansion may be interpreted as the components of M vectors that geometrically
represent the original signal set or, equivalently, as the coordinates in a Euclidean N-dimensional space
of a set of points called the signal constellation.

20.2 The Challenge of Digital Modulation

The selection of a digital modulation scheme should be done by making the best possible use of the
resources available for transmission, namely, bandwidth, power, and complexity, in order to achieve the
reliability required.

Bandwidth

There is no unique definition of signal bandwidth. Actually, any signal s(¢) strictly limited to a time
interval T would have an infinite bandwidth if the latter were defined as the support of the Fourier
transform of s(t). For example, consider the bandpass linearly modulated signal

v(t)=R| Y Es(t—nT)e™

n=—o0

where R denotes real part, f; is the carrier frequency, s(t) is a rectangular pulse with duration T and
amplitude 1, and (&) is a stationary sequence of complex uncorrelated random variables with E(£,) = 0
and E(|£’) = 1. Then the power density spectrum of v(¢) is given by

G() = FLG(=f~f;) + G(f=1)]

where

G(f) = T[%';—T} (20.1)

The function G(f) is shown in Fig. 20.1.
The following are possible definitions of the bandwidth:

* Half-power bandwidth. This is the interval between the two frequencies at which the power
spectrum is 3 dB below its peak value.

* Equivalent noise bandwidth. This is given by

_12.6Hdf
a2 max;G(f)

This measures the basis of a rectangle whose height is max, G(f) and whose area is one-half of the
power of the modulated signal.

* Null-to-null bandwidth. This represents the width of the main spectral lobe.
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FIGURE 20.1 Power density spectrum of a linearly modulated signal with rectangular waveforms.

* Fractional power containment bandwidth. This bandwidth definition states that the occupied band-
width is the band that contains (1 — €) of the total signal power.

* Bounded-power spectral density bandwidth. This states that everywhere outside this bandwidth
the power spectral density must fall at least a certain level (e.g., 35 or 50 dB) below its maximum
value.

Although the actual value of the signal bandwidth depends on the definition that has been accepted
for the specific application, in general, we can say that

B =~
T

where T is the duration of one of the waveforms used by the modulator, and « reflects the definition of
bandwidth and the selection of waveforms. For example, for Eq. (20.1) the null-to-null bandwidth
provides B = 2/7T, that is, o= 2. For 3-dB bandwidth, ¢« = 0.88. For equivalent-noise bandwidth, we have
o=1.

Shannon Bandwidth

To make it possible to compare different modulation schemes in terms of their bandwidth efficiency, it
is useful to consider the following definition of bandwidth. Consider a signal set and its geometric
representation based on the orthonormal set of signals {l//i(t)}ﬁl defined over a time interval with
duration T. The value of N is called the dimensionality of the signal set. We say that a real signal x(t) with
Fourier transform X( f) is time limited to the interval —T/2 < t < T/2 at level € if

J x’(ndt<e
|]>T12

and is bandlimited with bandwidth B at level € if

L ﬂ>B\X(f)\2df <e
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Then for large BT the space of signals that are time limited and bandlimited at level € has dimensionality
N=2BT [Slepian, 1976]. Consequently, the Shannon bandwidth [Massey, 1995] of the signal set is defined as

N
B=—
2T

and is measured in dimensions per second.

Signal-to-Noise Ratio

Assume from now on that the information source emits independent, identically distributed binary digits
with rate R, digits per second, and that the transmission channel adds to the signal a realization of a
white Gaussian noise process with power spectral density N,/2.

The rate, in bits per second, that can be accepted by the modulator is

_log,M
T

where M is the number of signals of duration T available at the modulator, and 1/7 is the signaling rate.
The average signal power is

where € is the average signal energy and &, = £/log, M is the energy required to transmit one binary
digit. As a consequence, if B denotes the bandwidth of the modulated signal, the ratio between signal
power and noise power is

P _ gb Rs
N,B N, B

This shows that the signal-to-noise ratio is the product of two quantities, namely, the ratio &/N,, the
energy per transmitted bit divided by twice the noise spectral density, and the ratio R,/B, representing
the bandwidth efficiency of the modulation scheme.

In some instances the peak energy £, is of importance. This is the energy of the signal with the maximum
amplitude level.

Error Probability

The performance of a modulation scheme is measured by its symbol error probability P(e), which is
the probability that a waveform is detected incorrectly, and by its bit error probability, or bit error rate
(BER) P,(e), the probability that a bit sent is received incorrectly. A simple relationship between the two
quantities can be obtained by observing that, since each symbol carries log, M bits, one symbol error
causes at least one and at most log, M bits to be in error,

P(e)
fog, M <P,(e) < P(e)

When the transmission takes place over a channel affected by additive white Gaussian noise, and the
modulation scheme is memoryless, the symbol error probability is upper bounded as follows:

1 M M d

P(e) < — Z Z erfc(—’L)

2M i=1 j=1 2N,
j#1
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where d;; is the Euclidean distance between signals s,(t) and s,(t),

T
& = L [s,(t) —s;()]"dt
and erfc(-) denotes the Gaussian integral function

2 (= _p
erfc(x) = —J. e*dz.
e

Another function, denoted Q(x), is often used in lieu of erfc(-). This is defined as

Q(x) = %erfc(%)

A simpler upper bound on error probability is given by

P(e) < M- lerfc(—--——dmin )

2 2./N,

where d,;, = min; . ; d;;.

A simple lower bound on symbol error probability is given by

P(e) > lerfc(-—l-j--‘-mi)

M= 2N,

By comparing the upper and the lower bound we can see that the symbol error probability depends
exponentially on the term d,;,, the minimum Euclidean distance among signals of the constellation. In
fact, upper and lower bounds coalesce asymptotically as the signal-to-noise ratio increases. For interme-
diate signal-to-noise ratios, a fair comparison among constellations should take into account the error
coefficient as well as the minimum distance. This is the average number v of nearest neighbors [i.e., the
average number of signals at distance d,;, from a signal in the constellation; for example, this is equal
to 2 for M-ary phase-shift keying (PSK), M > 2]. A good approximation to P(e) is given by

P(e) = gerfc(ﬁ)

2./N,

Roughly, at P(e) = 10, doubling v accounts for a loss of 0.2 dB in the signal-to-noise ratio.

20.3 One-Dimensional Modulation: Pulse-Amplitude
Modulation (PAM)

Pulse-amplitude modulation (PAM) is a linear modulation scheme in which a signal s(#) is modulated
by random variables &, taking on values in the set of amplitudes {ai}fﬁ » where

d
a, = (2i—-1-M)

mn o i=1,2,...,M
2

The transmitter uses the set of waveforms {a;s(t) }Zl, where s(t) is a unit-energy pulse. The geometric
representation of this signal set is shown in Fig. 20.2 for M = 4.
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FIGURE 20.2 Quaternary PAM constellation.

FIGURE 20.3 Symbol error probability of coherently demodulated PAM.

The symbol-error probability is given by

: 1 3 log, M &,
P(e) = (1 —M)erfc[ /—Mz—l N

The ratio between peak energy and average energy is

& _ M-l
& M+1

The bandwidth efficiency of this modulation is

R, log,M

3 T 2T = 2log, M

20.4 Two-Dimensional Modulations

Phase-Shift Keying (PSK)

This is a linear modulation scheme generating the signal

w(1) = ﬂi{ D @s(r—nT)e"“f"’}
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FIGURE 20.4 An 8-PSK constellation.

FIGURE 20.5 Symbol error probability of coherently demodulated PSK.

j®,

where £, = ¢ " takes values in the set

M

{%47—[(1'—1)+(I)}

where @ is an arbitrary phase. The signal constellation is shown, for M = 8, in Fig. 20.4.
The symbol-error probability of M-ary PSK is closely approximated by

&, =
P(e)zerfc( N—o ogzMsmM)

for high signal-to-noise ratios (see Fig. 20.5). The bandwidth efficiency of PSK is

i=1

R, log,M
E = T - T = lngM
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FIGURE 20.6 A 16-QAM constellation.

Quadrature Amplitude Modulation (QAM)

Quadrature amplitude modulation (QAM) is a linear modulation scheme for which the modulated
signal takes the form

V(1) = EK{ 3 Es(r— nT)ejz”f“}

n=—o0

where

g, = o, +jB,

and @, 3, take on equally spaced values. Figure 20.6 shows a QAM constellation with 16 points.
When log, M is an even integer, we have

P(e) = 1—(1-p)’

= (1=l )

When log, M is odd, the following upper bound holds:

|3log,M &,
P(e) < Zerfc( M -1 No)

20.5 Multidimensional Modulations: Frequency-Shift
Keying (FSK)

with

(See Fig. 20.7.)

In the modulation technique called frequency-shift keying (FSK) the transmitter uses the waveforms
si(t) = Acos2m fit, 0<t<T

where f; = f, + (2i =1 = M) f;, for i = 1,..., M, and f; denotes the carrier frequency. The waveforms have
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FIGURE 20.7 Symbol error probability of coherently demodulated QAM.

constant energy £ = A* T/2, and the modulated signal has constant envelope A. The distance properties
of these waveforms for a given energy depend on the value of their normalized frequency separation 2f; T.

Generation of these waveforms may be accomplished with a set of M separate oscillators, each tuned
to the frequency f. In this case, the phase discontinuities at frequency-transition times cause large
sidelobes in the power density spectrum of the modulated signal. A narrower spectrum can be obtained
by using a single oscillator whose frequency is modulated by the source bits. This results in a modulation
scheme with memory called continuous-phase FSK (discussed in Section 20.7).

The signals s,(f) are orthogonal, that is,

T
J. cos(2xf;t)cos(2xf;t)dt =0 i#]
0

if the frequency separation between adjacent signals is such that 2f,T = m/2, where m is any nonzero
integer. Thus, the minimum frequency separation for orthogonality if 2f, = 1/2T.
The symbol error probability for M orthogonal signals with energy £ is upper and lower bounded by

1 fsblogzM)< cM-1 ( SblogzM)
2erfc( mZNO <P(e) < 3 erfc -—————-—-——-—ZNO .

For M = 2 the bounds merge into the exact value. The upper bound to P(e) is plotted in Fig. 20.8.

It can be observed from Fig. 20.8 that the error probability for a given value of signal-to-noise ratio
decreases as M increases, contrary to what is observed for PAM, PSK, and QAM. On the other hand, the
bandwidth efficiency decreases as M increases, its value being given by

R, 2log, M
B M
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FIGURE 20.8 Symbol error probability of coherently demodulated orthogonal FSK.
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FIGURE 20.9 The lattice Z°.

20.6 Multidimensional Modulations: Lattices

The QAM constellations may be considered as carved from an infinite constellation of regularly spaced
points in the plane, called the lattice Z°. This is represented in Fig. 20.9. This concept can be generalized
to other lattices, both two-dimensional and multidimensional. In this framework, the design of a signal
constellation consists of choosing a lattice, then carving a finite constellation of signal points from the lattice.

In general, a lattice A is defined as a set closed under ordinary addition and multiplication by integers.
As such, it forms an additive group as well as a vector space. Specifically, an N-dimensional lattice A is
an infinite set of N vectors.

If d;, is the minimum distance between any two points in the lattice, the number Vv of adjacent lattice
points located at distance d,;,, that is, the number of nearest neighbors of any lattice point, is called its
kissing number.
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Examples of Lattices
The Lattice Z"

The set Z" of all N-tuples with integer coordinates is called the cubic lattice, or integer lattice. The
minimum distance is d,,;, = 1, and the kissing number is v = 2N.

The N-Dimensional Lattices Ay and Ay

Ay is the set of all vectors with (N + 1) integer coordinates whose sum is zero. This lattice may be viewed
as the intersection of Z" *' and a hyperplane cutting the origin. The minimum distance is d,;, = J2,
and the kissing number is v=N(N + 1).

The N-Dimensional Lattice Dy

Dy is the set of all N-dimensional points whose integer coordinates have an even sum. It may be viewed
as a punctured version of Z", in which the points are colored alternately black and white with a
checkerboard coloring, and the white points (those with odd sums) are removed. We have d,;, = J2,
and v =2N(N — 1). D, represents the densest lattice packing in R*. This means that if unit-radius, four-
dimensional spheres with centers in the lattice points are used to pack R*, then D, is the lattice with the
largest number of spheres per unit volume.

The Gosset Lattice Eg

In the even coordinate system, Eg consists of the points

8
1 _
{(xl,...,xs). Vx;e Z or Vx e Z+§, Zx,-:OmodZ}

i=1

In words, E; consists of the eight-vectors whose components are all integers, or all halves of odd integers,
and whose sum is even.
The odd coordinate system is obtained by changing the sign of any coordinate: the points are

8
{(xl,...,xg): Vx;e Z or Vx e Z+l, inEszmodZ}
2 i=1

This lattice has d_,. = +/2 and v = 240.

Other Lattices

The description and the properties of other important lattices, such as the 16-dimensional Barnes—Wall
lattice A, and the 24-dimensional Leech lattice A,,, can be found in Chapter 4 of Conway and Sloane
[1988].

The Coding Gain of a Lattice
The coding gain v.(A) of the lattice A is defined as

d> (A
(A = Fan(A)

= Zond) (20.2)
V(A)

where V(A) is the fundamental lattice volume, that is, the reciprocal of the number of lattice points per
unit volume [for example, V(Z") = 1]. Table 20.1 lists the coding gains of some of the most popular lattices.
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TABLE 20.1 Coding Gains of Lattices

Name A N Y.(A), (dB)
Integer lattice V4 1 0.00
Hexagonal lattice A, 2 0.62
Schlfli D, 4 1.51
Gosset Eg 8 3.01
Barnes-Wall A 16 4.52
Leech Ay 24 6.02

Carving a Signal Constellation out of a Lattice

We denote with C(A, R) a constellation obtained from A (or from its translate A + a) by retaining only
the points that fall in the region R. The resulting constellation has a number of signals approximately
equal to the ratio between the volume of R and the volume of A,

_Y(®R)
V(A

provided that V(R)>> V(A), that is, that M is large enough.
The figure of merit (CFM) of C = C(A, R) is the ratio between d2;, and the average energy of the
constellation per dimension pair,

2

dmin
CEM(C) = EI(N/2)

To express the figure of merit of the constellation C(A, R) in terms of parameters related to the lattice
A and to the region R, we introduce the definition of the shape gain ¥,(R) of the region R [Forney and
Wei, 1990]. This is the reduction in average energy (per dimension pair) required by a constellation
bounded by R compared to that which would be required by a constellation bounded by an N-dimensional
cube of the same volume V(R). In formulas, the shape gain is the ratio between the normalized second
moment of any N-dimensional cube (which is equal to 1/12) and the normalized second moment of R,

1/12

’)/5(7?,) = m (20.3)
where
[ Il dr
G(R) = 22— 20.4
(R) NV(R)1+2/N ( )

The following result holds [Forney and Wei, 1990]: The figure of merit of the constellation C(A, R) is
given by

CEM(C) = % - %(A) - %(R) (20.5)

where 7 is the figure of merit of the one-dimensional PAM constellation with the same bit rate (chosen
as the baseline), 7.(A) is the coding gain of the lattice A [see Eq. (20.2)], and %,(R) is the shaping gain
of the region R. The approximation holds for large constellations.

This result shows that, at least for large constellations, the gain from shaping by the region R is almost
completely decoupled from the coding gain due to A. Thus, for a good design it makes sense to optimize
separately y.(A) (i.e., the choice of the lattice) and §,(R) (i.e., the choice of the region).
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Spherical Constellations

The maximum shape gain achieved by an N-dimensional region R is that of a sphere, for which

_ mnt1)
6(7’1!)“”

s

where n = N/2 and N is even. As N — oo, the ¥, approaches me/6, or 1.53 dB. The last figure is the
maximum achievable shaping gain. A problem with spherical constellations is that the complexity of the
encoding procedure (mapping input symbols to signals) may be too high. The main goal of N-
dimensional lattice-constellation design is to obtain a shape gain as close to that of the N sphere as
possible, while maintaining a reasonable implementation complexity and other desirable constellation
characteristics.

20.7 Modulations with Memory

The modulation schemes considered so far are memoryless in the sense that the waveform transmitted
in one symbol interval depends only on the symbol emitted by the source in that interval. In contrast,
there are modulation schemes with memory.

One example of a modulation scheme with memory is given by continuous-phase frequency-shift keying
(CPFSK), which in turn is a special case of continuous-phase modulation (CPM). To describe CPFSK,
consider standard FSK modulation, whose signals are generated by separate oscillators. As a consequence
of this generation technique, at the end of each symbol interval the phase of the carrier changes abruptly
whenever the frequency changes, because the oscillators are not phase synchronized. Since spectral occu-
pancy increases by decreasing the smoothness of a signal, these sudden phase changes cause spectrum
broadening. To reduce the spectral occupancy of a frequency-modulated signal, one option is CPFSK, in
which the frequency is changed continuously.

To describe CPFSK, consider the PAM signal

v(t) = Y &,q(t—nT)

where (&,) is the sequence of source symbols, taking on values +1, £3,..., +(M — 1), and g(t) is a
rectangular pulse of duration T and area 1/2. If the signal v(¢) is used to modulate the frequency of a
sinusoidal carrier, we obtain the signal

u(t) = Acos[anOt+ 2nhj;v(r)dr+ (pOJ

here f, is the unmodulated-carrier frequency, @, is the initial phase, and 4 is a constant called the
modulation index. The phase shift induced on the carrier, that is,

ot) = 2nhf v(n)dr

turns out to be a continuous function of time #, so that a continuous-phase signal is generated. The
trajectories followed by the phase, as reduced mod 27, form the phase trellis of the modulated signal.
Figure 20.10 shows a segment (for 7 symbol intervals) of the phase trellis of binary CPFSK with h = 1/2
[this is called minimum-shift keying or (MSK)].

With MSK, the carrier-phase shift induced by the modulation in the time interval n”T<t< (n+1) T is
given by

o(1) = e,l+§(t‘;”)§n WT<1<(n+ )T
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FIGURE 20.10 Phase trellis of binary CPFSK with h = 1/2 (MSK).

FIGURE 20.11 Power density spectrum of MSK and of quaternary PSK.

where

n—1
en = gz ‘gk

k=—co

The corresponding transmitted signal is

_ L, )1z
u(t) = Acos[Zﬂ(fo+4Tan)t > an+9nJ

which shows that MSK is an FSK using the two frequencies

1 1
flzfo_ﬁ fz:fo"‘ﬁ

The frequency separation f, — f; = 1/2T is the minimum separation for orthogonality of two sinusoids,
which explains the name given to this modulation scheme.

The spectrum of CPFSK depends of the value of h. For h < 1, as the modulation index decreases, so
does the spectral occupancy of the modulated signal. For MSK the power density spectrum is shown in
Fig. 20.11.
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CPM is a generalization of CPFSK. Here the carrier-phase shift in the interval nT < ¢ < (n + 1)T is
given by

o(t) = 27r2 achq(t—nT)

fk=—oo

where the waveform g(#) is the integral of a frequency pulse g(t) of arbitrary shape

q(t) = Lg(r)dr

subject to the constraints g(¢) = 0 for < 0 and

[rcone-

When the modulation index h; varies (usually with a periodic law) from one symbol to another, the
modulation is called multi-h. If g(¢) # 0 for ¢ > T, then the modulated signal is called partial-response
CPM. Otherwise, it is called full-response CPM.

An example of partial-response CPM is given by Gaussian (GMSK), whose frequency pulse is obtained
by passing a rectangular waveform into a low-pass filter whose impulse response /(¢) has a Gaussian shape,

[2m 2°B’

h(t)= |=—=B -

) In2 exp{ In2 ! }

where B denotes the filter bandwidth. By decreasing B, the shape of the frequency pulse becomes smoother
and the spectrum occupancy of the modulated signal is reduced. This modulation scheme is employed

in the Global System for Mobile Communications (GSM) standard for cellular mobile radio with the
choice BT = 0.3.

Defining Terms

Bandwidth: The frequency interval in which the density spectrum of a signal is significantly different
from zero.

Continuous-phase modulation: A digital modulation scheme derived from phase-shift keying in which
the carrier has no phase jumps, that is, the phase transitions occur continuously.

Digital modulation: The mapping of information-source symbols into signals, performed to carry
information through the transmission channel.

Error probability: Probability that a symbol emitted by the information source will be received incor-
rectly by the end user.

Frequency-shift keying: A digital modulation scheme in which the source information is carried by the
frequency of a sinusoidal waveform.

Geometric signal representation: Representation of a finite set of signals as a set of vector.

Lattice: An infinite signal constellation of points regularly located in space.

Phase-shift keying: A digital modulation scheme in which the source information is carried by the phase
of a sinusoidal waveform, called the carrier.

Pulse-amplitude modulation: A digital modulation scheme in which the source information is carried
by the amplitude of a waveform.

Quadrature amplitude modulation: A digital modulation scheme in which the source information is
carried by the amplitude and by the phase of a sinusoidal waveform.
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Signal constellation: A set of signals geometrically represented in the form of a set of vectors.
Signal-to-noise ratio: The ratio of the signal power and noise power. It is an index of channel quality.
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Further Information

The monthly journal IEEE Transactions on Communications reports advances in digital modulation
techniques.

The books by Benedetto, Biglieri, and Castellani, 1987, Proakis, 1995, and Simon, Hinedi, and Lindsey,
1995 are good introductions to the theory of digital modulation.
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21.1 Introduction

The acronym POTS stands for plain old telephone service. Over the years, POTS acquired an undeserved
reputation for connoting old-fashioned and even obsolete. The telephone and the switched public network
enable us to reach anyone anywhere on this planet at anytime and to speak to them in our natural voices.
The minutes of telephone usage, in the number of access lines, and in the revenue of telephone companies,
attest to the central importance of telephone service in today’s information-age, global economy.

The word old in the acronym implies familiarity and ease of use, a major reason for the continued popularity
of telephone service. The word telephone and the nuances expressed by natural human speech is what it is
all about. Service used to mean responsiveness to the public, and it is sad that this dimension of the acronym
has become so threatened by emphasis on short-term profits, particularly in the new world of competition
that characterizes telephone service on all levels. The term plain is indeed obsolete, and the provision of today’s
telephone service utilizes some of the most sophisticated and advanced transmission and switching technology.
In fact, telephone service today with all its intelligent and functional new features, advanced technology,
and improved quality is truly fantastic. Allowing for a little misspelling, the acronym POTS can still be
used, but with the “P” standing for phantastic! So, POTS it was, and POTS is still where the real action is.

Part of the excitement about the telephone network is that it can be used with a wide variety of devices
to create exciting and useful services, such as facsimile for graphical communication and modems for access
to the Internet. Cellular wireless telephony, pagers, and phones in airplanes extend telephony wherever
we travel. Increased functionality in the network brings us voice mail, call forwarding, call waiting, caller
ID, and a host of such services. The future of an ever-evolving POTS, indeed, looks bright and exciting.

Bell’s Vision

The telegraph is older than the telephone, but special knowledge of Morse code was necessary to use the
telegraph, thereby relegating it to use by specialists. The telephone uses normal human speech and,
therefore, can be used by anyone and can convey all the nuances of the inflections of human speech.
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Dr. Alexander Graham Bell was very prophetic in his vision of a world wired for two-way telecommu-
nication using natural human speech. Bell and his assistant Thomas A. Watson demonstrated the first
working model of a telephone on March 10, 1876, but Bell had applied for a patent a month earlier on
February 14, 1876. Elisha Grey had submitted a disclosure of invention for a telephone on that same
day in February, but ultimately the U.S. Supreme Court upheld Bell’s invention, although in a split
decision.

21.2 The Network

The telephone has come to signify a public switched network capable of reaching any other telephone
on Earth. This switched network interconnects not only telephones but also facsimile machines, cellular
telephones, and personal computers—anything that is connected to the network. As shown in Fig. 21.1,
the telephones and other station apparatus in homes are all connected by pairs of copper wire to a single
point, called the protector block, which offers simple protection to the network from overvoltages. A
twisted pair of copper wires then connects the protector block all the way back to the central office. Many
twisted pairs are all carried together in a cable that can be buried underground, placed in conduit, or
strung between telephone poles. The twisted pair of copper wires connecting the station apparatus to
the central office is called the local loop.

The very first stage of switching occurs at the central office. From there, telephone calls may be
connected to other central offices over interoffice trunks. Calls may also be carried over much greater
distances by connection to the long-distance networks operated by a number of interexchange carriers
(IXC) such as AT&T, MCI, and Sprint. The point where the connection is made from the local service
provider to the interexchange carrier is known as the point of presence (POP).

The local portion of the telephone network is today known as a local access and transport area (LATA).
The local Bell telephone companies (commonly called the Baby Bells) were restricted by the Bell breakup
of 1984 solely to the provision of intra-LATA service and were forbidden from providing inter-LATA
service. Although the technology of telephony has progressed impressively over the last 100 years, policy
and regulation have also had great impact on the telephone industry.

In the past, telephone service in the U.S. was mostly under the control of AT&T and its Bell system
and a number of smaller independent telephone companies. Today, a number of competing companies

FIGURE 21.1 Network.
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own and operate their own long-distance networks, and some futurists believe that local competition
will occur soon.

The various long-distance and local networks all interconnect and offer what has been called a network
of networks. Data communication for the Internet is carried over data networks. With voice being converted
to digital bits, a technological convergence of voice and data (which is already encoded as bits) is occurring.

21.3 Station Apparatus

Telephones of the past were black with a rotary dial with limited functionality. Today’s telephones come
in many colors and sizes and offer push-button dialing along with a variety of intelligent features, such as
repertory dialing and display of the dialed number. However, the basic functions of the telephone instru-
ment have not changed and are shown in Fig. 21.2. The telephone needs to signal the central office when
service is desired. This is accomplished by lifting the handset, which then closes contacts in the tele-
phone—the switch hook—so that the telephone draws DC over the local loop from the central office.
The switching machine at the central office senses this flow of DC and thus knows that the customer
desires service. The common battery at the central office has an electromotive force (EMF) of 48 V, and
the telephone draws at least about 20 mA of current over the loop. The maximum loop resistance can not
exceed about 1300 Q.

The user needs to specify the telephone number of the called party. This is accomplished by a process
called dialing. Older telephones accomplished dialing with a rotary dial that interrupted the flow of DC
with short pulses at a rate of about 10 dial pulses per second. Most telephones today use touch-tone
dialing and push buttons, as shown in Fig. 21.3. When a specific digit is pushed, a unique combination
of two sinusoidal tones is transmitted over the line to the central office. For example, an 8 is indicated
by the combination of sine waves at 852 Hz and 1336 Hz. Filters are used at the switching machine at
the central office to detect the frequencies of the tones and thus decode the dialed digits. Touch-tone
dialing is also known as dual-tone multifrequency (DTMF) dialing.

FIGURE 21.2 Telephone.
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FIGURE 21.3 Touch-tone.

Bell’s first telephone microphone, or transmitter, used the principle of variable resistance to create a
large varying current. It consisted of a wire that moved in and out of a small cup of acid in response to
the acoustic speech signal. Clearly, such a transmitter was not very practical, and it was soon replaced
by the use of loosely packed carbon, invented in 1878 by Henry Hummings. In 1886, Thomas Alva Edison
improved on the carbon transmitted by using roasted granules of anthracite coal. Today’s telephone
transmitters use high-quality, small, variable-capacitance, electret microphones. The telephone receiver
is a small loudspeaker using a permanent magnet, coil of wire, and metal diaphragm. It was invented in
1876 by Thomas Watson, Bell’s assistant, and the basic principles have changed little since then.

The pair of wires going to the telephone transmitter and receiver constitutes a four-wire circuit. The
transmitter sends a speech signal down the telephone line, and the receiver receives the signal from the
central office. However, a two-wire local loop connects the telephone instrument to the central office,
and, hence, two-wire to four-wire conversion is needed within the telephone instrument. A center-tapped
transformer, called a hybrid, accomplishes this conversion. The leakage current in the secondary receiver
circuit depends on how well a balance network exactly matches the impedance of the telephone line.
Since this balance network can never match the line perfectly, a small amount of the received transmitted
signal leaks into the receiver circuit, and the user hears one’s own speech, an effect known as sidetone.
Actually, a small amount of sidetone is desirable because it makes the telephone seem live and natural,
and, thus, the balance network is designed to allow an optimum amount of sidetone. Too much sidetone
results in the user pulling the handset away from the head, which reduces the transmitted speech
signal—an undesirable effect. The use of an induction coil to balance the electrical sidetone was patented
in 1918 by G.A. Campbell, an AT&T research engineer. The induction coil has been replaced in modern
telephones by a speech network that electronically cancels the sidetone leakage and performs the two-
wire to four-wire conversion.

The telephone ringer is connected in parallel across the telephone line before the switch hook’s contacts.
Thomas Watson applied for the first ringer patent in 1878, and today’s electromechanical ringers have
changed little since then. A hammer attached to an armature with a magnetic field strengthened by a
permanent magnet moves in response to the ringer current loudly striking two bells. The high-impedance
ringer was invented in 1890 by John J. Carty, a Bell engineer who had invented the two-wire local loop
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in 1881. A capacitor is placed in series with the ringer to prevent DC from flowing through it. The ringer
signal consists of a short 2-s burst of a 75-V (rms), 20-Hz sine wave followed by 4 s of silence. Piezoelectric
transducers and small loudspeakers have replaced electromechanical ringers in today’s telephones.

Telephone instruments have progressed greatly in their functionality from the basic-black, rotary-dial
phones of the past. Today’s phones frequently include repertory dialers, speakerphones, and liquid
crystal displays (LCDs). Tomorrow’s phones will most likely build up this functionality and extend it to
control central office features, to perform e-mail, and to integrate voice and data. Although some people
still believe that the telephone of the future will also include a two-way video capability, the videophone,
most consumers do not want to be seen while speaking on the phone, and, thus, the videophone will most
probably remain an element of science fiction.

The public switched network can be used to transmit and switch any signal that remains within its
baseband, namely, about 4 kHz. Thus, devices other than just a telephone can be used on the telephone
network. The recent success of facsimile is one example; modems operating at speeds of 56 kb/s are another.

21.4 Transmission

A wide variety of transmission media have been and are used in providing telephone service. At the local
level, twisted pairs of copper wire today connect most customers to the central office, although open
copper wire was used in the distant past and in rural areas. Many pairs of wire are placed together in a
cable, which is then either placed underground or strung between telephone poles. Coaxial cable carried
telephone calls across the country. Microwave radio carried telephone calls terrestrially from microwave
tower to tower across the country, with each tower located about 26 miles from the next. Microwave
radio also carries telephone calls across oceans and continents by communication satellites located in
geosynchronous orbits 22,300 miles above the surface of the earth. Today’s transmission medium of
choice for carrying telephone calls over long distances and between central offices is optical fiber.

Multiplexing is the means by which a number of communication signals are combined together to
share a single communication medium. With analog multiplexing, signals are combined by frequency-
division multiplexing; with digital multiplexing, signals are combined by time-division multiplexing.

Today analog multiplexing is obsolete in telephony. AT&T replaced all its analog multiplexing with
digital multiplexing in the late 1980s; MCI followed suit in the early 1990s. Analog multiplexing was
accomplished by A-type channel banks. Each baseband telephone channel was shifted in frequency to its
own unique 4-kHz channel. The frequency-division multiplexing was accomplished in hierarchial stages.
A hierarchy of multiplexing was created with 12 baseband channels forming a group, 5 groups forming
a supergroup, 10 supergroups forming a mastergroup, and 6 mastergroups forming a jumbo group. A
jumbo multiplex group contained 10,800 telephone channels and occupied a frequency range from 654
to 17,548 kHz.

With digital multiplexing, each baseband analog voice signal is converted to digital using a sampling
rate of 8000 samples/s with 8-b nonlinear quantization for an overall bit rate of 64,000 b/s. A hierarchy
of digital multiplexing has evolved with 24 digital telephone signals forming a DSI signal requiring 1.544
Mb/s, 4 DS 1 signals forming a DS2 signal, 7 DS2 signals forming a DS3 signal, 6 DS3 signals forming
a DS4 signal. A single digital telephone signal at 64 kb/s is called a DSO signal. A DS4 signal multiplexes
4032 DSO signals and requires an overall bit rate of about 274 Mb/s.

The transmission media and systems used for long-distance telephone service have progressed over
the decades. The Ll-carrier system, first installed in 1946, utilized three working pairs of coax in a buried
cable to carry 1800 telephone circuits across the country using analog, frequency-division multiplexing.
The L5E-carrier system, installed in 1978, carried 132,000 telephone circuits in 10 coax pairs. Terrestrial
microwave radio has been used to carry telephone signals from towers located about every 26 miles across
the country. The first system, TD-2, became available in 1950 and carried 2400 voice circuits. The use
of polarized radio waves to reduce channel interference, the horn antenna to allow simultaneous operation
in both the 6-GHz and 4-GHz bands, solid-state technology, and single-sideband suppressed-carrier
amplitude modulation resulted in a total system capacity in 1981 of 61,800 voice circuits.
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Communication satellites located in a geosynchronous orbit 22,300 mi above the Earth’s equator have
been used to carry telephone signals. Here, too, the technology has progressed, offering ever increasing
capacities. But geosynchronous communication satellites suffer a serious shortcoming. The time required
for the radio signals to travel back and forth between satellite and Earth stations creates a round-trip
delay of about 0.5 s, which is quite annoying to most people.

Today’s transmission medium of choice is optical fiber utilizing digital, time-division multiplexing
of the voice circuits. The basic idea of guiding light through thin glass fibers is quite old and was
described by the British physicist Charles Vernon Boys in 1887. Today’s optical fiber utilizes ultrapure
silica. Optical fiber itself has progressed from multimode stepped index and graded index fibers to
today’s single-mode fiber. Solid-state lasers have also progressed in their use as light sources, and detector
technology is also an area of much technological advancement. Today’s fiber strands each carry a few
gigabits per second. Technological advances include color mutliplexing, in which a number of light
signals at different frequencies are carried on the same fiber strand and erbium doped fiber amplifiers
that increase the strength of the light signal without the need to convert signals back to an electrical
form for regeneration. Usually, a number of fiber strands are placed together in a single cable, but the
capacity of each fiber strand is so great that many of the strands are not used and are called dark fiber.
The theoretical capacity of a single strand is as much as 100 terabits per second. The synchronous
optical network (SONET) standard facilitates the interconnection of optical networks operating at rates
measured in gigabits per second.

Long-distance transmission systems and local carrier systems all utilize separate paths for each direction
of transmission, thereby creating four-wire circuits. These four-wire circuits need to be connected to the
two-wire local loop. The hybrids that accomplish this connection and conversion can not perfectly match
the transmission characteristics of each and every local loop. The result is that a small portion of the
signal leaks through the hybrid and is heard by the speaking party as a very annoying echo. The echo
suppressor senses which party is speaking and then introduces loss in the return path to prevent the
echo, but this solution also prevents simultaneous talking. Today, echo elimination is accomplished by
an echo canceler, which uses an adaptive filter to create a synthetic echo, which is then subtracted from
the return signal, thereby eliminating the echo entirely but also allowing simultaneous double talking.
An echo canceler is required at each end of the transmission circuit.

21.5 Switching

In the old days, one telephone was connected to another telephone at switchboards operated by humans.
The human operators used cords with a plugs at each end to make the connections. Each plug had a tip
and a ring about the tip to create the electric circuit to carry the signals. A sleeve was used for signalling
purposes to indicate whether a circuit was in use. Each human operator could reach as many as 10,000
jacks. The automation of the switchboard came early in the history of telephony with Almon B. Strowger’s
invention in 1892 of an electromechanical automatic switch and the creation of his Automatic Electric
Company to manufacture and sell his switching systems, mostly to non-Bell telephone companies. The
Strowger switching was ignored by the Bell System until 1919 when it was finally adopted. Now electro-
mechanical switching is totally obsolete in the U.S., and today’s telephone system utilizes electronic
switching systems. However, the Strowger system, known as step-by-step in the Bell System, was a thing
of great mechanical ingenuity that gave an intuitive grasp of switching with turning and stepping switch
contacts that is not possible with today’s computerized electronic systems. Electromechanical switching
was subject to much wear and tear, however, and required considerable space and costly maintenance.
Furthermore, electromechanical switching was inflexible and could not be reprogrammed.

In general, a switching system consists of two major functional parts, as shown in Fig. 21.4: (1) the
switching network itself, where one telephone call is connected to another and (2) the means of control
that determines the specific connections. Calls can be connected by physically connecting wires to create
an electrical path, a technique called space switching. With space switching, individual telephone circuits

©2002 CRC PressLLC



FIGURE 21.4 Switching system.

are connected physically to each other by some form of electromechanical or electronic switch. Calls
can also be connected by reordering the time sequence of digitized samples, a technique called time
switching. Modern digital switching systems frequently utilize both techniques in the switching network.

In the past, the switching network utilized electromechanical technology to accomplish space switching.
This technology progressed over time from the automated Strowger switch to the Bell System’s crossbar
switch. The first crossbar switching system was installed in 1938, and crossbar switching systems were still
in use in the U.S. in the early 1990s.

The switching network in today’s switching systems is completely digital. Telephone signals either
arrive in digital or are converted to digital. The digital signals are then switched, usually using a combi-
nation of electronic space switching along with time switching of the sequence of digitized samples. The
space switches are shared by a number of digital calls connecting each of them for short durations while
a small number of bits in each sample are transferred.

Yesterday’s switching systems were controlled by hard-wired electromechanical relays. Today’s switching
systems are controlled by programmable digital computers, thereby offering great flexibility. The use of a
digital computer to control the operation of a switching network is called electronic switching or stored-
program control. The intelligence of stored-program control, coupled with the capabilities of modern
signalling systems, enables a wide variety of functional services tailored to the needs of individual users.

21.6 Signalling

A variety of signals are sent over the telephone network to control its operation, an aspect of POTS
known as signalling. The familiar dial tone, busy signal, and ring-back tone are signals presented to the
calling party. Ringing is accomplished by a 20-Hz signal that is on for 2 s and off for 4 s. In addition to
these more audible signals that tell us when to dial, whether lines are busy, and when to answer the
telephone, other signals are sent over the telephone network itself to control its operation.

In the past, the telephone network needed to know whether a trunk is idle or not, and the presence
or absence of DC indicated whether a local trunk was in use or idle. Long-distance trunks used in-band
and out-of-band tones to indicate whether a circuit was idle or not. A single-frequency tone of 2600 Hz,
which is within the voice band, was placed on an idle circuit to indicate its availability. The telephone
number was sent as a sequence of two tones at a rate of 10 combinations per second, a technique known
as multifrequency key pulsing (MFKP). Signalling today is accomplished by common channel interoffice
signalling (CCIS).

With common-channel signalling, a separate dedicated data channel is used solely to carry signalling
information in the form of short packets of data. Common-channel signalling is known as signalling
system 7 (SS7) in the U.S. It offers advanced 800-service such as time of day routing, identification of
the calling party, and various software defined network features. In addition to new features and services,
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FIGURE 21.5 Intelligent network.

common-channel signalling offers more efficient assignment of telephone circuits and operation of the
telephone network. Although first used for long-distance networks, common-channel signalling is also
used at the local level.

Signalling has been integrated into a modern telecommunications network, depicted in Fig. 21.5, and
when coupled with centralized data-bases, provides many of the features associated with today’s intelligent
network. The database, known as a service control point (SCP), contains the information needed to
translate 800-numbers to the appropriate telephone location, among other items. The signalling infor-
mation is sent over its own signalling links from one signalling processor to another, located at nodes
called signal transfer points (STP). The signalling processors determine the actual switching of the
customer circuits, performed by switching systems at service switching points. The bulk traffic carried
over transmission media can be switched in times of service failures or to balance loads by digital cross-
connect systems (DCS). The signalling links connect to the local network at a signalling point of interface
(SPI), and the customer circuits connect at a point of presence. Today’s signalling systems add much
functionality to the network.

21.7 Functionality

A wide variety of intelligent features was easily available when humans operated the telephone network
and its switchboards. The operator could announce the name of the calling party, hold calls if you were
busy, transfer calls to other phones and locations, and interrupt a call if another more important one
arrived. However, human operators were far too costly and were replaced by automated electromechanical
switching systems. This made telephone service more affordable to more people, but lost the functionality
of the human intelligence of the operators. Today’s telephone switching systems are controlled by
programmable computers, and, once again, intelligence has returned to the telephone network so that
the functional services of the past can again be offered using today’s computer-controlled technology.

©2002 CRC PressLLC



Call waiting, call forwarding, and caller-ID are examples of some of these functional services. But not
all of these services are wanted by all telephone users.

Caller-ID transmits the telephone number of the calling party over the local loop to the called party
where the number is displayed on a small visual display. The number is encoded as digital data and is
sent in a short burst, using phase shift keying, during the interval between the first and second ringing
signal. Advanced caller-ID systems also transmit the name associated with the directory listing for the
calling number. With caller-ID, it is possible to know who is calling before answering the telephone.
However, some people consider their telephone number to be very private and personal and do not want
it transmitted to others. This privacy issue delayed the availability of caller-ID in some states and is a
good example of the importance of understanding the social impacts of the telephone.

21.8 The Future

Based on the false promises of new products and services such as picturephones, videotex, and high-
definition television (HDTV), skepticism is warranted toward most new ideas, particularly when so many
of them are really reincarnations of past failures. Accepting these words of warning, some last thoughts
about the future of POTS will nevertheless be opined.

The telephone system invented by Alexander Graham Bell simply enabled people to convey their speech
over distance. Bell’s network has evolved to a system that enables people to stay in contact wherever they
may be through the use of paging and radio-based cellular telephone services, and even telephones in
commercial airplanes. The telephone network carries not only voice signals but also facsimile and data
signals.

Bell’s vision of a wired world communicating by human speech has been mostly achieved, although
there are still many places on this planet for which a simple telephone call is a luxury. A global system of
low earth orbit satellites could solve this problem, but it would be far too costly to offer telephone service
to the poorer inhabitants of those places without conventional telephone service. Bell was very wise in
emphasizing human speech over the Morse code of telegraphy. However, alphanumeric keyboards negate
the need for knowledge of Morse code or American Standard Code for Information Interchange (ASCII)
bits, and now everyone can communicate by text, or e-mail, as such communication is generally called.

Textual communication can have long-holding times but very low average data transmission. Today’s
packet-switched networks are most appropriate and efficient for this form of communication. Whether
packet-switching will become dominant for voice telecommunication, evolving into a form of an inte-
grated services digital network (ISDN), is promoted by many and yet unclear given today’s bandwidth
glut in backbone networks.

Much is said about the convergence of telephony and television, of telecommunication and entertain-
ment, and of telephony and community antenna television (CATV). Yet the purpose of passive enter-
tainment seems much different than the interactivity and two-way nature of telephony and most data
telecommunication. The entertainment center is quite different than the communication centers in most
homes. Yet the myth of convergence continues, although the past would tell us that convergence really
is a blurring of boundaries between technologies and industry segments.

A trip to a central office will show that although much progress has been made in substituting electronic
switching for electromechanical switching, there are still tens of thousands of physical wires for the
provision of service over the local loops. The solution is the use of time-division multiplexing so that
thousands of circuits are carried over a few physical optical fibers. However, there are still many engi-
neering and cost challenges that must be solved before copper local loops are eliminated, but someday
they clearly will be eliminated, resulting in lower costs and further increases in productivity.

Although the progress of the technology of telephony has been most impressive over the last century
of the provision of POTS, many other factors are equally important in shaping the future of telecom-
munication. Policy, regulatory, and competitive factors caused the breakup of the Bell System in 1984,
and this breakup has had tremendous impact on the provision of telecommunication in the U.S. The
entry of long-distance companies into local service and the entry of local telephone companies into long
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distance will likewise have considerable impact on the balance of power within the industry. Consumer
reactions have halted videophones and delayed caller-ID. The financial risks of the provision of CATV
and entertainment have had sobering impact on the plans of telephone companies to expand telephone
service to these other businesses.

Defining Terms

Common channel signalling: Uses a separate dedicated path to carry signalling information in the
form of short packets of data.

Dual tone multifrequency (DTMF) dialing: Touch-tone dialing where pairs of tones denote a dialed
number.

Echo canceler: A device that uses an adaptive filter to create synthetic echo to subtract from the return
signal to eliminate the echo.

Hybrid: A center tapped transformer that accomplishes two-wire to four-wire conversion.

Interexchange carriers (IXC): Companies that operate long-distance networks, such as AT&T, MCI,
and Sprint.

Local access and transport area (LATA): The local portion of the telephone network.

Multiplexing: Method by which a number of communication channels are combined together to share
a signal to eliminate the echo.

Point of presence (POP): The point where the connection is made from the local service provider to
the interexchange carrier.

Space switching: Physically connecting wires to create an electrical path.

Time switching: Connecting calls by reordering the time sequence of digitized samples.
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22.1 Introduction

Circuits linking telephone central offices nationwide carry from dozens to thousands of voice channels,
all operating simultaneously. It would be very inefficient and prohibitively expensive to let each pair of
copper wires carry a single voice communication. Therefore, very early in the history of the telephone
network, telecommunications engineers searched for ways to combine telephone conversations so that
several of them could be simultaneously transmitted over one circuit. At the receiver end, the combined
channels would be separated back into individual channels.

Such a combining method is called multiplexing. There are two main methods of multiplexing:

+ Time-division multiplexing (TDM), which can be used only with digital signals and is a more
“recent” (1960s) technology.

+ Frequency-division multiplexing (FDM), which was first implemented in 1918 by “Ma Bell”
(AT&T) between Baltimore and Pittsburgh and could carry four simultaneous conversations per
pair' of wires.

By the early 1970s, FDM microwave links commonly supported close to 2000 (and sometimes 2700)
voice channels on a single radio carrier. In 1981, AT&T introduced its AR6A single sideband (SSB)
microwave radio, which carried 6000 channels [Rey, 1987]. Coaxial cable carrier systems, such as the
AT&T L5E, could carry in excess of 13,000 channels using frequency-division multiplexing.

This chapter reviews the principle of FDM then describes the details of how FDM channels are
combined in a hierarchy sometimes referred to as the analog hierarchy.

'In reality, you need one pair for each direction since, in telephony, it is necessary to have full-duplex communi-
cations, i.e., to be able to talk and listen at the same time. These two pairs are usually labelled “GO” and “RETURN”
and they create what is called a four-wire (4W) circuit.
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22.2 Background Information

Voice-Channel Bandwidth

The voice-spectrum bandwidth in telephone circuits is internationally limited to frequencies in the range
from 0.3 to 3.4 kHz. Trunk signaling for that voice channel is generally done out of band at 3825 Hz.
Furthermore, since bandpass filters are not perfect (the flanks of the filters are not perfectly vertical), it
is necessary to provide a guard band between channels. To take all of these factors into account, the
overall voice channel is standardized as a 4-kHz channel.

Although most of the time the voice channels will, indeed, be carrying analog voice signals, they can
also be used to transmit analog data signals, that is, signals generated by data modems. This consideration
is important in the calculation of the loading created by FDM baseband signals.

22.3 Frequency-Division Multiplexing (FDM)

Frequency-division multiplexing combines the different voice channels by stacking them one above the
other in the frequency domain, as shown in Fig. 22.1, before transmitting them. Therefore, each 4-kHz
voice channel is shifted up to a frequency 4 kHz above the previous channel.

The FDM concept is not specific to telephony transmission. The TV channels in cable TV (or on-the-
air broadcasting for that matter) are also stacked in frequency (channels 1-90, etc.) and are, therefore,
frequency-division multiplexed. The TV receiver is the demultiplexer in that case. The difference here is
that the TV receiver only needs to receive one channel at a time, whereas the telephone FDM demultiplexer
must receive all channels simultaneously.

Implementation Considerations

Practical reasons preclude the assembly (stacking) of the different channels, one above the other, contin-
uously from DC on. Problems such as AC power supply hum make the use of low frequencies unwise,

FIGURE 22.1 FDM principle.
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thus the first voice channel is usually transposed to a frequency of 60 kHz (although for small capacity
systems, the first channel can be as low as 12 kHz).

The necessity of having compatible equipment so that FDM links could be established between
equipment of different vendors, and even between different countries, dictated the establishment of
standards that specified how channels should be grouped for multiplexing. This also allowed the man-
ufacturing of modular equipment, which can be combined to increase the capacity of the links.

All of these considerations led to the development of FDM baseband signals that follow a specific
organization and occupy given sets of frequencies, as described in the following sections.

22.4 The Hierarchy

Group

The first step in FDM is to combine 12 voice channels together. This first level of the analog multiplexing
hierarchy is called a group (also called basic group by the International Telecommunications Union and
a primary group by several countries). The FDM group is, therefore, 48 kHz wide and composed of 12
voice channels stacked from 60 to 108 kHz, as shown in Fig. 22.2. For a thin route, that is, a small capacity
system, the group can instead be translated to a range of 12—-60 kHz so as to reduce the overall baseband
bandwidth required.

The equipment performing the frequency translation of each channel uses a combination of mixers
and single side band (SSB) modulation with appropriate bandpass filters to create this baseband group.
That equipment is called channel bank in North America and channel translation equipment (CTE) in
other English-speaking countries.

FIGURE 22.2  Basic FDM group.

©2002 CRC PressLLC



FIGURE 22.3 FDM supergroup.

Supergroup

If more than 12 channels are needed, the next level in the hierarchy is created by combining 5 groups
together, thus providing a capacity of 60 voice channels. This second level is called a basic supergroup,
usually abbreviated as supergroup, and has a bandwidth of 240 kHz going from 312 to 552 kHz, as shown
in Fig. 22.3. Some countries call this 60-channel assembly a secondary group.

The related frequency translation equipment is called group bank in the U.S. and Canada but group
translation equipment (GTE) in most other countries.

Mastergroup

The international agreements concerning FDM standards unfortunately stop at the supergroup level.
Although both the ITU-T and the U.S./Canadian standards include a third level called mastergroup, the
number of voice channels differ and the two are, therefore, not compatible! The most common master-
group in North America was the old Western Electric U600 scheme, which combines 10 supergroups,
thus creating a 600-channel system, as shown in Fig. 22.4.

There are several variations of the Western Electric U600 mastergroup such as the AT&T L1 coax-
based carrier system, which also carries 600 channels but translated between 602788 kHz rather than
564-3084 kHz.

The frequency translation equipment creating mastergroups is called supergroup bank or supergroup
translation equipment (STE). The ITU-T mastergroup on the other hand combines only five supergroups
to create a 300-channel baseband, as shown in Fig. 22.5.

Higher Levels

There are many different multiplexing schemes for the higher density FDM systems. They become quite
complex and will only be listed here. The reference section of this paper lists several sources where details
of these higher level multiplexed signals can be found.

« IYU-T supermastergroup. This combines three CCITT mastergroups for a total of 900 channels
occupying a 3.9 MHz baseband spectrum from 8.516 to 12.388 MHz.

« ITU-T 15-Supergroup Assembly. This also provides 900 channels but bypasses the mastergroup
level by directly combining 15 supergroups (15 X 60 = 900) occupying a 3.7-MHz spectrum from
312 to 4028 kHz. This assembly is sometimes called a hypergroup. There are variations of the 15-
supergroup assembly such as a 16-supergroup assembly (960 channels).
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FIGURE 22.4 U.S. (AT&T) basic mastergroup.

FIGURE 22.5 CCITT basic mastergroup.

For the very-high capacity FDM systems, grouping of supermastergroups or of 15-supergroup assemblies
are used, with a preference for the latter method.

The AT&T high-level FDM hierarchy is, of course, based on the 600-channel mastergroup. The AT&T
mastergroup multiplex (MMX) combines these mastergroups to a variety of levels, shown in Table 22.1,
by multiplexing from two to eight mastergroups (except for the four-mastergroup level, which is not used).

Two of the 3000-channel intermediate levels are further combined to form the baseband signal for the
6000-channel AR6A microwave radio. At 6000 channels per radio, the AR6A radio system can transmit
42,000 voice channels on a single antenna using seven different RF carriers [Rey, 1987].
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TABLE 22.1 AT&T Mastergroup Multiplex Hierarchy

No. of Multiplexed Resulting No.

Mastergroups of Channels AT&T Application
2 1200 TD microwave radio
3 1800 TH microwave radio
5 3000 Intermediate level

6 3600 Jumbogroup

7 4200 Intermediate level

8 4800 Intermediate level

Two of the 4200-channel intermediate levels are combined with one 4800-channel intermediate level
to form the line signal for the L5E, 13,200-channel, coaxial cable system, which occupies a frequency
spectrum of 61.592 MHz starting at 3.252 MHz.

Jumbogroup

As was seen in Table 22.1, the basic jumbogroup is composed of six mastergroups (3600 channels). It
was the basis for the L4 coaxial-cable system and has a spectrum ranging from 0.564 to 17.548 MHz.

When the L5 coaxial system was implemented in 1974, it used a line signal created by multiplexing
three jumbogroups, thus providing a capacity of 10,800 channels occupying frequencies from 3.124 to
60.566 MHz.

22.5 Pilots

In addition to the voice channels (and related signalling tone), special tones called pilots are introduced
to provide the receiver end (demultiplexer) with frequency and level references.

Each level of the FDM hierarchy (group, supergroup, mastergroup, etc.) will have its own reference
pilot tone. Each of the respective demultiplexers monitors the appropriate tone to detect interruptions
(faults) in which case it generates an alarm indicating which group, supergroup, etc., is defective. Alarms
are also generated if the level of the tone is 4 dB below (or above) its normal value.

Other pilots, called line regulating, used to be found in gaps between the FDM building groups (e.g.,
supergroups). Their name came from the fact that they were used for automatic gain control (AGC) of
the miscellaneous amplifiers/repeaters. As FDM equipment became better, the regulation function was
transferred to the reference pilots just mentioned and line regulating pilots were no longer implemented.
A regulation of 0.5 dB is a typical objective [Freeman, 1989].

Microwave radios use an additional type of pilot tone, the continuity pilot, which is generally inserted
at the top of the baseband spectrum and controls the receiver AGC and also serves as an overall continuity
pilot.

In older FDM equipment, there were also frequency synchronization pilots used to ensure that the
demultiplexing carriers were within a few hertz of the multiplexing pilots. Otherwise, audio distortion
would occur. Newer FDM equipment has sufficiently precise and stable oscillators so that synchronization
pilots are no longer needed.

22.6 Direct to Line (DTL)

If interfacing with existing FDM equipment is not needed on a particular link, then a cheaper method
of multiplexing can be done with special multiplexing equipment, at least for the low-capacity systems.
The direct-to-line (DTL) method of forming the baseband signal moves the voice channels directly to
their respective line frequencies, thus bypassing the group and supergroup building blocks. Such equip-
ment is frequently used on thin-route microwave links carrying 60 channels or less but can also be found
in multiplexers providing basebands of up to 600 channels.
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The DTL method decreases the number of steps in the multiplexing process and, consequently, the
number of circuit boards and filters. Therefore, it is cheaper, more reliable, and more flexible. DTL
equipment, however, is not compatible with the standard FDM equipment.

22.7 Summary

Multiplexing in the frequency domain (FDM) was the mainstay of carrier systems, on twisted pairs,
coaxial cable, and microwave links, until digital carrier systems became prevalent in the early 1980s. FDM
is done by stacking voice channels, one above the other, in the frequency domain. In other words, each
voice channel is translated from its original 0—4-kHz spectrum to a frequency above the previous channel.
This is generally done in building blocks called groups (12 channels), supergroups (5 groups), master-
groups (5 or 10 supergroups), etc., which follow international ITU-T standards or AT&T standards. FDM
equipment with fewer than 600 channels can also be implemented using a simpler and cheaper technique
called direct to line, where the building blocks are bypassed and the voice channels are transposed directly
to the appropriate line (baseband) frequency. However, DTL is not a standard, and, therefore, direct
interconnection with the public telephone network is not possible.

Defining Term

Baseband signal: Modulating signal at the transmitter (i.e., signal found before modulation of the trans-
mitter). At the receiver, it would be the demodulated signal, that is, the signal found after the
demodulator. In the case of FDM, the baseband signal (also called line frequency) is, therefore,
the combined signal of all the voice channels being transmitted.
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Further Information

General concepts of multiplexing can be found in Chapter 7 of this handbook. Principles of mixers,
frequency converters (frequency translation), and single sideband modulation can be found in any
electronic-communications or communication-system type of book.
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23.1 Telephone Band

A voice channel is considered to require a nominal bandwidth of 4000 Hz. For all practical purposes,
however, the usable bandwidth of an end-to-end call in the public switched telephone network (PSTN),
including the loop, is considered to fall between approximately 300 and 3400 Hz (this is called the voice
band), giving a bandwidth of 3100 Hz. This bandwidth is entirely acceptable from a voice transmission
point of view, giving subscriber satisfaction levels above 90% [IEEE, 1984].

Although it is not unduly difficult to provide a 3100-Hz bandwidth in the subscriber loop, the loop
and the associated terminal equipment have evolved in such a way that this bandwidth is essentially fixed
at this value and will continue to be for analog voice and voiceband data transmission. The bandwidth
is somewhat restrictive for data transmission when using voiceband modems, and the speeds attained
are below approximately 64 kb/s. However, the problem of bandwidth restriction has encouraged a
number of innovative solutions in modem design, particularly adaptive equalizers and modulation
methods.

Obviously, on a loop derived entirely from copper cable, the frequency response of the loop itself
would extend down to DC (zero frequency). The lower response is lost, however, once the loop is switched
or connected to other transmission and signaling equipment, all of which are AC coupled. Where DC
continuity is not available or not practical, special tone signaling equipment is used to replace the DC
signals. When voice signals or other signals with frequency content approaching zero frequency are placed
on the loop, the transmission is considered to be in the baseband.

Similarly, the upper voiceband frequency limit is not exactly 3400 Hz. Depending on how it is specified
or the type of cable, the limit may be much higher. In practice, the loop does not generally set the upper
limit of a voice channel; the upper limit is mostly due to the design of filters in the equipment that
interfaces with the loop.
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FIGURE 23.1 Noise diagram.

For voice-band transmission, the bandwidth (or frequency response) of a telecommunication channel
is defined as the limiting frequencies where loop loss is down by 10 dB from its 1000 Hz value [IEEE,
1984]. The field measurement of bandwidth usually does not proceed with measurement of the 10-dB
points. Instead, simple slope tests are made; these provide an indirect but reliable indicator of the
transmission channel bandwidth. If the slope, as defined subsequently, is within predetermined limits,
the bandwidth of the channel can be assumed to be acceptable.

Slope tests are loss measurements at 404, 1004, and 2804 Hz (this is also called the three-tone slope).
The loss at the reference frequency of 1004 Hz is subtracted from the loss at 404 Hz to give the low-
frequency slope, and from 2804 Hz to give the high-frequency slope.

23.2 Noise

Noise is any interfering signal on the telecommunication channel. There must be a noise source, a
coupling mechanism, and a receptor. The relationship among the three is illustrated in Fig. 23.1. Noise
sources are either manmade or natural. Practically any piece of electrical or electronic equipment can be
a manmade noise source, and power lines are perhaps the most pervasive of all of these. Natural noise
comes from lightning and other atmospherics and random thermal motion of electrons and galactic
sources, as well as electrostatic discharges.

Noise is coupled by radiation, induction, and conduction. The predominant coupling mode in analog
voiceband subscriber loops is by induction from nearby power lines. The other coupling modes exist to
some extent, too, depending on the situation. For example, noise can be conducted into the loop through
insulation faults or poor or faulty grounding methods.

23.3 Crosstalk

Crosstalk falls in two categories:

1. unintelligible crosstalk (babble)
2. intelligible crosstalk

The latter is most disturbing because it removes any impression of privacy. It can be caused by a single
disturbing channel with enough coupling to spill into adjacent circuits. Unintelligible crosstalk is usually
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FIGURE 23.2 Crosstalk.

caused by a large number of disturbing channels, none of which is of sufficient magnitude to be
understood, or extraneous modulation products in carrier transmission systems.

Crosstalk can be further categorized as near-end and far-end. As these names imply, near-end crosstalk
is caused by crosstalk interference at the near end of a circuit with respect to the listener; far-end crosstalk
is crosstalk interference at the far end, as shown in Fig. 23.2.

Crosstalk of any kind is caused by insufficient shielding, excessively large disparity between signal levels
in adjacent circuits, unbalanced lines, or overloaded analog carrier transmission systems or interfaces.
Crosstalk is a statistical quantity because the number of sources and coupling paths is usually too large
to quantify.

23.4 Circuit Noise

The noise that appears across the two conductors (tip and ring) of a loop, heard by the subscriber, is
called circuit noise (also called message circuit noise, noise metallic, or differential noise). The noise can
be due to random thermal motion of electrons (known as white noise or Gaussian noise) or static from
lightning storms, but on subscriber loops its most likely source is interference from power line induction.
For the purposes of this discussion, then, circuit noise and interference are assumed to be the same.

The total noise power on a loop is related to the noise bandwidth. Since particular frequencies diff-
erently affect the various services (for example, voice, data, and radio studio material), filter frequency
response curves have been designed to restrict the frequency response of the noise measuring sets with
which objective tests are made. This frequency response restriction is called weighting.

Noise, in voice applications, is described in terms of decibels above a noise reference when measured
with a noise meter containing a special weighting filter. There are four common filters that are used to
provide the necessary weighting for analog loop measurements:

+ C-message
+ 3-kHz flat (3.4 kHz flat and D-filter in newer test equipment)
+ 15-kHz flat

The most common filter is called a C-message filter and measurements are based on decibels with
respect to reference noise, C-message weighted (dBrnC). The noise reference is 1 pW (-90 dBm); noise
with reference power of 1 pW will read 0 dBrnC on a properly calibrated meter.

C-message weighting is primarily used to measure noise that affects voice transmission when common
telephone instruments are used, but it also is used to evaluate the effects of noise on analog voiceband
data circuits. It weights the various frequencies according to their perceived annoyance such that fre-
quencies below 600 or 700 Hz and above 3000 Hz have less importance (that is, they are attenuated and
do not affect the measurement).

The 3-kHz-flat weighting curve is used on voice circuits, too, but all frequencies within the 3000-Hz
bandwidth carry equal importance. This filter rolls off above 3000 Hz and approximates the response of
common voiceband modems. It generally is used to investigate problems caused by power induction at
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FIGURE 23.3 Weighting curve comparison.

the lower power harmonic frequencies or by higher interfering frequencies. Frequencies in these ranges
can affect data transmission as well as voice frequency signaling equipment. The 3-kHz-flat filter has been
replaced in modern test equipment with the 3.4-kHz-flat filter. The 3.4-kHz-flat filter better approximates
the frequency response of modern high-speed analog voiceband modem loop interface circuits.

The 15-kHz-flat weighting curve is also used to test circuits between radio and television studios and
remote transmitter sites. It has a flat response from 20 Hz to 15 kHz.

A comparison of the various weighting curves is shown in Fig. 23.3.

23.5 Impulse Noise

Data circuits are particularly sensitive to impulse noise. Impulse noise, heard as clicks, is usually defined
as a voltage increase of 12 dB or more above the background [root mean square (rms)] noise lasting 10 ms
or less. Its main source is from telephone set rotary dials, switching transients in electromechanical switching
systems, maintenance activity on adjacent circuits, or electrical system switching transients. It is less of a
problem with modern telecommunication systems because there are fewer rotary dials and very few elec-
tromechanical switching systems left in the PSTN.

Impulse noise objectives vary with the type and makeup of the circuit. Usually, a threshold is established
and counts are made of any impulse noise that exceeds that threshold in a given time period. When
impulse noise tests are made on a single circuit, the usual specification is 15 counts in 15 min. When a
group of circuits is being tested, shorter time intervals are used.

On subscriber loops, the background noise threshold historically has been 59 dBrnC when measured
at the central office [Bellcore, 1986]. However, this threshold is obsolete and no industry standards exist
that define current requirements. High-speed analog voiceband modems, such as the 56 kb/s V.90
modems, are very susceptible to impulse noise and use forward error correction and other means to
minimize errors.

23.6 Attenuation Distortion

Attenuation distortion is the change in circuit loss with frequency. It is also known as frequency response.
Ideally, attenuation should be constant throughout the frequency band of interest. Unfortunately, this is
not usually the case. Unless it is excessive, however, attenuation distortion is not noticeable to the human
ear. Attenuation distortion manifests itself on voice calls by changing the sound of the talker’s voice as
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it is heard by the listener. The change may be dramatic enough to render the voice unrecognizable. On
an analog voiceband data circuit, attenuation distortion can manifest itself in the form of errors through
loss of signal energy at critical frequencies.

The inherent attenuation distortion in subscriber loops used in regular switched service is not ob-
jectionable except in extreme cases. On voice transmissions, excessive low-frequency slope degrades voice
quality, whereas excessive high-frequency slope degrades intelligibility. On data transmissions using
phase-shift keying (PSK) methods and its derivatives, such as quadrature amplitude modulation (QAM),
both low- and high-frequency slope affects performance, whereas only high-frequency slope affects low-
speed modems that use frequency-shift keying (FSK) [CCITT, 1989]. Some slope is considered necessary
for stability at band edges.

Attenuation distortion is frequently specified in terms of the three tone slope as discussed previously.
The slope objectives for loops used in special switched services [for example, private branch exchange
(PBX) trunks and foreign exchange lines] are similar to regular switched loop objectives. It is not an
extremely critical parameter on regular switched subscriber loops.

23.7 Envelope Delay Distortion

Envelope delay distortion (EDD), also called group delay distortion, is distortion in the rate of change
of phase shift with frequency of a signal. Ideally, the rate of change should be constant with frequency,
and it is approximately so in the voice band with nonloaded cables. With loaded cables this is not the
case, especially near the cutoff frequency.

Envelope delay distortion is defined as the difference, in time units such as microseconds, between the
maximum and minimum envelope delay within the frequency band of interest. If the difference is zero
then, by this definition, there is no EDD, but this is hardly ever the case in practical systems.

Voice-band signals (not just voice signals but all signals in the voice band, including analog voiceband
data signals) are made up of many frequencies. Each particular frequency propagates at a different
velocity (called phase velocity) due to the facility’s inherent transmission characteristics. This causes
phase delay. If the relationship between the resulting phase shift and frequency is nonlinear, the facility
will cause delay distortion. EDD at the upper edge of the voice band can cause near singing (the “rain-
barrel effect”) in the conversation. Excessive EDD at the lower edge can cause speech blurring [CCITT,
1989].

EDD results from any part of the circuit where a nonlinear relationship exists between phase shift and
frequency. Very little EDD results from the loop itself. Usually this occurs at the terminal and intermediate
equipment where filters in analog-to-digital and digital-to-analog converters are located. Some data
transmission modulation techniques are more susceptible to intersymbol interference caused by EDD
than others, which can explain why some modems of a given speed give better performance than
others.

23.8 Line Conditioning

When the network consisted primarily of analog transmission facilities, attenuation and envelope delay
distortion were major impairments. These were controlled through the use of line conditioning devices
such as amplifiers and equalizers, which were installed at the ends of the transmission facilities. When
required, equalization was almost always applied to the receiver side of a four-wire circuit. Sometimes,
however, predistortion equalization was provided on the transmit side. The loop had little impact on
performance unless it was very long.

In modern telecommunication networks, the transmission facilities are based on digital technologies
such as optical fibers and digital microwave radios that do not introduce significant distortion. Any
analog signal to be transported in today’s network requires analog-to-digital (A/D) and digital-to-analog
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TABLE 23.1 Analog Voiceband Data Transmission Objectives

Group 2

Transmission Parameter Group 1 Tier 1 Tier 2 Group 3
Loss Deviation (dB) +1 +1 *1 +1
Attenuation Distortion (dB)

404-2804 Hz -2.0/+5.0 -0.8/+1.5 -0.8/4+3.5 -1.5/49.5

304-3004 Hz -2.0/+6.0 -0.8/+1.5 -0.8/+4.5 -2.5/+11.5

304-3204 Hz -2.0/+8.0 Not specified Not specified Not specified
Envelope Delay Distortion (Us)

804-2604 Hz £550 £150 £650 £1700

604-2804 Hz £800 £200 Not specified Not specified

504-2804 Hz Not specified £550 Not specified Not specified

504-3004 Hz £1500 £2950 Not specified Not specified
Intermodulation Distortion (dB)

R2 =49 =32 =32 =26

R3 =50 =42 =42 =34
Signal-to-C-Notched Noise Ratio (dB) >33 >32 >32 >26
Notched Impulse Noise Threshold 63 65 65 69

(dBrnC)

Phase Jitter (coPeak-Peak)

20-300 Hz Not applicable ~ Not applicable =~ Not applicable £8

4-300 Hz Not applicable ~ Not applicable  Not applicable £13
Frequency Offset (Hz) Not applicable ~ Not applicable =~ Not applicable +1

(D/A) conversion at the ends. The analog signals usually are carried to the A/D conversion points by
twisted pair loops. If the loops are long, the analog signals may first need to be equalized to offset a loop’s
high-frequency rolloff characteristic, which affects both attenuation and envelope delay distortion to
some extent. Line conditioning is not used on switched voice frequency loops.

The inherent loss of a loop used in most special access (private line) applications can be reduced by
adding gain with amplifiers. This has to be done carefully to prevent the loop from singing (oscillating)
if two-wire conversion is used at any point in the circuit.

With the divestiture of AT&T in 1984, the specification and provisioning of end-to-end transmission
facilities became much more difficult because the public network moved from being mostly one-dimensional
to having multi-network operator and multi-dimensional characteristics. Any circuit that crossed ex-
change boundaries was a concatenation of elements provided by different network operators. A given
network operator provided lines with predetermined characteristics according to the facilities owned and
operated by them and them only. As a result, Bellcore (now Telcordia) developed standardized voice grade
(VG) circuit types and transmission performance requirements that applied within the Bell Operating
Company’s service areas. These requirements recognized the widespread use at that time of analog
transmission facilities throughout the Bell System and, thus, were very detailed as to analog transmission
parameters. About 10 years later, the T1 Committee of the Alliance for Telecommunications Industry
Solutions (ATIS), through the American National Standards Institute (ANSI), published a more general
set of specifications that recognized the more widespread use of digital transmission facilities throughout
the public network. Table 23.1 shows the characteristics specified by the ANSI standard [ANSI, 1994].
In this table, the attenuation distortion is shown with respect to the attenuation at 1004 Hz. The envelope
delay distortion is given in terms of the difference between the maximum and minimum envelope delay
(in microseconds) within the frequency band shown. All values are for circuits from network operator
demarcation point (network interface) to network operator demarcation point. The ANSI requirements
also specify limiting values for other transmission impairments, some of which do not apply to facilities
composed entirely of digital transmission systems (Group 1 and 2 in the table).
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23.9 Other Impairments to Analog Transmission

Intermodulation distortion (IMD), also known as nonlinear distortion, is an impairment that arises
due to the nonlinear characteristics of loop interfaces. IMD is the power generated at extraneous fre-
quencies (intermodulation products) when a multi-tone signal is applied to a circuit. Loop facilities
composed entirely of twisted pair cables do not contribute to IMD but the cables always are connected
to interfaces. In particular, nonlinearities in the interface electronics lead to generation of undesirable
sum and difference signals related to the original desired signals. As with other transmission impairments,
IMD manifests itself as analog voiceband modem errors and reduced throughput or connection speed,
but IMD does not significantly impair voice quality. Where there is only a single A/D — D/A conversion
process in an analog circuit, the ratio of desired signal to undesired signal due to IMD is around 40 to
50 dB.

Signal-to-Noise Ratio (SNR) is also important to modem transmission. In this case, the signal must
be high enough above the noise level so the modem receiver can detect and recover the signal with low
probability of error. SNR can be specified for both background noise and impulse noise. Typical values
for SNR are greater than 30 dB. SNR is not as important on voice circuits as the absolute noise level
(high noise during speech is not as disturbing as the same noise level during speech pauses).

Jitter and Transients can wreak havoc on high-speed voiceband modem signals and thus must be
controlled. They have little effect on voice communications. Jitter is a small but significant periodic
movement of the signal in either amplitude (amplitude jitter) or phase (phase jitter) from its desired
value. Jitter in analog telephone channels is caused by analog interfaces (A/D and D/A converters) and
transmission systems such as analog wireless transmission systems. Digital transmission systems do not
introduce jitter on analog channels. Transients are departures of the signal amplitude or phase that exceed
a threshold and are followed by quiet intervals. Transients can be caused by fading in wireless transmission
systems (both digital and analog) and protection line switching in optical fiber and twisted pair trans-
mission systems.

Defining Terms

Analog telephone channel: A telecommunications channel suitable for transmission of a band-limited,
time continuous signal.

Voiceband modem: MOdulator-DEModulator, a device used for transmitting digital data over an analog
voiceband channel.

Circuit noise: The noise heard by the subscriber or detected by an analog voiceband modem that appears
across the pair of conductors in the loop.

Crosstalk: Interference coupled into the present telephone connection from adjacent channels or
connections.

Envelope delay distortion (EDD): Distortion in the rate of change of phase shift as a function of
frequency.

Impulse noise:  Short voltage increases of 12 dB or more usually caused by electromechanical switching
transients, maintenance activity, or electrical system switching transients.

Intermodulation distortion (IMD): The power generated at extraneous frequencies (intermodulation
products) when a multi-tone signal is applied to a channel.

Intersymbol interference (ISI): Interference arising in modem signal detection from the edges of
neighboring pulses.

Jitter: Relatively small but significant periodic movements of a signal’s amplitude or phase from its
desired value.

kb/s: Kilobits (1000 bits) per second.

Line conditioning: The use of amplifiers and equalizers or other devices to control the transmission
characteristics of metallic twisted cable pairs.
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Public switched telephone network (PSTN): Traditionally, the network developed to provide dial-up
voice communications but now meant to include all telecommunication facilities available to the
public.

Signal-to-noise ratio (SNR): The ratio of signal power to noise power in a channel. Analog voiceband
modems require adequate SNR to achieve high throughput and low error rate.

Subscriber loop: The subscriber loop is the transmission and signaling channel between a telephone
subscriber’s terminal equipment and the network.

Transient: Sudden change in the amplitude or phase of a received signal that lasts at least 4 ms.

Voice band: The usable bandwidth of a telephone voice channel, often taken to be 300-3400 Hz.
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Many physical communications channels, such as radio channels, accept a continuous-time waveform
as input. Consequently, a sequence of source bits, representing data or a digitized analog signal, must be
converted to a continuous-time waveform at the transmitter. In general, each successive group of bits
taken from this sequence is mapped to a particular continuous-time pulse. In this chapter we discuss the
basic principles involved in selecting such a pulse for channels that can be characterized as linear and
time invariant with finite bandwidth.

24.1 Communications System Model

Figure 24.1a shows a simple block diagram of a communications system. The sequence of source bits
{b;} are grouped into sequential blocks (vectors) of m bits {b;}, and each binary vector b; is mapped to
one of 2" pulses, p(b;; t), which is transmitted over the channel. The transmitted signal as a function of
time can be written as

s(0) = Dplbst—iT) (24.1)

where 1/T is the rate at which each group of m bits, or pulses, is introduced to the channel. The
information (bit) rate is therefore m/T.
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FIGURE 24.1a Communication system model. The source bits are grouped into binary vectors, which are mapped
to a sequence of pulse shapes.

FIGURE 24.1b Channel model consisting of a linear, time-invariant system (transfer function) followed by additive
noise.

The channel in Fig. 24.1a can be a radio link, which may distort the input signal s(¢) in a variety of
ways. For example, it may introduce pulse dispersion (due to finite bandwidth) and multipath, as well
as additive background noise. The output of the channel is denoted as x(), which is processed by the
receiver to determine estimates of the source bits. The receiver can be quite complicated; however, for
the purpose of this discussion, it is sufficient to assume only that it contains a front-end filter and a
sampler, as shown in Fig. 24.1a. This assumption is valid for a wide variety of detection strategies. The
purpose of the receiver filter is to remove noise outside of the transmitted frequency band and to compensate
for the channel frequency response.

A commonly used channel model is shown in Fig. 24.1b and consists of a linear, time-invariant filter,
denoted as G(f), followed by additive noise n(t). The channel output is, therefore,

x(t) = [g(t) * s(e)] +n(r) (24.2)

where g(t) is the channel impulse response associated with G(f), and the asterisk denotes convolution,

oo

(0 *s(0) = | glt—dstr)da

This channel model accounts for all linear, time-invariant channel impairments, such as finite bandwidth
and time-invariant multipath. It does not account for time-varying impairments, such as rapid fading
due to time-varying multipath. Nevertheless, this model can be considered valid over short time periods
during which the multipath parameters remain constant.

In Figs. 24.1a, and 24.1b, it is assumed that all signals are baseband signals, which means that the
frequency content is centered around f = 0 (DC). The channel passband, therefore, partially coincides
with the transmitted spectrum. In general, this condition requires that the transmitted signal be modu-
lated by an appropriate carrier frequency and demodulated at the receiver. In that case, the model in
Figs. 24.1a, and 24.1b still applies; however, baseband-equivalent signals must be derived from their
modulated (passband) counterparts. Baseband signalling and pulse shaping refers to the way in which a
group of source bits is mapped to a baseband transmitted pulse.

As a simple example of baseband signalling, we can take m = 1 (map each source bit to a pulse), assign
a 0 bit to a pulse p(#), and a 1 bit to the pulse -p(#). Perhaps the simplest example of a baseband pulse
is the rectangular pulse given by p(t) = 1,0 < ¢t < T, and p(t) = 0 elsewhere. In this case, we can write the
transmitted signal as

s(1) = 2Ap(t—iT) (24.3)

where each symbol A; takes on a value of +1 or -1, depending on the value of the ith bit, and 1/T is the
symbol rate, namely, the rate at which the symbols A; are introduced to the channel.

©2002 CRC PressLLC



The preceding example is called binary pulse amplitude modulation (PAM), since the data symbols
A; are binary valued, and they amplitude modulate the transmitted pulse p(t). The information rate (bits
per second) in this case is the same as the symbol rate 1/T. As a simple extension of this signalling
technique, we can increase m and choose A; from one of M = 2" values to transmit at bit rate m/T. This
is known as M-ary PAM. For example, letting m = 2, each pair of bits can be mapped to a pulse in the
set {p(1), =p(1), 3p(1), =3p(D)}.

In general, the transmitted symbols {A;}, the baseband pulse p(¢), and channel impulse response g(¢)
can be complex valued. For example, each successive pair of bits might select a symbol from the set {1, -1,
j, —j}, where j = /—1. This is a consequence of considering the baseband equivalent of passband
modulation (that is, generating a transmitted spectrum which is centered around a carrier frequency f.).
Here we are not concerned with the relation between the passband and baseband equivalent models and
simply point out that the discussion and results in this chapter apply to complex-valued symbols and
pulse shapes.

As an example of a signalling technique which is not PAM, let m = 1 and

J2sin(2mfit) 0<t<T
0

p(0;1) = {
elsewhere
(24.4)

ﬁsin(znfzt) 0<t<T
0 elsewhere

p(1;1) ={

where f, and f, # f; are fixed frequencies selected so that f,T and f,T (number of cycles for each bit) are
multiples of 1/2. These pulses are orthogonal, namely,

J‘Tp(l;t)p(O;t)dt =0

This choice of pulse shapes is called binary frequency-shift keying (FSK).

Another example of a set of orthogonal pulse shapes for m = 2 bits/T is shown in Fig. 24.2. Because
these pulses may have as many as three transitions within a symbol period, the transmitted spectrum
occupies roughly four times the transmitted spectrum of binary PAM with a rectangular pulse shape.
The spectrum is, therefore, spread across a much larger band than the smallest required for reliable
transmission, assuming a data rate of 2/T. This type of signalling is referred to as spread-spectrum.

FIGURE 24.2 Four orthogonal spread-spectrum pulse shapes.
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FIGURE 24.3 Baseband model of a pulse amplitude modulation system.

Spread-spectrum signals are more robust with respect to interference from other transmitted signals than
are narrowband signals.'

24.2 Intersymbol Interference and the Nyquist Criterion

Consider the transmission of a PAM signal illustrated in Fig. 24.3. The source bits {b;} are mapped to a
sequence of levels {A;}, which modulate the transmitter pulse p(¢). The channel input is, therefore, given by
Eq. (24.3) where p(t) is the impulse response of the transmitter pulse-shaping filter P(f) shown in Fig. 24.3.
The input to the transmitter filter P(f) is the modulated sequence of delta functions X; A;0(t — iT). The
channel is represented by the transfer function G(f) (plus noise), which has impulse response g(¢), and
the receiver filter has transfer function R(f) with associated impulse response 7(¢).

Let h(t) be the overall impulse response of the combined transmitter, channel, and receiver, which has
transfer function H( f) = P(f)G(f)R(f). We can write h(t) = p(t) * g(t) * r(¢). The output of the receiver
filter is then

y(t) = ZA,.h(t—iT)+?z(r) (24.5)

where n1(t) = r(t) * n(t) is the output of the filter R(f) with input #(¢). Assuming that samples are collected
at the output of the filter R(f) at the symbol rate 1/T, we can write the kth sample of y(t) as

y(kT) = Y Ah(kT=iT) + n(kT)

= Akh(0)+2Aih(kT—iT)+;z(kT) (24.6)

izk

The first term on the right-hand side of Eq. (24.6) is the kth transmitted symbol scaled by the system
impulse response at ¢t = 0. If this were the only term on the right side of Eq. (24.6), we could obtain the
source bits without error by scaling the received samples by 1/h(0). The second term on the right-hand
side of Eq. (24.6) is called intersymbol interference, which reflects the view that neighboring symbols
interfere with the detection of each desired symbol.

One possible criterion for choosing the transmitter and receiver filters is to minimize intersymbol
interference. Specifically, if we choose p(t) and r(¢) so that

1 k=0
h(kT) = {0 o (24.7)

"This example can also be viewed as coded binary PAM. Namely, each pair of two source bits are mapped to
4 coded bits, which are transmitted via binary PAM with a rectangular pulse. The current IS-95 air interface uses
an extension of this signalling method in which groups of 6 b are mapped to 64 orthogonal pulse shapes with as
many as 63 transitions during a symbol.
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then the kth received sample is

y(kT) = A+ n(kT) (24.8)

In this case, the intersymbol interference has been eliminated. This choice of p(t) and r(¢) is called a
zero-forcing solution, since it forces the intersymbol interference to zero. Depending on the type of
detection scheme used, a zero-forcing solution may not be desirable. This is because the probability of
error also depends on the noise intensity, which generally increases when intersymbol interference is
suppressed. It is instructive, however, to examine the properties of the zero-forcing solution.

We now view Eq. (24.7) in the frequency domain. Since h(t) has Fourier transform

H(f) = P(f)G(f)R(f) (24.9)

where P(f) is the Fourier transform of p(), the bandwidth of H(f) is limited by the bandwidth of the
channel G(f). We will assume that G(f) =0, | f| > W. The sampled impulse response h(kT) can, therefore,
be written as the inverse Fourier transform

h(kT) — IW H(f)ejZkaTdf

Through a series of manipulations, this integral can be rewritten as an inverse discrete Fourier transform,

1/(27) . .
h(kT) TJ H (™" df (24.10a)

—1/(27T)

where

H (77 = %;H(J% é)
_ szk“p(ﬁ %)G (f+ %R (f+ ,KF) (24.10b)
onfr

This relation states that H,(z), z= ¢, is the discrete Fourier transform of the sequence {h;}, where h; =
h(kT). Sampling the impulse response h(t) therefore changes the transfer function H(f) to the aliased
frequency response Heq(emf T). From Egs. (24.10), and (24.6) we conclude that H,(2) is the transfer func-
tion that relates the sequence of input data symbols {A;} to the sequence of received samples {y;}, where
y; = y(iT), in the absence of noise. This is illustrated in Fig. 24.4. For this reason, H,(z) is called the
equivalent discrete-time transfer function for the overall system transfer function H(f).

Since Heq(ejznﬁ) is the discrete Fourier transform of the sequence {,}, the time-domain, or sequence
condition (24.7) is equivalent to the frequency-domain condition

2Ty _

He(em™) =1 (24.11)
This relation is called the Nyquist criterion. From Egs. (24.10b) and (24.11) we make the following
observations.

1. To satisfy the Nyquist criterion, the channel bandwidth W must be at least 1/(2T). Otherwise,
G(f+ n/T) = 0 for f in some interval of positive length for all n, which implies that Heq(ejz"f =0
for f in the same interval.

FIGURE 24.4 Equivalent discrete-time channel for the
PAM system shown in Fig. 24.3 [y, = y(iT), n; = 1 (iT)].
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2. For the minimum bandwidth W = 1/(2T), Egs. (24.10b) and (24.11) imply that H(f) = T for |f]|
< 1/(2T) and H(f) = 0 elsewhere. This implies that the system impulse response is given by

sin(7t/ T)

h(t) = it/ T

(24.12)

(Since |"_h*(t)dt = T,the transmitted signal s(¢) = 2, A; h(t — iT) has power equal to the symbol
variance E[|A]| ’].) The impulse response in Eq. (24.12) is called a minimum bandwidth or Nyquist
pulse. The frequency band [-1/(2T), 1/(2T)] [i.e., the passband of H(f)] is called the Nyquist band.

3. Suppose that the channel is bandlimited to twice the Nyquist bandwidth. That is, G(f) = 0 for |f| >
1/T. The condition (24.11) then becomes

H(f)+H(f—:1r)+H(f+ lT) _ (24.13)

Assume for the moment that H(f) and h(t) are both real valued, so that H(f) is an even function
of f{H(f) = H(—f)]. This is the case when the receiver filter is the matched filter (see Section 24.3).
We can then rewrite Eq. (24.13) as

H(f)+H(%—f) =T, 0<f<sm (24.14)

which states that H(f) must have odd symmetry about f = 1/(2T). This is illustrated in Fig. 24.5,
which shows two different functions H(f) that satisfy the Nyquist criterion.

4. The pulse shape p(t) enters into Eq. (24.11) only through the product P(f)R(f). Consequently,
either P(f) or R(f) can be fixed, and the other filter can be adjusted or adapted to the particular
channel. Typically, the pulse shape p(#) is fixed, and the receiver filter is adapted to the (possibly
time-varying) channel.

Raised Cosine Pulse

Suppose that the channel is ideal with transfer function

L flsw
G(f) = {0’ Sl W (24.15)

To maximize bandwidth efficiency, Nyquist pulses given by Eq. (24.12) should be used where W = 1/(27T).
This type of signalling, however, has two major drawbacks. First, Nyquist pulses are noncausal and of
infinite duration. They can be approximated in practice by introducing an appropriate delay and truncating
the pulse. The pulse, however, decays very slowly, namely, as 1/¢, so that the truncation window must be wide.

FIGURE 24.5 Two examples of frequency responses that satisfy the Nyquist criterion.
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This is equivalent to observing that the ideal bandlimited frequency response given by Eq. (24.15) is
difficult to approximate closely. The second drawback, which is more important, is the fact that this type
of signalling is not robust with respect to sampling jitter. Namely, a small sampling offset € produces the
output sample

sin[m(k—i+€&/T)]
wk—i+éel/T)

y(kT+e) = Y A (24.16)

Since the Nyquist pulse decays as 1/, this sum is not guaranteed to converge. A particular choice of
symbols {A;} can, therefore, lead to very large intersymbol interference, no matter how small the offset.
Minimum bandwidth signalling is therefore impractical.

The preceding problem is generally solved in one of two ways in practice:

1. The pulse bandwidth is increased to provide a faster pulse decay than 1/t.
2. A controlled amount of intersymbol interference is introduced at the transmitter, which can be
subtracted out at the receiver.

The former approach sacrifices bandwidth efficiency, whereas the latter approach sacrifices power effi-
ciency. We will examine the latter approach in Section 24.5. The most common example of a pulse, which
illustrates the first technique, is the raised cosine pulse, given by

i T)IT cos(amt/T)
he) = [ St ][ } 24.17
® [ mt/T L1 — ot/ T) (24.17)
which has Fourier transform
1—a
T 0<|fls=2
T T 1-— 1— 1
H(f) = 5{1+cos[%(|f|——ﬁ9‘)]} ﬁslfls%f‘i‘ (24.18)
1+a
0 Ifl> =%

where 0 < < 1.

Plots of p(t) and P(f) are shown in Figs. 24.6a, and 24.6b for different values of ¢. It is easily verified that
h(t) satisfies the Nyquist criterion (24.7) and, consequently, H(f) satisfies Eq. (24.11). When a = 0, H(f)
is the Nyquist pulse with minimum bandwidth 1/(2T), and when &> 0, H(f) has bandwidth (1 + «)/(2T)
with a raised cosine rolloff. The parameter o, therefore, represents the additional or excess bandwidth
as a fraction of the minimum bandwidth 1/(2T). For example, when o = 1, we say that the pulse is a
raised cosine pulse with 100% excess bandwidth. This is because the pulse bandwidth 1/T is twice the
minimum bandwidth. Because the raised cosine pulse decays as 1/¢, performance is robust with respect
to sampling offsets.

The raised cosine frequency response (24.18) applies to the combination of transmitter, channel, and
receiver. If the transmitted pulse shape p(¢) is a raised cosine pulse, then h(t) is a raised cosine pulse only
if the combined receiver and channel frequency response is constant. Even with an ideal (transparent)
channel, however, the optimum (matched) receiver filter response is generally not constant in the presence
of additive Gaussian noise. An alternative is to transmit the square-root raised cosine pulse shape, which
has frequency response P(f) given by the square-root of the raised cosine frequency response in Eq. (24.18).
Assuming an ideal channel, setting the receiver frequency response R(f) = P(f) then results in an overall
raised cosine system response H( f).
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FIGURE 24.6a Raised cosine pulse.

FIGURE 24.6b Raised cosine spectrum.

24.3 Nyquist Criterion with Matched Filtering

Consider the transmission of an isolated pulse Ad(#). In this case the input to the receiver in Fig. 24.3 is

x(t) = A, 8(t) +n(t) (24.19)

where é( t) is the inverse Fourier transform of the combined transmitter-channel transfer function é( f)=
P(f)G(f). We will assume that the noise n(t) is white with spectrum N,/2. The output of the receiver
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filter is then

y(t) = (1) # x(t) = Aglr(1) *&(D]+[r(r) * n(t)] (24.20)

The first term on the right-hand side is the desired signal, and the second term is noise. Assuming that
y(t) is sampled at ¢ = 0, the ratio of signal energy to noise energy, or signal-to-noise ratio (SNR) at the
sampling instant, is

ELA 11 r=08 (4’

SNR =
1\7]”1"_; lr(£)]dt

(24.21)

The receiver impulse response that maximizes this expression is r(¢) = §* (—t) [complex conjugate of 2=,
which is known as the matched filter impulse response. The associated transfer function is R(f) = é*(—f ).
Choosing the receiver filter to be the matched filter is optimal in more general situations, such as when
detecting a sequence of channel symbols with intersymbol interference (assuming the additive noise is
Gaussian). We, therefore, reconsider the Nyquist criterion when the receiver filter is the matched filter.
In this case, the baseband model is shown in Fig. 24.7, and the output of the receiver filter is given by

y() = Y Ah(t—iT) +7i(1) (24.22)

where the baseband pulse A(t) is now the impulse response of the filter with transfer function ‘ é( f )‘ 2=
|P(f)G(f)|’. This impulse response is the autocorrelation of the impulse response of the combined
transmitter-channel filter G(f),

h(t) = ﬂg*(s)g(s +1)ds (24.23)

With a matched filter at the receiver, the equivalent discrete-time transfer function is

2

e = 13-
- $Zp(-3e(-3)

which relates the sequence of transmitted symbols {A;} to the sequence of received samples {y;} in the
absence of noise. Note that ch(eﬂ”f T) is positive, real valued, and an even function of f. If the channel is
bandlimited to twice the Nyquist bandwidth, then H(f) = 0 for |f| > 1/T, and the Nyquist condition is
given by Eq. (24.14) where H(f) = |G(f)P(f )|2. The aliasing sum in Eq. (24.10b) can therefore be described
as a folding operation in which the channel response |H(f)|” is folded around the Nyquist frequency 1/(2T).
For this reason, Heq(ej 2nf T) with a matched receiver filter is often referred to as the folded channel spectrum.

2

(24.24)

FIGURE 24.7 Baseband PAM model with a matched filter at the receiver.
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24.4 Eye Diagrams

One way to assess the severity of distortion due to intersymbol interference in a digital communications
system is to examine the eye diagram. The eye diagram is illustrated in Figs. 24.8a and 24.8b for a raised
cosine pulse shape with 25% excess bandwidth and an ideal bandlimited channel. Figure 24.8a shows
the data signal at the receiver,

y(t) = ZA,.h(t—iT)+?z(r) (24.25)

FIGURE 24.8a  Received signal y(t).

FIGURE 24.8b Eye diagram for received signal shown in Fig. 24.8a.
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where h(t) is given by Eq. (24.17), & = 1/4, each symbol 4, is independently chosen from the set {1, 3},
where each symbol is equally likely, and #(#) is bandlimited white Gaussian noise. (The received SNR
is 30 dB.) The eye diagram is constructed from the time-domain data signal y(#) as follows (assuming
nominal sampling times at kT, k=0, 1, 2,...):

1. Partition the waveform y(#) into successive segments of length T starting from ¢ = T/2.
2. Translate each of these waveform segments [y(¢), (k + 1/2)T <t< (k+ 3/2)T,k=0,1,2,...] to
the interval [—-T/2, T/2], and superimpose.

The resulting picture is shown in Fig. 24.8(b) for the y(#) shown in Fig. 24.8(a). (Partitioning y(¢) into
successive segments of length iT; i > 1, is also possible. This would result in i successive eye diagrams.)
The number of eye openings is one less than the number of transmitted signal levels. In practice, the eye
diagram is easily viewed on an oscilloscope by applying the received waveform y(¢) to the vertical
deflection plates of the oscilloscope and applying a sawtooth waveform at the symbol rate 1/T to the
horizontal deflection plates. This causes successive symbol intervals to be translated into one interval on
the oscilloscope display.

Each waveform segment y(t), (k + 1/2)T < t < (k + 3/2)T, depends on the particular sequence of
channel symbols surrounding A;. The number of channel symbols that affects a particular waveform
segment depends on the extent of the intersymbol interference, shown in Eq. (24.6). This, in turn, depends
on the duration of the impulse response h(t). For example, if h(¢) has most of its energy in the interval
0 < t < mT, then each waveform segment depends on approximately m symbols. Assuming binary
transmission, this implies that there are a total of 2" waveform segments that can be superimposed in
the eye diagram. (It is possible that only one sequence of channel symbols causes significant intersymbol
interference, and this sequence occurs with very low probability.) In current digital wireless applications
the impulse response typically spans only a few symbols.

The eye diagram has the following important features which measure the performance of a digital
communications system.

Vertical Eye Opening

The vertical openings at any time f,, —T/2 < t, < T/2, represent the separation between signal levels with
worst-case intersymbol interference, assuming that y(¢) is sampled at times t = kT +t, k=0,1,2,....
It is possible for the intersymbol interference to be large enough so that this vertical opening between
some, or all, signal levels disappears altogether. In that case, the eye is said to be closed. Otherwise, the
eye is said to be open. A closed eye implies that if the estimated bits are obtained by thresholding the
samples y(kT), then the decisions will depend primarily on the intersymbol interference rather than on
the desired symbol. The probability of error will, therefore, be close to 1/2. Conversely, wide vertical
spacings between signal levels imply a large degree of immunity to additive noise. In general, y(t) should
be sampled at the times kT + t,, k=0, 1, 2,..., where t,is chosen to maximize the vertical eye opening.

Horizontal Eye Opening

The width of each opening indicates the sensitivity to timing offset. Specifically, a very narrow eye opening
indicates that a small timing offset will result in sampling where the eye is closed. Conversely, a wide
horizontal opening indicates that a large timing offset can be tolerated, although the error probability
will depend on the vertical opening.

Slope of the Inner Eye

The slope of the inner eye indicates sensitivity to timing jitter or variance in the timing offset. Specifically,
a very steep slope means that the eye closes rapidly as the timing offset increases. In this case, a significant
amount of jitter in the sampling times significantly increases the probability of error.
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The shape of the eye diagram is determined by the pulse shape. In general, the faster the baseband pulse
decays, the wider the eye opening. For example, a rectangular pulse produces a box-shaped eye diagram (ass-
uming binary signalling). The minimum bandwidth pulse shape Eq. (24.12) produces an eye diagram which
is closed for all ¢ except for t = 0. This is because, as shown earlier, an arbitrarily small timing offset can lead
to an intersymbol interference term that is arbitrarily large, depending on the data sequence.

24.5 Partial-Response Signalling

To avoid the problems associated with Nyquist signalling over an ideal bandlimited channel, bandwidth
and/or power efficiency must be compromised. Raised cosine pulses compromise bandwidth efficiency
to gain robustness with respect to timing errors. Another possibility is to introduce a controlled amount
of intersymbol interference at the transmitter, which can be removed at the receiver. This approach is
called partial-response (PR) signalling. The terminology reflects the fact that the sampled system impulse
response does not have the full response given by the Nyquist condition Eq. (24.7).

To illustrate PR signalling, suppose that the Nyquist condition Eq. (24.7) is replaced by the condition

1 k=0,1
h, = (24.26)
0 all other k

The kth received sample is then

Vi = At A+ (24.27)
so that there is intersymbol interference from one neighboring transmitted symbol. For now we focus
on the spectral characteristics of PR signalling and defer discussion of how to detect the transmitted

sequence {A;} in the presence of intersymbol interference. The equivalent discrete-time transfer function
in this case is the discrete Fourier transform of the sequence in Eq. (24.26),

szk“H(f+ %)

=1+ = Ze_jﬂﬂcos(ﬂfT) (24.28)

Heq(ejanT)

As in the full-response case, for Eq. (24.28) to be satisfied, the minimum bandwidth of the channel G( f)
and transmitter filter P(f) is W= 1/(2T). Assuming P(f) has this minimum bandwidth implies

—infT
H(f) = {ZTeJ cos(mfT) |fl<1/(2T) (24.292)
0 Ifl>1/(2T)
and
h(t) = T{sinc (+/T) +sinc [(t=T)/T]} (24.29b)

where sinc x = (sin 7 x)/(7 x). This pulse is called a duobinary pulse and is shown along with the associated
H(f) in Fig. 24.9. [Notice that h(t) satisfies Eq. (24.26).] Unlike the ideal bandlimited frequency response,
the transfer function H(f) in Eq. (24.29a) is continuous and is, therefore, easily approximated by a physically
realizable filter. Duobinary PR was first proposed by Lender [7] and later generalized by Kretzmer [6].
The main advantage of the duobinary pulse Eq. (24.29b), relative to the minimum bandwidth pulse
Eq. (24.12), is that signalling at the Nyquist symbol rate is feasible with zero excess bandwidth. Because
the pulse decays much more rapidly than a Nyquist pulse, it is robust with respect to timing errors.
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FIGURE 24.9 Duobinary frequency response and minimum bandwidth pulse.

Selecting the transmitter and receiver filters so that the overall system response is duobinary is appropriate
in situations where the channel frequency response G(f) is near zero or has a rapid rolloff at the Nyquist
band edge f= 1/(27).

As another example of PR signalling, consider the modified duobinary partial response

1 k=-1
by =49-1 k=1 (24.30)
0  all other k
which has equivalent discrete-time transfer function
j2rfrTy __j2mfT —i2nfT
H(e ) =c¢e —e
= j2sin(2xfT) (24.31)
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With zero excess bandwidth, the overall system response is

H(f) = {j2Tsin(27rfT) |fl <1/(2T) (24.322)
0 |fl>1/(2T)
and
h(t) = T{sinc [(t+ T)/T] —sinc [(t+ T)/T]} (24.32b)

These functions are plotted in Fig. 24.10. This pulse shape is appropriate when the channel response G(f)
is near zero at both DC (f=0) and at the Nyquist band edge. This is often the case for wire (twisted-pair)
channels where the transmitted signal is coupled to the channel through a transformer. Like duobinary
PR, modified duobinary allows minimum bandwidth signalling at the Nyquist rate.

FIGURE 24.10 Modified duobinary frequency response and minimum bandwidth pulse.
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FIGURE 24.11 Generation of PR signal.

FIGURE 24.12 Precoding for a PR channel.

A particular partial response is often identified by the polynomial

K
> D
k=0

where D (for delay) takes the place of the usual z ' in the z transform of the sequence {/,}. For example,
duobinary is also referred to as 1 + D partial response.

In general, more complicated system responses than those shown in Figs. 24.9 and 24.10 can be generated
by choosing more nonzero coefficients in the sequence {;}. This complicates detection, however, because
of the additional intersymbol interference that is generated.

Rather than modulating a PR pulse h(t), a PR signal can also be generated by filtering the sequence
of transmitted levels {A;}. This is shown in Fig. 24.11. Namely, the transmitted levels are first passed
through a discrete-time (digital) filter with transfer function Pd(ejZ”f T) (where the subscript d indicates
discrete). [Note that Pd(eﬂ”f ") can be selected to be ch(ejznf T).] The outputs of this filter form the PAM
signal, where the pulse shaping filter P(f) = 1, |f| < 1/(2T) and is zero elsewhere. If the transmitted levels
{A.} are selected independently and are identically distributed, then the transmitted spectrum is
O'i‘Pd(ejMfT)‘z for |f| < 1/(2T) and is zero for |f]| > 1/(2T), where O'i = E[|Ak|2].

Shaping the transmitted spectrum to have nulls coincident with nulls in the channel response poten-
tially offers significant performance advantages. By introducing intersymbol interference, however, PR
signalling increases the number of received signal levels, which increases the complexity of the detector
and may reduce immunity to noise. For example, the set of received signal levels for duobinary signalling
is {0, 2} from which the transmitted levels {£1} must be estimated. The performance of a particular
PR scheme depends on the channel characteristics as well as the type of detector used at the receiver. We
now describe a simple suboptimal detection strategy.

Precoding

Consider the received signal sample Eq. (24.27) with duobinary signalling. If the receiver has correctly
de-coded the symbol A,_,, then in the absence of noise A; can be decoded by subtracting A;_, from the
received sample y,. If an error occurs, however, then subtracting the preceding symbol estimate from the
received sample will cause the error to propagate to successive detected symbols. To avoid this problem,
the transmitted levels can be precoded in such a way as to compensate for the intersymbol interference
introduced by the overall partial response.

We first illustrate precoding for duobinary PR. The sequence of operations is illustrated in Fig. 24.12.
Let {b;} denote the sequence of source bits where b, € {0, 1}. This sequence is transformed to the sequence
{b} by the operation

v, = b®b] (24.33)
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TABLE 24.1 Example of Precoding for Duobinary PR

{b}: 1 0 0 1 1 1 0 0 1 0
{bi): 0 1 1 1 1 0 0 1 1
{A}: -1 1 1 1 -1 1 -1 -1 -1 1 1
{r}: 0 2 2 0 -2 -2 0 2

where @ denotes modulo 2 addition (exclusive OR). The sequence {b;} is mapped to the sequence of
binary transmitted signal levels {A;} according to

A, = 2b,—1 (24.34)

That is, by = 0 (by = 1) is mapped to the transmitted level A, = —1 (A, = 1). In the absence of noise,
the received symbol is then

Ve = Ak+Ak—l = 2(b;+h2_1—1) (24.35)

and combining Egs. (24.33) and (24.35) gives
1
b, = (Eyk+ 1) mod 2 (24.36)

That is, if y, = 22, then b, = 0, and if y; = 0, then b, = 1. Precoding, therefore, enables the detector to
make symbol-by-symbol decisions that do not depend on previous decisions. Table 24.1 shows a sequence
of transmitted bits {b;}, precoded bits { b;}, transmitted signal levels {A;}, and received samples {y}.

The preceding precoding technique can be extended to multilevel PAM and to other PR channels.
Suppose that the PR is specified by

K
H(D) = Y D"
k=0

where the coefficients are integers and that the source symbols {5} are selected from the set {0, 1,..., M — 1}.
These symbols are transformed to the sequence {b;} via the precoding operation

K
b, = [bk —Zhib;_,) mod M (24.37)

i=1

Because of the modulo operation, each symbol by, is also in the set {0, 1,..., M — 1}. The kth transmitted
signal level is given by

A, = 2b,—(M—1) (24.38)

so that the set of transmitted levels is {—(M — 1),...,(M — 1)} (i.e., a shifted version of the set of values
assumed by b;). In the absence of noise, the received sample is

K
Vo= Y A (24.39)
i=0

©2002 CRC Press LLC



and it can be shown that the kth source symbol is given by
1
b, = E(yk—i-(M—l)-Heq(l)) mod M (24.40)

Precoding the symbols {;} in this manner, therefore, enables symbol-by-symbol decisions at the receiver.
In the presence of noise, more sophisticated detection schemes (e.g., maximum likelihood) can be used
with PR signalling to obtain improvements in performance.

24.6 Additional Considerations

In many applications, bandwidth and intersymbol interference are not the only important considerations
for selecting baseband pulses. Here we give a brief discussion of additional practical constraints that may
influence this selection.

Average Transmitted Power and Spectral Constraints

The constraint on average transmitted power varies according to the application. For example, low-
average power is highly desirable for mobile wireless applications that use battery-powered transmitters.
In many applications (e.g., digital subscriber loops, as well as digital radio), constraints are imposed to
limit the amount of interference, or crosstalk, radiated into neighboring receivers and communications
systems. Because this type of interference is frequency dependent, the constraint may take the form of a
spectral mask that specifies the maximum allowable transmitted power as a function of frequency. For
example, crosstalk in wireline channels is generally caused by capacitive coupling and increases as a
function of frequency. Consequently, to reduce the amount of crosstalk generated at a particular trans-
mitter, the pulse shaping filter generally attenuates high frequencies more than low frequencies.

In radio applications where signals are assigned different frequency bands, constraints on the trans-
mitted spectrum are imposed to limit adjacent-channel interference. This interference is generated by
transmitters assigned to adjacent frequency bands. Therefore, a constraint is needed to limit the amount
of out-of-band power generated by each transmitter, in addition to an overall average power constraint.
To meet this constraint, the transmitter filter in Fig. 24.3 must have a sufficiently steep rolloff at the edges
of the assigned frequency band. (Conversely, if the transmitted signals are time multiplexed, then the
duration of the system impulse response must be contained within the assigned time slot.)

Peak-to-Average Power

In addition to a constraint on average transmitted power, a peak-power constraint is often imposed as
well. This constraint is important in practice for the following reasons:

1. The dynamic range of the transmitter is limited. In particular, saturation of the output amplifier
will “clip” the transmitted waveform.

2. Rapid fades can severely distort signals with high peak-to-average power.

3. The transmitted signal may be subjected to nonlinearities. Saturation of the output amplifier is
one example. Another example that pertains to wireline applications is the companding process
in the voice telephone network [5]. Namely, the compander used to reduce quantization noise for
pulse-code modulated voice signals introduces amplitude-dependent distortion in data signals.

The preceding impairments or constraints indicate that the transmitted waveform should have a low
peak-to-average power ratio (PAR). For a transmitted waveform x(¢), the PAR is defined as

max |x(1)|”

PAR = :
E{lx(n)]"}
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where E(-) denotes expectation. Using binary signalling with rectangular pulse shapes minimizes the
PAR. However, this compromises bandwidth efficiency. In applications where PAR should be low, binary
signalling with rounded pulses are often used. Operating RF power amplifiers with power back-off can
also reduce PAR, but leads to inefficient amplification.

For an orthogonal frequency division multiplexing (OFDM) system, it is well known that the trans-
mitted signal can exhibit a very high PAR compared to an equivalent single-carrier system. Hence more
sophisticated approaches to PAR reduction are required for OFDM. Some proposed approaches are
described in [8] and references therein. These include altering the set of transmitted symbols and setting
aside certain OFDM tones specifically to minimize PAR.

Channel and Receiver Characteristics

The type of channel impairments encountered and the type of detection scheme used at the receiver can
also influence the choice of a transmitted pulse shape. For example, a constant amplitude pulse is appro-
priate for a fast fading environment with noncoherent detection. The ability to track channel character-
istics, such as phase, may allow more bandwidth efficient pulse shapes in addition to multilevel signalling.
High-speed data communications over time-varying channels requires that the transmitter and/or
receiver adapt to the changing channel characteristics. Adapting the transmitter to compensate for a time-
varying channel requires a feedback channel through which the receiver can notify the transmitter of
changes in channel characteristics. Because of this extra complication, adapting the receiver is often pre-
ferred to adapting the transmitter pulse shape. However, the following examples are notable exceptions.

1. The current IS-95 air interface for direct-sequence code-division multiple access adapts the trans-
mitter power to control the amount of interference generated and to compensate for channel
fades. This can be viewed as a simple form of adaptive transmitter pulse shaping in which a single
parameter associated with the pulse shape is varied.

2. Multitone modulation divides the channel bandwidth into small subbands, and the transmitted
power and source bits are distributed among these subbands to maximize the information rate.
The received signal-to-noise ratio for each subband must be transmitted back to the transmitter
to guide the allocation of transmitted bits and power [1].

In addition to multitone modulation, adaptive precoding (also known as Tomlinson—Harashima pre-
coding [4,11]) is another way in which the transmitter can adapt to the channel frequency response.
Adaptive precoding is an extension of the technique described earlier for partial-response channels.
Namely, the equivalent discrete-time channel impulse response is measured at the receiver and sent back
to the transmitter, where it is used in a precoder. The precoder compensates for the intersymbol inter-
ference introduced by the channel, allowing the receiver to detect the data by a simple threshhold
operation. Both multitone modulation and precoding have been used with wireline channels (voiceband
modems and digital subscriber loops).

Complexity

Generation of a bandwidth-efficient signal requires a filter with a sharp cutoff. In addition, bandwidth-
efficient pulse shapes can complicate other system functions, such as timing and carrier recovery. If
sufficient bandwidth is available, the cost can be reduced by using a rectangular pulse shape with a simple
detection strategy (low-pass filter and threshold).

Tolerance to Interference

Interference is one of the primary channel impairments associated with digital radio. In addition to
adjacent-channel interference described earlier, cochannel interference may be generated by other
transmitters assigned to the same frequency band as the desired signal. Cochannel interference can be
controlled through frequency (and perhaps time slot) assignments and by pulse shaping. For example,
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assuming fixed average power, increasing the bandwidth occupied by the signal lowers the power
spectral density and decreases the amount of interference into a narrowband system that occupies part
of the available bandwidth. Sufficient bandwidth spreading, therefore, enables wideband signals to be
overlaid on top of narrowband signals without disrupting either service.

Probability of Intercept and Detection

The broadcast nature of wireless channels generally makes eavesdropping easier than for wired channels. A
requirement for most commercial as well as military applications is to guarantee the privacy of user
conversations (low probability of intercept). An additional requirement, in some applications, is that deter-
mining whether or not communications is taking place must be difficult (low probability of detection).
Spread-spectrum waveforms are attractive in these applications since spreading the pulse energy over a wide
frequency band decreases the power spectral density and, hence, makes the signal less visible. Power-efficient
modulation combined with coding enables a further reduction in transmitted power for a target error rate.

24.7 Examples

We conclude this chapter with a brief description of baseband pulse shapes used in existing and emerging
standards for digital mobile cellular and Personal Communications Services (PCS).

Global System for Mobile Communications (GSM)

The European GSM standard for digital mobile cellular communications operates in the 900-MHz
frequency band and is based on time-division multiple access (TDMA) [9]. The U.S. version operates at
1900 MHz, and is called PCS-1900. A special variant of binary FSK is used called Gaussian minimum-
shift keying (GMSK). The GMSK modulator is illustrated in Fig. 24.13. The input to the modulator is a
binary PAM signal s(¢), given by Eq. (24.3), where the pulse p(#) is a Gaussian function and |s(¢)| < 1.
This waveform frequency modulates the carrier f,, so that the (passband) transmitted signal is

w(t) = Kcos [anct+ 2nfdj;s(1) dr}

The maximum frequency deviation from the carrier is f; = 1/(2T), which characterizes minimum-shift
keying. This technique can be used with a noncoherent receiver that is easy to implement. Because the
transmitted signal has a constant envelope, the data can be reliably detected in the presence of rapid
fades that are characteristic of mobile radio channels.

U.S. Digital Cellular (IS-136)

The IS-136 air interface (formerly IS-54) operates in the 800 MHz band and is based on TDMA [3].
There is also a 1900 MHz version of IS-136. The baseband signal is given by Eq. (24.3) where the symbols
are complex-valued, corresponding to quadrature phase modulation. The pulse has a square-root raised
cosine spectrum with 35% excess bandwidth.

FIGURE 24.13 Generation of GMSK signal; LPF is low-pass filter.
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Interim Standard-95

The 1S-95 air interface for digital mobile cellular uses spread-spectrum signalling (CDMA) in the 800-
MHz band [10]. There is also a 1900 MHz version of IS-95. The baseband transmitted pulse shapes are
analogous to those shown in Fig. 24.2, where the number of square pulses (chips) per bit is 128. To
improve spectral efficiency the (wideband) transmitted signal is filtered by an approximation to an ideal
low-pass response with a small amount of excess bandwidth. This shapes the chips so that they resemble
minimum bandwidth pulses.

Personal Access Communications System (PACS)

Both PACS and the Japanese personal handy phone (PHP) system are TDMA systems which have been
proposed for personal communications systems (PCS), and operate near 2 GHz [2]. The baseband signal
is given by Eq. (24.3) with four complex symbols representing four-phase quadrature modulation. The
baseband pulse has a square-root raised cosine spectrum with 50% excess bandwidth.

Defining Terms

Baseband signal: A signal with frequency content centered around DC.

Equivalent discrete-time transfer function: A discrete-time transfer function (z transform) that relates
the transmitted amplitudes to received samples in the absence of noise.

Excess bandwidth: That part of the baseband transmitted spectrum which is not contained within the
Nyquist band.

Eye diagram: Superposition of segments of a received PAM signal that indicates the amount of inter-
symbol interference present.

Frequency-shift keying: A digital modulation technique in which the transmitted pulse is sinusoidal,
where the frequency is determined by the source bits.

Intersymbol interference: The additive contribution (interference) to a received sample from trans-
mitted symbols other than the symbol to be detected.

Matched filter: The receiver filter with impulse response equal to the time-reversed, complex conjugate
impulse response of the combined transmitter filter-channel impulse response.

Nyquist band: The narrowest frequency band that can support a PAM signal without intersymbol
interference (the interval [-1/(2T), 1/(2T)] where 1/T is the symbol rate).

Nyquist criterion: A condition on the overall frequency response of a PAM system that ensures the
absence of intersymbol interference.

Orthogonal frequency division multiplexing (OFDM): Modulation technique in which the trans-
mitted signal is the sum of low-bit-rate narrowband digital signals modulated on orthogonal
carriers.

Partial-response signalling: A signalling technique in which a controlled amount of intersymbol interfer-
ence is introduced at the transmitter in order to shape the transmitted spectrum.

Precoding: A transformation of source symbols at the transmitter that compensates for intersymbol
interference introduced by the channel.

Pulse amplitude modulation (PAM): A digital modulation technique in which the source bits are
mapped to a sequence of amplitudes that modulate a transmitted pulse.

Raised cosine pulse: A pulse shape with Fourier transform that decays to zero according to a raised
cosine; see Eq. (24.18). The amount of excess bandwidth is conveniently determined by a single
parameter ().

Spread spectrum: A signalling technique in which the pulse bandwidth is many times wider than the
Nyquist bandwidth.

Zero-forcing criterion: A design constraint which specifies that intersymbol interference be eliminated.
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25.1 Characterization of Channel Distortion

Many communication channels, including telephone channels and some radio channels, may be generally
characterized as band-limited linear filters. Consequently, such channels are described by their frequency
response C(f), which may be expressed as

C(f) = A(fe™” (25.1)

where A(f) is called the amplitude response and 6(f) is called the phase response. Another characteristic
that is sometimes used in place of the phase response is the envelope delay or group delay, which is defined as

o(f) = —%rdi—(]f) (25.2)

A channel is said to be nondistorting or ideal if, within the bandwidth W occupied by the transmitted
signal, A(f) = const and 6(f) is a linear function of frequency [or the envelope delay 7( f) = const]. On
the other hand, if A(f) and 7(f) are not constant within the bandwidth occupied by the transmitted
signal, the channel distorts the signal. If A(f) is not constant, the distortion is called amplitude distortion
and if 7(f) is not constant, the distortion on the transmitted signal is called delay distortion.

As a result of the amplitude and delay distortion caused by the nonideal channel frequency response
characteristic C(f), a succession of pulses transmitted through the channel at rates comparable to the
bandwidth W are smeared to the point that they are no longer distinguishable as well-defined pulses at
the receiving terminal. Instead, they overlap and, thus, we have intersymbol interference (ISI). As an
example of the effect of delay distortion on a transmitted pulse, Fig. 25.1(a) illustrates a band-limited
pulse having zeros periodically spaced in time at points labeled £T, 27T, etc. If information is conveyed
by the pulse amplitude, as in pulse amplitude modulation (PAM), for example, then one can transmit a
sequence of pulses, each of which has a peak at the periodic zeros of the other pulses. Transmission of
the pulse through a channel modeled as having a linear envelope delay characteristic 7(f) [quadratic
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FIGURE 25.1 Effect of channel distortion: (a) channel input, (b) channel output, (c) equalizer output.

phase 6(f)], however, results in the received pulse shown in Fig. 25.1(b) having zero crossings that are
no longer periodically spaced. Consequently, a sequence of successive pulses would be smeared into one
another, and the peaks of the pulses would no longer be distinguishable. Thus, the channel delay distortion
results in intersymbol interference. As will be discussed in this chapter, it is possible to compensate for
the nonideal frequency response characteristic of the channel by use of a filter or equalizer at the demo-
dulator. Figure 25.1(c) illustrates the output of a linear equalizer that compensates for the linear distortion
in the channel.

The extent of the intersymbol interference on a telephone channel can be appreciated by observing a
frequency response characteristic of the channel. Figure 25.2 illustrates the measured average amplitude
and delay as a function of frequency for a medium-range (180-725 mile) telephone channel of the
switched telecommunications network as given by Duffy and Tratcher [17]. We observe that the usable band
of the channel extends from about 300 Hz to about 3000 Hz. The corresponding impulse response of
the average channel is shown in Fig. 25.3. Its duration is about 10 ms. In comparison, the transmitted
symbol rates on such a channel may be of the order of 2500 pulses or symbols per second. Hence,
intersymbol interference might extend over 20-30 symbols.
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FIGURE 25.2 Average amplitude and delay characteristics of medium-range telephone channel.

FIGURE 25.3 Impulse response of average channel with amplitude and delay shown in Fig. 25.2.
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FIGURE 25.4 Scattering function of a medium-range tropospheric scatter channel.

Besides telephone channels, there are other physical channels that exhibit some form of time dispersion
and, thus, introduce intersymbol interference. Radio channels, such as short-wave ionospheric propagation
(HF), tropospheric scatter, and mobile cellular radio are three examples of time-dispersive wireless chan-
nels. In these channels, time dispersion and, hence, intersymbol interference is the result of multiple
propagation paths with different path delays. The number of paths and the relative time delays among the
paths vary with time and, for this reason, these radio channels are usually called time-variant multipath
channels. The time-variant multipath conditions give rise to a wide variety of frequency response char-
acteristics. Consequently, the frequency response characterization that is used for telephone channels is
inappropriate for time-variant multipath channels. Instead, these radio channels are characterized statis-
tically in terms of the scattering function, which, in brief, is a two-dimensional representation of the
average received signal power as a function of relative time delay and Doppler frequency (see Proakis, 2001).

For illustrative purposes, a scattering function measured on a medium-range (150 mile) tropospheric
scatter channel is shown in Fig. 25.4. The total time duration (multipath spread) of the channel response
is approximately 0.7 Us on the average, and the spread between half-power points in Doppler frequency is
a little less than 1 Hz on the strongest path and somewhat larger on the other paths. Typically, if one
is transmitting at a rate of 10" symbols/s over such a channel, the multipath spread of 0.7 ps will result
in intersymbol interference that spans about seven symbols.

25.2 Characterization of Intersymbol Interference

In a digital communication system, channel distortion causes intersymbol interference, as illustrated in the
preceding section. In this section, we shall present a model that characterizes the ISI. The digital modulation
methods to which this treatment applies are PAM, phase-shift keying (PSK), and quadrature amplitude
modulation (QAM). The transmitted signal for these three types of modulation may be expressed as

s(t) U.(t)cos2mft—ugt)sm2mft

j2mf.t

Re[u(t)e ] (25.3)
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where U(t) = U(t) + ju/(t) is called the equivalent low-pass signal, f. is the carrier frequency, and Re(]
denotes the real part of the quantity in brackets.
In general, the equivalent low-pass signal is expressed as

u(t) = ZlngT(t—nT] (25.4)

where g(¢) is the basic pulse shape that is selected to control the spectral characteristics of the transmitted
signal, {I,} is the sequence of transmitted information symbols selected from a signal constellation
consisting of M points, and T is the signal interval (1/T is the symbol rate). For PAM, PSK, and QAM,
the values of I, are points from M-ary signal constellations. Figure 25.5 illustrates the signal constellations
for the case of M = 8 signal points. Note that for PAM, the signal constellation is one-dimensional. Hence,
the equivalent low-pass signal U(¢) is real valued, i.e., U,(f) = 0 and v.(t) = U(¢). For M-ary (M > 2) PSK
and QAM, the signal constellations are two-dimensional and, hence, U(t) is complex valued.

000 001 011 010 110 111 101 100

(2) PAM
011
e
010 001
110 000
111 100
(b) PSK

11
2 (1+43,0)

¥

(c) QAM

FIGURE 25.5 M = 8 signal constellations for PAM, PSK, and QAM.
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The signal s(¢) is transmitted over a bandpass channel that may be characterized by an equivalent low-
pass frequency response C( f). Consequently, the equivalent low-pass received signal can be represented as

r(t) = Zlnh(t—nT)+W(t) (25.5)

where h(t) = g,(t) Oc(t), c(¢) is the impulse response of the equivalent low-pass channel, the asterisk
denotes convolution, and w(t) represents the additive noise in the channel.

To characterize the ISI, suppose that the received signal is passed through a receiving filter and then
sampled at the rate 1/T samples/s. In general, the optimum filter at the receiver is matched to the received
signal pulse h(t). Hence, the frequency response of this filter is H (f). We denote its output as

y(t) = il,,x(t—nT) + v(1) (25.6)

n=0

where x(t) is the signal pulse response of the receiving filter, i.e., X(f) = H(f)HD(f) = |H(f)|2, and V(1)
is the response of the receiving filter to the noise w(¢). Now, if y(t) is sampled at times t = kT, k =0, 1,
2,..., we have

y(kT)=y, = zlnx(kT—nT) +v(kT)

" (25.7)
= ZInxk_”+vk, k =0,1,...
n=0
The sample values {y;} can be expressed as
O ;2 %
Ve = %, %k+;021nxk_,ﬂ +v, k=0,1,.. (25.8)
= -

The term x, is an arbitrary scale factor, which we arbitrarily set equal to unity for convenience. Then

0

ye = Lt Zln Xgn T Vi (25.9)

n=0
n#k

The term I, represents the desired information symbol at the kth sampling instant, the term

zlnxk_n (25.10)
n=0
nzk

represents the ISI, and v, is the additive noise variable at the kth sampling instant.

The amount of ISI and noise in a digital communications system can be viewed on an oscilloscope.
For PAM signals, we can display the received signal y(¢) on the vertical input with the horizontal sweep
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FIGURE 25.6 Examples of eye patterns for binary and quaternary amplitude shift keying (or PAM).
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FIGURE 25.7  Effect of intersymbol interference on eye opening.

rate set at 1/T. The resulting oscilloscope display is called an eye pattern because of its resemblance to
the human eye. For example, Fig. 25.6 illustrates the eye patterns for binary and four-level PAM modu-
lation. The effect of ISI is to cause the eye to close, thereby reducing the margin for additive noise to
cause errors. Figure 25.7 graphically illustrates the effect of ISI in reducing the opening of a binary eye.
Note that intersymbol interference distorts the position of the zero crossings and causes a reduction in
the eye opening. Thus, it causes the system to be more sensitive to a synchronization error.

For PSK and QAM it is customary to display the eye pattern as a two-dimensional scatter diagram
illustrating the sampled values {y;} that represent the decision variables at the sampling instants. Figure 25.8
illustrates such an eye pattern for an 8-PSK signal. In the absence of intersymbol interference and noise,
the superimposed signals at the sampling instants would result in eight distinct points corresponding to
the eight transmitted signal phases. Intersymbol interference and noise result in a deviation of the received
samples {y,} from the desired 8-PSK signal. The larger the intersymbol interference and noise, the larger
the scattering of the received signal samples relative to the transmitted signal points.

In practice, the transmitter and receiver filters are designed for zero ISI at the desired sampling times
t = kT. Thus, if G;(f) is the frequency response of the transmitter filter and Gg(f) is the frequency
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FIGURE 25.8 Two-dimensional digital eye patterns.

response of the receiver filter, then the product G;(f)Gg(f) is designed to yield zero ISI. For example,
the product G;(f)Gg(f) may be selected as

Gr(f)Gr(f) = X,(f) (25.11)

where X, (f) is the raised-cosine frequency response characteristic, defined as

o<|f|s(l-a)2T

R E

X (f) = [1 +cos§af\ —IZ;TO%, lz;Tocs lfl< 12+Ta (25.12)
1+o
P, fl> L

where a is called the rolloff factor, which takes values in the range 0 < < 1, and 1/T is the symbol rate.
The frequency response X,(f) is illustrated in Fig. 25.9(a) for a =0, 1/2, and 1. Note that when a =0,
X.(f) reduces to an ideal brick wall physically nonrealizable frequency response with bandwidth occu-
pancy 1/2T. The frequency 1/2T is called the Nyquist frequency. For a > 0, the bandwidth occupied by
the desired signal X, (f) beyond the Nyquist frequency 1/27 is called the excess bandwidth and is usually
expressed as a percentage of the Nyquist frequency. For example, when a = 1/2, the excess bandwidth is
50%, and when o = 1, the excess bandwidth is 100%. The signal pulse x,(f) having the raised-cosine
spectrum is

sinzt/T  cos(moct! T)
mtT 1 —40’FIT

x,(t) = (25.13)

Figure 25.9(b) illustrates x,.(t) for a =0, 1/2, and 1. Note that x,(t) =1 at t = 0 and x,.(t) = 0 at t = kT,
k=#1,%2,.... Consequently, at the sampling instants ¢ = kT, k # 0, there is no ISI from adjacent symbols
when there is no channel distortion. In the presence of channel distortion, however, the ISI given by Eq.
(25.10) is no longer zero, and a channel equalizer is needed to minimize its effect on system performance.
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FIGURE 25.9 Pulses having a raised-cosine spectrum.

25.3 Linear Equalizers

The most common type of channel equalizer used in practice to reduce ISI is a linear transversal filter
with adjustable coefficients {c;}, as shown in Fig. 25.10.

On channels whose frequency response characteristics are unknown but are time invariant, we may
measure the channel characteristics and adjust the parameters of the equalizer; once adjusted, the
parameters remain fixed during the transmission of data. Such equalizers are called preset equalizers.
On the other hand, adaptive equalizers update their parameters on a periodic basis during the trans-
mission of data and, thus, they are capable of tracking a slowly time-varying channel response.

First, let us consider the design characteristics for a linear equalizer from a frequency domain viewpoint.
Figure 25.11 shows a block diagram of a system that employs a linear filter as a channel equalizer.

The demodulator consists of a receiver filter with frequency response Gg(f) in cascade with a channel
equalizing filter that has a frequency response Gg(f). As indicated in the preceding section, the receiver filter
response Gg(f) is matched to the transmitter response, i.e., Gg(f) = GE( f), and the product Gx(f)G(f) is
usually designed so that there is zero ISI at the sampling instants as, for example, when Gi(f)G(f) = X..(f).

For the system shown in Fig. 25.11, in which the channel frequency response is not ideal, the desired
condition for zero ISI is

Gr(f)C(NGr(NG(f) = X.o(f) (25.14)

where X, (f) is the desired raised-cosine spectral characteristic. Since G(f)Gg(f) = X,.(f) by design, the
frequency response of the equalizer that compensates for the channel distortion is

=1 - _1 en
a0 =25 = eme (25.15)
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FIGURE 25.10 Linear transversal filter.

FIGURE 25.11 Block diagram of a system with an equalizer.

Thus, the amplitude response of the equalizer is |Gy(f)| = 1/|C(f)| and its phase response is 6;(f) =
—=0.(f). In this case, the equalizer is said to be the inverse channel filter to the channel response.

We note that the inverse channel filter completely eliminates ISI caused by the channel. Since it forces
the ISI to be zero at the sampling instants ¢ = kT, k = 0, 1,..., the equalizer is called a zero-forcing
equalizer. Hence, the input to the detector is simply

Zy = Ik+nk> k = 0, 1, een (25.16)

where 1, represents the additive noise and I is the desired symbol.

In practice, the ISI caused by channel distortion is usually limited to a finite number of symbols on
either side of the desired symbol. Hence, the number of terms that constitute the ISI in the summation
given by Eq. (25.10) is finite. As a consequence, in practice, the channel equalizer is implemented as a
finite duration impulse response (FIR) filter, or transversal filter, with adjustable tap coefficients {c,}, as
illustrated in Fig. 25.10. The time delay T between adjacent taps may be selected as large as T, the symbol
interval, in which case the FIR equalizer is called a symbol-spaced equalizer. In this case, the input to
the equalizer is the sampled sequence given by Eq. (25.7). We note that when the symbol rate 1/T <2W,
however, frequencies in the received signal above the folding frequency 1/T are aliased into frequencies
below 1/T. In this case, the equalizer compensates for the aliased channel-distorted signal.

On the other hand, when the time delay T between adjacent taps is selected such that 1/T22W > 1/T,
no aliasing occurs, and, hence, the inverse channel equalizer compensates for the true channel distortion.
Since T < T, the channel equalizer is said to have fractionally spaced taps and it is called a fractionally
spaced equalizer. In practice, T is often selected as T = T/2. Notice that, in this case, the sampling rate
at the output of the filter Gp(f) is 2/ T.
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The impulse response of the FIR equalizer is

N
g(1) = 5 ¢, 8(t—n7) (25.17)
n=-N
and the corresponding frequency response is
N .,
Gu(f) = e (25.18)
n=-N

where {c,} are the (2N + 1) equalizer coefficients and N is chosen sufficiently large so that the equalizer
spans the length of the ISI, i.e., 2N + 1 = L, where L is the number of signal samples spanned by the ISI.
Since X(f) = G;(f)C(f)Gg(f) and x(t) is the signal pulse corresponding to X(f), then the equalized
output signal pulse is

q(t) = z c, x(t—n7) (25.19)

n=-N

The zero-forcing condition can now be applied to the samples of g(¢) taken at times ¢ = mT. These samples
are

N
q(mT) = z c,x(mT—nt), m =0,%1,....,xN (25.20)

n=-N

Since there are 2N + 1 equalizer coefficients, we can control only 2N + 1 sampled values of q(¢). Specifically,
we may force the conditions

Y o,
)= Y ¢x(mT—n1) =
q(mT) ¢, x(m nt) =

n=-N

(25.21)

|
+ <

m
m 1,£2,..., =N

>

which may be expressed in matrix form as Xc = q, where Xis a (2N + 1) x (2N + 1) matrix with elements
{x(mT —n1)}, cis the (2N + 1) coefficient vector, and q is the (2N + 1) column vector with one nonzero
element. Thus, we obtain a set of 2N + 1 linear equations for the coefficients of the zero-forcing equalizer.

We should emphasize that the FIR zero-forcing equalizer does not completely eliminate ISI because it
has a finite length. As N is increased, however, the residual ISI can be reduced, and in the limit as N — oo,
the ISI is completely eliminated.

Example 25.1

Consider a channel distorted pulse x(¢), at the input to the equalizer, given by the expression

where 1/T is the symbol rate. The pulse is sampled at the rate 2/T and equalized by a zero-forcing
equalizer. Determine the coefficients of a five-tap zero-forcing equalizer.
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Solution 25.1
According to Eq. (25.21), the zero-forcing equalizer must satisfy the equations

2
L,
q(mT) = Z c,x(mT—nTI2) = @p

n=-=2

|
+ <

The matrix X with elements x(mT — nT/2) is given as

o111 ]
5 10 17 26 37
1 1 1
L2 5 % 7
x=|1 1 L1 25.22
5 2 1 2 5 ( )
1 1 1 1
FARTIEIE T
i 1 1 11
137 26 17 10 5|
The coefficient vector ¢ and the vector q are given as
) 0
. 0
€=l 471 (25.23)
Il 0
;ng 0
Then, the linear equations Xc = q can be solved by inverting the matrix X. Thus, we obtain
2.2
4.9
cn =X'qg=|23 (25.24)
4.9
—2.2

One drawback to the zero-forcing equalizer is that it ignores the presence of additive noise. As a
consequence, its use may result in significant noise enhancement. This is easily seen by noting that in a
frequency range where C(f) is small, the channel equalizer Gi(f) = 1/C(f) compensates by placing a
large gain in that frequency range. Consequently, the noise in that frequency range is greatly enhanced.
An alternative is to relax the zero ISI condition and select the channel equalizer characteristic such that
the combined power in the residual ISI and the additive noise at the output of the equalizer is minimized.
A channel equalizer that is optimized based on the minimum mean square error (MMSE) criterion
accomplishes the desired goal.

To elaborate, let us consider the noise corrupted output of the FIR equalizer, which is

N

z(t) = z c, y(t—nt) (25.25)

n=-N

©2002 CRC PressLLC



where y(t) is the input to the equalizer, given by Eq. (25.6). The equalizer output is sampled at times t =
mT. Thus, we obtain

z(mT) = ZCny(mT—nT) (25.26)

n=-1
The desired response at the output of the equalizer at t = mT is the transmitted symbol I,,. The error

is defined as the difference between I,, and z(mT). Then, the mean square error (MSE) between the actual
output sample z(mT) and the desired values I, is

MSE = E|z(mT)-1,|°

N 2
= E{ c,y(mT—-n1) -1, }
NZN (25.27)
N N N
= Z Z CanRy(n_k)_Z Z CkRIY(k) +E(‘Im‘2)
n=-N k=-N k=-N

where the correlations are defined as

Ry(n—k) = E[y"(mT—nt)y(mT —k1)]

(25.28)
Riy(k) = E[y(mT - kT)IrE]
and the expectation is taken with respect to the random information sequence {I,,} and the additive noise.
The minimum MSE solution is obtained by differentiating Eq. (25.27) with respect to the equalizer
coefficients {c,}. Thus, we obtain the necessary conditions for the minimum MSE as

N
Z c,Ry(n—k) = Ry(k), k =0, +1,2,...,*N (25.29)

n=-N

These are the (2N + 1) linear equations for the equalizer coefficients. In contrast to the zero-forcing
solution already described, these equations depend on the stastical properties (the autocorrelation) of
the noise as well as the ISI through the autocorrelation Ry ().

In practice, the autocorrelation matrix Ry(n) and the crosscorrelation vector R;y(n) are unknown
a priori. These correlation sequences can be estimated, however, by transmitting a test signal over the
channel and using the time-average estimates

Ry(n) =

Al=

k (25.30)

Riv(n) = %Zy(kT—nr)IkD

k

S ¥ (kT =n1)y(kT)

in place of the ensemble averages to solve for the equalizer coefficients given by Eq. (25.29).
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Adaptive Linear Equalizers

We have shown that the tap coefficients of a linear equalizer can be determined by solving a set of linear
equations. In the zero-forcing optimization criterion, the linear equations are given by Eq. (25.21). On
the other hand, if the optimization criterion is based on minimizing the MSE, the optimum equalizer
coefficients are determined by solving the set of linear equations given by Eq. (25.29).

In both cases, we may express the set of linear equations in the general matrix form

Bc=d (25.31)

where Bisa (2N + 1) X (2N + 1) matrix, ¢ is a column vector representing the 2N + 1 equalizer coefficients,
and d is a (2N + 1)-dimensional column vector. The solution of Eq. (25.31) yields
o =B 'd (25.32)

In practical implementations of equalizers, the solution of Eq. (25.31) for the optimum coefficient
vector is usually obtained by an iterative procedure that avoids the explicit computation of the inverse
of the matrix B. The simplest iterative procedure is the method of steepest descent, in which one begins
by choosing arbitrarily the coefficient vector ¢, say ¢,. This initial choice of coefficients corresponds to a
point on the criterion function that is being optimized. For example, in the case of the MSE criterion,
the initial guess ¢, corresponds to a point on the quadratic MSE surface in the (2N + 1)-dimensional
space of coefficients. The gradient vector, defined as g;, which is the derivative of the MSE with respect
to the 2N + 1 filter coefficients, is then computed at this point on the criterion surface, and each tap
coefficient is changed in the direction opposite to its corresponding gradient component. The change in
the jth tap coefficient is proportional to the size of the jth gradient component.

For example, the gradient vector denoted as g, for the MSE criterion, found by taking the derivatives
of the MSE with respect to each of the 2N + 1 coefficients, is

gk = Bck - d, k = 0, 1, 2, (25.33)
Then the coefficient vector ¢, is updated according to the relation
Ci+1 = Cr — Agk (25.34)

where A is the step-size parameter for the iterative procedure. To ensure convergence of the iterative
procedure, A is chosen to be a small positive number. In such a case, the gradient vector g, converges
toward zero, i.e., g —» 0 as k — oo, and the coefficient vector ¢; — c,,, as illustrated in Fig. 25.12 based
on two-dimensional optimization. In general, convergence of the equalizer tap coefficients to c,, cannot

FIGURE 25.12 Example of convergence characteristics of a gradient algorithm.
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be attained in a finite number of iterations with the steepest-descent method. The optimum solution
€,pv however, can be approached as closely as desired in a few hundred iterations. In digital communi-
cation systems that employ channel equalizers, each iteration corresponds to a time interval for sending
one symbol and, hence, a few hundred iterations to achieve convergence to c,,, corresponds to a fraction
of a second.

Adaptive channel equalization is required for channels whose characteristics change with time. In such
a case, the ISI varies with time. The channel equalizer must track such time variations in the channel
response and adapt its coefficients to reduce the ISI. In the context of the preceding discussion, the
optimum coefficient vector c,,, varies with time due to time variations in the matrix B and, for the case
of the MSE criterion, time variations in the vector d. Under these conditions, the iterative method
described can be modified to use estimates of the gradient components. Thus, the algorithm for adjusting
the equalizer tap coefficients may be expressed as

Cre1 = Ek—Agk (25.35)

where g denotes an estimate of the gradient vector g, and ¢x denotes the estimate of the tap coefficient
vector.
In the case of the MSE criterion, the gradient vector g, given by Eq. (25.33) may also be expressed as

8 = —E(e; )’E)

An estimate 8k of the gradient vector at the kth iteration is computed as

g = —ey; (25.36)

where ¢, denotes the difference between the desired output from the equalizer at the kth time instant
and the actual output z(kT), and y, denotes the column vector of 2N + 1 received signal values contained
in the equalizer at time instant k. The error signal e is expressed as

ek = Ik - Zk (25.37)

where z, = z(kT) is the equalizer output given by Eq. (25.26) and I, is the desired symbol. Hence, by
substituting Eq. (25.36) into Eq. (25.35), we obtain the adaptive algorithm for optimizing the tap
coefficients (based on the MSE criterion) as

Cre1 = Cr+ Deyy? (25.38)

Since an estimate of the gradient vector is used in Eq. (25.38), the algorithm is called a stochastic gradient
algorithm,; it is also known as the LMS algorithm.

A block diagram of an adaptive equalizer that adapts its tap coefficients according to Eq. (25.38) is
illustrated in Fig. 25.13. Note that the difference between the desired output I, and the actual output z;
from the equalizer is used to form the error signal e;. This error is scaled by the step-size parameter A,
and the scaled error signal Ae, multiplies the received signal values {y(kT — n7)} at the 2N + 1 taps. The
products Ae, yD(kT —nT) at the (2N + 1) taps are then added to the previous values of the tap coefficients
to obtain the updated tap coefficients, according to Eq. (25.38). This computation is repeated as each
new symbol is received. Thus, the equalizer coefficients are updated at the symbol rate.

Initially, the adaptive equalizer is trained by the transmission of a known pseudorandom sequence
{I,,} over the channel. At the demodulator, the equalizer employs the known sequence to adjust its coefficients.
Upon initial adjustment, the adaptive equalizer switches from a training mode to a decision-directed mode,
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FIGURE 25.13 Linear adaptive equalizer based on the MSE criterion.

in which case the decisions at the output of the detector are sufficiently reliable so that the error signal
is formed by computing the difference between the detector output and the equalizer output, i.e.,

e, = [i—z (25.39)

where I is the output of the detector. In general, decision errors at the output of the detector occur
infrequently and, consequently, such errors have little effect on the performance of the tracking algorithm
given by Eq. (25.38).

A rule of thumb for selecting the step-size parameter so as to ensure convergence and good tracking
capabilities in slowly varying channels is

1

A= saN+Dp,

(25.40)

where Py denotes the received signal-plus-noise power, which can be estimated from the received signal
(see Proakis, 2001).

The convergence characteristic of the stochastic gradient algorithm in Eq. (25.38) is illustrated in
Fig. 25.14. These graphs were obtained from a computer simulation of an 11-tap adaptive equalizer
operating on a channel with a rather modest amount of ISI. The input signal-plus-noise power P, was
normalized to unity. The rule of thumb given in Eq. (25.40) for selecting the step size gives A = 0.018.
The effect of making A too large is illustrated by the large jumps in MSE as shown for A = 0.115. As A
is decreased, the convergence is slowed somewhat, but a lower MSE is achieved, indicating that the

estimated coefficients are closer to ¢,
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FIGURE 25.14 Initial convergence characteristics of the LMS algorithm with different step sizes.
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FIGURE 25.15 An adaptive zero-forcing equalizer.

Although we have described in some detail the operation of an adaptive equalizer that is optimized
on the basis of the MSE criterion, the operation of an adaptive equalizer based on the zero-forcing method
is very similar. The major difference lies in the method for estimating the gradient vectors g, at each
iteration. A block diagram of an adaptive zero-forcing equalizer is shown in Fig. 25.15. For more details
on the tap coefficient update method for a zero-forcing equalizer, the reader is referred to the papers by

Lucky [2,3] and the text by Proakis [2001].
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25.4 Decision-Feedback Equalizer

The linear filter equalizers described in the preceding section are very effective on channels, such as wire
line telephone channels, where the ISI is not severe. The severity of the ISI is directly related to the
spectral characteristics and not necessarily to the time span of the ISI. For example, consider the ISI
resulting from the two channels that are illustrated in Fig. 25.16. The time span for the ISI in channel A
is 5 symbol intervals on each side of the desired signal component, which has a value of 0.72. On the
other hand, the time span for the ISI in channel B is one symbol interval on each side of the desired
signal component, which has a value of 0.815. The energy of the total response is normalized to unity
for both channels.

In spite of the shorter ISI span, channel B results in more severe ISI. This is evidenced in the frequency
response characteristics of these channels, which are shown in Fig. 25.17. We observe that channel B has
a spectral null (the frequency response C(f) = 0 for some frequencies in the band |f| £ W) at f = 1/27T,
whereas this does not occur in the case of channel A. Consequently, a linear equalizer will introduce a
large gain in its frequency response to compensate for the channel null. Thus, the noise in channel B
will be enhanced much more than in channel A. This implies that the performance of the linear equalizer
for channel B will be significantly poorer than that for channel A. This fact is borne out by the computer
simulation results for the performance of the two linear equalizers shown in Fig. 25.18. Hence, the basic
limitation of a linear equalizer is that it performs poorly on channels having spectral nulls. Such channels
are often encountered in radio communications, such as ionospheric transmission at frequencies below
30 MHz, and mobile radio channels, such as those used for cellular radio communications.

A decision-feedback equalizer (DFE) is a nonlinear equalizer that employs previous decisions to
eliminate the ISI caused by previously detected symbols on the current symbol to be detected. A simple
block diagram for a DFE is shown in Fig. 25.19. The DFE consists of two filters. The first filter is called
a feedforward filter and it is generally a fractionally spaced FIR filter with adjustable tap coefficients. This
filter is identical in form to the linear equalizer already described. Its input is the received filtered signal

FIGURE 25.16 Two channels with ISI.
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FIGURE 25.17 Amplitude spectra for (a) channel A shown in Fig. 25.16(a) and (b) channel B shown in Fig. 25.16(b).

y(t) sampled at some rate that is a multiple of the symbol rate, e.g., at rate 2/T. The second filter is a
feedback filter. It is implemented as an FIR filter with symbol-spaced taps having adjustable coefficients.
Its input is the set of previously detected symbols. The output of the feedback filter is subtracted from
the output of the feedforward filter to form the input to the detector. Thus, we have

0 N,
z, = chny(mT—nT)—zanm_n (25.41)
n=-N, n=1

where {c,} and {b,} are the adjustable coefficients of the feedforward and feedback filters, respectively,
Iy-n, n =1, 2,..., N, are the previously detected symbols, N; + 1 is the length of the feedforward filter,
and N, is the length of the feedback filter. Based on the input z,,, the detector determines which of the
possible transmitted symbols is closest in distance to the input signal I,,. Thus, it makes its decision and
outputs I,,. What makes the DFE nonlinear is the nonlinear characteristic of the detector that provides
the input to the feedback filter.
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FIGURE 25.18 Error-rate performance of linear MSE equalizer.

FIGURE 25.19 Block diagram of DFE.

The tap coefficients of the feedforward and feedback filters are selected to optimize some desired
performance measure. For mathematical simplicity, the MSE criterion is usually applied, and a stochastic
gradient algorithm is commonly used to implement an adaptive DFE. Figure 25.20 illustrates the block
diagram of an adaptive DFE whose tap coefficients are adjusted by means of the LMS stochastic gradient
algorithm. Figure 25.21 illustrates the probability of error performance of the DFE, obtained by computer
simulation, for binary PAM transmission over channel B. The gain in performance relative to that of a
linear equalizer is clearly evident.

We note that the decision errors from the detector that are fed back to the feedback filter result in a
loss in the performance of the DFE, as illustrated in Fig. 25.21. This loss can be avoided by placing the
feedback filter of the DFE at the transmitter and the feedforward filter at the receiver. Thus, the problem
of error propagation due to incorrect decisions in the feedback filter is completely eliminated.

This approach is especially suitable for wireline channels, where the channel characteristics do not vary
significantly with time. The linear fractionally-spaced feedforward filter of the DFE, placed at the receiver,
compensates for the ISI that results from any small time variations in the channel response. The synthesis
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FIGURE 25.20 Adaptive DFE.

FIGURE 25.21  Performance of DFE with and without error propagation.
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of the feedback filter of the DFE at the transmitter side is usually performed after the response of the
channel is measured at the receiver by the transmission of a channel probe signal and the receiver sends
to the transmitter the coefficients of the feedback filter.

One problem with this approach to implementing the DFE is that the signal points at the transmitter,
after subtracting the tail (postcursors) of the ISI, generally have a larger dynamic range than the original
signal constellation and, consequently, require a larger transmitter power. This problem is solved by
precoding the information symbols prior to transmission as described by Tomlinson [5] and Harashima
and Miyakawa [6].

25.5 Maximum-Likelihood Sequence Detection

Although the DFE outperforms a linear equalizer, it is not the optimum equalizer from the viewpoint
of minimizing the probability of error in the detection of the information sequence {I;} from the received
signal samples {y;} given in Eq. (25.5). In a digital communication system that transmits information
over a channel that causes ISI, the optimum detector is a maximum-likelihood symbol sequence detector
which produces at its output the most probable symbol sequence {Ix} for the given received sampled
sequence {y,}. That is, the detector finds the sequence {I} that maximizes the likelihood function.

A1) = Inp({yd (1) (25.42)

where p({yk}|{~lk}) is the joint probability of the received sequence {y,} conditioned on {I;}. The sequence
of symbols {I} that maximizes this joint conditional probability is called the maximum-likelihood
sequence detector.

An algorithm that implements maximum-likelihood sequence detection (MLSD) is the Viterbi algo-
rithm, which was originally devised for decoding convolutional codes. For a description of this algorithm
in the context of sequence detection in the presence of ISI, the reader is referred to the paper by Forney
[1] and the text by Proakis, 2001.

The major drawback of MLSD for channels with ISI is the exponential behavior in computational
complexity as a function of the span of the ISI. Consequently, MLSD is practical only for channels where
the ISI spans only a few symbols and the ISI is severe in the sense that it causes a severe degradation in the
performance of a linear equalizer or a decision-feedback equalizer. For example, Fig. 25.22 illustrates the error
probability performance of the Viterbi algorithm for a binary PAM signal transmitted through channel B
(see Fig. 25.16). For purposes of comparison, we also illustrate the probability of error for a DFE. Both
results were obtained by computer simulation. We observe that the performance of the maximum
likelihood sequence detector is about 4.5 dB better than that of the DFE at an error probability of 10",
Hence, this is one example where the ML sequence detector provides a significant performance gain on
a channel with a relatively short ISI span.

The MLSD implemented efficiently by use of the Viterbi algorithm is widely used in mobile cellular
communications systems, such as the GSM system, where the span of the ISI is limited to five or six symbols.

The performance advantage of the MLSD, compared with the linear equalizer and the DFE, in channels
with severe ISI, has motivated a significant amount of research on methods for reducing the complexity
of MLSD while retaining its superior performance characteristics. One approach to the design of reduced
complexity MLSD is focused on methods that reduce the length of the ISI span by pre-processing the
received signal prior to the maximum-likelihood detector. Falconer and Magee [7] and Beare [8] used a
linear equalizer (LE) to reduce the span of the ISI to some small specified length prior to the Viterbi
detector. Lee and Hill [9] employed a DFE in place of the LE. Thus, the large ISI span in the channel is
reduced to a sufficiently small length, called the desired impulse response, so that the complexity of the
Viterbi detector following the LE or DFE is manageable. The choice of the desired impulse response is
tailored to the ISI characteristics of the channel. This approach to reducing the complexity of the Viterbi
detector has proved very effective in high-density magnetic recording systems, as illustrated in the papers
by Siegel and Wolf [10], Tyner and Proakis [11], Moon and Carley [12] and Proakis [13].

©2002 CRC PressLLC



FIGURE 25.22 Comparison of performance between MLSE and decision-feedback equalization for channel B of
Fig. 25.16.

FIGURE 25.23 Reduced complexity MLSD using feedback from the Viterbi detector.

From a performance viewpoint, a more effective approach for reducing the computational complexity
of the MLSD is to employ decision feedback within the Viterbi detector to reduce the effective length of
the ISI. A prefilter, called a whitened matched filter (WMF) precedes the Viterbi detector and reduces the
channel to one that has a minimum phase characteristic, as shown in Fig. 25.23. Preliminary decisions
from the Viterbi detector are fed back through a filter, as shown in Fig. 25.23, to synthesize the tail in
the ISI caused by the channel response and, thus, to cancel the ISI at the input to the Viterbi detector.
The preliminary decisions from the Viterbi detector can be obtained by using the most probable surviving
sequence in the Viterbi detector. This approach to tail cancellation had been called global feedback by

©2002 CRC PressLLC



Bergmans et al. [14]. Alternatively, Bergmans et al. [14] propose that one can use preliminary decisions
corresponding to each surviving sequence to cancel the ISI in the tail of the corresponding surviving
sequence. Thus, the ISI can be perfectly cancelled when the correct sequence is among the surviving
sequences in the Viterbi detector, even if it is not the most probable sequence at any instant in time in
the detection process. Bergmans et al. [14] named this approach to tail cancellations as using local
feedback. Simulation results given in the paper by Bergmans et al. [14] indicate that local feedback gives
superior performance compared with global feedback.

25.6 Maximum A Posteriori Probability Detector
and Turbo Equalization

For a channel with ISI, the MLSD minimizes the probability of error in the detection of a sequence of
transmitted information symbols. Instead of using the MLSD to recover the information symbols, we
may use a detector that makes optimum decisions on a symbol-by-symbol basis based on the computation
of the maximum a posteriori probability (MAP) for each symbol. Consequently, the MAP detector is
optimum in the sense that it minimizes the probability of a symbol error. Basically, the MAP criterion
for the information symbol I, at the kth time interval involves the computation of the a posteriori
probabilities P(I, = S;/¥ip> Viep-1» —> ¥1) Where {3} is the observed received sequence, D is a delay
parameter that is chosen to be equal to or exceed the span of the ISI, and {S;, 1 < i < M} is the set of M
possible points in the signal constellation. A decision is made of the symbol corresponding to the largest
a posteriori probability.

A computationally efficient iterative detection algorithm based on the MAP criterion is described in
a paper by Bahl et al. [15] and is usually called the BCJR algorithm. In general, the computational
complexity of the BCJR algorithm is greater than that of the Viterbi algorithm, so the latter is preferable
in implementing an optimum detector for a channel with ISI.

An equalizer based on the MAP criterion is particularly suitable in a receiver that couples the equalizer
to a decoder that performs iterative decoding. To elaborate, suppose that the transmitter of a digital
communication system employs a binary systematic convolutional encoder followed by a block interleaver
and modulator. The channel is a linear time-dispersive channel that introduces ISI having a finite span.
In such a case, we view the channel with ISI as an inner encoder in a serially (cascade) concatenated code,
as shown in Fig. 25.24. By treating the system as a serially concatenated coded system, we can apply
recently developed iterative decoding techniques which provide a significant improvement in perfor-
mance, compared to a system that performs the equalization and decoding operations separately.

The basic configuration of the iterative equalizer and decoder is shown in Fig. 25.25. The input to the
MAP equalizer is the sequence of received signal samples {y,} from the receiver filter, which may be

FIGURE 25.24 Channel with ISI viewed as a serially concatenated coded system.
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FIGURE 25.25 [terative MAP equalization and decoding.

implemented as a WME The MAP equalizer employs the BCJR algorithm to compute the a posteriori
probabilities for each of the possible M signal points and feeds to the outer decoder, after deinterleaving,
the so-called extrinsic information, denoted by Lf(az'). The outer decoder uses this information in
computing the corresponding probabilities for each of the coded bits based on the MAP criterion. Thus,
the outer decoder for the convolutional code also employs the BCJR algorithm to compute the a posteriori
probabilities for the information bits. Then, the MAP decoder feeds back to the MAP equalizer, after
interleaving, the so-called extrinsic information, denoted as LED(J?). This information is used by the MAP
equalizer in making another pass through the data and generally achieves better estimates of the coded
bits. This iterative process generally continues for several iterations (usually four to eight) until little
additional improvement is achieved with additional iterations.

By using a MAP equalizer in conjunction with an iterative MAP decoder, it is possible to completely
eliminate the performance loss due to the ISI. The paper by Bauch et al. [16] provides a description of
the computations performed by the MAP equalizer and MAP decoder and illustrates the performance
gain that is achieved by joint MAP equalization and iterative decoding. The implementation of a MAP
equalizer used in conjunction with an iterative MAP decoder has been called turbo equalization. While
it yields superior performance compared to the other equalization techniques described above, turbo
equalization has the disadvantage of a significantly higher computational complexity. However, we
envision that this equalization technique will eventually be implemented in future communication
systems that transmit information through time dispersive channels.

25.7 Conclusions

Channel equalizers are widely used in digital communication systems to mitigate the effects of ISI caused
by channel distortion. Linear equalizers are widely used for high-speed modems that transmit data over
telephone channels. For wireless (radio) transmission, such as in mobile cellular communications and
interoffice communications, the multipath propagation of the transmitted signal results in severe ISI.
Such channels require more powerful equalizers to combat the severe ISI. The decision-feedback equalizer
and the MLSD are two nonlinear channel equalizers that are suitable for radio channels with severe ISI.

Turbo equalization is a newly developed method that couples a MAP equalizer to a MAP decoder to
achieve superior performance compared with the conventional equalization methods such as the linear
equalizer, the DFE, or MLSD, which operate independently of the decoder.

Defining Terms

Adaptive equalizer: A channel equalizer whose parameters are updated automatically and adaptively
during transmission of data.
Channel equalizer: A device that is used to reduce the effects of channel distortion in a received signal.
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Decision-directed mode: Mode for adjustment of the equalizer coefficient adaptively based on the use
of the detected symbols at the output of the detector.

Decision-feedback equalizer (DFE): An adaptive equalizer that consists of a feedforward filter and a
feedback filter, where the latter is fed with previously detected symbols that are used to eliminate
the intersymbol interference due to the tail in the channel impulse response.

Fractionally spaced equalizer: A tapped-delay line channel equalizer in which the delay between
adjacent taps is less than the duration of a transmitted symbol.

Intersymbol interference: Interference in a received symbol from adjacent (nearby) transmitted sym-
bols caused by channel distortion in data transmission.

LMS algorithm: See stochastic gradient algorithm.

Maximum-likelihood sequence detector: A detector for estimating the most probable sequence of data
symbols by maximizing the likelihood function of the received signal.

Preset equalizer: A channel equalizer whose parameters are fixed (time-invariant) during transmission
of data.

Stochastic gradient algorithm: An algorithm for adaptively adjusting the coefficients of an equalizer
based on the use of (noise-corrupted) estimates of the gradients.

Symbol-spaced equalizer: A tapped-delay line channel equalizer in which the delay between adjacent
taps is equal to the duration of a transmitted symbol.

Trainingmode: Mode for adjustment of the equalizer coefficients based on the transmission of a known
sequence of transmitted symbols.

Zero-forcing equalizer: A channel equalizer whose parameters are adjusted to completely eliminate
intersymbol interference in a sequence of transmitted data symbols.
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Further Information

For a comprehensive treatment of adaptive equalization techniques and their performance characteristics,
the reader may refer to the book by Proakis, 2001. The two papers by Lucky [2,3] provide a treatment
on linear equalizers based on the zero-forcing criterion. Additional information on decision-feedback
equalizers may be found in the journal papers “An Adaptive Decision-Feedback Equalizer” by D.A. George,
R.R. Bowen, and J.R. Storey, IEEE Transactions on Communications Technology, Vol. COM-19,
Pp- 281-293, June 1971, and “Feedback Equalization for Fading Dispersive Channels” by P. Monsen, IEEE
Transactions on Information Theory, Vol. IT-17, pp. 56—64, January 1971. A thorough treatment of channel
equalization based on maximum-likelihood sequence detection is given in the paper by Forney [1].
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26.1 Introduction and General Description of a Pulse-Code
Modulation (PCM) Codec-Filter

This chapter introduces the reader to the pulse-code modulation (PCM) codec-filter function and where
it is used in the telephone network. A PCM codec-filter was originally used in the switching offices and
network for digitizing and reconstructing the human voice. Over the last five years, linear PCM codec-
filters have been used in high-speed modems at the subscriber’s premise.

The name codec is an acronym from coder for the analog-to-digital converter (ADC) used to digitize
voice, and decoder for the digital-to-analog converter (DAC) used for reconstructing voice. A codec is a
single device that does both the ADC and DAC conversions. A PCM codec-filter includes the bandlimiting
filter for the ADC and the reconstruction smoothing filter for the output of the DAC, in addition to the
ADC and DAC functions. PCM codec-filter is often referred to as a PCM codec, Combo™ (from National
Semiconductor), Monocircuit, or Cofidec.

PCM codec-filters were developed to transmit telephone conversations over long distances with improved
performance and at lower cost. Digitizing the voice channel is relatively economical compared to expensive
low-noise analog transmission equipment.

Multiple digitized voice channels can be multiplexed into one higher data rate digital channel without
concern for interference or crosstalk of the analog voice information. Digitized voice data can also be received
and retransmitted without attenuation and noise degradation. This digitized data could be transmitted via
T1, microwave, satellite, fiber optics, RF carrier, etc. without loss to the digitized voice channel.
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26.2 Where PCM Codec-Filters are Used
in the Telephone Network

With the advancements in microeletronics, the PCM codec-filter function has evolved from the early
1960s’ technology of passive resistor-capacitor-inductor filters with discrete analog-to-digital converter
and discrete digital-to-analog converter implementations to the fully integrated devices that were intro-
duced in the late 1970s and early 1980s. As monolithic devices, the PCM codec-filter has experienced
performance improvements and cost reductions by taking advantage of the improvements in integrated
circuit technology developed within the semiconductor industry. Through this evolutionary progression,
the cost reductions of the PCM codec-filter function has increased their applicability to include switching
systems for telephone central offices (CO), private branch exchanges (PBX), and key systems. The trans-
mission applications have increased also to include digital loop carriers, pair gain multiplexers, telephone
loop extenders, integrated services digital network (ISDN) terminals, digital cellular telephones, and
digital cordless telephones. New applications have developed, including voice recognition equipment,
voice storage, voice mail, and digital tapeless answering machines.

Figure 26.1 is a simplified diagram showing some of the services that the local telephone service
provider has to offer. The telephone network must be able to operate in extreme weather conditions and

FIGURE 26.1 Public switching telephone network (PSTN).
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FIGURE 26.2 Analog telephone linecard.

FIGURE 26.3 Multiplexed PCM highway.

during the loss of AC power by emergency battery backup. This requires low-power dissipation of the
PCM codec-filter. Complementary metal-oxide-semiconductor (CMOS) integrated circuit (IC) fabrica-
tion technology has proven to be a reliable low-power semiconductor solution for this type of complex
analog and digital very large-scale integration (VLSI) circuit. A PCM codec-filter is used in each location
with an asterisk (*).

The analog linecard is the interface between the switch and the telephone wires that reach from the central
office or service provider to the subscriber’s telephone. The analog linecard also provides the digital interface
for the switching or transmission equipment. The accepted name for analog telephone service is plain old
telephone service (POTS). Figure 26.2 is a simplified block diagram for an analog linecard showing the
functions of the PCM codec-filter.

The PCM codec-filter converts voice into 8-b PCM words at a conversion rate of 8 kilosamples per
second. This PCM data is serially shifted out of the PCM codec-filter in the form of a serial 8-b word.
This results in a 64-kb/s digital bit stream. This 64 kb/s PCM data from an analog linecard is typically
multiplexed onto a PCM data bus or highway for transfer to a digital switch, where it will be routed to
the appropriate output PCM highway, which routes the data to another linecard, completing the signal
path for the conversation (refer to Fig. 26.1).

Transmission equipment will have multiple PCM codec-filters shifting their PCM words onto a single
conductor. This is referred to as a serial bus or PCM highway. Figure 26.3 shows the 8-b PCM words
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from a PCM codec-filter for one voice channel being multiplexed into a time slot on a PCM highway
that can accommodate 32 voice channels. For more information on PCM switching, see the chapters in
this handbook on switching systems and common channel signalling. For more information on hybrid
interfaces, see the chapters in this handbook on POTS, analog hierarchy, and analog telephone channels
and conditioning.

26.3 Design of Voice PCM Codec-Filters: Analog Transmission
Performance and Voice Quality for Intelligibility

Filtering

The pass-band frequency response of the voice channel is roughly 300-3000 Hz. The 300-3000 Hz spec-
trum is where most of the energy in the human voice is located. Voice contains spectral energy below
300 Hz and above 3 kHz, but its absence is not detrimental to intelligibility. The frequency response within
the passband of 300 Hz—3 kHz must be tightly controlled, because the public switching telephone network
(PSTN) is allowed to have as many as seven ADC/DAC conversions end-to-end. The cumulative effects
of the network plus private equipment such as PBX or key systems could audibly distort the frequency
response of the voice channel with less stringent requirements. Figure 26.4 shows the typical half-channel
pass-band frequency response requirement of +/-0.25 dB.

The 3-kHz bandwidth for voice signals determines the sample rate for the ADC and DAC. In a sampling
environment, Nyquist theory states that to properly sample a continuous signal, it must be sampled at
a frequency higher than twice the signal’s highest frequency component. Minimizing the sample rate for
digitizing voice is a priority since it determines the system data rates which are directly proportional to
cost. The voice bandwidth of 3 kHz plus the filter transition band sampled at 8 kHz represents the best
compromise that meets the Nyquist criterion.

The amount of attenuation required for frequencies of 4 kHz and higher is dictated by the required
signal-to-distortion ratio of about 30 dB for acceptable voice communication as determined by the telephone
industry. Frequencies in the filter transition band of 3.4—4.6 kHz must be attenuated enough such that their
reconstructed alias frequencies will have a combined attenuation of about 30 dB. This permits typical filter
transition band attenuation of 15 dB at 4 kHz for both the input filter for the ADC and the output
reconstruction filter for the DAC. All frequencies above 4.6 kHz must be satisfactorily attenuated before the
ADC conversion to prevent aliasing in-band. The requirement for out-of-band attenuation is specified by
the country of interest, but it typically ranges from 25 to 32 dB for frequencies of 4600 Hz and higher.

The requirement for limiting frequencies below 300 Hz is also regionally dependent and application
dependent, ranging from flat response to 20 dB or more attenuation at 50 and 60 Hz. The telephone line
is susceptible to 50/60-Hz power line coupling, which must be attenuated from the signal by a high-pass
filter before the ADC. Attenuation of power line frequencies is desirable to prevent 60 Hz noise during
voice applications. Figure 26.4 shows a typical frequency response requirement for North American
telephone equipment.

The digital-to-analog conversion process reconstructs a pulse-amplitude modulated (PAM) staircase
version of the desired in-band signal, which has spectral images of the in-band signal modulated about
the sample frequency and its harmonics. These high-frequency spectral images are called aliasing com-
ponents which need to be attenuated to meet performance specifications. The low-pass filter used to
attenuate these aliasing components is typically called a reconstruction or smoothing filter. The low-pass
filter characteristics of the reconstruction filter are similar to the low-pass filter characteristics of the
input antialiasing filter for the ADC.

The accuracy of these filters requires op amps with both high gain and low noise on the same monolithic
substrate with precision matched capacitors which are used in the switched-capacitor filter structures.
For more information on filter requirements and sampling theory, refer to the chapters in this handbook
on analog modulation, sampling, and pulse-code modulation.
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FIGURE 26.4 Typical frequency response requirement for the input filter: pass-band and stop band.

Quantizing Distortion

To digitize voice intelligibly requires a signal-to-distortion ratio of about 30 dB over a dynamic range of
about 40 dB. This may be accomplished with a linear 13-b ADC and DAC, but will far exceed the required
signal-to-distortion ratio for voice at amplitudes greater than 40 dB below the peak overload amplitude.

This excess performance comes at the expense of increased bits per sample which directly translates
into system cost, as stated earlier. Figure 26.5 shows the signal-to-quantization distortion ratio perfor-
mance of a 13-b linear DAC compared to a companded mu-law DAC. A high-speed modem application
is discussed later in this chapter, which requires linear 13 b or better performance.

Two methods of data reduction are implemented, both of which use compressing the 13-b linear codes
during the analog-to-digital conversion process and expanding the codes back during the digital-to-
analog conversion process. These compression and expansion schemes are referred to as companding.
The two companding schemes are: mu-255 law, primarily used in North America and Japan, and A-law,
primarily used in Europe. Companding effectively trades the signal to distortion performance at larger
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FIGURE 26.5 Signal-to-quantization distortion performance for mu-law and 13-b linear DACs compared to the
telephone network requirements.

amplitudes for fewer bits for each sample. These companding schemes map the 13-b linear codes into
pseudologarithmic 8-b codes. These companding schemes follow a segmented or piecewise-linear
input—output transfer curve formatted as sign bit, three chord bits, and four step bits. For a given chord,
all 16 of the steps have the same voltage weighting. As the voltage of the analog input increases, the four
step bits increment and carry over to the three chord bits, which increment. When the chord bits increment,
the step bits double their voltage weighting. This results in an effective resolution of six bits (1 sign bit +
1 effective chord bit + 4 step bits) with a sinusoidal stimulus across a 42-dB dynamic range (seven chords
above zero, by 6 dB per chord, i.e., effectively 1 b). This satisfies the original requirement of 30-dB signal-
to-distortion over a 40-dB dynamic range. Figure 26.6 is a graphical explanation of mu-law companding.

Note that to minimize die size area, which further cost reduces the PCM codec-filter, compressing
ADC designs and expanding DAC designs are used instead of linear ADC/DAC designs with read-only
memory (ROM) conversion lookup tables.

A-law companding is very similar to mu-law with three differences. The first difference is that A-law
has equal voltage weighting per step for the two positive or negative chords near zero volts. In mu-law,
the step weighting voltage for chord zero is one-half the step weighting voltage for A-law chord zero. This
reduces the A-law resolution for small signals near the voltage origin. The second difference is that the
smallest voltage of the DAC curve does not include zero volts and instead produces a positive half-step
for positive zero and a negative half-step for negative zero. This is in contrast to mu-law companding,
which produces a zero voltage output for both positive and negative zero PCM codes. Both mu-law and
A-law have symmetric transfer curves about the zero volts origin, but mu-law has redundancy at zero
volts and, therefore, effectively an unused code. The third difference between the two companding
schemes deals with the data bit format. A-law inverts the least significant bit (LSB) and every other bit,
leaving the sign bit unchanged relative to a conventional binary code. For example, applying the A-law
data format formula to binary zero, s0000000, results in 1010101, the A-law code for +/- zero. Mu-law
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FIGURE 26.6 Mu-law companding showing piecewise-linear approximation of a logarithmic curve.

Mu-Law A-Law
Level Sign Bit  Chord Bits Step Bits Sign Bit Chord Bits Step Bits
+Full scale 1 000 0000 1 010 1010
+Zero 1 111 1111 1 101 0101
-Zero 0 111 1111 0 101 0101
-Full scale 0 000 0000 0 010 1010

FIGURE 26.7 Full scale and zero codes for mu-law and A-law.

maintains a positive polarity for the sign bit with all of the magnitude bits inverted. Figure 26.7 shows
the zero codes and full-scale codes for both mu-law and A-law companding schemes.

Mu-law and A-law companding schemes are recognized around the world. Many equipment manu-
facturers build products for distribution worldwide. This distribution versatility is facilitated by the PCM
codec-filter being programmable for either mu-law or A-law. With the deployment of ISDN, the PCM
codec-filter is located at the subscriber’s location. The need to place international telephone calls dictates
the need for a PCM codec-filter that is both mu-law and A-law compatible.

Gain Calibration: Transmission Level Point

The test tone amplitude for analog channels is 3 dB down from the sinusoidal clip level. This test level
for a POTS line is generally 1 mW, which is 0 dBm. The telephone line historically was referred to as
having a 0 dB transmission level point (TLP). (With the improvements in transmission quality and fewer
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Mu-Law A-Law

Phase Sign Bit ~ Chord Bits  Step Bits Sign Bit ~ Chord Bits  Step Bits
/8 0 001 1110 0 011 0100
3m/8 0 000 1011 0 010 0001
511/8 0 000 1011 0 010 0001
71/ 8 0 001 1110 0 011 0100
911/ 8 1 001 1110 1 011 0100
11m/8 1 000 1011 1 010 0001
1371/8 1 000 1011 1 010 0001
1511/8 1 001 1110 1 011 0100

FIGURE 26.8 PCM codes for digital milliwatt.

losses, telephone lines often have attenuation pads to maintain talker/listener appropriate levels.) Amplitudes
that have been TLP calibrated are given unit abbreviations that have a zero added to them, for example,
dBm0. The test signal may experience gain or attenuation as it is transmitted through the network. As an
example, the absolute magnitude of one electrical node for the voice channel could result in a measured
value of +6 dBm when a 0 dBmoO test signal is applied. This node would be gain calibrated as having a
+6 dB TLP. This would result in absolute measurements for noise having this same +6 dB of gain. To
properly reference the noise, all measurements must be gain calibrated against the 0 dBm0 level, which, in
this example, would result in 6 dB being subtracted from all measurements. All signals in this channel,
including distortion and noise, would be attenuated by 6 dB by the time they get to the subscriber’s telephone.

For PCM channels, the 0 dBm0 calibration level is nominally 3 dB down from maximum sinusoidal
clip level; specifically, it is 3.17 dB down for mu-law and 3.14 dB down for A-law. These minor deviations
from an ideal 3 dB result from using a simple code series, called the digital milliwatt, for generating the
digital calibration signal. The digital milliwatt is a series of eight PCM codes that are repeated to generate
the 1 kHz calibration tone. Figure 26.8 shows the eight PCM codes which are repeated to generate a
digital milliwatt for both mu-law and A-law in the DAC.

The digital milliwatt is used to calibrate the gains of telephone networks using voice grade PCM codec-
filters.

Idle Channel Noise

Idle channel noise is the noise when there is no signal applied to the voice channel, which is different
from the quantization distortion caused by the ADC/DAC process. This noise can be from any circuit
element in the channel, in addition to the PCM codec-filter. Noise may be coupled in from other circuits
including, but not limited to, hybrid transformer interfaces, power supply induced noise, digital circuitry,
radio frequency radiation, and resistive noise sources.

The PCM codec-filter itself has many opportunities to contribute to the idle channel noise level. The
input high-pass filter often is third order, whereas both the input and the output low-pass filters are
typically fifth-order elliptic designs. The potential for noise generation is proportional to the order of
the filter. The ADC and DAC arrays have many components that are controlled by sequencing digital
circuits. The power supply rejection capability of PCM codec-filters once dominated the noise level of
the channel. The power supply rejection ratio of these devices has been improved to a level where the
device is virtually immune to power supply noise within the allowable power supply voltage range. This
performance was attained by differential analog circuit designs in combination with tightly controlled
matching between on-chip components.

Noise measurements require a different decibel unit as they usually involve some bandwidth or filter
conditioning. One such unit commonly used (especially in North America) is decibels above reference
noise (dBrn). The reference noise level is defined as 1 pW or -90 dBm. Telephone measurements typically
refer to dBrnC, which is the noise level measured through a C-message weighting filter (a filter that
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simulates the frequency response of the human ear’s noise sensitivity). European systems use a related
term called dBmp, which is the dBm level noise measured through a psophometric filter. Noise mea-
surements made by either dBrnC or dBmp filter weightings have units to show that the noise has been
gain referenced to 0 dBm0 by adding a zero, hence dBrnC0 and dBmOp. Two examples are shown to
illustrate the use of these units:

1. Mu-law: If 0 dB TLP = +6 dB, then a noise measurement of 20 dBrnC equals 14 dBrnCO0.
2. A-law: If 0 dB TLP = +4LPdB, then a noise measurement of -70 dBmp equals -74 dBmOp.

The examples are representative of typical idle channel noise measurements for a full-duplex digital
channel. Idle channel noise measuring 14 dBrnc0 at a 0 dB TLP output is about 123-V root mean square
(rms). This low-noise level is very suceptible to degradation by the noise sources mentioned earlier.

The idle channel noise of the voice channel directly impacts the dynamic range, which is the ratio of
maximum power the channel can handle to this noise level. Typical dynamic range for a mu-law PCM
codec-filter is about 78 dB. The term dynamic range is similar to signal-to-noise ratio for linear circuits.
The signal-to-noise plus distortion ratio for a companded channel is generally limited by the nonlinear
companding except at very low-signal amplitudes.

Gain Tracking: Gain Variations as a Function of Level

The quantization curves, as discussed earlier, are not linear and may cause additional nonlinear distor-
tions. The concern is that the gain through the channel may be different if the amplitude of the signal
is changed. Gain variations as a function of level or how well the gain tracks with level is also called gain
tracking. This is a type of distortion, but could easily be missed by a tone stimulus signal-to-distortion
test alone. Gain tracking errors can cause ringing in the 2-wire—4-wire hybrid circuits if the gain at any
level gets too large. Gain tracking performance is dominated by the IC fabrication technology, more
specifically, the matching consistency of capacitors and resistors on a monolithic substrate. Figure 26.9
shows the half-channel gain tracking performance recommended for a PCM digital interface.

FIGURE 26.9 Variation of gain with input level using a tone stimulus.
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FIGURE 26.10 MC145480 5 V PCM codec-filter.

Figure 26.10 is a block diagram for a monolithic MC145480 5 V PCM codec-filter manufactured by
Motorola Inc. The MC145480 uses CMOS for reliable low-power operation. The operating temperature
range is from -40° to 4+85° C, with a typical power dissipation of 23 mW. All analog signal processing
circuitry is differential utilizing Motorola’s six-sigma quality IC fabrication process. This device includes
both antialiasing and reconstruction switched capacitor filters, compressing ADC, expanding DAC, a
precision voltage reference, shift registers, and additional features to facilitate interfacing to both the
analog and digital circuitry on a linecard.

26.4 Linear PCM Codec-Filter for High-Speed
Modem Applications

As discussed in previous sections of this chapter, the original PCM codec-filters were developed to
facilitate the digital switching of voice signals in the central office of the PSTN. The signal processing in
the digital domain consisted of simply moving digitized samples of voice from one time slot to another
to accomplish the switching function. As such, the A/D and D/A conversion processes could be nonlinear,
and companding was employed.

With the advent of the personal computer, the facsimile machine, and most recently the Internet, the
need to transmit data originating at the subscriber over the PSTN at the highest possible rates has grown
to the point where the theoretical limits as defined by Shannon’s law [Shannon, 1948] are being
approached. For data transmission, the signal processing is, in a sense, the inverse of that which spawned
the original PCM codecs in that the initial signal is data that must be modulated to look like a voice
signal in order to be transmitted over the PSTN. At data rates above 2400 b/s, the modulation is done
using sophisticated digital signal processing techniques, which have resulted in the development of a
whole new class of linear PCM codec-filters.

Codec-filters for V.32 (9.6 kb/s), V.32bis (14.4 kb/s), and V.34 (28.8 kb/s) modems must be highly linear
with a signal to distortion much greater than 30 dB. This linearity and signal to distortion is required
to implement the echo cancellation function with sufficient precision to resolve the voltages correspond-
ing to the data points in the dense constellations of high-speed data modems. Please refer to the chapters
in this handbook on signal space and echo cancellation for more information. The critical signal-to-
noise plus distortion plots for two popular commercially available codec-filters used in V.32bis (T7525)
and V.34bis (STLC 7545) modems are shown in Fig. 26.11. Both of these codec-filters are implemented
using linear high ratio oversampling sigma—delta (SD) A/D and D/A conversion technology and digital
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FIGURE 26.11 Linear codec dynamic range, where fm is the modulator frequency and fs is the sample frequency.

FIGURE 26.12 Generalized SD PCM modem codec-filter: (a) transmit channel and (b) receive channel.

filters. This can be contrasted with the nonlinear companding converters and switched capacitor filters
of voice grade PCM codec-filters.

Sigma—delta conversion technology is based on coarsely sampling a signal at a high rate and filtering
the resulting noise [Candy and Temes, 1992; Park, 1990]. A generalized block diagram of sigma—delta
PCM codec-filters for modem applications is shown in Fig. 26.12. The transmit and receive signal paths
are the inverse of each other. The second-order modulators basically consist of two integrators and a
comparator with two feedback loops. The action of the modulators is to low-pass filter the signal and
high-pass filter the noise so that greater than 12 b of resolution (70 dB) can be achieved in-band. If it is
assumed that the input signal is sufficiently active to make the quantization noise random, then it can
be shown that [Candy and Oconnell, 1981], for a simple first-order modulator,

No® = (1/fo)’

where:
No = net rms noise in band
fo = oversampling frequency
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That is, the in-band noise power decreases in proportion to the cube of the oversampling frequency
resulting in improved in-band signal-to-noise performance. The high-frequency quantization noise in
the receive channel is removed by the digital decimation filters, whereas the high-frequency alias noise
due to the interpolation process in the transmit channel is removed by interpolation filters. The transmit
and receive channels are synchronous.

The decimation and interpolation operations are done in two stages: a low-ratio (n) stage and a high-
ratio (N) stage. The high-ratio stage is implemented with cascaded comb filters, which are simply moving
average filters having the following frequency response:

H(z) = UUN((1=2Y)/(1=2"))

where i is the number of cascaded filters. For modem applications, the order 7 of the cascade is generally
three. Comb filters are essentially linear phase finite impulse response (FIR) filters with unity coefficients
and, therefore, they do not require a multiplier to implement, which makes them silicon area efficient. The
low-ratio stage is usually implemented with cascaded second-order infinite impulse response (IIR) filters.
These filters do require a multiplier to implement. The frequency response of the IIR filters compensate for
the sinx/x droop of the comb filters and shape the pass-band to meet telephone specifications. The total
oversampling product, nN = fo, is typically greater than or equal to 128 with N = 32 or 64. For V.32bis
modems, fs is fixed at 9.6 kHz, whereas for V.34bis modems, fs varies from 9.6 to ~14 kHz.

26.5 Concluding Remarks

The PCM voice codec-filter has continuously evolved since the late 1950s. With each improvement in
performance and each reduction in cost, the number of applications has increased. The analog IC
technology incorporated in today’s PCM voice codec-filters represents one of the true bargains in the
semiconductor industry.

Sigma—delta-based PCM codec-filters have become the standard for implementing high-speed modems
because they can offer sufficient resolution at the lowest cost. Sigma—delta codecs are cost/performance
effective because they are 90% digital and digital circuitry scales with integrated circuit (IC) process
density improvements and associated speed enhancements. It is interesting to note that although the analog
portion of the sigma—delta codec-filter is small and does not require precision or matched components
like other converter technologies, it (the D/A output differential filter) limits the ultimate performance of
the codec-filter.
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27.1 Introduction

Following the introduction of digital encoding and transmission of voice signals in the early 1960s,
multiplexing schemes for increasing the number of channels that could be transported were developed
by the Consultative Committee on International Telephony and Telegraphy (CCITT) in Europe and by
the Bell System in North America. The initial development of such systems was aimed at coaxial cable
and millimeter waveguide transmission systems. The advent of low-loss optical fiber and efficient mod-
ulation schemes for digital radio greatly increased the need to transport digital channels at rates higher
than the primary multiplexing rate.

Separate multiplexing schemes, called digital hierarchies, were developed by CCITT and by the Bell
System. During the period in which the two hierarchies were conceived, there was no reliable way to
distribute highly accurate clock signals to each central office that might serve as a multiplexing point.
Local clock signals were, therefore, provided by relatively inaccurate crystal oscillators, which were the
only economical signal sources available. Each hierarchy was, therefore, designed with the expectation
that the clocks controlling the various stages of the multiplexing and demultiplexing processes would
not be accurate and that means would be required for compensating for the asynchronicities among the
various signals.

The mechanism chosen to accomplish synchronization of the multiplexing process was positive bit
stuffing, as described elsewhere in this handbook. The CCITT development was termed the plesiochro-
nous digital hierarchy (PDH) and, in North America, the scheme was designated the asynchronous digital
hierarchy. The two differ significantly. The North American digital hierarchy will be described in the
sections that follow.

The advent of accurate and stable clock sources has made possible the deployment of multiplexing
schemes that anticipate that most of the signals involved will be synchronous. The North American
synchronous multiplexing scheme is the Synchronous Optical Network (SONET) and is described else-
where in this handbook. The International Telecommunications Union—Telecommunications Standard-
ization Sector (ITU-T) version is termed the synchronous digital hierarchy (SDH). In spite of the
development of these synchronous multiplexing hierarchies, the asynchronous hierarchies remain impor-
tant because there are substantial numbers of asynchronous legacy systems and routes that must be
maintained and that must support further growth.
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27.2 North American Asynchronous Digital Hierarchy

Following dissolution of the Bell System in 1984, Committee T1—Telecommunications was formed to
take responsibility for maintenance and development of North American telecommunications standards.
The Alliance for Telecommunications Industry Solutions (ATIS) serves as the secretariat for Committee
T1. Committee T1 maintains standard T1.107 [T1.107, 1995] that describes the North American asyn-
chronous digital hierarchy.

The capacities of the bit streams of the various multiplexing levels in the North American digital
hierarchy are divided into overhead and payload. Overhead functions include framing, error checking,
and maintenance functions, which will be described separately for each level. Payload capacity is used
to carry signals delivered from the next lower level or delivered directly to the multiplexer by a customer.

The various rates in the digital hierarchy are termed digital signal n (DSn), where n is the specified
level in the hierarchy. The various rates are summarized in Table 27.1.

In addition, T1.107 provides standards for multiplexing various sub-DS0 digital data signals into a
64 kb/s DSO0.

The relationships among the various signals are illustrated in Fig. 27.1. Note that DS1C is a dead-end
rate. It is useful for channeling paired cable plant but it cannot be multiplexed into higher level signals.
DM in Fig. 27.1 represents digital multiplexer.

Digital Signal Level 0 (DS0)

The DSO signal is a 64-kb/s signal that is usually organized in 8-b bytes and which may be developed by
encoding analog signals as described elsewhere in this handbook. Alternatively, the DSO may be built
from digital signals that are synchronous with the DSI1 clock. There is no provision for handling asyn-
chronous signals at the DSO rate, although lower rate asynchronous signals are sometimes oversampled
at 64 kb/s to accommodate them to the rate of the DSO channel rate or to the rate of a lower rate
synchronous channel derived from the DSO0.

TABLE 27.1 Rates in the North American Digital Hierarchy

DSo 64-kb/s signal that may contain digital data or u = 255
encoded analog signals

DS1 1.544 Mb/s signal that byte-interleaves 24 DSOs

DS1C 3.152 Mb/s signal that bit-interleaves 2 DS1s

DS2 6.312 Mb/s signal that bit-interleaves 4 DS1s

DS3 44.736 Mb/s signal that bit-interleaves 7 DS2s

FIGURE 27.1 Multiplexing in the North America digital hierarchy.



TABLE 27.2 DS1 SF Overhead Bit Assignments

Frame Number: 1 2 3 4 5 6 7 8 9 10 11 12
Ft bits 1 - 0 - 1 - 0 - 1 - 0 -
Fs bits - 0 - 0 - 1 - 1 - 1 - 0
Composite pattern 1 0 0 0 1 1 0 1 1 1 0 0

FIGURE 27.2 DS1 frame structure.

Digital Signal Level 1 (DS1)

The DS1 signal is built by interleaving 1.536 Mb/s of payload capacity with 8 kb/s of overhead. Following
each overhead bit, 8-b bytes from each of the 24 DS0O channels to be multiplexed are byte interleaved.
The resulting structure appears in Fig. 27.2. The DS0 bytes (channels) are numbered sequentially from
1 to 24 in Fig. 27.2, and that scheme is the standard method for interleaving DSO channels. Other schemes,
which employ a nonsequential ordering of DSO channels, have been used in the past.

This 193-b pattern is called a frame and is repeated 8000 times per second to coincide with the sampling
rate for encoding analog signals. Each 8-b encoded sample of a particular channel may be transmitted
in the appropriate channel position of a single frame.

Digital Signal Level 1 Overhead: Superframe Format

In the earliest 1.544 Mb/s systems, the framing pattern was simply used to identify the beginning of each
frame so that the channels could be properly demultiplexed by the receiver. With the advent of robbed-
bit signaling, it became necessary to identify the particular frames in which robbed-bit signaling occurs.
A superframe (SF) of twelve frames was developed in which robbed-bit signaling occurs in the 6th and
12th frames. The overhead capacity in the superframe format is organized into two streams. The pattern
carried by the overhead bits (Ft bits—terminal framing) in odd-numbered frames identifies the beginning
of the frame structure and serves to locate the overhead stream. The pattern in the even-numbered frames
(Fs bits—signaling framing) locates the beginning of each superframe so that the robbed-bit signaling
can be properly demultiplexed. The SF framing pattern is shown in Table 27.2.

Note that each frame in which the logical state of the Fs bit changes is a signaling frame that may
carry robbed-bit signaling.

There are two bits per superframe devoted to signaling. They are denoted A and B and may be used
to carry four-state signaling, although two-state signaling (on- and off-hook indications) is more common.

Digital Signal Level 1: Extended Superframe Format

Improvements in electronics and framing algorithms have made it possible for receivers to frame rapidly
and efficiently on patterns with less information than is contained in the 8-kb/s superframe overhead
stream. The extended superframe format (ESF) uses a 2-kb/s framing pattern to locate a 24-frame
extended superframe. The frame structure remains as for the SF format, and the ESF format therefore
provides 6 kb/s of overhead capacity which is not devoted to framing.

A communications channel [data link or (DL)] consumes 4 kb/s of overhead. This channel is used to
convey performance monitoring information from one DS1 terminal location to the other (scheduled
messages) and to send alarm messages and loopback requests (unscheduled messages). The use of this
channel is detailed in T1.403 [ANSI, 1999]. When no message is being sent in the DL, it is usually filled
with unconcatenated high-level data link control (HDLC) flags (01111110) although some older



TABLE 27.3 DS1 Extended Superframe Overhead Bit Assignments

Frame
Number: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

FAS 0 0 1 0 1 1
DL D D D D D D D D D D D D
CRC C C C C C C

equipment may fill with an all ones pattern. HDLC frames for carrying performance information from
DS1 path terminations, as well as from intermediate points, are defined in T1.403 as the performance
report message (PRM), the network performance report message (NPRM), and the supplementary
performance report message (SPRM).

The remaining 2 kb/s of overhead in the ESF format carry a cyclic redundancy code with a 6-b
remainder (CRC-6) channel to provide error checking. The divisor polynomial is X° + X + 1. Division
is carried out over all 4632 b of an extended superframe with all the overhead bits set to logical ones.
The 6-b remainder resulting from the division is written into the CRC-6 bits of the following extended
superframe.

Table 27.3 contains a summary of the overhead bit assignments in the ESF format where FAS represents
the frame alignment signal. The bits forming the 4 kb/s DL are represented by D and the six individual
bit positions for the CRC-6 remainder from the previous extended superframe are shown as C.

Digital Signal Level 1C Format

Although, as mentioned previously, DS1C cannot be multiplexed to higher levels in the hierarchy, it has
proved useful for channelizing interoffice cable pairs with more channels than can be carried by a
comparable DSI system. A transmission facility for DS1C, the T1C line, was introduced and deployed
during the 1970s. Although lightwave interoffice transmission has significantly diminished the impor-
tance of DS1C, a discussion of that rate provides a good starting point for discussing the higher levels
in the hierarchy.

The DS1C format multiplexes two 1.544 Mb/s DS1 signals into a single 3.152 Mb/s stream. Unlike the
other levels in the digital hierarchy, DS1C signals cannot be multiplexed to higher levels. Two DS1Cs
together exceed the capacity of a single DS2, making such multiplexing impossible and making DS1C
an orphan rate.

As is the case for all the hierarchical rates above DS1, the DS1C format is organized into M-frames
and M-subframes. The length of a single M-frame is 1272 b. Overhead bits occur every 53 b, with 52
payload bits interspersed between adjacent overhead bits. Each M-frame is divided into 4 M-subframes
of 318 b each. Overhead assignments are shown in Table 27.4.

Digital Signal Level 1C Frame Alignment

The information in Table 27.4 is reorganized into columns by M-subframe in Table 27.5.

Note that certain of the overhead bits, including the F1 and F2 bits, recur in the same position in every
M-subframe. Typical framing practice, therefore, is to frame on the F bits to locate the boundaries of
the M-subframes and to then frame on the first bits of the M-subframes to locate the boundaries of the
M-frame structure.

Digital Signal Level 1C X Bit

The X bit provides a communications channel between DS1C terminals that runs at just under 2500 b/s.
The usual use of the X bit channel is to provide a remote alarm indication (RAI) to the distant terminal.
When no alarm condition exists, the X-bit is set to logical one.
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TABLE 27.4 DS1C Overhead Bit Assignments

M-frame Bit M-subframe Overhead Bit
Number Number Assignment Logical Value of Bit
0 1 M1 0
53 1 C1 first DS1 stuff control
106 1 F1 0
159 1 C2 first DS1 stuff control
212 1 C3 first DS1 stuff control
265 1 F2 1
318 2 M2 1
371 2 Cl1 second DSI stuff control
424 2 F1 0
477 2 C2 second DSI stuff control
530 2 C3 second DSI stuff control
583 2 F2 1
636 3 M3 1
689 3 Cl first DS1 stuff control
742 3 F1 0
795 3 C2 first DS1 stuff control
848 3 C3 first DS1 stuff control
901 3 F2 1
954 4 X X
1007 4 Cl1 second DSI stuff control
1060 4 F1 0
1113 4 C2 second DSI stuff control
1166 4 C3 second DSI stuff control
1219 4 F2 1

TABLE 27.5 DS1C M-subframe Structure

M-subframe M-subframe  M-subframe M-subframe Overhead Bit

1 2 3 4 Assignment
0 318 636 954 M1/M2/M3/X
53 371 689 1007 C1
106 424 742 1060 F1
159 477 795 1113 C2
212 530 848 1166 C3
265 583 901 1219 F2

Digital Signal Level 1C Bit Stuffing and Stuffing Control Bits

Of the 1272 b in a DS1C M-frame, 24 are overhead bits. The bandwidth available for transporting payload
is therefore:

PCmax = (Mfb ts— OHb ts)/ |Mfb ts ™ rate)
(1272 —24)/(1272 * 3.152 Mb/s)

3.092 Mb/s

where:
PCmax = maximum payload capacity of the DS1C signal
Mfbits = number of bits per M-frame, 1272
OHpbits = number of overhead bits per M-frame, 24
rate = DS1C bit rate, 3.152 Mb/s
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Note that this is more than the payload required to transport two DS1s running at their nominal rates,
which is:

PCreq = 2*1.544 Mb/s

3.088 Mb/s

Each M-subframe, however, contains a payload bit that is designated as a stuff bit. It can be used to carry
a payload bit or it may be passed over and left unused. If it is unused in every M-subframe, the bandwidth
made available for the payload will be:

PCmn = (Mfb ts— OHb ts — Sb ts)/ (Mfb ts ™ rate)
(1272 —24 —4)/(1272 * 3.152 Mb/s)
3.083 Mb/s

where:
PCmin = minimum payload capacity of the DS1C signal
Sbits = number of stuff bits (opportunities) per M-frame

If all the stuff bits are skipped, the capacity of the DS1C channel is less than the amount required by two
DS1s.

Note that, by either using or skipping stuff bits, the actual payload capacity of the DS1C signal may
be varied between the extremes represented by PCmin and PCmax to handle the rate of the DS1 signal
to be transported. The range available between PCmin and PCmax exceeds the range of rates allowed for
DS1 signals by T1.102 [ANSI, 1999].

Stuff bits for the first DS1 occur in the first and third M-subframes and for the second DS1 in the
second and fourth M-subframes. The stuff bit for a particular M-subframe is always the third time slot
allocated to the DS1 involved following overhead bit C3. For DS1 number 1, this is the fifth bit after C3,
and for DS1 number 2, it is the sixth bit after C3. For a particular M-subframe, stuffing will be performed
if the C bits (C1, C2, and C3) for that M-subframe are all set to logical ones. If the C bits are set to
logical zeroes, no stuffing will occur in that M-subframe. The use of three C bits allows for majority
voting by the receiver where one of the C bits may have been corrupted by a line error. This makes the
process much more robust to such errors.

Digital Level 1C Payload

The two DS1s which are to be multiplexed are bit interleaved together to form the DS1C payload. Prior
to bit interleaving, DS1 number 2 is logically inverted. Prior to inserting the interleaved payload into the
DS1C overhead structure, the payload is scrambled in a single-stage scrambler. The output of the
scrambler is the modulo-2 sum of the current input bit and the previous output bit.

Higher Rate Formats

As does DSI1C, the DS2 and DS3 formats use positive bit stuffing to reconcile the rates of the signals
being multiplexed. Both use the same M-frame and M-subframe structure with overhead bits assigned
to the same tasks as for DS1C. Each of the rates uses bit interleaving to insert subsidiary bit streams into
their payload bits. A synopsis of the characteristics of the various rates appears in Table 27.6. Each rate
will be discussed in the sections that follow.

The Digital Signal Level 2 Rate

The DS2 rate is summarized in Table 27.6. It operates in a manner very similar to DS1C except that the
rate is higher and four DS1s may be carried by a single DS2. A transmission system for carrying DS2
signals over paired copper cable called T2 was once available (1970s) but was never widely deployed.
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TABLE 27.6 Characteristics of Levels in the Digital Hierarchy

DS1C DS2 DS3

Transmission rate, Mb/s 3.152 6.312  44.736
Subsidiary format DS1 DS1 DS2
Number of subsidiaries multiplexed 2 4 7
Ratio of payload bits to overhead bits 52:1 48:1 84:1
M-frame length, b 1272 1176 4760
Number of M-subframes per M-Frame 4 4 7
M-subframe length, b 318 294 680
Number of X bits per M-frame 1 1 2
Number of C bits per M-frame 12 12 21
Number of M bits per M-frame 3 3 3
Number of F bits per M-frame 2 2 4
Number of P bits per M-frame 0 0 2
Number of stuff opportunities per tributary 2 1 1

channel per M-frame

DS2 serves today primarily as a bridge between DS1 and DS3 and is only rarely found outside the confines
of a single unit of equipment.

The Digital Signal Level 3 Rate

DS3 is heavily used as an interface to lightwave and digital radio systems. DS3 operates in much the same
way as DS1C and DS2. An additional feature of DS3 is the pair of parity bits carried by each M-frame.
They are used to transmit a parity error indication for the preceding M-frame. If the modulo-2 sum of
all the information bits in the preceding M-frame is one, then both P bits are set to one. If the modulo-2
sum of the information bits is zero, then the P bits are set to zero. The two P bits of an M-frame are
always set to the same value.

The same is true of the two X-bits in an M-frame. They are used as an alarm channel as for DS1C
but are always set to the same value.

C-Bit Parity Digital Signal Level 3

A DS3 that operates using positive bit stuffing to multiplex its constituent DS2s is known as an M23
application. Another DS3 application, C-bit parity, is also defined in T1.107 [ANSI, 1995a].

Since the DS2 rate is almost never used except internal to a multiplexer as a stepping stone from DS1
to DS3, it is possible to lock its rate to a particular value which is slaved to the DS3 signal generator in
the multiplexer. If the rate chosen for the DS2s provides for either no bit stuffing or for stuffing at every
opportunity, the receiver can be made to know that and will be able to demultiplex the DS2s without
reading the stuffing information that is normally carried by the C-bits.

The C-bit parity format operates the DS2 with stuffing at every opportunity and so frees up the control
bits for other uses. There are 21 C bits per M-frame, which provides a channel running at approximately
197 kb/s. The 21 C bits per M-frame, are assigned as shown in Table 27.7.

The C-bit parity identifier is always set to logical one and is used as a tag to identify the DS3 signal
as C-bit parity formatted. Note that the C-bit parity identifier is necessary but not sufficient for this
purpose because it may be counterfeited by a DS2 in DS3 timeslot number one running at minimum
rate, which, therefore, requires stuffing at every opportunity.

The Far End Alarm and Control Channel (FEAC) carries alarm and status information from one DS3
terminal to another and may be used as a channel to initiate DS1 and DS3 maintenance loopbacks at
the distant DS3 terminal.

The path parity (CP) bits are set to the same value as are the P-bits at the terminal that generates
them. The CP-bits are not to be changed by intermediate network elements and, therefore, provide a
more reliable end-to-end parity indication than do the DS3 P-bits.
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TABLE 27.7 Assignment of C Bits in C-bit Parity Application

Chbit Application Chbit Application
1 C-bit parity identifier 12 FEBE
2 N =1 (future network use) 13 DL (data link)
3 FEAC 14 DL (data link)
4 application specific 15 DL (data link)
5 application specific 16 application specific
6 application specific 17 application specific
7 CP (path parity) 18 application specific
8 CP (path parity) 19 application specific
9 CP (path parity) 20 application specific
10 FEBE 21 application specific
11 FEBE

The Far-End Block Error (FEBE) bits are set to all ones (111) only when no framing bit or CP-bit
error has been detected in the incoming signal by the terminal generating the outgoing FEBE. When
errors are detected, the FEBE-bits are set to any combination of 1s and 0s except 111.

The data link (DL) bits are used as a 28.2 kb/s data channel between the two DS3 terminals. Messages
carried by this channel use the LAPD format. When no messages are carried, LAPD idle code (flags),
which consists of repetitions of 01111110, is sent. The DL is used to carry messages identifying the DS3
path, the source of a DS3 idle signal, or the source of a DS3 test signal.

A network performance report message (NPRM) for DS3 similar to that defined for DS1 in T1.403
[ANSI, 1999] is under development by Working Group T1E1.2 of Committee T1 at the time of this
writing. The NPRM will be transported by the C-bit parity data link.

Unchannelized Digital Signal Level 3

T1.107 also provides for the use of the DS3 payload for direct transport of data at the payload rate of
44.210 Mb/s.

Defining Terms

Alarm Indication Signal (AIS): A signal that is transmitted in the direction of a failure to indicate that
a network element has detected the failure. AIS provides a “keep alive” signal to equipment
downstream from the failure and prevents multiple network elements from issuing redundant and
confusing alarms about the same failure.

Alliance for Telecommunications Industry Solutions (ATIS): The body that serves as the secretariat
for Committee T1—Telecommunications.

Committee T1—Telecommunications: An accredited standards development body that develops and
maintains standards for telecommunications in North America. Note that the “T1” in the com-
mittee name above has no connection with the T1 line that operates at the DS1 rate.

Cyclic redundancy code (CRC) with an n-bit remainder (CRC-n): CRC codes provide highly reliable
error checking of blocks of transmitted information.

DL: Data link for transporting messages across a digital path using certain of the overhead bits as a
data channel. The DL is sometimes called the FDL, for facility data link.

DSn: DSn stands for digital signal level n and refers to one of the levels (rates) in the North American
digital hierarchy that are discussed in this chapter.

Extended superframe (ESF): A DS1 superframe that is 24 frames in length and that makes more
efficient use of the overhead bits than the older SF format.

Frame alignment signal (FAS): Serves to allow a receiver to locate significant repetitive points within
the received bit stream so that the information may be extracted.

FEAC: Far end alarm and control channel used in C-bit parity DS3. The FEAC uses repeated 16-bit
code words to send status messages alarm signals and requests for loopback.
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High level data link control (HDLC): A format used to implement layer 2 (the data link layer) of the
ISO seven-layer model.

Link access procedure—D channel (LAPD): A subset of HDLC used for transporting messages over
the data links (DL) in the North American digital hierarchy.

Network performance report message (NPRM): An HDLC frame that carries DS1 performance infor-
mation along the extended superframe data link. The NPRM is intended to allow transmission of
performance information from points intermediate to the DS1 path terminations in an ESF DL
that is already carrying performance information from the path terminations in PRMs.

Overhead: Bits in a digital signal that do not carry the information signals the signal is intended to
transport but that perform housekeeping functions such as framing, error detection, and the
transport of maintenance data from one digital terminal to the other.

Payload: The aggregate of the information bits the digital signal is intended to transport.

Performance report message (PRM): An HDLC frame that is intended to carry DS1 performance
information along the extended superframe data link.

Remote alarm indication (RAI): A Signal that indicates to the terminal at one end of a digital path
that the terminal at the other end has detected a failure in the incoming signal.

SF—DS1 superframe format: A format in which the superframe is twelve frames in length and in
which all the overhead bits are used for framing.

SPRM: A PRM that has been modified to use spare bits in the HDLC information field to carry
performance information from a point intermediate to the DS1 path terminations.

Superframe: The 12-frame superframe format for DS1 known as SF or an aggregation of frames that
provides a longer repetitive structure than a frame in any format. The latter definition of the term
is more often called a multiframe at rates other than DS1.
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28.2  Common Line Coding Formats
Unipolar NRZ (Binary On-Off Keying) + Unipolar
RZ « Polar NRZ -+ Polar RZ [Bipolar, Alternate Mark
Inversion (AMI), or Pseudoternary] + Manchester Coding
(Split Phase or Digital Biphase)
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Bhasker P. Patel 28.5 Bandwidth Comparison
Ilinois Institute of Technology 28.6  Concluding Remarks

28.1 Introduction

The terminology line coding originated in telephony with the need to transmit digital information across
a copper telephone line; more specifically, binary data over a digital repeatered line. The concept of line
coding, however, readily applies to any transmission line or channel. In a digital communication system,
there exists a known set of symbols to be transmitted. These can be designated as {m;}, i =1, 2,.,N, with
a probability of occurrence {p;}, i = 1, 2,.,N, where the sequentially transmitted symbols are generally
assumed to be statistically independent. The conversion or coding of these abstract symbols into real,
temporal waveforms to be transmitted in baseband is the process of line coding. Since the most common
type of line coding is for binary data, such a waveform can be succinctly termed a direct format for serial
bits. The concentration in this section will be line coding for binary data.

Different channel characteristics, as well as different applications and performance requirements, have
provided the impetus for the development and study of various types of line coding [1,2]. For example,
the channel might be AC coupled and, thus, could not support a line code with a DC component or
large DC content. Synchronization or timing recovery requirements might necessitate a discrete compo-
nent at the data rate. The channel bandwidth and crosstalk limitations might dictate the type of line
coding employed. Even such factors as the complexity of the encoder and the economy of the decoder
could determine the line code chosen. Each line code has its own distinct properties. Depending on the
application, one property may be more important than the other. In what follows, we describe, in general,
the most desirable features that are considered when choosing a line code.
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It is commonly accepted [1,2,5,8] that the dominant considerations effecting the choice of a line code
are: (1) timing, (2) DC content, (3) power spectrum, (4) performance monitoring, (5) probability of
error, and (6) transparency. Each of these are detailed in the following paragraphs.

(1) Timing: The waveform produced by a line code should contain enough timing information such
that the receiver can synchronize with the transmitter and decode the received signal properly. The timing
content should be relatively independent of source statistics, i.e., a long string of 1s or 0s should not
result in loss of timing or jitter at the receiver.

(2) DC content: Since the repeaters used in telephony are AC coupled, it is desirable to have zero DC
in the waveform produced by a given line code. If a signal with significant DC content is used in AC
coupled lines, it will cause DC wander in the received waveform. That is, the received signal baseline
will vary with time. Telephone lines do not pass DC due to AC coupling with transformers and capacitors
to eliminate DC ground loops. Because of this, the telephone channel causes a droop in constant signals.
This causes DC wander. It can be eliminated by DC restoration circuits, feedback systems, or with specially
designed line codes.

(3) Power spectrum: The power spectrum and bandwidth of the transmitted signal should be matched
to the frequency response of the channel to avoid significant distortion. Also, the power spectrum should
be such that most of the energy is contained in as small bandwidth as possible. The smaller the bandwidth,
the higher the transmission efficiency.

(4) Performance monitoring: It is very desirable to detect errors caused by a noisy transmission channel.
The error detection capability in turn allows performance monitoring while the channel is in use (i.e.,
without elaborate testing procedures that require suspending use of the channel).

(5) Probability of error: The average error probability should be as small as possible for a given transmitter
power. This reflects the reliability of the line code.

(6) Transparency: A line code should allow all the possible patterns of 1s and 0s. If a certain
pattern is undesirable due to other considerations, it should be mapped to a unique alternative
pattern.

28.2 Common Line Coding Formats

A line coding format consists of a formal definition of the line code that specifies how a string of binary
digits are converted to a line code waveform. There are two major classes of binary line codes: level codes
and transition codes. Level codes carry information in their voltage level, which may be high or low for
a full bit period or part of the bit period. Level codes are usually instantaneous since they typically encode
a binary digit into a distinct waveform, independent of any past binary data. However, some level codes
do exhibit memory. Transition codes carry information in the change in level appearing in the line code
waveform. Transition codes may be instantaneous, but they generally have memory, using past binary
data to dictate the present waveform. There are two common forms of level line codes: one is called
return to zero (RZ) and the other is called nonreturn to zero (NRZ). In RZ coding, the level of the pulse
returns to zero for a portion of the bit interval. In NRZ coding, the level of the pulse is maintained
during the entire bit interval.

Line coding formats are further classified according to the polarity of the voltage levels used to represent
the data. If only one polarity of voltage level is used, i.e., positive or negative (in addition to the zero
level), then it is called unipolar signalling. If both positive and negative voltage levels are being used,
with or without a zero voltage level, then it is called polar signalling. The term bipolar signalling is used
by some authors to designate a specific line coding scheme with positive, negative, and zero voltage levels.
This will be described in detail later in this section. The formal definition of five common line codes is
given in the following along with a representative waveform, the power spectral density (PSD), the
probability of error, and a discussion of advantages and disadvantages. In some cases specific applications
are noted.
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Unipolar NRZ (Binary On-Off Keying)

In this line code, a binary 1 is represented by a non-zero voltage level and a binary 0 is represented by
a zero voltage level as shown in Fig. 28.1(a). This is an instantaneous level code. The PSD of this code
with equally likely 1s and Os is given by [5,8]

VT /s N V*
50 = 1 () A (28.1)

where V'is the binary 1 voltage level, T = 1/R is the bit duration, and R is the bit rate in bits per second.
The spectrum of unipolar NRZ is plotted in Fig. 28.2a. This PSD is a two-sided even spectrum, although
only half of the plot is shown for efficiency of presentation. If the probability of a binary 1 is p, and the
probability of a binary 0 is (1 - p), then the PSD of this code, in the most general case, is 4p(1 - p)S,(f).
Considering the frequency of the first spectral null as the bandwidth of the waveform, the bandwidth of
unipolar NRZ is R in hertz. The error rate performance of this code, for equally likely data, with additive
white Gaussian noise (AWGN) and optimum, i.e., matched filter, detection is given by [1,5]

1 | E,
P, = zerfc( Z_NO) (28.2)

where E,/N, is a measure of the signal-to-noise ratio (SNR) of the received signal. In general, E, is the
energy per bit and N,/2 is the two-sided PSD of the AWGN. More specifically, for unipolar NRZ, E, is
the energy in a binary 1, which is V*T. The performance of the unipolar NRZ code is plotted in Fig. 28.3.

The principle advantages of unipolar NRZ are ease of generation, since it requires only a single power
supply, and a relatively low bandwidth of R Hz. There are quite a few disadvantages of this line code. A
loss of synchronization and timing jitter can result with a long sequence of 1s or 0s because no pulse
transition is present. The code has no error detection capability and, hence, performance cannot be
monitored. There is a significant DC component as well as a DC content. The error rate performance is
not as good as that of polar line codes.

Unipolar RZ

In this line code, a binary 1 is represented by a nonzero voltage level during a portion of the bit duration,
usually for half of the bit period, and a zero voltage level for rest of the bit duration. A binary 0 is
represented by a zero voltage level during the entire bit duration. Thus, this is an instantaneous level
code. Figure 28.1(b) illustrates a unipolar RZ waveform in which the 1 is represented by a nonzero voltage
level for half the bit period. The PSD of this line code, with equally likely binary digits, is given by [5,6,8]

V T sin 7f T/Z)

o(f) = 16 2 T2 { 5(f)+2(2 +1)25(f 2n+1)R)  (28.3)

where again V is the binary 1 voltage level, and T'= 1/R is the bit period. The spectrum of this code is drawn
in Fig. 28.2a. In the most general case, when the probability of a 1 is p, the continuous portion of the PSD
in Eq. (28.3) is scaled by the factor 4p(1 - p) and the discrete portion is scaled by the factor 4p”. The first
null bandwidth of unipolar RZ is 2R Hz. The error rate performance of this line code is the same as that
of the unipolar NRZ, provided we increase the voltage level of this code such that the energy in binary 1,
E,, is the same for both codes. The probability of error is given by Eq. (28.2) and identified in Fig. 28.3. If
the voltage level and bit period are the same for unipolar NRZ and unipolar RZ, then the energy in a binary
1 for unipolar RZ will be V*T/2 and the probability of error is worse by 3 dB.
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FIGURE 28.2a Power spectral density of different line codes, where R = 1/T is the bit rate.

The main advantages of unipolar RZ are, again, ease of generation since it requires a single power
supply and the presence of a discrete spectral component at the symbol rate, which allows simple timing
recovery. A number of disadvantages exist for this line code. It has a nonzero DC component and nonzero
DC content, which can lead to DC wander. A long string of 0s will lack pulse transitions and could lead
to loss of synchronization. There is no error detection capability and, hence, performance monitoring is
not possible. The bandwidth requirement (2R Hz) is higher than that of NRZ signals. The error rate
performance is worse than that of polar line codes.

Unipolar NRZ as well as unipolar RZ are examples of pulse/no-pulse type of signalling. In this type of
signalling, the pulse for a binary 0, g,(¢), is zero and the pulse for a binary 1 is specified generically as g,(¢) =
g(1). Using G(f) as the Fourier transform of g(t), the PSD of pulse/no-pulse signalling is given as [6,7,10]

Sme(f) = p(1=pIRIG(F) + p°R* 2 |G(nR)*S(f —nR) (28.4)

N=—

where p is the probability of a binary 1, and R is the bit rate.

Polar NRZ

In this line code, a binary 1 is represented by a positive voltage +V and a binary 0 is represented by a
negative voltage -V over the full bit period. This code is also referred to as NRZ (L), since a bit is repre-
sented by maintaining a level (L) during its entire period. A polar NRZ waveform is shown in
Fig. 28.1(c). This is again an instantaneous level code. Alternatively, a 1 may be represented by a -V
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FIGURE 28.2b  Power spectral density of different line codes, where R = 1/T is the bit rate.

voltage level and a 0 by a +V voltage level, without changing the spectral characteristics and performance
of the line code. The PSD of this line code with equally likely bits is given by [5,8]

(28.5)

S,(f) = VZT( %ITLT) z

This is plotted in Fig. 28.2b. When the probability of a 1 is p, and p is not 0.5, a DC component exists,
and the PSD becomes [10]

N
5(f) = 4V2Tp(1—p)(%) + V(1 -2p)* 8(f) (28.6)

The first null bandwidth for this line code is again R Hz, independent of p. The probability of error of
this line code when p = 0.5 is given by [1,5]

1 E,
P, = Zerfc(/\/l\:]o) (28.7)
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FIGURE 28.3 Bit error probability for different line codes.

The performance of polar NRZ is plotted in Fig. 28.3. This is better than the error performance of the
unipolar codes by 3 dB.

The advantages of polar NRZ include a low-bandwidth requirement, R Hz, comparable to unipolar NRZ,
very good error probability, and greatly reduced DC because the waveform has a zero DC component when
p = 0.5 even though the DC content is never zero. A few notable disadvantages are that there is no error
detection capability, and that a long string of 1s or 0s could result in loss of synchronization, since there
are no transitions during the string duration. Two power supplies are required to generate this code.

Polar RZ [Bipolar, Alternate Mark Inversion (AMI), or Pseudoternary]|

In this scheme, a binary 1 is represented by alternating the positive and negative voltage levels, which
return to zero for a portion of the bit duration, generally half the bit period. A binary 0 is represented
by a zero voltage level during the entire bit duration. This line coding scheme is often called alternate
mark inversion (AMI) since 1s (marks) are represented by alternating positive and negative pulses. It is
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also called pseudoternary since three different voltage levels are used to represent binary data. Some
authors designate this line code as bipolar RZ (BRZ). An AMI waveform is shown in Fig. 28.1(d). Note
that this is a level code with memory. The AMI code is well known for its use in telephony. The PSD of
this line code with memory is given by [1,2,7]

1 —cos2nmf T
T) (25.8)

S0 = 200 =PRI 7T (3T 1y 5 2020~ oozt

where G(f) is the Fourier transform of the pulse used to represent a binary 1, and p is the probability
of a binary 1. When p = 0.5 and square pulses with amplitude £V and duration T/2 are used to represent
binary 1s, the PSD becomes

V T sin zrf T/

S.(f) = nfT/z sin’(7f T) (28.9)

This PSD is plotted in Fig. 28.2a. The first null bandwidth of this waveform is R Hz. This is true for RZ
rectangular pulses, independent of the value of p in Eq. (28.8). The error rate performance of this line
code for equally likely binary data is given by [5]

3 E,
Peajlerfc( m) , E,/Ny,>2 (28.10)

This curve is plotted in Fig. 28.3 and is seen to be no more than 0.5 dB worse than the unipolar codes.

The advantages of polar RZ (or AM], as it is most commonly called) outweigh the disadvantages. This
code has no DC component and zero DC content, completely avoiding the DC wander problem. Timing
recovery is rather easy since squaring, or full-wave rectifying, this type of signal yields a unipolar RZ
waveform with a discrete component at the bit rate, R Hz. Because of the alternating polarity pulses for
binary 1s, this code has error detection and, hence, performance monitoring capability. It has a low-
bandwidth requirement, R Hz, comparable to unipolar NRZ. The obvious disadvantage is that the error
rate performance is worse than that of the unipolar and polar waveforms. A long string of 0s could result
in loss of synchronization, and two power supplies are required for this code.

Manchester Coding (Split Phase or Digital Biphase)

In this coding, a binary 1 is represented by a pulse that has positive voltage during the first-half of the
bit duration and negative voltage during second-half of the bit duration. A binary 0 is represented by a
pulse that is negative during the first-half of the bit duration and positive during the second-half of the
bit duration. The negative or positive midbit transition indicates a binary 1 or binary 0, respectively.
Thus, a Manchester code is classified as an instantaneous transition code; it has no memory. The code
is also called diphase because a square wave with a 0co phase is used to represent a binary 1 and a square
wave with a phase of 180 used to represent a binary 0; or vice versa. This line code is used in Ethernet
local area networks (LANs). The waveform for Manchester coding is shown in Fig. 28.1(e). The PSD of
a Manchester waveform with equally likely bits is given by [5,8]

sinztf T/

S5(f) = VZT( ﬂfT/zz) sinz(irfT/Z) (28.11)

where +V are used as the positive/negative voltage levels for this code. Its spectrum is plotted in Fig. 28.2b.
When the probability p of a binary 1 is not equal to one-half, the continuous portion of the PSD is reduced
in amplitude and discrete components appear at integer multiples of the bit rate, R = 1/T. The resulting
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PSD is [6,10]

inztf T/2\ ° T 2\
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The first null bandwidth of the waveform generated by a Manchester code is 2R Hz. The error rate
performance of this waveform when p = 0.5 is the same as that of polar NRZ, given by Eq. (28.9), and
plotted in Fig. 28.3.

The advantages of this code include a zero DC content on an individual pulse basis, so no pattern of
bits can cause DC buildup; midbit transitions are always present making it is easy to extract timing
information; and it has good error rate performance, identical to polar NRZ. The main disadvantage of
this code is a larger bandwidth than any of the other common codes. Also, it has no error detection
capability and, hence, performance monitoring is not possible.

Polar NRZ and Manchester coding are examples of the use of pure polar signalling where the pulse
for a binary 0, g(#), is the negative of the pulse for a binary 1, i.e., g&,(#) = -g,(#). This is also referred to
as an antipodal signal set. For this broad type of polar binary line code, the PSD is given by [10]

Sw(f) = 4p(1=p)RIG(f)* + (2p— 1)2R22\G(nR)\25(f—nR) (28.13)

n=-co

where |G(f)| is the magnitude of the Fourier transform of either g,(¢) or g(#).

A further generalization of the PSD of binary line codes can be given, wherein a continuous spectrum
and a discrete spectrum is evident. Let a binary 1, with probability p, be represented by g,(¢) over the
T = 1/R second bit interval; and let a binary 0, with probability 1 - p, be represented by g,(t) over the
same T second bit interval. The two-sided PSD for this general binary line code is [10]

Seax(f) = p(1=pIRIG\(f) = Go(f)]* + R 2 |pG,(nR) + (1= p)Gy(nR)*S(F—nR)  (28.14)

n=-00

where the Fourier transform of g,(t) and g,(¢) are given by G,(f) and G,(f), respectively.

28.3 Alternate Line Codes

Most of the line codes discussed thus far were instantaneous level codes. Only AMI had memory, and
Manchester was an instantaneous transition code. The alternate line codes presented in this section all
have memory. The first four are transition codes, where binary data is represented as the presence or
absence of a transition, or by the direction of transition, i.e., positive to negative or vice versa. The last
four codes described in this section are level line codes with memory.

Delay Modulation (Miller Code)

In this line code, a binary 1 is represented by a transition at the midbit position, and a binary 0 is
represented by no transition at the midbit position. If a 0 is followed by another 0, however, the signal
transition also occurs at the end of the bit interval, that is, between the two 0s. An example of delay
modulation is shown in Fig. 28.1(f). It is clear that delay modulation is a transition code with memory.
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This code achieves the goal of providing good timing content without sacrificing bandwidth. The PSD
of the Miller code for equally likely data is given by [10]

vV'T
Se(f) = 2TV (7 + 8c0527'EfT](23 —2cosnfT—22cos2mfT —12cos3nf T

+5cos4nfT + 12cos5nfT +2cos6mfT —8cos7nf T + 2cos8nfT) (28.15)

This spectrum is plotted in Fig. 28.2b. The advantages of this code are that it requires relatively low
bandwidth and most of the energy is contained in less than 0.5R. However, there is no distinct spectral
null within the 2R-Hz band. It has low DC content and no DC component. It has very good timing
content, and carrier tracking is easier than Manchester coding. Error rate performance is comparable to
that of the common line codes. One important disadvantage is that it has no error detection capability
and, hence, performance cannot be monitored.

Split Phase (Mark)

This code is similar to Manchester in the sense that there are always midbit transitions. Hence, this code
is relatively easy to synchronize and has no DC. Unlike Manchester, however, split phase (mark) encodes
a binary digit into a midbit transition dependent on the midbit transition in the previous bit period [12].
Specifically, a binary 1 produces a reversal of midbit transition relative to the previous midbit transition.
A binary 0 produces no reversal of the midbit transition. Certainly this is a transition code with memory.
An example of a split phase (mark) coded waveform is shown in Fig. 28.1(g), where the waveform in the
first bit period is chosen arbitrarily. Since this method encodes bits differentially, there is no 180° -phase
ambiguity associated with some line codes. This phase ambiguity may not be an issue in most baseband
links but is important if the line code is modulated. Split phase (space) is very similar to split phase
(mark), where the role of the binary 1 and binary 0 are interchanged. An example of a split phase (space)
coded waveform is given in Fig. 28.1(h); again, the first bit waveform is arbitrary.

Biphase (Mark)

This code, designated as Bi @M, is similar to a Miller code in that a binary 1 is represented by a midbit
transition, and a binary 0 has no midbit transition. However, this code always has a transition at the beginning
of a bit period [10]. Thus, the code is easy to synchronize and has no DC. An example of Bi ¢-M is given
in Fig. 28.1 (i), where the direction of the transition at ¢ = 0 is arbitrarily chosen. Biphase (space) or Bi ¢-S
is similar to Bi @M, except the role of the binary data is reversed. Here a binary 0 (space) produces a
midbit transition, and a binary 1 does not have a midbit transition. A waveform example of Bi ¢-S is
shown in Fig. 28.1(j). Both Bi ¢-S and Bi ¢-M are transition codes with memory.

Code Mark Inversion (CMI)

This line code is used as the interface to a Consultative Committee on International Telegraphy and
Telephony (CCITT) multiplexer and is very similar to Bi ¢S. A binary 1 is encoded as an NRZ pulse with
alternate polarity, +V or -V. A binary 0 is encoded with a definitive midbit transition (or square wave
phase) [1]. An example of this waveform is shown in Fig. 28.1(k) where a negative to positive transition
(or 18000 phase) is used for a binary 0. The voltage level of the first binary 1 in this example is chosen
arbitrarily. This example waveform is identical to Bi ¢S shown in Fig. 28.1(j), except for the last bit. CMI
has good synchronization properties and has no DC.
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NRZ (I)

This type of line code uses an inversion (I) to designate binary digits, specifically, a change in level or
no change in level. There are two variants of this code, NRZ mark (M) and NRZ space (S) [5,12]. In
NRZ (M), a change of level is used to indicate a binary 1, and no change of level is used to indicate a
binary 0. In NRZ (S) a change of level is used to indicate a binary 0, and no change of level is used to
indicate a binary 1. Waveforms for NRZ (M) and NRZ (S) are depicted in Fig. 28.1(1) and Fig. 28.1(m),
respectively, where the voltage level of the first binary 1 in the example is chosen arbitrarily. These codes
are level codes with memory. In general, line codes that use differential encoding, like NRZ (I), are
insensitive to 180 phase ambiguity. Clock recovery with NRZ (I) is not particularly good, and dc wander
is a problem as well. Its bandwidth is comparable to polar NRZ.

Binary N Zero Substitution (BNZS)

The common bipolar code AMI has many desirable properties of a line code. Its major limitation,
however, is that a long string of zeros can lead to loss of synchronization and timing jitter because there
are no pulses in the waveform for relatively long periods of time. Binary N zero substitution (BNZS)
attempts to improve AMI by substituting a special code of length N for all strings of N zeros. This special
code contains pulses that look like binary 1s but purposely produce violations of the AMI pulse conven-
tion. Two consecutive pulses of the same polarity violate the AMI pulse convention, independent of the
number of zeros between the two consecutive pulses. These violations can be detected at the receiver
and the special code replaced by N zeros. The special code contains pulses facilitating synchronization
even when the original data has a long string of zeros. The special code is chosen such that the desirable
properties of AMI coding are retained despite the AMI pulse convention violations, i.e., DC balance and
error detection capability. The only disadvantage of BNZS compared to AMI is a slight increase in crosstalk
due to the increased number of pulses and, hence, an increase in the average energy in the code.

Choosing different values of N yields different BNZS codes. The value of N is chosen to meet t