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Preface

The handbook series published by CRC Press represents a truly unique approach to disseminating
technical information. Starting with the first edition of The Electrical Engineering Handbook, edited by
Richard Dorf and published in 1993, this series is dedicated to the idea that a reader should be able to
pull one of these handbooks off the shelf and, at least 80% of the time, find what he or she needs to know
about a subject area. As handbooks, these books are also different in that they are more than just a dry
listing of facts and data, filled mostly with tables. In fact, a hallmark of these handbooks is that the articles
or chapters are designed to be relatively short, written as tutorials or overviews, so that once the reader
locates the broader topic, it is easy to find an answer to a specific question.

Of course, the authors are the key to achieving the overall goal of the handbook, and, having read all of the
chapters personally, the results are impressive. The chapters are authoritative, to-the-point, and enjoyable to
read. Answers to frequently asked questions, facts, and figures are available almost at a glance. Since the
authors are experts in their field, it is understandable that the content is excellent. Additionally, the authors
were encouraged to put some of their own interpretations and insights into the chapters, which greatly enhances
the readability. However, I am most impressed by the ability of the authors to condense so much information
into so few pages. These chapters are unlike any ever written—they are not research journal articles, they are
not textbooks, they are not long tutorial review articles for magazines. They really are a new format.

In reading drafts of the chapters, I applied two tests. If the chapter covered a topic with which I was
familiar, I checked to see if it contained what I thought were the essential facts and ideas. If the chapter
was in an area of communications less familiar to me, I looked for definitions of terms I had heard of
or for a discussion that informed me why this area is important and what is happening in the field today.
I was amazed at what I learned.

Using The Communications Handbook is simple. Look up your topic of interest either in the Table of
Contents or the Index. Go directly to the relevant chapter. As you are reading the chosen chapter, you
may wish to refer to other chapters in the same main heading. If you need some background information
in the general communications field, you need only consult Section I, Basic Principles. There is no need
to read The Communications Handbook beginning-to-end, start-to-finish. Look up what you need right
now, read it, and go back to the task at hand.

The pleasure of such a project as this is in working with the authors, and I am gratified to have had
this opportunity and to be associated with each of them. The first edition of this handbook was well-
received and served an important role in providing information on communications to technical and
non-technical readers alike. I hope that this edition is found to be equally useful.

It is with great pleasure that I acknowledge the encouragement and patience of my editor at CRC Press,
Nora Konopka, and the efforts of both Nora and Helena Redshaw in finally getting this edition in print.

Jerry D. Gibson
Editor-in-Chief
©2002 CRC Press LLC
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1
Complex Envelope
Representations for
Modulated Signals*

1.1 Introduction 
1.2 Complex Envelope Representation 
1.3 Representation of Modulated Signals
1.4 Generalized Transmitters and Receivers
1.5 Spectrum and Power of Bandpass Signals 
1.6 Amplitude Modulation
1.7 Phase and Frequency Modulation
1.8 QPSK, p/4 QPSK, QAM, and OOK Signalling

1.1 Introduction

What is a general representation for bandpass digital and analog signals? How do we represent a mod-
ulated signal? How do we evaluate the spectrum and the power of these signals? These are some of the
questions that are answered in this chapter.

A baseband waveform has a spectral magnitude that is nonzero for frequencies in the vicinity of the
origin (i.e., f = 0) and negligible elsewhere. A bandpass waveform has a spectral magnitude that is nonzero
for frequencies in some band concentrated about a frequency f = ±fc (where fc  0), and the spectral
magnitude is negligible elsewhere. fc is called the carrier frequency. The value of fc may be arbitrarily
assigned for mathematical convenience in some problems. In others, namely, modulation problems, fc

is the frequency of an oscillatory signal in the transmitter circuit and is the assigned frequency of the
transmitter, such as 850 kHz for an AM broadcasting station.

In communication problems, the information source signal is usually a baseband signal, for example,
a transistor–transistor logic (TTL) waveform from a digital circuit or an audio (analog) signal from a
microphone. The communication engineer has the job of building a system that will transfer the infor-
mation from this source signal to the desired destination. As shown in Fig. 1.1, this usually requires the
use of a bandpass signal, s(t), which has a bandpass spectrum that is concentrated at ± fc, where fc is
selected so that s(t) will propagate across the communication channel (either a wire or a wireless channel).

Modulation is the process of imparting the source information onto a bandpass signal with a carrier
frequency fc by the introduction of amplitude and/or phase perturbations. This bandpass signal is called
the modulated signal s(t), and the baseband source signal is called the modulating signal m(t). Examples of

*Source: Couch, L. W., II. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
River, NJ.

>>

Leon W. Couch, II
University of Florida
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 modulation is accomplished are given later in this chapter. This definition indicates that
may be visualized as a mapping operation that maps the source information onto the
nal s(t) that will be transmitted over the channel.
dulated signal passes through the channel, noise corrupts it. The result is a bandpass signal-plus-
rm that is available at the receiver input, r(t), as illustrated in Fig. 1.1. The receiver has the job
recover the information that was sent from the source;  denotes the corrupted version of m.

mplex Envelope Representation

s waveforms, whether they arise from a modulated signal, interfering signals, or noise, may
ed in a convenient form given by the following theorem. v(t) will be used to denote the
aveform canonically. That is, v(t) can represent the signal when s(t) ≡ v(t), the noise when
the filtered signal plus noise at the channel output when r(t) ≡ v(t), or any other type of
veform.*

Any physical bandpass waveform can be represented by

(1.1a)

s the real part of {⋅}. g(t) is called the complex envelope of v(t), and fc is the associated carrier
ertz) where ωc = 2π fc . Furthermore, two other equivalent representations are

(1.1b)

(1.1c)

(1.2)

(1.3a)

(1.3b)

(1.4a)

(1.4b)

Bandpass communication system. Source: Couch, L.W., II. 2001. Digital and Analog Communication
d., Prentice Hall, Upper Saddle River, NJ, p. 231. With permission.

ol ≡ denotes an equivalence and the symbol  denotes a definition.

m̃

∆=

v t( ) Re g t( )e
jωct

{ }=

v t( ) R t( ) ωct θ t( )+[ ]cos=

v t( ) x t( ) ωct y t( ) ωctsin–cos=

g t( ) x t( ) jy t( )+ g t( ) e j g t( )∠ R t( )e jθ t( )≡= =

x t( ) Re g t( ){ } R t( ) θ t( )cos≡=

y x( ) Im g t( ){ } R t( ) θ t( )sin≡=

∆R t( ) g t( ) x2 t( ) y2 t( )+≡=

∆θ t( ) g t( )∠ tan 1– y t( )
x t( )
--------- 

 = =
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The waveforms g(t), x(t), y(t), R(t), and θ(t) are all baseband waveforms, and, except for g(t), they
are all real waveforms. R(t) is a nonnegative real waveform. Equation (1.1) is a low-pass-to-bandpass
transformat
g(t) from ba
the baseban
complex fun
be a comple
phasor repre
amplitude a

Represent

where x(t) =
and y(t) is sa
represented 
coordinates 
always nonn
phase modul

The usefu
phasized. In
one for x(t)
In digital co
minimized b
g(t) is the ba

1.3 Re

Modulation
signal s(t) (
bandpass re

where ωc = 
signal m(t). 

Thus g[⋅] pe
Table 1.1 

function g[m
phase modu
SC), single-s
(SSB-EV), si
g[m], Table 
correspondi
signals are o
transistor lo

Obviously
are they usef

jωct
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ion. The  factor in Eq. (1.1a) shifts (i.e., translates) the spectrum of the baseband signal
seband up to the carrier frequency fc. In communications terminology, the frequencies in
d signal g(t) are said to be heterodyned up to fc. The complex envelope, g(t), is usually a
ction of time and it is the generalization of the phasor concept. That is, if g(t) happens to
x constant, then v(t) is a pure sine wave of frequency fc and this complex constant is the
senting the sine wave. If g(t) is not a constant, then v(t) is not a pure sine wave because the

nd phase of v(t) varies with time, caused by the variations of g(t).
ing the complex envelope in terms of two real functions in Cartesian coordinates, we have 

(1.5)

 Re{g(t)} and y(t) = Im{g(t)}. x(t) is said to be the in-phase modulation associated with v(t),
id to be the quadrature modulation associated with v(t). Alternatively, the polar form of g(t),
by R(t) and θ(t), is given by Eq. (1.2), where the identities between Cartesian and polar
are given by Eqs. (1.3) and (1.4). R(t) and θ(t) are real waveforms, and, in addition, R(t) is
egative. R(t) is said to be the amplitude modulation (AM) on v(t), and θ(t) is said to be the
ation (PM) on v(t).
lness of the complex envelope representation for bandpass waveforms cannot be overem-

 modern communication systems, the bandpass signal is often partitioned into two channels,
 called the I (in-phase) channel and one for y(t) called the Q (quadrature-phase) channel.
mputer simulations of bandpass signals, the sampling rate used in the simulation can be
y working with the complex envelope, g(t), instead of with the bandpass signal, v(t), because
seband equivalent of the bandpass signal [1].

presentation of Modulated Signals

 is the process of encoding the source information m(t) (modulating signal) into a bandpass
modulated signal). Consequently, the modulated signal is just a special application of the
presentation. The modulated signal is given by

(1.6)

2π fc . fc is the carrier frequency. The complex envelope g(t) is a function of the modulating
That is,

(1.7)

rforms a mapping operation on m(t). This was shown in Fig. 1.1.
gives an overview of the big picture for the modulation problem. Examples of the mapping
] are given for amplitude modulation (AM), double-sideband suppressed carrier (DSB-SC),

lation (PM), frequency modulation (FM), single-sideband AM suppressed carrier (SSB-AM-
ideband PM (SSB-PM), single-sideband FM (SSB-FM), single-sideband envelope detectable
ngle-sideband square-law detectable (SSB-SQ), and quadrature modulation (QM). For each
1.1 also shows the corresponding x(t) and y(t) quadrature modulation components and the
ng R(t) and θ(t) amplitude and phase modulation components. Digitally modulated bandpass
btained when m(t) is a digital baseband signal, for example, the output of a transistor

gic (TTL) circuit. 
, it is possible to use other g[m] functions that are not listed in Table 1.1. The question is:
ul? g[m] functions are desired that are easy to implement and that will give desirable spectral

e

g x( ) x t( ) jy t( )+≡

s t( ) Re g t( )e
jωct

{ }=

g t( ) g m t( )[ ]=

ress LLC



TABLE 1.1 Complex Envelope Functions for Various Types of Modulationa

Type of 
Modulation

Corresponding Quadrature Modulation

AM

DSB-SC

PM

FM

SSB-AM-SCb

SSB-PMb

SSB-FMb

SSB-EVb

SSB-SQb

QM

Type of 
Modulation

AM

DSB-SC

PM

FM

SSB-AM-SCb

SSB-PMb

SSB-FMb

SSB-EVb

SSB-SQb

QM

 Source: C
NJ, p. 235–23

a Ac > 0 is 
and [ ] is th

b Use uppe
c In the str

condition.

⋅̂
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Mapping Function
g(m) x(t) y(t)

0

0

Corresponding Amplitude and Phase Modulation

R(t) θ(t) Linearity Remarks

Lc m(t) > − 1 required for envelope 
detection

L Coherent detection required

NL Dp is the phase deviation constant 

(rad/volt)

NL Df is the frequency deviation 

constant (rad/volt-sec)

L Coherent detection required

NL

NL

NL m(t) > − 1 is required so that the 
ln(⋅) will have a real value 

NL m(t) > − 1 is required so that the 
ln(⋅) will have a real value 

L Used in NTSC color television; 
requires coherent detection

ouch, L.W., II. 2001. Digital and Analog Communication Systems, 5th ed., Prentice Hall, Upper Saddle River,
6. With permission.

a constant that sets the power level of the signal as evaluated by use of Eq. (1.11); L, linear; NL, nonlinear;
e Hilbert transform (a −90° phase-shifted version of [⋅]). For example, (t) = m(t) ∗ .
r signs for upper sideband signals and lower signals for lower sideband signals.
ict sense, AM signals are not linear because the carrier term does not satisfy the linearity (superposition)

Ac 1 m t( )+[ ] Ac 1 m t( )+[ ]

Acm t( ) Acm t( )

Ace
jDpm t( ) Ac Dpm t( )[ ]cos Ac Dpm t( )[ ]sin

Ace
jDf ∫ ∞–

t
m σ( ) σd

Ac Df m σ( ) σd
∞–

t

∫cos Ac Df m σ( ) σd
∞–

t

∫sin

Ac m t( ) jm̂ t( )±[ ] Acm t( ) A± cm̂ t( )

Ace
jDp m t( ) jm̂ t( )±[ ] Ace

Dpm̂ t( )+−
Dpm t( )[ ]cos Ace

Dpm̂ t( )+−
Dpm t( )[ ]sin

Ace
jDf ∫ ∞–

t
m σ( ) jm̂ σ( )±[ ] σd

Ace
Df ∫ ∞–

t
m̂ σ( ) σd+−

Df m σ( ) σd
∞–

t

∫cos Ace
Df ∫ ∞–

t
m̂ σ( ) σd+−

Df m σ( ) σd
∞–

t

∫sin

Ace
1+m t( )[ ] j ln̂ 1+m t( )±ln{ }

Ac 1 m t( )+[ ] ln̂ 1 m t( )+[ ]{ }cos Ac 1 m t( )+[ ] ln̂ 1 m t( )+[ ]{ }sin±

Ace
1/2( ) 1+m t( )[ ] j ln̂ 1 m t( )+±ln{ } Ac 1 m t( )+

1
2
-- ln̂ 1 m t( )+[ ]

 
 
 

cos Ac 1 m t( )+
1
2
-- ln̂ 1 m t( )+[ ]

 
 
 

sin±

Ac m1 t( ) jm2 t( )+[ ] Acm1 t( ) Acm2 t( )

Ac 1 m t( )+
0,  m t( ) 1–>
180° , m t( ) 1–<




Ac m t( )
0,  m t( ) 0>
180° , m t( ) 0<




Ac Dpm t( )

Ac Df  m σ( ) σd
∞–

t

∫

Ac m t( )[ ]2 m̂ t( )[ ]2
+ m̂ t( )/m t( )±[ ]

1–
tan

Ace
Dpm̂ t( )±

Dpm t( )

Ace
Df±

m̂
∞–

t

∫ σ( )dσ Df m σ( ) σd
∞–

t
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Ac 1 m t( )+ ln̂ 1 m t( )+[ ]±

Ac 1 m t( )+ 1
2
-- ln̂ 1 m t( )+[ ]±

Ac m1
2 t( ) m2

2 t( )+ m2 t( )/m1 t( )[ ]1–
tan

m̂ 1
πt
----- 1

π
---  

m λ( )
t λ–
------------- λd

∞–

∞

∫=
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properties. Furthermore, in the receiver, the inverse function m[g] is required. The inverse should be
single valued over the range used and should be easily implemented. The inverse mapping should suppress
as much noi
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se as possible so that m(t) can be recovered with little corruption.

neralized Transmitters and Receivers

iled description of transmitters and receivers, as first shown in Fig. 1.1, will now be illustrated.
 two canonical forms for the generalized transmitter, as indicated by Eqs. (1.1b) and (1.1c).
.1b) describes an AM-PM type circuit, as shown in Fig. 1.2. The baseband signal processing
ates R(t) and θ(t) from m(t). The R and θ are functions of the modulating signal m(t), as

le 1.1, for the particular modulation type desired. The signal processing may be implemented
ng nonlinear analog circuits or a digital computer that incorporates the R and θ algorithms
are program control. In the implementation using a digital computer, one analog-to-digital
DC) will be needed at the input of the baseband signal processor, and two digital-to-analog

DACs) will be needed at the output. The remainder of the AM-PM canonical form requires
ncy (RF) circuits, as indicated in the figure.
 illustrates the second canonical form for the generalized transmitter. This uses in-phase and
phase (IQ) processing. Similarly, the formulas relating x(t) and y(t) to m(t) are shown in

Generalized transmitter using the AM-PM generation technique. Source: Couch, L.W., II. 2001. Digital
ommunication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 282. With permission.

Generalized transmitter using the quadrature generation technique. Source: Couch, L.W., II. 2001.
nalog Communication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 283. With permission.
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Table 1.1, and the baseband signal processing may be implemented by using either analog hardware or
digital hardware with software. The remainder of the canonical form uses RF circuits as indicated. Modern
transmitters

Analogou
RF carrier cir
are of the sup
oscillator) to
canonical for

(t), respect
(t) and (t

the recovered
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 and receivers, such as those used in cellular telephones, often use IQ processing.
s to the transmitter realizations, there are two canonical forms of receiver. Each one consists of
cuits followed by baseband signal processing, as illustrated in Fig. 1.1. Typically, the carrier circuits
erheterodyne-receiver type which consist of an RF amplifier, a down converter (mixer plus local

 some intermediate frequency (IF), an IF amplifier, and then detector circuits [1]. In the first
m of the receiver, the carrier circuits have amplitude and phase detectors that output (t) and

ively. This pair, (t) and (t), describe the polar form of the received complex envelope, (t).
) are then fed into the signal processor, which uses the inverse functions of Table 1.1 to generate
 modulation, (t). The second canonical form of the receiver uses quadrature product detectors
 circuits to produce the Cartesian form (IQ processing) of the received complex envelope, (t)
t) and (t) are then inputted to the signal processor, which generates (t) at its output.
n, it is stressed that any type of signal modulation (see Table 1.1) may be generated (transmitted)
received) by using either of these two canonical forms. Both of these forms conveniently separate
ocessing from RF processing. Digital signal processing (DSP) techniques are especially useful
 baseband processing portion. Furthermore, if DSP circuits are used, any desired modulation
ealized by selecting the appropriate software algorithm. This is the basis for software radios [1].

ectrum and Power of Bandpass Signals

m of the bandpass signal is the translation of the spectrum of its complex envelope. Taking
transform of Eq. (1.1a), the spectrum of the bandpass waveform is [1]

(1.8)

is the Fourier transform of g(t),

risk superscript denotes the complex conjugate operation. The power spectra density (PSD)
ass waveform is [1]

(1.9)

 is the PSD of g(t).
ge power dissipated in a resistive load is  or , where Vrms is the rms value of
waveform across the load and Irms is the rms value of the current through the load. For
veforms, Eq. (1.1) may represent either the voltage or the current. Furthermore, the rms
) and g(t) are related by [1]

(1.10)

notes the time average and is given by

R̃
R̃ θ̃ g̃

m̃
x̃

ỹ m̃

V f( ) 1
2
-- G f fc–( ) G∗ f– fc–( )+[ ]=

G f( ) g t( )e j2πft– td
∞–

∞

∫=

Pv f( ) 1
4
-- Pg f fc–( ) Pg f– fc–( )+[ ]=

Vrms
2 /RL Irms

2 RL

vrms
2 v2 t( )〈 〉 1

2
-- g t( ) 2〈 〉=

1
2
--grms

2= =

� � 1
T
---

t ∞→
lim td

T/2–

T/2

∫=
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Thus, if v(t) of Eq. (1.1) represents the bandpass voltage waveform across a resistive load, the average
power dissipated in the load is

where grms is

1.6 Am

Amplitude m
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so that the s

Using Eq. (1

and, using E

where δ( f ) =
the modulat
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The 1 in
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from Fig. 1.4
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The avera
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(1.11)

 the rms value of the complex envelope, and RL is the resistance of the load.

plitude Modulation

odulation (AM) will now be examined in more detail. From Table 1.1, the complex envelope
gnal is

(1.12)

pectrum of the complex envelope is

(1.13)

.6), we obtain the AM signal waveform

(1.14)

q. (1.8), the AM spectrum

(1.15)

 δ(−f ) and, because m(t) is real, M∗( f ) = M(−f ). Suppose that the magnitude spectrum of
ion happens to be a triangular function, as shown in Fig. 1.4(a). This spectrum might arise
log audio source where the bass frequencies are emphasized. The resulting AM spectrum,
.15), is shown in Fig. 1.4(b). Note that because G( f − fc) and G∗(−f − fc) do not overlap, the
pectrum is 

(1.16)

functions to occur in the spectrum at f = ± fc, where fc is the assigned carrier frequency. Also,
 and Eq. (1.16), it is realized that the bandwidth of the AM signal is 2B. That is, the bandwidth
ignal is twice the bandwidth of the baseband modulating signal.
ge power dissipated into a resistive load is found by using Eq. (1.11). 

PL
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2

RL

-------- v2 t( )〈 〉
RL

----------------- g t( ) 2〈 〉
2RL

--------------------
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2
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---------= = = =
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S f( ) 1
2
--Ac δ f fc–( ) M f fc–( ) δ f fc+( ) M f fc+( )+ + +[ ]=

S f( )

1
2
--Acδ f fc–( ) 1

2
--Ac M f fc–( ) , f 0>+

1
2
--Acδ f f+( )c

1
2
--Ac M f– f–( )c , f 0<+





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=

g t( ) Ac 1 m t( )+[ ]=
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2
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2RL
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me that the dc value of the modulation is zero, 〈m(t)〉 = 0, then the average power dissipated
 is

(1.17)

s the rms value of the modulation, m(t). Thus, the average power of an AM signal changes
alue of the modulating signal changes. For example, if m(t) is a sine wave test tone with a
f 1.0 for 100% modulation,

 Ac = 1000 volts and RL = 50 ohms, which are typical values used in AM broadcasting. Then,
power dissipated into the 50 Ω load for this AM signal is

 watts (1.18)

Communications Commission (FCC) rated carrier power is obtained when m(t) = 0. In this
17) becomes PL = (1000)2/100 = 10,000 watts, and the FCC would rate this as a 10,000 watt
 The sideband power for 100% sine wave modulation is 5000 watts.
he modulation on the AM signal be a binary digital signal such that m(t) = ±1 where +1 is
inary one and −1 is used for a binary 0. Referring to Eq. (1.14), this AM signal becomes an
 (OOK) digital signal where the signal is on when a binary one is transmitted and off when
 is transmitted. For Ac = 1000 and RL = 50 Ω, the average power dissipated would be 20,000

rms = 1 for m(t) = ±1.

Spectrum of an AM signal. Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems,
ice Hall, Upper Saddle River, NJ, p. 239. With permission.

PL

Ac
2

2RL

--------- 1 mrms
2+〈 〉=

mrms 1/ 2=

PL
1000( )2

2 50( )
------------------ 1

1
2
--+ 15,000= =

ress LLC



1.7 Phase and Frequency Modulation
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lation (PM) and frequency modulation (FM) are special cases of angle-modulated signalling.
dulated signalling, the complex envelope is

(1.19)

.6), the resulting angle-modulated signal is

(1.20)

 phase is directly proportional to the modulating signal:

(1.21)

roportionality constant Dp is the phase sensitivity of the phase modulator, having units of
volt [assuming that m(t) is a voltage waveform]. For FM, the phase is proportional to the
(t):

(1.22)

equency deviation constant Df has units of radians/volt-second. These concepts are summa-
 PM and FM entries in Table 1.1.
ring the last two equations, it is seen that if we have a PM signal modulated by mp(t), there
n the signal corresponding to a different modulating waveshape that is given by

(1.23)

bscripts f and p denote frequency and phase, respectively. Similarly, if we have an FM signal
y mf(t), the corresponding phase modulation on this signal is

(1.24)

. (1.24), a PM circuit may be used to synthesize an FM circuit by inserting an integrator in
 the phase modulator input.
perties of PM and FM are that the real envelope, R(t) = |g(t) | = Ac, is a constant, as seen

.19). Also, g(t) is a nonlinear function of the modulation. However, from Eqs. (1.21) and
is a linear function of the modulation m(t). Using Eq. (1.11), the average power dissipated
FM signal is the constant

(1.25)

average power of a PM or FM signal does not depend on the modulating waveform m(t).
ntaneous frequency deviation for an FM signal from its carrier frequency is given by the
 its phase θ(t). Taking the derivative of Eq. (1.22), the peak frequency deviation is

Hz (1.26)

max[m(t)] is the peak value of the modulation waveform and the derivative has been divided
vert from radians/sec to Hz units.

g t( ) Ace
jθ t( )=

s t( ) Ac ωc θ t( )+[ ]cos=
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dt
-----------------=
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Df

Dp
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∞–

t

∫=

PL
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2

2RL

---------=
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1

2π
------Df Mp H=
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For FM and PM signals, Carson’s rule estimates the transmission bandwidth containing approximately
98% of the total power. This FM or PM signal bandwidth is

where B is b
FM and β =
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(1.27)

andwidth (highest frequency) of the modulation. The modulation index β, is β = ∆F/B for
 max[Dpm(t)] = DpMp for PM.
S (Advanced Mobile Phone System) analog cellular phones use FM signalling. A peak
 12 kHz is specified with a modulation bandwidth of 3 kHz. From Eq. (1.27), this gives a
of 30 kHz for the AMPS signal and allows a channel spacing of 30 kHz to be used. To
te more users, narrow-band AMPS (NAMPS) with a 5 kHz peak deviation is used in some
llows 10 kHz channel spacing if the carrier frequencies are carefully selected to minimize

 to used adjacent channels. A maximum FM signal power of 3 watts is allowed for the AMPS
ever, hand-held AMPS phones usually produce no more than 600 mW, which is equivalent

rms across the 50 Ω antenna terminals.
 (Group Special Mobile) digital cellular phones use FM with minimum frequency-shift-keying
e the peak frequency deviation is selected to produce orthogonal waveforms for binary one
ero data. (Digital phones use a speech codec to convert the analog voice source to a digital

for transmission over the system.) Orthogonality occurs when ∆F = 1/4R where R is the bit
)[1]. Actually, GSM uses Gaussian shaped MSK (GMSK). That is, the digital data waveform

gular binary one and binary zero pulses) is first filtered by a low-pass filter having a Gaussian
ency response (to attenuate the higher frequencies). This Gaussian filtered data waveform
to the frequency modulator to generate the GMSK signal. This produces a digitally modulated
ith a relatively small bandwidth. 
ital cellular standards use QPSK signalling, as discussed in the next section.

SK, ππππ/4 QPSK, QAM, and OOK Signalling

phase-shift-keying (QPSK) is a special case of quadrature modulation, as shown in Table 1.1,
 = ±1 and m2(t) = ±1 are two binary bit streams. The complex envelope for QPSK is

 ±Ac and y(t) = ±Ac. The permitted values for the complex envelope are illustrated by the
l constellation shown in Fig. 1.5a. The signal constellation is a plot of the permitted values
lex envelope g(t). QPSK may be generated by using the quadrature generation technique of

ere the baseband signal processor is a serial-to-parallel converter that reads in two bits of
e from the serial binary input stream, m(t), and outputs the first of the two bits to x(t) and
it to y(t). If the two input bits are both binary ones, (11), then m1(t) = +Ac and m2(t) = + Ac.
sented by the top right-hand dot for g(t) in the signal constellation for QPSK signalling in
kewise, the three other possible two-bit words, (10), (01), and (00), are also shown. The
l is also equivalent to a four-phase phase-shift-keyed signal (4PSK) since all the points in the
llation fall on a circle where the permitted phases are θ(t) = 45°, 135°, 225°, and 315°. There is
e modulation on the QPSK signal since the distances from the origin to all the signal points on
nstellation are equal.
, the spectrum of g(t) is of the sin x/x type since x(t) and y(t) consist of rectangular data

ue ± Ac. Moreover, it can be shown that for equally likely independent binary one and binary
e power spectral density of g(t) for digitally modulated signals with M point signal constel-

(1.28)

BT 2 β 1+( )B=

g t( ) x t( ) jy t( )+ Ac m1 t( ) jm2 t( )+[ ]= =

Pg f( ) K
πf�Tbsin

πf�Tb

---------------------- 
 

2

=
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FIGURE 1.5
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Signal constellations (permitted values of the complex envelope).
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 constant, R = 1/Tb is the data rate (bits/sec) of m(t), and M = 2�. M is the number of points
l constellation. For QPSK, M = 4 and � = 2. This PSD for the complex envelope, Pg( f ), is
ig. 1.6. The PSD for the QPSK signal (� = 2) is given by translating Pg( f ) up to the carrier
 indicated by Eq. (1.9).
 to Fig. 1.6 or using Eq. (1.28), the first-null bandwidth of g(t) is R/� Hz. Consequently, the
bandwidth of the modulated RF signal is

(1.29)

, if the data rate of the baseband information source is 9600 bits/sec, then the null-to-null
f the QPSK signal would be 9.6 kHz since � = 2.

 to Fig. 1.6, it is seen that the sidelobes of the spectrum are relatively large, so, in practice,
 of the spectrum are filtered off to prevent interference to the adjacent channels. This filtering
he edges of the rectangular data pulses and this causes some amplitude modulation on the
l. That is, the points in the signal constellation for the filtered QPSK signal would be fuzzy
nsition from one constellation point to another point is not instantaneous because the filtered
are not rectangular. QPSK is the modulation used for digital cellular phones with the IS-95
on Multiple Access (CDMA) standard.

 is generated by alternating symbols between a signal constellation shown by Fig. 1.5a and
tellation (of Fig. 1.5a) rotated by 45°. π/4 QPSK has the same spectrum as QPSK. However,
average power ratio of filtered π/4 QPSK is much lower than that for filtered QPSK because
 180° phase transitions (from symbol to symbol) in the π/4 QPSK signal. π/4 QPSK is the
technique used for IS-136 TDMA digital cellular phones.
(1.28) and Fig. 1.6 also represent the spectrum for quadrature modulation amplitude mod-
M) signalling. QAM signalling allows more than two values for x(t) and y(t). For example,

PSD for the complex envelope of MPSK and QAM where M = 2� and R is bit rate (positive frequencies
ce: Couch, L.W., II. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper
NJ, p. 358. With permission.

Bnull
2R
�

------  Hz=
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QAM where M = 16 has 16 points in the signal constellation with 4 values for x(t) and 4 values for y(t)
such as, for example, x(t) = +Ac, −Ac, +3Ac, −3Ac and y(t) = +Ac, −Ac, +3Ac, −3Ac. This is shown in Fig. 1.5b.
Each point 
compared w
unique two-
would have 

For OOK
M = 2 point
bit/sec infor
since � = 1.

Defining 
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trated
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in the M = 16 QAM signal constellation would represent a unique four-bit data word, as
ith the M = 4 QPSK signal constellation shown in Fig. 1.5a, where each point represents a
bit data word. For an R = 9600 bits/sec information source data rate, an M = 16 QAM signal
a null-to-null bandwidth of 4.8 kHz since � = 4.
 signalling, as described at the end of Section 1.6, the signal constellation would consist of
s along the x axis where x = 0, 2Ac and y = 0. This is illustrated in Fig. 1.5c. For an R = 9600
mation source data rate, an OOK signal would have a null-to-null bandwidth of 19.2 kHz

Terms

aveform: The spectrum of the waveform is nonzero for frequencies in some band concen-
 about a frequency fc  0; fc is called the carrier frequency.
aveform: The spectrum of the waveform is nonzero for frequencies near f = 0. 
velope: The function g(t) of a bandpass waveform v(t) where the bandpass waveform is
bed by

sform: If w(t) is a waveform, then the Fourier transform of w(t) is 

 f has units of hertz.
signal: The bandpass signal 

 fluctuations of g(t) are caused by the information source such as audio, video, or data.
: The information source, m(t), that causes fluctuations in a bandpass signal.
e: The function R(t) = |g(t)| of a bandpass waveform v(t) where the bandpass waveform

cribed by

ellation: The permitted values of the complex envelope for a digital modulating source.

.W., II, Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
, 2001.

nformation

, E., The analytic signal representation of modulated waveforms. Proc. IRE, vol. 50, October,
6, 1962.
.W., II, Modern Communication Systems: Principles and Applications, Macmillan Publishing,
 (now Prentice Hall, Upper Saddle River, NJ), 1995.

>>

v t( ) Re g t( )e
jωct

{ }=

W f( ) ℑ w t( )[ ] w t( )e j2πft– td
∞–

∞

∫= =

s t( ) Re g t( )e
jωct

{ }=

v t( ) Re g t( )e
jωct

{ }=
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3. Dugundji, J., Envelopes and pre-envelopes of real waveforms. IRE Trans. Information Theory, vol. IT-
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5. Voelcker,
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1995.
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 H.B., Toward the unified theory of modulation—Part II: Zero manipulation. Proc. IRE, vol.
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2
Sampling

2.1 Introduction
2.2 Instantaneous Sampling

Ideal Sampled Signal • Band-Limited Signals

2.3 Sampling Theorem
2.4 Sampling of Sinusoidal Signals
2.5 Sampling of Bandpass Signals
2.6 Practical Sampling

Natural Sampling • Flat-Top Sampling

2.7 Sampling Theorem in the Frequency Domain
2.8 Summary and Discussion

roduction

analog message signals, such as speech signals or video signals, by digital means, the signal has
ed into digital form. This process is known as analog-to-digital conversion. The sampling process
rocess performed in this conversion, and it converts a continuous-time signal into a discrete-
r a sequence of numbers. Digital transmission of analog signals is possible by virtue of the
orem, and the sampling operation is performed in accordance with the sampling theorem.
apter, using the Fourier transform technique, we present this remarkable sampling theorem
the operation of sampling and practical aspects of sampling.

tantaneous Sampling

 sample an arbitrary analog signal m(t) shown in Fig. 2.1(a) instantaneously at a uniform
ery Ts seconds. As a result of this sampling process, we obtain an infinite sequence of samples
ere n takes on all possible integers. This form of sampling is called instantaneous sampling.

s as the sampling interval and to its reciprocal 1/Ts = fs as the sampling rate. Sampling rate
r second) is often cited in terms of sampling frequency expressed in hertz.

pled Signal

obtained by multiplication of m(t) by the unit impulse train δT(t) with period Ts [Fig. 2.1(c)],

(2.1)

ms t( ) m t( )δTs
t( ) m t( ) δ t nTs–( )

n=−∞

∞

∑= =

m t( )δ t nTs–( )
n=−∞

∞

∑ m nTs( )δ t nTs–( )
n=−∞

∞

∑= =

su
inson University
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ed the property of the δ function, m(t)δ(t − t0) = m(t0)δ(t − t0). The signal ms(t) [Fig. 2.1(e)]
 as the ideal sampled signal.

ited Signals

 signal m(t) is called a band-limited signal if its Fourier transform M(ω) satisfies the condition

(2.2)

 2π fM [Fig. 2.1(b)]. A band-limited signal specified by Eq. (2.2) is often referred to as a
al.

Illustration of instantaneous sampling and sampling theorem.

t0
(a)

m  (t )s

sT s  T s2T0
(e)

t

(c)
sT s  T s2T0 t

δ    (t )Ts

δ    (t )Ts

s  T s2T0
(g)

t

m  (t )s

s  T s2T0

(i)

t

M  (ω)s
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g theorem states that a band-limited signal m(t) specified by Eq. (2.2) can be uniquely
from its values m(nTs) sampled at uniform interval Ts if Ts ≤ π/ωM = 1/(2fM). In fact, when
(t) is given by

(2.3)

wn as the Nyquist–Shannon interpolation formula and is also sometimes called the cardinal
mpling interval Ts = 1/(2fM) is called the Nyquist interval and the minimum rate fs = 1/Ts = 2fM

 the Nyquist rate.
n of the instantaneous sampling process and the sampling theorem is shown in Fig. 2.1. The
sform of the unit impulse train is given by [Fig. 2.1(d)]

(2.4)

e convolution property of the Fourier transform, the Fourier transform Ms(ω) of the ideal
al ms(t) is given by

(2.5)

otes convolution and we used the convolution property of the δ-function M(ω) ∗ δ(ω − ω0)

0). Thus, the sampling has produced images of M(ω) along the frequency axis. Note that
epeat periodically without overlap as long as ωs ≥ 2ωM or fs ≥ 2fM [Fig. 2.1(f)]. It is clear
(f) that we can recover M(ω) and, hence, m(t) by passing the sampled signal ms(t) through

-pass filter having frequency response

(2.6)

 π/Ts. Then

(2.7)

nverse Fourier transform of Eq. (2.6), we obtain the impulse response h(t) of the ideal low-

(2.8)

m t( ) m nTs( )
ωM t nTs–( )sin

ωM t nTs–( )
-------------------------------------

n=−∞

∞

∑=

F δTs
t( ){ } ωs δ ω nωs–( ) ωs

n=−∞

∞

∑ 2π/Ts= =

Ms ω( ) 1
2π
------ M ω( ) ∗ ωs δ ω nωs–( )

n=−∞

∞

∑=

1
Ts

----- M ω nωs–( )
n=−∞

∞

∑=

H ω( )
Ts, ω ωM≤

   0, otherwise



=

M ω( ) Ms ω( )H ω( )=

h t( )
ωMtsin

ωMt
-----------------=
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Taking the inverse Fourier transform of Eq. (2.7), we obtain
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(2.9)

 (2.3).
tion shown in Fig. 2.1(j) corresponds to the case where fs < 2fM. In this case, there is an
een M(ω) and M(ω − ωM). This overlap of the spectra is known as aliasing or foldover. When

 occurs, the signal is distorted and it is impossible to recover the original signal m(t) from
 signal. To avoid aliasing, in practice, the signal is sampled at a rate slightly higher than the
. If fs > 2fM, then, as shown in Fig. 2.1(f), there is a gap between the upper limit ωM of M(ω)
er limit ωs − ωM of M(ω − ωs). This range from ωM to ωs − ωM is called a guard band. As an
ech transmitted via telephone is generally limited to fM = 3.3 kHz (by passing the sampled

gh a low-pass filter). The Nyquist rate is, thus, 6.6 kHz. For digital transmission, the speech
sampled at the rate fs = 8 kHz. The guard band is then fs − 2fM = 1.4 kHz. The use of a

te higher than the Nyquist rate also has the desirable effect of making it somewhat easier to
w-pass reconstruction filter so as to recover the original signal from the sampled signal.

pling of Sinusoidal Signals

e is the sampling of a sinusoidal signal having the frequency fM. In this case, we require that
er than fs ≥ 2fM. To see that this condition is necessary, let fs = 2fM. Now, if an initial sample
he instant the sinusoidal signal is zero, then all successive samples will also be zero. This
voided by requiring fs > 2fM.

pling of Bandpass Signals

d signal m(t) is called a bandpass signal if its Fourier transform M(ω) satisfies the condition

(2.10)

2π f1 and ω2 = 2π f2 [Fig. 2.2(a)].
ling theorem for a band-limited signal has shown that a sampling rate of 2f2 or greater is

r a low-pass signal having the highest frequency f2. Therefore, treating m(t) specified by
 a special case of such a low-pass signal, we conclude that a sampling rate of 2f2 is adequate
ling of the bandpass signal m(t). But it is not necessary to sample this fast. The minimum

mpling rate depends on f1, f2, and the bandwidth fB = f2 − f1.
nsider the direct sampling of the bandpass signal specified by Eq. (2.10). The spectrum of
 signal is periodic with the period ωs = 2π fs, where fs is the sampling frequency, as in Eq. (2.4).
ig. 2.2(b) are the two right shifted spectra of the negative side spectrum M−(ω). If the
f the bandpass signal is achieved by passing the sampled signal through an ideal bandpass

m t( ) ms t( ) ∗ h t( )=

m nTs( )δ t nTs–( ) ∗ 
ωMtsin

ωMt
-----------------

n=−∞

∞

∑=

m nTs( )
ωM t nTs–( )sin

ωM t nTs–( )
-------------------------------------

n=−∞

∞

∑=

M ω( ) 0 except for
ω1 ω ω2< <
ω2 ω ω1–< <–




=
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g the frequency bands (−ω2, −ω1) and (ω1, ω2), it is necessary that there be no aliasing
om Fig. 2.2(b), it is clear that to avoid overlap it is necessary that

(2.11)

(2.12)

(2.13)

2π f1, ω2 = 2π f2, and k is an integer (k = 1, 2,…). Since f1 = f2 − fB, these constraints can be

(2.14)

(2.15)

al description of Eqs. (2.14) and (2.15) is illustrated in Fig. 2.3. The unshaded regions
ere the constraints are satisfied, whereas the shaded regions represent the regions where the

(a) Spectrum of a bandpass signal; (b) Shifted spectra of M−(ω).
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are not satisfied and overlap will occur. The solid line in Fig. 2.3 shows the locus of the
mpling rate. The minimum sampling rate is given by

(2.16)

e largest integer not exceeding f2/fB. Note that if the ratio f2/fB is an integer, then the minimum
e is 2fB. As an example, consider a bandpass signal with f1 = 1.5 kHz and f2 = 2.5 kHz. Here,

 1 kHz and f2/fB = 2.5. Then, from Eq. (2.16) and Fig. 2.3, we see that the minimum sampling
 f2 = 2.5 kHz, and allowable ranges of sampling rate are 2.5 kHz ≤ fs ≤ 3 kHz and fs ≥ 5 kHz (= 2f2).

ctical Sampling

the sampling of an analog signal is performed by means of high-speed switching circuits,
pling process takes the form of natural sampling or flat-top sampling.

ampling

pling of a band-limited signal m(t) is shown in Fig. 2.4. The sampled signal mns(t) can be

(2.17)

Minimum and permissible sampling rates for a bandpass signal.

2 2.5 3 4 5 6 7

k = 1

k = 2

k = 3

f f2 B/

min fs{ }
2f2

m
------=

mns t( ) m t( )xp t( )=
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is the periodic train of rectangular pulses with fundamental period Ts, and each rectangular
) has duration d and unit amplitude [Fig. 2.4(b)]. Observe that the sampled signal mns(t)
 sequence of pulses of varying amplitude whose tops follow the waveform of the signal m(t)
.
ier transform of xp(t) is

(2.18)

(2.19)

Fourier transform of mns(t) is given by

(2.20)

e see that the effect of the natural sampling is to multiply the nth shifted spectrum M(ω − nωs)
t cn. Thus, the original signal m(t) can be reconstructed from mns(t) with no distortion by

t) through an ideal low-pass filter if the sampling rate fs is equal to or greater than the Nyquist

Natural sampling.
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Sampling

 waveform, produced by practical sampling devices that are the sample and hold types, has
g. 2.5(c)]

(2.21)

s a rectangular pulse of duration d with unit amplitude [Fig. 2.5(a)]. This type of sampling
flat-top sampling. Using the ideal sampled signal ms(t) of Eq. (2.1), mfs(t) can be expressed as 

(2.22)

 convolution property of the Fourier transform and Eq. (2.4), the Fourier transform of mfs(t)

(2.23)

Flat-top sampling.

m (t )

m   (t )fs

t

t

t

0

0
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d

s−T s  T s2T

(a)

(b)

(c)

1

mfs t( ) m nTs( )p t nTs–( )
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∞

∑=
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∞
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Mfs ω( ) P ω( )Ms ω( ) 1
Ts
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∞
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(2.24)

.23) we see that by using flat-top sampling we have introduced amplitude distortion and
nd the primary effect is an attenuation of high-frequency components. This effect is known
re effect. The aperture effect can be compensated by an equalizing filter with a frequency

q(ω) = 1/P(ω). If the pulse duration d is chosen such that d  Ts, however, then P(ω) is
onstant over the baseband and no equalization may be needed.

pling Theorem in the Frequency Domain

g theorem expressed in Eq. (2.4) is the time-domain sampling theorem. There is a dual to
main sampling theorem, i.e., the sampling theorem in the frequency domain.
ited signals: A continuous-time signal m(t) is called time limited if

(2.25)

y-domain sampling theorem: The frequency-domain sampling theorem states that the Fourier
(ω) of a time-limited signal m(t) specified by Eq. (2.25) can be uniquely determined from
nωs) sampled at a uniform rate ωs if ωs ≤ π/T0. In fact, when ωs = π/T0, then M(ω) is given by

(2.26)

mmary and Discussion

g theorem is the fundamental principle of digital communications. We state the sampling
two parts.

. If the signal contains no frequency higher than fM Hz, it is completely described by specifying
ken at instants of time spaced 1/2fM s.

. The signal can be completely recovered from its samples taken at the rate of 2fM samples per
her.

ding sampling theorem assumes that the signal is strictly band limited. It is known that if a
d limited, it cannot be time limited, and vice versa. In many practical applications, the signal
d is time limited and, consequently, it cannot be strictly band limited. Nevertheless, we know
uency components of physically occurring signals attenuate rapidly beyond some defined
and for practical purposes we consider these signals band limited. This approximation of
by band limited ones introduces no significant error in the application of the sampling
en such a signal is sampled, we band limit the signal by filtering before sampling and sample

htly higher than the nominal Nyquist rate.

Terms

d signal: A signal whose frequency content (Fourier transform) is equal to zero above some
ed frequency.
gnal: A signal whose frequency content (Fourier transform) is nonzero only in a band of
ncies not including the origin.

P ω( ) d
ωd/2( )sin

ωd/2
-------------------------e jωd/2–=

<<

m t( ) 0 for t T0>=

M ω( ) M nωs( )
T0 ω nωs–( )sin

T0 ω nωs–( )
-------------------------------------

n=−∞

∞

∑=
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Flat-top sampling: Sampling with finite width pulses that maintain a constant value for a time period
less than or equal to the sampling interval. The constant value is the amplitude of the signal at the
desire

Ideal sampl
Nyquist rate

band 
Nyquist-Sha

terms
Sampling in
Sampling ra

of the
Time-limite

Reference
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Informat

3. Hsu, H.P
4. Hsu, H.P
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6. Jerri, A.J.

Proc. IEE

Further I
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d sampling instant. 
ed signal: A signal sampled using an ideal impulse train. 
: The minimum allowable sampling rate of 2fM samples per second, to reconstruct a signal

limited to fM hertz. 
nnon interpolation formula: The infinite series representing a time domain waveform in

 of its ideal samples taken at uniform intervals.
terval: The time between samples in uniform sampling.
te: The number of samples taken per second (expressed in Hertz and equal to the reciprocal
 sampling interval).
d: A signal that is zero outside of some specified time interval.

s

.L. Jr., First order sampling of bandpass signals—A new approach. IEEE Trans. Information
T-26(5), 613–615, 1980.
L. and Fitzgerald, R.M., Time-limited sampling theorem for band-limited signals, IEEE Trans.
ion Theory, IT-28(5), 807–809, 1982.
., Applied Fourier Analysis, Harcourt Brace Jovanovich, San Diego, CA, 1984.
., Analog and Digital Communications, McGraw-Hill, New York, 1993. 
 R., Restoring causal signals by analytical continuation: A generalized sampling theorem for
nals. IEEE Trans. Acoustics, Speech, and Signal Processing, ASSP-31(5), 1294–1298, 1983.

, The Shannon sampling theorem—Its various extensions and applications: A tutorial review,
E. 65(11), 1565–1596, 1977.

nformation

l review of the sampling theorem, historical notes, and earlier references, see Jerri [6].
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3
Pulse Code Modulation*

3.1 Introduction 
3.2 Generation of PCM 
3.3 Percent Quantizing Noise
3.4 Practical PCM Circuits 
3.5 Bandwidth of PCM
3.6 Effects of Noise
3.7 Nonuniform Quantizing: µ-Law and 

A-Law Companding
3.8 Example: Design of a PCM System 

roduction

odulation (PCM) is analog-to-digital conversion of a special type where the information
 the instantaneous samples of an analog signal is represented by digital words in a serial

me that each of the digital words has n binary digits, there are M = 2n unique code words that
 each code word corresponding to a certain amplitude level. Each sample value from the analog
ver, can be any one of an infinite number of levels, so that the digital word that represents
e closest to the actual sampled value is used. This is called quantizing. That is, instead of

act sample value of the analog waveform, the sample is replaced by the closest allowed value,
are M allowed values, and each allowed value corresponds to one of the code words. 
ry popular because of the many advantages it offers. Some of these advantages are as follows.

ively inexpensive digital circuitry may be used extensively in the system.

 signals derived from all types of analog sources (audio, video, etc.) may be time-division
plexed with data signals (e.g., from digital computers) and transmitted over a common high-
 digital communication system. 

ng-distance digital telephone systems requiring repeaters, a clean PCM waveform can be
erated at the output of each repeater, where the input consists of a noisy PCM waveform.
oise at the input, however, may cause bit errors in the regenerated PCM output signal.

oise performance of a digital system can be superior to that of an analog system. In addition,
obability of error for the system output can be reduced even further by the use of appropriate
g techniques.

antages usually outweigh the main disadvantage of PCM: a much wider bandwidth than
orresponding analog signal. 

ouch, L.W., II. 2001. Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
h permission.

ouch, II
Florida
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gnal is generated by carrying out three basic operations: sampling, quantizing, and encoding
). The sampling operation generates an instantaneously-sampled flat-top pulse-amplitude
(PAM) signal.
tizing operation is illustrated in Fig. 3.2 for the M = 8 level case. This quantizer is said to
ince all of the steps are of equal size. Since we are approximating the analog sample values
nite number of levels (M = 8 in this illustration), error is introduced into the recovered

og signal because of the quantizing effect. The error waveform is illustrated in Fig. 3.2c.
ing error consists of the difference between the analog signal at the sampler input and the
e quantizer. Note that the peak value of the error (±1) is one-half of the quantizer step
e sample at the Nyquist rate (2B, where B is the absolute bandwidth, in hertz, of the input
l) or faster and there is negligible channel noise, there will still be noise, called quantizing

e recovered analog waveform due to this error. The quantizing noise can also be thought
d-off error. The quantizer output is a quantized (i.e., only M possible amplitude values)

 signal is obtained from the quantized PAM signal by encoding each quantized sample value
l word. It is up to the system designer to specify the exact code word that will represent a
antized level. If a Gray code of Table 3.1 is used, the resulting PCM signal is shown in Fig. 3.2d

CM word for each quantized sample is strobed out of the encoder by the next clock pulse.
de was chosen because it has only 1-b change for each step change in the quantized level.

ly, single errors in the received PCM code word will cause minimum errors in the recovered
 provided that the sign bit is not in error.

TABLE 3.1 Three-Bit Gray Code for M = 8 Levels

Quantized Sample 
Voltage

Gray Code Word 
(PCM Output)

+7 110
+5 111
+3 101
+1 100

Mirror image except 
for sign bit

−1 000
−3 001
−5 011
−7 010

Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems,
6th ed., Prentice Hall, Upper Saddle River, NJ, p. 141. With permission.

A PCM transmitter. Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems, 6th
all, Upper Saddle River, NJ, p. 139. With permission.
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ave described PCM systems that represent the quantized analog sample values by binary
 Of course, it is possible to represent the quantized analog samples by digital words using
base 2. That is, for base q, the number of quantized levels allowed is M = qn, where n is
 of q base digits in the code word. We will not pursue this topic since binary (q = 2) digital
most commonly used. 

Illustration of waveforms in a PCM system. Source: Couch, L.W., II. 2001. Digital and Analog Com-
stems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 140. With permission.
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er at the PCM encoder produces an error signal at the PCM decoder output, as illustrated
he peak value of this error signal may be expressed as a percentage of the maximum possible

l amplitude. Referring to Fig. 3.2c, a peak error of 1 V occurs for a maximum analog signal
f M = 8 V, as shown in Fig. 3.1c. Thus, in general,

(3.1)

he peak percentage error for a PCM system that uses n bit code words. The design value of
 order to have less than P percent error is obtained by taking the base 2 logarithm of both
(3.1), where it is realized that log2(x) = [log10(x)]/log10(2) = 3.32 log10(x). That is,

(3.2)

he number of bits needed in the PCM word in order to obtain less than P percent error in
d analog signal (i.e., decoded PCM signal).

ctical PCM Circuits

ques are used to implement the analog-to-digital converter (ADC) encoding operation. These
ting or ramp, serial or successive approximation, and parallel or flash encoders.
nting encoder, at the same time that the sample is taken, a ramp generator is energized and
nter is started. The output of the ramp generator is continuously compared to the sample

 the value of the ramp becomes equal to the sample value, the binary value of the counter is
unt is taken to be the PCM word. The binary counter and the ramp generator are then reset
are ready to be reenergized at the next sampling time. This technique requires only a few
, but the speed of this type of ADC is usually limited by the speed of the counter. The Maxim
OS ADC integrated circuit uses this technique.

l encoder compares the value of the sample with trial quantized values. Successive trials
hether the past comparator outputs are positive or negative. The trial values are chosen first
s and then in small steps so that the process will converge rapidly. The trial voltages are

y a series of voltage dividers that are configured by (on-off) switches. These switches are
y digital logic. After the process converges, the value of the switch settings is read out as
rd. This technique requires more precision components (for the voltage dividers) than the

que. The speed of the feedback ADC technique is determined by the speed of the switches.
l Semiconductor ADC0804 eight-bit ADC uses this technique.
lel encoder uses a set of parallel comparators with reference levels that are the permitted
lues. The sample value is fed into all of the parallel comparators simultaneously. The high

 of the comparator outputs determines the binary PCM word with the aid of some digital
 a fast ADC technique but requires more hardware than the other two methods. The Harris
t-bit ADC integrated circuit is an example of the technique.

2P
100
-------- 1

M
----- 1

2n
-----= =

2n 50
P
-----=

n 3.32 log10
50
P
----- 

 ≥
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 to be converted to serial form for transmission over a two-wire channel. This is accomplished
arallel-to-serial converter integrated circuit, which is also known as a serial-input-output

The SIO chip includes a shift register that is set to contain the parallel data (usually, from 8
lines). Then the data are shifted out of the last stage of the shift register bit by bit onto a
t line to produce the serial format. Furthermore, the SIO chips are usually full duplex; that
 two sets of shift registers, one that functions for data flowing in each direction. One shift
erts parallel input data to serial output data for transmission over the channel, and, simul-
e other shift register converts received serial data from another input to parallel data that
 at another output. Three types of SIO chips are available: the universal asynchronous
smitter (UART), the universal synchronous receiver/transmitter (USRT), and the universal
/asynchronous receiver transmitter (USART). The UART transmits and receives asynchronous
he USRT transmits and receives synchronous serial data, and the USART combines both a
 USRT on one chip.
eiving end, the PCM signal is decoded back into an analog signal by using a digital-to-analog
AC) chip. If the DAC chip has a parallel data input, the received serial PCM data are first
 a parallel form using a SIO chip as described in the preceding paragraph. The parallel data
verted to an approximation of the analog sample value by the DAC chip. This conversion is
mplished by using the parallel digital word to set the configuration of electronic switches on
rrent (or voltage) divider network so that the analog output is produced. This is called a

DAC since the analog output voltage is directly proportional to the divider reference voltage
y the value of the digital word. The Motorola MC1408 and the National Semiconductor
ght-bit DAC chips are examples of this technique. The DAC chip outputs samples of the
alog signal that approximate the analog sample values. This may be smoothed by a low-pass

on filter to produce the analog output.
munications Handbook [6, pp 107–117] and The Electrical Engineering Handbook [5, pp
ve more details on ADC, DAC, and PCM circuits.

ndwidth of PCM

stion to ask is: what is the spectrum of a PCM signal? For the case of PAM signalling, the
 the PAM signal could be obtained as a function of the spectrum of the input analog signal
PAM signal is a linear function of the analog signal. This is not the case for PCM. As shown
nd 3.2, the PCM signal is a nonlinear function of the input signal. Consequently, the spectrum
signal is not directly related to the spectrum of the input analog signal. It can be shown that
 of the (serial) binary PCM signal depends on the bit rate, the correlation of the PCM data,
CM waveform pulse shape (usually rectangular) used to describe the bits [2, 3]. From Fig. 3.2,

is

(3.3)

e number of bits in the PCM word (M = 2n) and fs is the sampling rate. For no aliasing, we
 where B is the bandwidth of the analog signal (that is to be converted to the PCM signal).

ionality theorem [2, 3] shows that the bandwidth of the PCM waveform is bounded by

(3.4)

ity is obtained if a (sin x)/x type of pulse shape is used to generate the PCM waveform. The
m for the PCM waveform will depend on the pulse shape that is used as well as on the type

R nfs=

2B

BPCM
1
2
--R≥ 1

2
--nfs=
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ing. For example, if one uses a rectangular pulse shape with polar nonreturn to zero (NRZ)
the first null bandwidth is simply 

(3.5)

esents a tabulation of this result for the case of the minimum sampling rate, fs = 2B. Note
) demonstrates that the bandwidth of the PCM signal has a lower bound given by

(3.6)

 and B is the bandwidth of the corresponding analog signal. Thus, for reasonable values of
idth of the PCM signal will be significantly larger than the bandwidth of the corresponding

l that it represents. For the example shown in Fig. 3.2 where n = 3, the PCM signal bandwidth
ast three times wider than that of the corresponding analog signal. Furthermore, if the
f the PCM signal is reduced by improper filtering or by passing the PCM signal through a

has a poor frequency response, the filtered pulses will be elongated (stretched in width) so
corresponding to any one bit will smear into adjacent bit slots. If this condition becomes
 it will cause errors in the detected bits. This pulse smearing effect is called intersymbol
 (ISI).

ects of Noise

signal that is recovered at the PCM system output is corrupted by noise. Two main effects
 noise or distortion: (1) quantizing noise that is caused by the M-step quantizer at the PCM

and (2) bit errors in the recovered PCM signal. The bit errors are caused by channel noise as
oper channel filtering, which causes ISI. In addition, if the input analog signal is not strictly

Number of 
Quantizer 

Levels Used, M

Length of the 
PCM Word, n 

(bits)

Bandwidth of 
PCM Signal (First 
Null Bandwidth)a

Recovered Analog 
Signal Power-to-
Quantizing Noise 
Power Ratios (dB) 

(S/N)out

2 1 2B 6.0
4 2 4B 12.0
8 3 6B 18.1

16 4 8B 24.1
32 5 10B 30.1
64 6 12B 36.1

128 7 14B 42.1
256 8 16B 48.2
512 9 18B 54.2

1,024 10 20B 60.2
2,048 11 22B 66.2
4,096 12 24B 72.2
8,192 13 26B 78.3

16,384 14 28B 84.3
32,768 15 30B 90.3
65,536 16 32B 96.3

a B is the absolute bandwidth of the input analog signal. 
Source: Couch, L.W., II. 2001. Digital and Analog Communication Systems,

6th ed., Prentice Hall, Upper Saddle River, NJ, p. 144. With permission.

BPCM R nfs Hz= =

BPCM nB≥
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band limited, there will be some aliasing noise on the recovered analog signal [12]. Under certain assump-
tions, it can be shown that the recovered analog average signal power to the average noise power [2] is
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(3.7)

the number of uniformly spaced quantizer levels used in the PCM transmitter and Pe is the
of bit error in the recovered binary PCM signal at the receiver DAC before it is converted
 analog signal. Most practical systems are designed so that Pe is negligible. Consequently, if
hat there are no bit errors due to channel noise (i.e., Pe = 0), the S/N due only to quantizing

(3.8)

alues for these S/N ratios are given in Table 3.2.
 these S/N ratios, one critical assumption is that the peak-to-peak level of the analog waveform
to the PCM encoder is set to the design level of the quantizer. For example, referring to Fig. 3.2,
onds to the input traversing the range −V to +V volts where V = 8 V is the design level of
r. Equation (3.7) was derived for waveforms with equally likely values, such as a triangle
hat have a peak-to-peak value of 2V and an rms value of , where V is the design peak

quantizer.
actical viewpoint, the quantizing noise at the output of the PCM decoder can be categorized
es depending on the operating conditions. The four types are overload noise, random noise,

ise, and hunting noise. As discussed earlier, the level of the analog waveform at the input of
coder needs to be set so that its peak level does not exceed the design peak of V volts. If the
oes exceed V, the recovered analog waveform at the output of the PCM system will have flat
e peak values. This produces overload noise. The flat tops are easily seen on an oscilloscope,
overed analog waveform sounds are distorted since the flat topping produces unwanted
mponents. 
d type of noise, random noise, is produced by the random quantization errors in the PCM
r normal operating conditions when the input level is properly set. This type of condition

in Eq. (3.8). Random noise has a white hissing sound. If the input level is not sufficiently
N will deteriorate from that given by Eq. (3.8); the quantizing noise will still remain more
m.

ut level is reduced further to a relatively small value with respect to the design level, the error
ot equally likely from sample to sample, and the noise has a harsh sound resembling gravel
d into a barrel. This is called granular noise. This type of noise can be randomized (noise
ased) by increasing the number of quantization levels and, consequently, increasing the PCM
rnatively, granular noise can be reduced by using a nonuniform quantizer, such as the µ-
 quantizers that are described in Section 3.7.
h type of quantizing noise that may occur at the output of a PCM system is hunting noise.
 when the input analog waveform is nearly constant, including when there is no signal (i.e.,
For these conditions, the sample values at the quantizer output (see Fig. 3.2) can oscillate
 adjacent quantization levels, causing an undesired sinusoidal type tone of frequency 1/2fs

t of the PCM system. Hunting noise can be reduced by filtering out the tone or by designing
r so that there is no vertical step at the constant value of the inputs, such as at 0-V input for
l case. For the no signal case, the hunting noise is also called idle channel noise. Idle channel
 reduced by using a horizontal step at the origin of the quantizer output–input characteristic
vertical step as shown in Fig. 3.2.

S
N
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Recalling that M = 2n, we may express Eq. (3.8) in decibels by taking 10 log10(⋅) of both sides of the
equation,
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(3.9)

e number of bits in the PCM word and α = 0. This equation—called the 6-dB rule—points
ificant performance characteristic for PCM: an additional 6-dB improvement in S/N is
 each bit added to the PCM word. This is illustrated in Table 3.2. Equation (3.9) is valid for
ty of assumptions (such as various types of input waveshapes and quantification character-
ugh the value of α will depend on these assumptions [7]. Of course, it is assumed that there
rrors and that the input signal level is large enough to range over a significant number of
evels.
use Table 3.2 to examine the design requirements in a proposed PCM system. For example,
 enthusiasts are turning to digital audio recording techniques. Here, PCM signals are recorded
e analog audio signal to produce superb sound reproduction. For a dynamic range of 90 dB,
at at least 15-b PCM words would be required. Furthermore, if the analog signal had a
f 20 kHz, the first null bandwidth for rectangular bit-shape PCM would be 2 × 20 kHz ×
z. Consequently, video-type tape recorders are needed to record and reproduce high-quality
 signals. Although this type of recording technique might seem ridiculous at first, it is realized
ve high-quality analog recording devices are hard pressed to reproduce a dynamic range of
, digital audio is one way to achieve improved performance. This is being proven in the
 with the popularity of the digital compact disk (CD). The CD uses a 16-b PCM word and
ate of 44.1 kHz on each stereo channel [9, 10]. Reed–Solomon coding with interleaving is
ect burst errors that occur as a result of scratches and fingerprints on the compact disk.

nuniform Quantizing: µ-Law and A-Law Companding

 signals are more likely to have amplitude values near zero than at the extreme peak values
 example, when digitizing voice signals, if the peak value allowed is 1 V, weak passages may
 levels on the order of 0.1 V (20 dB down). For signals such as these with nonuniform
istribution, the granular quantizing noise will be a serious problem if the step size is not

amplitude values near zero and increased for extremely large values. This is called nonuniform
ince a variable step size is used. An example of a nonuniform quantizing characteristic is
g. 3.3.
t of nonuniform quantizing can be obtained by first passing the analog signal through a
 (nonlinear) amplifier and then into the PCM circuit that uses a uniform quantizer. In the
 type of compression characteristic is used. It is defined [11] by

(3.10)

llowed peak values of w1(t) are ±1 (i.e., |w1(t)| ≤ 1) and µ is a positive constant that is a
his compression characteristic is shown in Fig. 3.3(b) for several values of µ, and it is noted

 corresponds to linear amplification (uniform quantization overall). In the United States,
 Japan, the telephone companies use a µ = 255 compression characteristic in their PCM

e, the smooth nonlinear characteristics of Fig. 3.3b are approximated by piecewise linear
own in Fig. 3.3d for the µ = 255 characteristic [4]. Each chord is approximated by a uniform
ith 16 steps and an input step size that is set by the particular segment number. That is, 16

S
N
---- 

 
dB

6.02n α+=

w2 t( )
ln 1 µ w1 t( )+( )

ln 1 µ+( )
----------------------------------------=
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ing a half-width step on each side of zero) of width ∆ are used for Segment 1, 16 steps of
e used for Segment 2, 16 steps of width 4∆ for Segment 3, etc. The value of ∆ is chosen so
-scale value (last step of Segment 8) matches the peak value of the input analog signal. This
technique is now accepted worldwide for the µ = 255 characteristic. As shown in Fig. 3.3d,
t PCM code word consists of a sign bit that denotes a positive or negative input voltage,
 bits that denote the segment number, and four step bits that denote the particular step
egment. For more details, see the data sheet for the Motorola MC145500 series of PCM
able on the World Wide Web from Motorola Semiconductor Products at the company’s Web
ww.motorola.com.
ompression law, used mainly in Europe, is the A-law characteristic. It is defined [1] by

(3.11)

| < 1 and A is a positive constant. The A-law compression characteristic is shown in Fig. 3.3(c).
value for A is 87.6.

Compression characteristics (first quadrant shown). Source: Couch, L.W., II. 2001. Digital and Analog
on Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, pp. 148–149. With permission.

w2 t( )

A w1 t( )
1 Aln+
-------------------- , 0 w1 t( ) 1

A
---≤ ≤

1 A w1 t( )( )ln+
1 Aln+

--------------------------------------- ,
1
A
--- w1 t( ) 1≤ ≤






=
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mpression is used at the transmitter, expansion (i.e., decompression) must be used at the
put to restore signal levels to their correct relative values. The expandor characteristic is the
e compression characteristic, and the combination of a compressor and an expandor is called
r.
in, it can be shown that the output S/N follows the 6-dB law [2]

(3.12)

niform quantizing,

(3.13)

ciently large input levels* for µ-law companding

(3.14)

(Continued)

 1998 for a more complicated expression that is valid for any input level.

Code
words

bit

Segment 3
11010000

Code
words A total of

8 chords along
positive axis

Chord 4

Chord 3

Chord 2

Chord 1

11011111

Code
word

Sign
bit

Chord
bits

Step
bits

+ Full scale 1 000 0000
+ Zero 1 111 1111
− Zero 0 111 1111
− Full scale 0 000 0010

Positive
Input
VoltageSegment 8

(last segment)
16 steps
step size

128∆

Segment 3
16 steps
step size

4∆

Segment 2
16 steps
step size

2∆

Segment 1
16 steps

step size ∆

tive
ike
ve)

(d) m = 255 Quantizer

0

4∆

0 1 2 3 4 5 6 7

S
N
---- 

 
dB

6.02 α+=

α 4.77 20 V/xrms( )log–=

α 4.77 20 1 µ+( )ln[ ]log–≈
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w companding [7]

(3.15)

ber of bits used in the PCM word, V is the peak design level of the quantizer, and xrms is the
f the input analog signal. Notice that the output S/N is a function of the input level for the
ntizing (no companding) case but is relatively insensitive to input level for µ-law and A-law
, as shown in Fig. 3.4. The ratio V/xrms is called the loading factor. The input level is often
ding factor of 4 (12 dB) to ensure that the overload quantizing noise will be negligible. In
 gives α = −7.3 for the case of uniform encoding as compared to α = 0, which was obtained
 conditions associated with Eq. (3.8).

ample: Design of a PCM System

t an analog voice-frequency signal, which occupies a band from 300 to 3400 Hz, is to be
over a binary PCM system. The minimum sampling frequency would be 2 × 3.4 = 6.8 kHz.
the signal is oversampled, and in the U.S., a sampling frequency of 8 kHz is the standard
ce-frequency signals in telephone communication systems. Assume that each sample value
d by 8 b; then the bit rate of the PCM signal is

(3.16)

Output S/N of 8-b PCM systems with and without companding. Source: Couch, L.W., II. 2001. Digital
ommunication Systems, 6th ed., Prentice Hall, Upper Saddle River, NJ, p. 151. With permission.

α 4.77 20 1 Aln+[ ]log–≈

R fs samples/s( ) n b/s( )=

8k samples/s( ) 8 b/s( ) 64 kb/s= =

ress LLC



Referring to the dimensionality theorem [Eq. (3.4)], we realize that the theoretically minimum absolute
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(3.17)

ealized if the PCM waveform consists of (sin x)/x pulse shapes. If rectangular pulse shaping
absolute bandwidth is infinity, and the first null bandwidth [Eq. (3.5)] is

(3.18)

equire a bandwidth of 64 kHz to transmit this digital voice PCM signal where the bandwidth
al analog voice signal was, at most, 4 kHz. Using n = 8 in Eq. (3.1), the error on the recovered
l is ±0.2%. Using Eqs. (3.12) and (3.13) for the case of uniform quantizing with a loading

s, of 10 (20 dB), we get, for uniform quantizing,

(3.19)

3.12) and (3.14) for the case of µ = 255 companding, we get

(3.20)

s are illustrated in Fig. 3.4.

Terms

l interference: Filtering of a digital waveform so that a pulse corresponding to 1 b will
 (stretch in width) into adjacent bit slots.
tude modulation: An analog signal is represented by a train of pulses where the pulse
tudes are proportional to the analog signal amplitude.

odulation: A serial bit stream that consists of binary words which represent quantized
e values of an analog signal.

Replacing a sample value with the closest allowed value.

s
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L.W., II, Digital and Analog Communication Systems, 6th ed., Prentice Hall, Upper Saddle
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Bmin
1
2
--R 32 kHz= =

Bnull R
1
Tb

----- 64 kHz= = =

S
N
---- 

 
dB

32.9 dB=

S
N
---- 

  38.05 dB=
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cal design situations and applications of PCM transmission via twisted-pair T-1 telephone
ptic cable, microwave relay, and satellite systems are given in [2] and [3].
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4
Probabilities and

Random Variables

4.1 Introduction 
4.2 Discrete Probability Theory 

Counting Formulas • Axiomatic Formulas of Probability 
Theory • The Theorem of Total Probability and Bayes’ 
Theorem

4.3 The Theory of One Random Variable
Finding Probabilities from Density and Mass Functions • The 
Density or Mass Function of a Function of a Known Random 
Variable • Statistics of a Random Variable • Time Averages as 
Statistical Averages for Finite Power Waveforms

4.4 The Theory of Two Random Variables 
Definitions of Joint Distribution, Density, and Mass 
Functions • Finding Density and Mass Functions from Joint 
Functions • The Density (or Mass) Function of a Function of 
Two Random Variables • Statistics of Two Random 
Variables • Second-Order Time Averages for Finite Power 
Waveforms (FPW)

4.5 Summary and Future Study 
Special Terminology for Random Finite Power Waveforms

roduction

theory is presented here for those who use it in communication theory and signal processing
aveforms. The concept of sampling a finite power waveform, where a value of time t or n

 chosen over a long time and x(t) or x(n) is observed, is introduced early. All first- and
r time averages are visualized statistically. The topics covered with some highlights are as

ete probability theory. The definitions of probability and conditional probability and their
ation for outcomes of a random phenomenon using relative frequency and axiomatic for-
s are given. The theorem of total probability, which elegantly subdivides compound problems

eighted subproblems, is highlighted along with Bayes’ theorem.
heory of one random variable. The use of random variables allows for the solution of
bilistic problems using integration and summations for sequences. The bridge from theory

plications is very short as in the relationship between finding the density or mass function
function of a random variable and the communication problem of finding statistics of a

’s random output given statistics of its random input.
heory of two random variables. Joint distribution, density, and mass functions give com-
probabilistic information about two random variables and are the key to solving most

’Flynn
 University

ress LLC



    

applications involving continuous and discrete random waveforms and later random processes.
Again, the bridge from theory to application is short as in the relationship between finding the
densi
of fin
opera

 

4.2 Di

 

Probability 
comes which

    

any outcom

            

where 

 

N

 

, 

 

N

 

A

         

both 

 

A

 

 and 

    

required to 

     

Counting

 

A permutati

      

size 

 

k

 

 where
developed, p
These count

which is the

    

which is the 

       

and so on u

     

which is the

    

For exam

    

the first thre
three 0s, and

    

roll.
The only 

for the num

     

0967_frame_C04  Page 2  Tuesday, March 5, 2002  7:52 AM

©2002 CRC P
ty or mass function of a function of two random variables and the communication problem
ding statistics of a system’s random output when two random inputs are combined by
tions such as summing or multiplying (modulation).

screte Probability Theory

theory concerns itself with assumed random phenomena, which are characterized by out-
 occur with statistical regularity. These statistical regularities define the probability p(A) of

e A and the conditional probability of A given B, p(A/B) by

(4.1)

, NAB, and NB denote the total number of trials, those for which A occurs, those for which
B occur, and those for which B occurs, respectively. In order to use these definitions, it is
know counting theory or permutations and combinations.

 Formulas

on of size k is an ordered array of k objects and a combination of size k is a group or set of
 order of inclusion is immaterial. From four basic counting formulas, which are inductively
lus an understanding of counting factors, probabilities of complex outcomes may be found.
ing formulas are:

(4.2)

 number of permutations of size k from n different objects,

(4.3)

number of permutations of size n from a total of n objects of which n1 are identical of type 1
ntil nk are identical of type k, and

(4.4)

 number of permutations of size k from an infinite supply of a different types.
ple, there are (10)3 = 720 different possible results from a race with 10 competitors where only
e positions are listed, there are 56 different 8-bit words that can be formed from five 1s and
 there are 65 = 7776 different results from rolling a die five times and stating the result of each

formula used for combinations, which is the most versatile formula in counting, is

(4.5)

ber of combinations of size k from n different objects.

p A( ) NA

N
------

N→∞
lim= and p A/B( )

NAB

NB

---------
N→∞
lim=

Pn ,k n( )k n n 1–( ) … n k– 1+( )××= =

Pn ,n n1,n2,… ,nk( )
n!

n1!n2! … nk!××
----------------------------------------=

P∞ ,k a  types( ) a( )k=

Cn ,k

n

k 
  n( )k

k!
---------= =
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For example, given 52 balls which come in four colors with each color numbered from 1 to 13, we can
form

combination

combination
permutation
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s of size 5 where each contains three of one number and two of another number and

s of size 6 where each contains two each of three different numbers. Also, the number of
s of size 5 where each contains three of one number and two of another number is

oblem will be solved using the relative frequency definitions of probabilities and counting

 urn with 50 balls of which 20 are red and 30 have other colors. If a sample of size 6 is drawn
, find the following probabilities:

ly four red balls are drawn.
ly four red balls given at least three are red.

the case drawing the sample with and without replacement.

without replacement between draws:

13

1 
  12

1 
  4

3 
  4

2 
 

13

3 
  4

2 
  4

2 
  4

2 
 

13

1 
  12

1 
  4

3 
  4

2 
  5!

P exactly 4 red[ ]

20

4 
  30

2 
 

50

6 
 

----------------------=

or

20( )4 30( )2
6!

4!2!
----------

50( )6

------------------------------------ 0.13= =

actly 4 red)/ at least 3 red( )]

20

4 
  30

2 
 

50

6 
  30

6 
  30

5 
  20

1 
  30

4 
  20

2 
 ++–

--------------------------------------------------------------------------------------------=

or

20( )4 30( )2
6!

4!2!
----------

50( )6 30( )6 30( )5 20( ) 6!
5!1!
---------- 30( )4 20( )2

6!
4!2!
----------++–

-----------------------------------------------------------------------------------------------------------------------=

0.291=
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n, much philosophy is involved in this problem. In order to use the relative frequency
e imagine all of the balls are different and, from symmetry, know the answer is correct. In
hout replacement, we can consider drawing a sample of six balls at once or drawing one at
oting the result.

c Formulas of Probability Theory

 of probability state that a probability is between zero and one and that the probability
 of mutually exclusive outcomes is the sum of their probabilities. The axiomatic formulas

(4.6)

(4.7)

.7) may be extended for the intersection of n outcomes to give

(4.8)

tcomes are independent if 

(4.9)

 be extended to n outcomes. Let us now resolve part of Problem 1 using the axiomatic formulas.

out replacement:

utcome of exactly 4 red is the union of 6!/4! 2! mutually exclusive outcomes, each with the
 probability.

P exactly 4 red[ ]
204302 6!

4!2!
----------

50( )6
-------------------------- 0.4( )4 0.6( )2 6!

4!2!
---------- 0.138= = =

P exactly 4 red( )/ at least 3 red( )[ ]

20( )4 30( )2 6!
4!2!
----------

50( )6 30( )6 30( )5 20( ) 6!
5!2!
---------- 30( )4 20( )2 6!

4!2!
----------++–

-----------------------------------------------------------------------------------------------------------------------=

0.303=

P A/B( ) P AB( )
P B( )

----------------= if P B( ) 0≠

p AB( ) P A( )P B/A( )=

P Ai
i=1

n

∩ p A1( )p A2/A1( ) … p An  Ai
i=1

n−1

∩ 
 ××=

P AB( ) P A( )P B( ) or P A/B( ) P A( )= =

P exactly 4 red( )[ ] 20
50
----- 19

49
----- 18

48
----- 17

47
----- 30

46
----- 29

45
-----××××× 

  6!
4!2!
----------=
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fore.

rem of Total Probability and Bayes’ Theorem

lly elegant theorem which simplifies compound problems is Bayes’ Theorem, and we will
casual manner and note some applications.

orem(s)

random phenomenon where one trial consists in performing a trial of one of m random
 B1, B2,…,Bm where the probability of performing a trial of B1 is P(B1) and so on until P(Bm)
bility of performing a trial of Bm. Then, for any outcome A,

(4.10)

heorem of total probability. Using the axiomatic formula, we obtain

(4.11)

s’ theorem.

e random phenomenon of sampling the periodic waveform

wn plotted in Fig. 4.1. A value of time is uniformly chosen over a long time (or over exactly
 and x(t) is observed. First find

e the Bayesian space (B1, B2, B3) to denote sampling the portion, the x(t) = −1 portion, or
rtion, respectively, with probabilities p(B1) = 0.4, p(B2) = 0.2, and p(B3) = 0.4. If we let A be

0.2 < x(t) ≤ 2.3), then, using the theorem of total probability,

P exactly 4 red( )[ ] 0.4( )4 0.6( )2[ ] 6!
4!2!
----------=

P A( ) P B1( )P A/B1( ) P B2( )P A/B2( ) … P Bm( )P A/Bm( )+ + +=

P Bk/A( )
P Bk( )P A/Bk( )

∑i=1
m P Bi( )P A/Bi( )

-------------------------------------------=

x t( ) g t 5n–( )
n

∑=

P 0.2 x t( ) 2.3≤<–[ ]

P x t( ) from 
1
t
--  part 

    0.2 x t( ) 2.3≤<–( )

1
t
--

P A( ) P B1( )P A/B1( ) P B2( )P A/B2( ) P B3( )P A/B3( )+ +=

0.4
2 0.43–( )

2
----------------------- 0.2 0( ) 0.4

5 3.9–
5 3–

----------------+ + 0.534= =
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 theorem.

 Problem Solving

any probabilistic questions are asked about a random phenomenon, a structured outline is
 solution in three steps.
an appropriate event space or the sample description space of the phenomenon is listed. The
ription space is the set of finest grain, mutually exclusive, collectively exhaustive outcomes,
event space is a listing of mutually exclusive, collectively exhaustive outcomes. In step 2, a
is assigned to each outcome of the chosen space using the relative frequency or axiomatic
 step 3, any desired probabilities are found by using the axiomatic formulas.
ple, consider a seven-game playoff series between two teams A and B, which terminates when
 four games. Assume that for any game, P(A wins) = 0.6 and P(B wins) = 0.4. If our interest
ng the series lasts and who wins in how many games, then an appropriate event space is

xample, eB6 is the outcome B wins in exactly six games and 

 can find the probabilities for the other seven outcomes. Some problems which now can be
 are 

The periodic function for Problem 2.

-3 2 3 5 7 8 t

0.5

-2

-1

1

2

s

n

1
t

g(t)= , 0£ t£2

= -1, 2< t£3
= 2t-8, 3< t£5

1
t

-1 2t -8

p B1/A( ) 0.2 2 0.43–( )
0.534

------------------------------- 0.59= =

E eA4, eA5, eA6, eA7, eB4, eB5, eB6, eB7{ }=

p eB6( ) 0.4( )4 0.6( )2 5!
3!2!
---------- 0.092= =

P series lasts at least 6 games( )[ ] p eA6( ) p eA7( ) p eB6( ) p eB7( )+ + +=

P A wins in at most 6 games( )/ series lasts at least 5 games( )[ ]

p eA5[ ] p eA6[ ]+( ) p eAi( )
i=5

7

∑ p eBi( )
i=5

7

∑+
 
 
 

÷=
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4.3 The Theory of One Random Variable

A random v
a real numb

1. The c

2. The d

3. If app

Given a rand

Problem 3

Given the pe

of Fig. 4.1, l
FX(α) and fX

Solution
Observing x
sampling x(
theorem of 
found. In th
jumps. The 

Figure 4.3
the continu
functions. A

FIGURE 4.2

0.5
α2

2

0.5 1

0.5

FX1
(α)

fX1
(α)

2 − α−1

2

0967_frame_C04  Page 7  Tuesday, March 5, 2002  7:52 AM

©2002 CRC P
ariable X assigns to every outcome of the sample description space of a random phenomenon
er X(si). Associated with X are three very important functions:

umulative distribution function FX(α) defined by 

(4.12)

ensity function fX(α) defined by

ropriate, the probability mass function pX(α i) defined by pX(α i) = P[X = α i]. 

om phenomenon, finding FX(α), fX(α)∆α, or pX(α i) are problems in discrete probability.

riodic waveform 

et the random variable X describe sampling x(t) with a one-to-one mapping. Find and plot
(α).

(t) in Fig. 4.1, we will define X1 as sampling x(t) = 1/t, X2 as sampling x(t) = −1, and X3 as
t) = 2t − 8. Figure 4.2(a) shows the solution for (α) and (α) and Fig. 4.2(b) uses the
total probability to find FX(α) as 0.4 (α) + 0.2 (α) + 0.4 (α) and, similarly, fX(α) is
is case, X is said to be a mixed random variable as FX(α) changes both continuously and in
delta function allows for the inclusion of a point taking on a specific probability in fX(α).
 shows density or mass functions for four of the most commonly occurring random variables:

ous uniform and Gaussian density functions and the discrete binomial and Poisson mass
lso included are some statistics to be encountered later.

(a) FX(α) for x(t) in Fig. 4.1 for Problem 3 and (b) fX(α) for x(t) in Fig. 4.1.

FX α( ) P X α≤[ ],  ∞– α ∞< <=

fX α( ) d
dα
-------FX α( )=

x t( ) g t 5n–( )
n

∑=

FXi
fXi

FX1
FX2

FX3

(a)

(b)

α

α

α

αα α

α

1

−1

1

1
1

−2

1

−2 2

2− 2

0.25

2− 1− 0.5

2−

0.2
α2

0.2
α2

0.1 +

1− 0.5 2

FX2
(α) FX3

(α) FX(α)

fX2
(α) fX3

(α) fX(α)

0.1(α + 2) + 0.2
    + 0.2(2 − α−1)

0.1(α +  2)
0.1(α +  2) +  0.2

α + 2
2

0.1
0.2
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Finding P
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questions ab

Problem 4

Consider th
otherwise. F

Solution
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Problem 5

Given the pr
5, α i integer

Solution
1. A ske

FIGURE 4.3

FIGURE 4.4
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robabilities from Density and Mass Functions

 mass functions allow for the use of integration and summations to answer probabilistic
out a random variable. This is illustrated with two problems.

e density function fX(α) = e2α, − ∞ < α ≤ 0; fX(α) = 0.11(α  − 2), 2 ≤ α  ≤ 5; and fX(α) = 0
ind P[(−1.0 < X < 4.0)/(−X2 < −5)].

fX(α) is shown in Fig. 4.4. Using the axiomatic formula,

obability mass function pX(αi) = 0.01, −40 ≤ α1 ≤ −10, α i integer; pX(αi) = 0.10(0.9) , α i ≥
; and pX(αi) = 0 otherwise. Find (1) P[(|X| ≤ 20)/(X2 > 200)] and (2) pX[α i / (X2 > 200)].

tch of pX(αi) is shown in Fig. 4.5(a). Using the axiomatic formula,

Important density and mass functions.

Density function fX(α) for Problem 4.

2 5 a

fX(a) = e2a,               a < 0
         = 0.11(a-2),    2 < a < 5
         = 0,                   other

fX(a)

P 1.0– X 4.0< <( )/ X2– 5–<( )[ ]
0 ∫2.24

4 0.11 α 2–( )dα+

∫ ∞–

2.24–
0.5eαdα ∫2.24

5
0.11 α 2–( ) dα+

----------------------------------------------------------------------------------=

0.398=

αi

P X 20≤( )/ X2 200>( )[ ]
∑ 20–

15–
0.01 ∑15

20
0.10 0.9( )α i+

∑ 40–
15–

0.01 ∑15
∞

0.10 0.9( )α i+
------------------------------------------------------------- 0.156

0.467
------------ 0.34= = =
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Continuou

Consider th

In order to fi

For example

FIGURE 4.5
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ormulas for a finite geometric progression

or a geometric progression

used in the calculation.
econd solution is

s shown plotted in Fig. 4.5(b).

sity or Mass Function of a Function of a Known 
Variable

s Case

e problem: Given Y = g(X) where fX(α) is known, find fY(β). 

nd fY(β) directly, Leibnitz’s rule is used. Leibnitz’s rule states

(4.13)

, if 

Probability mass function pX(α i) and pX(α i /X2 > 200) for Problem 5.

α p

p=0

n

∑ 1 α n+1–( ) 1 α–( )÷=

α p

p=0

∞

∑ 1 α–( ) 1– , α 1<=

pX αi/ X2 200>( )( )
pX αi( )

P X2 200>[ ]
----------------------------- , αi

2 200>=

0, otherwise=

FY β( ) P g X( ) β≤[ ] fX α( )dα where g α( ) β≤
α∫= =

d
dβ
------ fX

k1 β( )

k2 β( )

∫ α( )dα fX k2 β( )( )k2′ β( ) fX k1 β( )( )k1′ β( )–=

fX α( ) 1

2πσ
--------------e

α−µ( )2

2σ2
------------------–

=

ress LLC



and Y = aX + b, where a > 0,

Using Leibn

which mean

Discrete C

The discrete
example, if Y

Problem 6

Given the p
otherwise, a

Solution

Range 1: 

Range 2: 

Statistics

The three m

β−b
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itz’s rule,

s Y is also Gaussian with µY = aµ + b and  = (aσ)2.

ase

 case is much more direct. If Y = g(x) where pX(α i) is known, then pY(βj) = pX(g−1(β)). For
 = X2, then pY(βj) = pX( ) + pX(− ).

robability mass function , −5 ≤ α i ≤ 30, α i integer, pX(α i) = 0
nd Y = |2X|, find pY(β j).

βj = 2, 4, 6, 8, 10 or βj = |2α i|, α i = ±1,…,±5,

βj = 12, 14,…,60, βj = 2α i, α i = 6, 30

 of a Random Variable

ost widely used statistics of a random variable are

FY β( ) P aX b β≤+[ ] fX α( ) dα
∞–

a
-----------

∫= =

fY β( ) 1

2πσ
--------------e

β−b−aµ( )2

2a
2σ2

----------------------------–
1
a
-- N aµ b, aσ( )2+( )= =

σY
2

βj βj

pX(αi) 0.096(0.9)
αi+5

=

Y 2X 2X, X 0≥= =
2X– , X 0<=

pY 0( ) 0.096 0.9( )5=

pY βj( ) 0.096 0.9( )
βj+10

2
--------------

0.9( )
βj+10–

2
-----------------

+=

pY βj( ) 0.096 0.9( )
βj+10

2
--------------

=

X αfX α( )dα
∞–

 ∞

∫=

or

αipX αi( )
α i

∑=

X2 α2fX α( )dα
∞–

 ∞

∫=

or

αi
2pα αi( )

α i

∑=
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e mean or average value, the mean squared value, and the variance, respectively. The formulas
 a relative frequency interpretation based on a large number of trials of a phenomenon.
r statistics are defined by

led moments and central moments, respectively. General expressions for higher order statistics
d using the moment generation function M(t) defined by 

(4.14)

 for n ≥ 1. In Fig. 4.3, moment generating functions plus  and  are given for the
ussian, binomial, and Poisson random variables.

rages as Statistical Averages for Finite Power Waveforms

s Waveforms

er waveform is defined as one for which

average definition for some first-order time averages are

(4.15)

erage and mean squared value, respectively.

σX
2 X X–( )2 α X–( )2

fX α( )dα
∞–∫ X2 X( )2

–= = =

mn Xn αnfX α( )dα
∞

 ∞

∫= =

or

αi
npX αi( )

αi

∑=

X X–( )n α X–( )n
fX α( )dα

∞–

 ∞

∫=

or

α X–( )n
pX αi( )

αi

∑=

M t( ) etX e
tαipX αi( )

αi

∑= =

or

etαfX α( )dα
∞–

 ∞

∫=

Mn 0( ) X σX
2

Pav
1

2T
------ x2 t( ) dt

T–

 T

∫T→∞
lim=

x̃ t( ) 1
2T
------

T→∞
lim x t( ) dt and

˜x2t
T–

T

∫ 1
2T
------

T→∞
lim x2 t( ) dt

T–

T

∫= =
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Applying 

shown in Fi

We will now

    

long time an

         

to show 

and

 

FIGURE 4.6

                                            

and 

 

p

 

X

 

(

 

α

 

i

 

) fo

    

~ ~

x(t) = ∑ g(t − 3n)
n

fX(α)g(t) = −1 + 2t,        0 ≤ t ≤ 2
       = 1,                 2 < t < 3
       = 0,                 other
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these definitions to the periodic waveform

g. 4.6(a), it is easy to find the average and mean squared values,

 interpret these averages statistically. Let the random variable X describe sampling t over a
d observing x(t). The density function fX(α) is shown plotted in Fig. 4.6(a), and it is easy

(a) Waveform x(t) = ∑n g(t − 3n) and fX(α) for sampling x(t), and (b) waveform x(n) = ∑k g(n − 3k)
r sampling x(n).

3

1

−1 2 3

1

−1 + 2t −1 + 2(t + 3)

−1 1 3

1
6

x(n) = ∑ g(n − 3k)
k

pX(αi)

1
3

(a)

g(n) = 3δ(n) − δ(n − 1) + 2δ(n − 2)

−2 −1
−1

1 2 3 4 5 6

2

3

−1 2 3 αi

(b)

~ ~

1
3

x t( ) g t 3n–( )
n

∑=

x̃ t( ) 1
3
-- x t( ) dt

0

3

∫ 1
3
-- 1– 2t+( ) dt

0

2

∫ 1 dt
2

3

∫+ 1.0= = =

x̃2 t( ) 1
3
-- 1– 2t+( )2 dt

0

2

∫ 1 dt
2

3

∫+ 1.89 and σx t( )
2 0.89= = =

x̃ t( ) X α 1
6
-- dα

1–

3

∫ α 1
3
--δ α 1–( )dα

∞–

∞

∫+ 1.0= = =

x̃2 t( ) X2 α2 1
6
-- dα

1–

3

∫ α2 1
3
--δ α 1–( )dα

∞–

∞

∫+ 1.89= = =
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The general formula for any first-order statistic is
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(4.16)

aveforms

er discrete waveform is one for which 

average definitions for some first-order time averages are

(4.17)

erage and mean square value, respectively. Applying these definitions to the periodic wave-

g. 4.6(b), it is easy to find the average, mean square, and variance of x(n),

 variable X describes uniformly choosing an integer n, − N ≤ n ≤ N and observing x(n), then
l definition for any first-order time average  is 

ntical to Eq. (4.16). PX (α i) is shown in Fig. 4.6(b),  =  = 3( ) + (−1)( ) + 2( ) = 1.33,
  = 9( ) + 1( ) + 4( ) = 4.67 as before.

aveforms

er random or noise waveform is defined as being nondeterministic and such that statistics
tion or of the whole waveform exist. Often, x(t) or x(n) is represented by a formula involving
dom variables,

g̃ x t( )( ) g α( )fX α( )dα
∞–

∞

∫=

Pav
1

2N 1+
---------------- x2 n( )

n=−N

N

∑
N→∞
lim=

˜x n( ) 1
2N 1+
---------------- x n( )

−N

N

∑
N→∞
lim and x̃2 n( ) 1

2N 1+
---------------- x2 n( )

−N

N

∑
N→∞
lim= =

x n( ) g n 3k–( )
k=−∞

∞

∑=

˜x n( ) 1
3
-- 3 1–( ) 2+ +[ ] 1.33= =

x̃2 n( ) 1
3
-- 9 1 4+ +[ ] 4.67 and σx n( )

2 4.67 1.78– 2.89= = = =

g̃(x(n))

g̃ x n( )[ ] g X( ) g α( )fX α( ) dα∫= =

or

g αi( )pX αi( )∑=

x̃(n) X 1
3
-- 1

3
--

1
3
--

X2 1
3
-- 1

3
-- 1

3
--

x t( ) f t, r. vs( ) or x n( ) f n, r. vs( )= =
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where “r. vs”

is a periodic
joint density
each with 

A section

where g(n) =
α ≤ 2; (α

If X descr
discretely un
pX(α i) may 

Any time

Two simple 

FIGURE 4.7

g(t)

2

4

−2 −1−1

g(

pAi
(α)

0.6 A−2 = 1
A−1 = 1

A = 1 A3= 1
x(t) = ∑ An g(t − n)

p

fAi
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 denotes “random variables.” For example, 

 function with each period weighted by a value statistically determined by the density or
 functions for the As. Consider when g(t) = 2, 0 ≤ t ≤ 1, and T0 = 1 and the As are independent,
(1) = 0.6 and (0) = 0.4.

 of x(t) may be as shown in Fig. 4.7(a). Consider 

 4δ(n) − δ(n − 1) and the As are independent random variables each with (α) = 0.5, 0 ≤
) = 0 otherwise. A typical section of x(n) may appear as in Fig. 4.7(b).
ibes sampling x(t) or x(n) where t is uniformly chosen −T < t < T and x(t) observed or n is
iformly chosen −N ≤ n ≤ N and x(n) observed, then, as T or N approach infinity, fX(α) or

be found.
 average may be found by the statistical formula (4.16)

examples will be used for demonstration.

The random waveforms: (a) x(t) = ∑n An g(t − n) and (b) x(n) = ∑k Ak g(n − 2k).

1

1 2 3

n) fAi(α)

1

0.5

2

0.4

10

α

1

A0= 0 A2= 0
1 2 3 4 5−2 −1

~ ~ ~ ~

2

x(n) = ∑ Ak g(n − 2k)

2A−1
2A0

2A1
2A2

2A4

−0.5A−1 −0.5A1
−0.5A2

2 4 6 8

4

8

−2

~ ~
n

(a)

(b)

x t( ) Ang t nT0–( )
n=−∞

∞

∑=

Ai
pAi

x n( ) Akg n 2k–( )
k

∑=

fAi

g̃ x t( )( ) or g̃ x n( )[ ] g α( )fX α( ) dα
∞–

 ∞

∫=

or

g αi( )pX αi( )
αi

∑=
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Problem 7

Given the ra

where g(t) =
variables wit

Solution
Figure 4.8(a
values unifo
of total prob

FIGURE 4.8

g(t)

3

-4

fAi(a)
x(t) = åAn g(t - 3n)

n
6

1
9

fX

d(n

1

-3

1
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ndom waveform

 3, 0 ≤ t ≤ 2; g(t) = −4, 2 < t ≤ 3; g(t) = 0 otherwise and the As are independent random
h (α) = , −1 ≤ α ≤ 2; (α) = 0 otherwise, find fX(α), , and .

) shows a plot of a typical section of x(t). We notice the front two units of a pulse take on
rmly from −3 to 6 and the last unit takes on that value multiplied by −1.33. Using the theorem
ability, fX(α) = (α) + (α) where X1 and X2 describe sampling the first two and last

The random waveform of (a) Problem 7 and fX(α) and (b) Problem 8 and pX(α i).

2 3 t -1 2 2 3 6 t

3A0

3A1

3A2

-4A0

-4A1

-4A2

4

-3

-8

1
(a) fX2

(a)

1
12 1

36

fX(a) =      fX1
(a)  +      fX2

(a)
2
3

1
3

)

pAi(a)

0.3

0.7

x(n) = åAk d(n - k)
k

A
-1 =1

A3 =0
0 1 1 2 3 4 5 6 7 8 n

~ ~~ ~

pX(ai)

0.3

0.7

1

(a)

(b)

3

2
27

+

1
36 2

27

6 -8 4 -8 -3 4 6 a

a

1

Ai = 0.5

Ai = 12

x t( ) Ang t 3n–( )
n

∑=

fAi

1
3
-- fAi

x̃(t) x̃2(t)

2
3
-- fX1

1
3
-- fX2
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unit of a pulse, respectively. The density function fX(α) is shown in Fig. 4.8(a) and it is easy to find;
 =  = (3 ) + (−4 ) = 0.33 and  = = (9  + (16 ) = 11.33.

Problem 8

Given the ra

where the A
 and 

Solution
Figure 4.8(b

Finally, le

The Squar

Consider a n
the density f

find fY(β) fo

Solution

and by Leib

which is the

4.4 Th

Definitio

Given a rand
space onto a
and Y :

This is the j

is the joint d

is the joint m

x̃(t) X 2
3
-- Ai

1
3
-- Ai x̃2(t) X

2 2
3
-- Ai

2 1
3
-- Ai

2

x̃(t) x̃2
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ndom waveform 

s are independent random variables with (1) = 0.7 and (0) = 0.3, find pX(α i),
.

) shows a plot for a typical section of x(n) and pX(α i).  =  = (1)0.7 and  =  = 0.7.
t us consider an application for the density function of a known random variable.

e Wave Detector

oise waveform input to a system where the output and input are related by y(t) = x2(t). If
unction for sampling the input x(t) is

r sampling the output y(t).

nitz’s rule

 famous chi-squared density function.

e Theory of Two Random Variables

ns of Joint Distribution, Density, and Mass Functions

om phenomenon, two random variables X and Y map every point of the sample description
n α–β plane via X(si) and Y(si). The following important functions are associated with X

(4.18)

oint cumulative distribution function.

(4.19)

ensity function and

(4.20)

ass function when appropriate.

x n( ) Akδ n k–( )
k

∑=

pAi
pAi

(t)

x̃(n) X x̃2(t) X2

fX α( ) 1

2π σ
----------------e

α µ–( )2

2σ2
--------------------–

=

FY β( ) 2
1

2π σ
----------------e

α−µ( )2

2σ2
------------------–

dα
0

 β

∫=

fY β( ) 2

2π σ
----------------e

β−µ( )
2

2σ
----------------------–

0.5 β( ) 0.5–=

FXY α, β( ) P X α≤( ) ∩ Y β≤( )[ ]= , ∞ α ∞, ∞ β ∞< <–≤<–

fXY α, β( ) ∂ 2

∂α∂β
--------------  FXY α, β( )=

pXY αi, βj( ) P X αi=( ) Y βj=( )∩[ ]=
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Finding FXY(α, β), fXY (α, β) ∆α ∆β, or pXY(α i, β j) are problems in discrete probability theory. Knowing
fXY(α, β) and pXY(αi, β j) or FXY(α, β), it is possible to answer any probabilistic question about X and Y,
X given a co
to derive sta

where the tw

and

The use of t

Finding D

Problem 9

Given fXY(α,
and fX(α /(Y

Solution
The region f

FIGURE 4.9

α 
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ndition on Y, or Y given a condition on X. The following are some formulas which are easy
rting from a statement with probabilistic meaning:

(4.21)

(4.22)

o missing limits of integration are: all α such that g(α) < C1,

(4.23)

(4.24)

hese formulas involves detailed attention and care with different ranges.

ensity and Mass Functions from Joint Functions

 β) = −0.0010β, 0.2β ≤ α ≤ −0.2β, −20 ≤ β ≤ −8; fXY(α, β) = 0 otherwise. Find and plot fY(β)
 = β)).

or which fXY(α, β) is defined is shown in Fig. 4.9(a). Using

(a) Region for fXY(α, β) for Problem 9 and (b) fY(β) and fX(α /(Y = β)).

fX α( ) fXY α, β( )dβ , pY βj( )
∞–

 ∞

∫ pXY αi, βj( )
βj

∑= =

fY β/g X( ) C1<( )
∫fXY α, β( ) dα

∫ ∞–
∞ ∫fXY α, β( )dα dβ

-------------------------------------------------=

pX αi/Y
2 25≤( )

∑βj= 5–
5

pXY αi, βj( )

∑αi
∑βj= 5–

5
pXY αi, βj( )

------------------------------------------------=

fY β/X α=( )
fXY α, β( )

fX α( )
----------------------- all β when X α= =

fY β( ) fXY α, β( ) dα
∞–

 ∞

∫=

− 4 − 1.6 41.6

− 8

− 20

α

β

= 0.2β α = − 0.2β

fXY(α, β) = − 0.0010β

− 8− 20 β

 0.00040β2

fY(β)

0.2β − 0.2β α

fX(α/Y = β)

(a) (b)

−2.5
β
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we obtain th
Range 1: 

The density 

Problem 1

Given pXY(α
pX(α i) and p

Solution
The region f

Range 1: 

using the fo

Looking at F

FIGURE 4.10
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e following. 
−20 ≤ β ≤ −8

functions are plotted in Fig. 4.9(b).

0

i, β j) = 0.0033|βj|, −α i ≤ β j ≤ αi, 6 ≤ α i ≤ 20, both integer, pXY(α i, β j) = 0 otherwise, find

X(α i/(Y = β j)) for −20 ≤ β j ≤ −6. Are X and Y independent?

or which pXY(α i, β j) is defined is shown in Fig. 4.10(a).
6 ≤ α i ≤ 20

rmula for an arithmetic progression. Otherwise, pX(α i) = 0.

ig. 4.10(a), for the region when −20 ≤ βj ≤ −6, the formula

(a) Region for pXY(α i, β j) for Problem 10 and (b) pX(α i/(Y = β j)).

fY β( ) 0.0010β dα–
0.2β

 0.2β–

∫ 0.0004β 2, 20 β 8–≤ ≤–= =

0 otherwise, and=

fX α/Y β=( )
fXY α, β( )

fY β( )
----------------------=

0.0010β–
0.0004β2
---------------------- 2.5–

β
---------- , 0.2β α 0.2β–< <= =

for any β, 20 β 8–≤ ≤–

0 otherwise=

pX αi( ) 0.0033 βj

βj=−αi

αi

∑ 2 0.0033βj

1

αi

∑= =

0.0033 2( )
αi 1+( )αi

2
------------------------ 0.0033 αi 1+( )αi= =

pX αi/Y βj=[ ]
pXY αi, βj( )

pY βj( )
--------------------------=

pY βj( ) pXY αi, βj( )
αi

∑=
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becomes

and

This conditi
all α i, then X

The Den

Continuou

Given Z = g

where the li
By Leibni

Problem 1

Given fXY(α,

Solution
Figure 4.11 
= γ as γ  var
= γ. FZ(γ) = 

FIGURE 4.11

pX αi/(
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onal mass function is plotted in Fig. 4.10(b). Since pX(α i /(Y = βj)) does not equal pX(α i) for
 and Y are not independent.

sity (or Mass) Function of a Function of Two Random Variables

s Case

(X, Y) where fXY(α, β) is known, fZ(γ ) is found as 

(4.25a)

mits on the double integral satisfy g(α, β) ≤ γ .
tz’s rule, Eq. (4.25a) becomes, for the case Z = aX + bY,

(4.25b)

1

 β) = 0.25; 0 ≤ β ≤ 2α, 0 < α < 2; fXY(α, β) = 0 otherwise, find fZ(γ) when Z = Y − 2X.

shows the region for which fXY(α, β) is defined. If we visualize the family of curves β − 2α
ies, − ∞ < γ  < ∞, we note FZ(γ) is the weighed integral of all points to the right of β − 2α
0, γ  < −4, and FZ(γ) = 1, γ  > 0.

(a) Region of fXY(α, β) for Problem 11 and (b) fZ(γ), Z = Y − 2X.

pY βj( ) pXY αi, βj( )
αi=−βj

20

∑ 0.0033 21 βj+( ) βj–( )= =

Y βj= )
0.0033 βj–( )

0.0033 21 βj+( ) βj–( )
-------------------------------------------------- 1

21 βj+
---------------- , βj– αi 20, any βj, 20 – ≤ βj ≤ 6–≤ ≤= =

0 otherwise.=

fZ γ( ) d
dγ
------FZ γ( ) d

dγ
------ fXY α, β( )dα dβ∫∫= =

fZ γ( ) C1 fXY α, g1 α, γ( )( )dα
∞–

 ∞

∫=

or

C2 fXY g2 β, γ( ), β( )dβ
∞–

 ∞

∫=

4

2

β

α

β = 2α β − 2α = γ (γ + 4)

fZ(γ)

0.5

−4 γ

(a) (b)

1
8

ress LLC



In genera

Observing F

which is sho
An impor

fX(α) fY(β) f

which is the
β ≤ 3, fXY(α, 

, −1 ≤ β ≤
and fY(β) an

Discrete C

Given Z = g

for all α i, β j

FIGURE 4.12

1
81

fX(α)

fX+Y(γ)

3

−1
−3

β

1
4
--

0967_frame_C04  Page 20  Tuesday, March 5, 2002  7:54 AM

©2002 CRC P
l, FZ(γ) = dα and using Leibnitz’s rule

ig. 4.11(a),

wn in Fig. 4.11(b). 
tant situation occurs when X and Y are independent random variables or when fXY(α, β) =

or all α, β. In this case, if Z = X + Y, then

(4.26)

 convolution of the two density functions. For example, if fXY(α, β) = , −3 ≤ α ≤ 5, −1 ≤
β) = 0 otherwise, then it is easy to find fX(α) = , −3 ≤ α ≤ 5, fX(α) = 0 otherwise and fY(β) =
 3, fY(β) = 0 otherwise. Also, X and Y are independent. Figure 4.12 shows fXY(α, β), fX(α),
d gives the convolution of fX(γ) with fY(γ).

ase

(X, Y) where pXY(α i, β j) is known,

 such that g(α i, β j) = γi . For example, if Z = XY,

Function fZ(γ) by convolution when fXY(α, β) = ; −3 ≤ α ≤ 5, −1 ≤ β  ≤ 3, and Z = X + Y.

32
fXY  =  

(8 − γ)
fY(β)

−3

−1

5

3

5 α

β

α

8−4 4 γ
1
4

(γ + 4)1
8

1
8

0.5

1
32
-----

∫ ∞–
∞ ∫ ∞–

2α+γ fXY α, β( ) dβ( )

fZ γ( ) fXY α, 2α γ+( )dα
∞–

∞

∫=

fZ γ( ) 0.25 dαγ
2
--–

2

∫=

1
8
-- γ 4+( ), 4– γ 0< <=

fZ γ( )  =  fX γ( ) ∗ fY γ( ) fX γ β–( )fY β( )dβ
∞–

∞

∫=

or

fX α( )fY γ α–( )dα
∞–

∞

∫=

1
32
-----

1
8
--

pZ γ i( ) pXY αi, βj( )
αi

∑
βj

∑=

pZ γ i( ) pXY αi, 
γ i

αi

----- 
 

αi

∑ pXY

γ i

βj

---- , βj 
 

βj

∑= =
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2

i, β j) = , 1 ≤ α i ≤ ∞, −1 ≤ βj ≤ 1, both integers, pXY(α i, β j) = 0 otherwise, and Z =
1) pZ(γi) directly and (2) if X and Y are independent, find pZ(γi) using discrete convolution.

tch of the region for which pXY(α i, β j) exists is shown in Fig. 4.13. Since Z = X + Y, then,
 Z = γi,

ill use the latter formula as βj has only three values:

or the range γi ≥ 2,

e 4.13(b) shows pZ(γ i) plotted.
asy to show that pX(α i) = , α i ≥ 1 and is zero otherwise and

(a) Region of pXY(α i) for Problem 12 and (b) pX(α i), pY(γ i − α i), pX+Y (γ i), Z = X + Y.

1 2 3 4 α

αi + βj = 0
αi + βj = γ i

γ i

(0.5)αi

~ ~

1
3

~ ~

(0.5)αi

0 1 2 3 4 5 6

0.17

pY(γi − αi)

γi − 1 γi + 1

1.17(0.5)γi   for  γi ≥ 2

1 2 α

α

γ

(a) (b)

pX+Y(γi)

1
3

1
3
-- (0.5)

αi

pZ γ i( ) pXY αi, γ i αi–( )
αi

∑ pXY γ j βj– , βj( )
βj

∑= =

pZ 0( ) pXY 1, 1–( ) 1
6
--= =

pZ 1( ) 1
3
-- 1

2
-- 

 
2 1

2
-- 

 + 1
4
--= =

pZ γ i( ) pXY γ i βj,  βj–( ) 1
3
-- 1

2
-- 

 
γ i−1 1

2
-- 

 
γ i 1

2
-- 

 
γ i+1

+ +=
βj=−1

1

∑=

7
6
-- 1

2
-- 

 
γ i

1.17 0.5( )
γ i= =

0.5( )
αi

pY βj( ) 1
3
-- 0.5( )

αi

1

∞

∑ 1
3
-- , 1– βj 1;≤ ≤= =

0, otherwise=
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Since pXY(α i, β j) = pX(α i)pY(β j), then X and Y are independent and

which
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(4.27)

 is the discrete convolution of pX(γ i) with pY(γ i). We will use

e range γ i < 0, pZ(γi) = 0 as pY(γi − αi) has not reached αi = 1. pZ(0) = ( ) = , pZ(1) = ( )
 = , and

 of Two Random Variables

ith two random variables X and Y, the general second-order moment is

(4.28)

 second-order central moment LXY =  is similarly defined. The two most
of these are the correlation RXY =  and the covariance LXY = . Associated
tatistics, a two-dimensional moment generating function is defined:

t generating function is particularly useful for obtaining results for jointly Gaussian random

rder Time Averages for Finite Power Waveforms (FPW)

tocorrelation function for a deterministic or random finite power waveform (FPW) is

(4.29)

(4.30)

ol is used to distinguish them from the fundamental ensemble definition for Rxx(τ) or Rxx(k)
dom processes.

pZ γ i( ) pX γ i βj–( )pY βj( ) or pX αi( )pY γ i αi–( )
αi

∑
βj

∑=

pZ γ i( ) pX αi( )pY γ i αi–( )
αi

∑=

1
3
-- 1

2
-- 1

6
-- 1

3
-- 1

4
--

1
4
--

pZ γ i( ) 0.5( )
αi

γ i−1

γ i+1

∑ 1
3
-- 7

6
-- 0.5( )

γ i 1.17 0.5( )
γ i, γ i 2.≥= = =

Mp ,q XpYq α pβ qfXY α, β( ) dα dβ
∞–

∞

∫∞–

∞

∫= =

or

αi
pβj

qpXY αi, βj( )∑∑=

(X X)–
p
(Y Y)–

q

XY (X X– )(Y Y )–

M s, t( ) esX+tY esα +tβ fXY α, β( ) dα dβ
∞–

∞

∫∞–

∞

∫= =

XpY q δ p+q

δs( )p δl( )q
------------------------M s, t( )|s=t=0=

R̃xx τ( ) ˜x t( )x t τ+( ) 1
2T
------ x t( )x t τ+( ) dt

T–

 T

∫T→∞
lim= =

R̃xx k( ) ˜x n( )x n k+( ) 1
2N 1+
---------------- x n( )x n k+( )

n=−N

N

∑
N→∞
lim= =
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These time-average definitions may be assigned an equivalent statistical interpretation. For a contin-
uous FPW x(t), X and Y describe uniformly sampling x(t) at t and t + τ  and observing X = x(t) and Y =
x(t + τ). For

where x(ti) i

For a discre
x(n) and Y =

where x(ni) 

To clarify th
uniformly to
also note Eq

Two illust

Problem 1

Consider th

where g(n) =
(1) = 

Solution
A typical se
(−3)2 + (1)2 
to zero = −1

Problem 1

Consider th

pAi
pA
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 N trials as N → ∞,

(4.31)

s the value of x(t) on the ith trial, or

(4.32)

te FPW x(n), X and Y describe uniformly sampling x(n) at n and n + k and observing X =
 x(n + k). For N trials as N → ∞,

(4.33)

is the value of x(n) on the ith trial, or

(4.34)

e relative frequency notation of Eq. (4.31) or (4.33), for example, on the sixth trial, t is chosen
 obtain t6 and x(t6)x(t6 + τ) and n is chosen uniformly to obtain n6 and x(n6)x(n6 + k). We
s. (4.32) and (4.34) are identical.
rative problems will be solved.

3

e discrete random waveform

 3δ(n) − δ(n − 1) and the As are independent random variables, each with mass function
(−1) = 0.5. Find .

ction of x(n) is shown in Fig. 4.14(a). Using formula (4.34) for ,  = [(3)2 +
+ (−1)2]  = 5.0,  = [3(−1) + (−3)(1)]  + [(1)(−3) + (1)(3)]  + other terms adding
.5, and  = 0 for all |k| > 1.  is shown plotted in Fig. 4.14(b).

4

e continuous random waveform

R̃xx τ( ) 1
N
---- x ti( )x ti τ+( )

i=1

N

∑
N→∞
lim=

R̃xx τ( ) ˜x t( )x t τ+( ) XY= =

αβfXY α, β( ) dα dβ∫∫=

                or

αiβjpXY αi, βj( )∑∑=

R̃xx k( ) 1
N
---- x ni( )x ni k+( )

i=1

N

∑
N→∞
lim=

R̃xx k( ) ˜x n( )x n k+( ) XY= =

αβfxy α, β( ) dα dβ∫∫=

or

αiβjpXY αi, βj( )∑∑=

x n( ) Akg n 2k–( )
k

∑=

i
R̃xx(k)

R̃xx(k) R̃xx(0)
1
4
-- R̃xx( 1)± 1

4
-- 1

8
--

R̃xx(k) R̃xx(k)

x t( ) Ang t n–( )
n

∑=
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where g(t) =
, 0 ≤ α ≤ 2

Solution
A typical sec

 = 1 fo
For 0 < τ

FIGURE 4.14

FIGURE 4.15

g(n)

3

−1

pAi
(αi)

3

x(n) = ∑ Ak g(n − k)
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1
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 1, 0 ≤ t ≤ 1; g(t) = 0 otherwise and the As are independent random variables with (α) =
, (α) = 0 otherwise. Find .

tion of x(t) is shown in Fig. 4.15(a). Since the As are independent,  = 1,  = 1.33, and
r all . Observing Fig. 4.15(a), we obtain the following.
 < 1:

(a) A typical section of x(n) for Problem 13 and (b) .

(a) A typical section of x(t) for Problem 14 and (b) .

n

0.5

−1 1 αi
−2 −1 2 4 6 n

−3 A3 = −1

−1−2−3 1 2 3

−1.5

5.0

k

R
~

XX(k)

(a)

(b)

R̃XX ˜x n( )x n k+( ) XY= =

2

1.33

−1

) fAi
(α) Ai = 1

Ai  = 1.332

1
2

α

x(t) = ∑ An g(t − n)

1

−1 1 2 3 4 50

2

−1 1

t

τ

A0

A−1
A2

~ ~

RXX(τ)

(a)

(b)

R̃XX τ( )

fAi

fAi
R̃xx(τ)

Ai Ai
2

i j≠

R̃xx τ( ) Ai
2 1 τ–( ) AiAi+1τ+=

1.33 0.33τ–=
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 by symmetry.  is shown plotted in Fig. 4.15(b). We also note that the same
ained when the As are independent and (α) or (α) are such  = 1 and  = 1.33.
 different waveforms have the same autocorrelation function.

mmary and Future Study

s of probability and random variable theory were presented as a prerequisite to the study of
cesses and communication theory. Highlighted were the concepts of finding first- and second-
verages statistically, by uniformly sampling a continuous random finite power waveform at
 t + τ or discretely uniformly sampling a random finite power discrete waveform at n or at
. The illustrative problems chosen were simple. When ergodic random processes are later
, the time averages for any one member of the ensemble will be equivalent to corresponding
erages. A future task is to approximate time averages on a computer. Here, from a section
m T with its values sampled every τ seconds, an estimate for the autocorrelation function
ier transom SXX( f ) called the power spectral density will be found.

Terms

 distribution, density and mass function: FX(α) = P[X ≤ α], fX(α) = d/dα FX(α), pX(αi) =
 α i]. Other noted distribution or density functions are: total signal energy or total signal
 vs. frequency, corresponding to FX(α); energy or power spectral density vs. frequency,
ponding to fX(α); total signal power vs. frequency for a periodic waveform, corresponding
α) for a discrete random variable.
ution, density and mass function: FXY(α, β) = P[(X ≤ α)  (Y ≤ β)], fXY(α, β) = /
, β), pXY(α i, β j) = P[(X = α i)  (Y = β j)].

 variables X and Y: X(si) and Y(si) jointly map each outcome of the SDS onto an α–β plane.
P(A) is the statistical regularity of A, P(A/B) is the statistical regularity of A based only on

when B occurs, axiomatically P(A) = p(si) if  and sisj = 0, . P(A/B) =
/P(B) if 
enomenon: An experiment which, when performed many times N, yields outcomes that
 with statistical regularity as .
iable X: X(si) maps the outcomes of the SDS onto a real axis.
ription space (SDS): A listing of mutually exclusive, collectively exhaustive, finest grain

mes.

erminology for Random Finite Power Waveforms

r waveform:

R̃xx τ( ) AiAj 1= =

) R̃xx τ( )= R̃xx τ( )
fAi

pAi
Ai Ai

2

∩ ∂ 2 ∂α ∂β
∩

∑i=1
n

A sii=1

n∪= i j≠
P(B) 0.≠

N ∞→

Pav
lim

T→∞
 

1
2T
------ x2 t( )dt

T–

T

∫=

or

lim
N→∞

 
1

2N 1+
---------------- x2 n( ) exists.

n= N–

N

∑=
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 noted first-order statistics are  or  = ,  or  =  and  = .
ling a waveform: Uniformly choosing t and observing X = x(t) and Y = x(t + τ) or discretely
mly choosing n and observing X = x(n) and Y = x(n + k).
waveform: For a continuous waveform uniformly choosing a value of time over a long
 and observing X = x(t); for a discrete waveform discretely uniformly choosing n, −N ≤ n

ver a long time 2N + 1 and observing x(n). The random variable X describes x(t) or x(n).
er time averages:

atistically 

ost noted second-order statistics are , the time autocorrelation
on, and/or  or , the covariance function.

s

r, and Derman. 1994. Probability Models and Applications, Macmillan, New York.
 1982. Probabilities, Random Variables and Random Processes, Wiley, New York.
 1965. Probability, Random Variables and Stochastic Processes, McGraw-Hill, New York.
60. Modern Probability Theory and Its Applications, Wiley, New York.

4. A First Course in Probability, Macmillan, New York.

nformation

tant topics were omitted or only briefly mentioned here. The bivariate Gaussian or normal
 function is given an excellent treatment in Olkin, Gleser, and Derman [1994, Chap. 12].
 finding the density function of a function of two known random variables can be extended.
finding the joint density function for U and V, each defined as a function of two known

iables X and Y, is well handled in Olkin, Gleser, and Derman [1994, Chap. 13]. Finally, the
l transformation problem of finding the joint density function of m random variables, each
 linear combination of n known jointly Gaussly random variables, is given in Chap. 9 of
82].

g̃ x t( )( ) lim
T→∞

 
1

2T
------  g x t( )( ) dt

T–

T

∫ g α( )fx α( )dα
∞–

∞

∫= =

g̃ x n( )( ) lim
N→∞

 
1

2N 1+
----------------  g x n( )( )

N–

N

∑ g α( )fx α( )dα
∞–

∞

∫= =

x̃(t) x̃(n) X x̃2(t) x̃2(n) X2 σX
2

(X X)–
2

˜g x t( ), x t τ+( )[ ] g X,Y( ) lim
T→∞

 
1

2T
------ g x t( ), x t τ+( )[ ]dt

T–

T

∫= =

˜g x n( ), x n k+( )[ ] g X,Y( ) 1
2N 1+
----------------

N→∞
lim=  g x n( ), x n k+( )[ ]

N
∑=

g X, Y( ) g α, β( )fXY α, β( )dα dβ∫∫=

or

g αi, βj( )pXY αi, βj( )∑∑=

R̃xx τ( ) or R̃xx k( ) XY=
L̃xx τ( ) L̃xx k( ) X X–( ) Y Y–( ) XY XY–= =
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5
Random Processes,

Autocorrelation, and
Spectral Densities

5.1 Introduction 
5.2 Basic Definitions
5.3 Properties and Interpretation
5.4 Baseband Digital Data Signals
5.5 Coding for Power Spectrum Control 
5.6 Bandpass Digital Data Signals
5.7 Appendix: The Poisson Sum Formula

5.1 Introduction

The modeling of signals and noise in communication systems as random processes is a well-established
and proven tradition. Much of the system performance characterization and evaluation can be done in
terms of a few low-order statistical moments of these processes. Hence, a system designer often needs to
be able to evaluate mean values and the autocorrelation of a process and the cross correlation of two
processes. It is especially true in communication system applications that a frequency-domain-based
evaluation is often easier to perform and interpret. Therefore, a knowledge of spectral properties of
random processes is valuable.

More recently, engineers are finding that modeling of typical communication signals as cyclostationary
(CS) processes, rather than stationary processes, more accurately captures their true nature and permits
the design of more effective signal processing operations. In the book edited by Gardner [1994], several
authors describe applications that have benefited from the exploitation of cyclostationarity. Although
these processes are nonstationary, frequency-domain methods prove to be very effective, as in the stationary
case. 

Another notion that is becoming well accepted by communication engineers is the utility of complex-
valued representations of signals. Accordingly, all of the results and relations presented here will be valid
for complex-valued random processes.

5.2 Basic Definitions

We consider the random process, x(t), defined as a set of jointly distributed random variables {x(t)}
indexed by a time parameter t. If the set of values of t is the real line, we say the process is a continuous-
time process. If the set of values is the integers, we call the process a discrete-time process. The mean and
autocorrelation of the process are given by the expected values E[x(t)] and E[x(t1)x ∗ (t2)], respectively.

Lew E. Franks
University of Massachusetts
©2002 CRC Press LLC



 

                                                                                                                                                
In dealing with cyclostationary processes, it is often more convenient to define an autocorrelation function
in terms of a simple transformation on the t1 and t2 variables; namely, let t = (t1 + t2)/2 and τ = t1 − t2

denote the mean value and difference of t1 and t2. Accordingly, we define the autocorrelation function
for the process as

(5.1)

A process is cyclostationary, in the wide sense, with period T if both the mean and autocorrelation are
periodic in t with period T. Hence, for a cyclostationary process CS(T), we can write*

(5.2)

(5.3)

Equation (5.3) results from an application of the Poisson sum formula (see Appendix), where 
is the Fourier transform of cxx(t, τ) with respect to the t variable; that is,

(5.4)

hence,

(5.5)

is the mth Fourier coefficient for the t-variation in Rxx(t, τ). It is called the cyclic autocorrelation function
for x(t) with cycle frequency m/T [Gardner, 1989]. Note that the cxx(t, τ) function in Eq. (5.3) is not
uniquely determined by the autocorrelation; only a discrete set of values of its Fourier transform are
specified, as indicated in Eq. (5.3). Nevertheless, the notation is useful because the cxx(t, τ) function arises
naturally in modeling typical communication signal time-sequential formats that use sampling, scanning,
or multiplexing. The pulse amplitude modulation (PAM) signal discussed in Section 5.4 is a good
example of this.

A frequency-domain characterization for the CS(T) process is given by the double Fourier transform
of Rxx(t, τ).

(5.6)

where Cxx(ν, f ) is the double Fourier transform of cxx(t, τ); hence, it is the Fourier transform, with respect
to the τ-variation, of the cyclic autocorrelation. It is called the cyclic spectral density for the cycle frequency
m/T. Notice that Eq. (5.6) is a set of impulse fences located at discrete values of n in the dual-frequency
(n, f ) plane. The impulse fence at ν = 0 has a special significance as the (one-dimensional) power spectral

*All summation indices will run from −∞ to ∞ unless otherwise indicated. The same is true for integration limits.

Rxx t, t( ) E x t t/2+( )x∗ t t/2–( )[ ]=

mx t( ) E x t( )[ ] Mx m( )e j2pmt/T

m
∑= =

Rxx t, t( ) Tcxx t kT, t–( )
k
∑=

c̃xx
m
T
---- , t 

  e j2pmt/T

m
∑=

c̃xx(n, t)

c̃xx n, t( ) cxx t, t( )e j2p nt–  dt∫=

c̃xx m/T, t( ) 1
T
---  Rxx t, t( )e j2pmt/T–  dt

0

T

∫=

Sxx n, f( ) Rxx t, t( )e j2p nt+ft( )–  dt dt∫∫=

Cxx
m
T
---- , f 

  d n m
T
----– 

 
m
∑=
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density of the process. The other impulse fences characterize the correlation between signal components
in different spectral regions. The physical significance of these concepts is discussed in the next section.

A process is wide-sense stationary (WSS) if the mean and autocorrelation are independent of the t
variable, that is, if only the m = 0 terms in Eqs. (5.2) and (5.3) are nonzero. For the WSS process, we
write the autocorrelation function as

(5.7)

since the cyclic autocorrelation is nonzero only for a cycle frequency of n = 0. The power spectral density
of the process is simply the Fourier transform of Rxx(τ):

(5.8)

A CS(T) process can be converted to a WSS process by phase randomization. Let x′(t) = x(t − θ) where
the time shift θ is a random variable which is independent of the other parameters of the process. Then
the mean and autocorrelation of the new process are obtained by convolution, with respect to the t
variable, with the probability density function pθ(⋅) for the θ variable. Letting pθ(⋅) denote the Fourier
transform of pθ(⋅), we have

(5.9a)

(5.9b)

which indicates that phase randomization tends to suppress the cyclic components with cycle frequencies
different from zero. In fact, for a uniform distribution of θ over a T-second interval, only the m = 0 terms
in Eq. (5.9) remain; hence, x′(t) is WSS. Using the Poisson sum formula, we see that any pθ(σ) satisfying
∑k pθ(σ − kT) = 1/T makes Pθ(m/T) = 0 for m ≠ 0, hence making x′(t) WSS.

It is important to note [from Eq. (5.5)] that the autocorrelation of the phase-randomized process is
the same as the time average of the autocorrelation of the original CS(T) process [Franks, 1969].

For a WSS discrete-time process a(k), where k is an integer, we write the mean and autocorrelation as

(5.10a)

(5.10b)

The power spectral density of the discrete-time process is the discrete-time Fourier transform (DTFT) of
the autocorrelation function; that is,

(5.11)

which is always a periodic function of f with a period of 1/T. A case of frequent interest is when the a(k)
are uniformly spaced sample values of a continuous-time WSS random process. Suppose a(k) = y(kT),
then using the alternate form of the Poisson sum formula (Appendix), we have Raa(m) = Ryy(mT) and

(5.12)
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In communication system applications, the a(k) sequence usually represents digital information to be
transmitted, and the WSS assumption is reasonable. In some cases, such as when synchronizing pulses
or other header information are added to the data stream, the a(k) sequence is more appropriately
modeled as a cyclostationary process also. The examples we consider here, however, will assume that a(k)
is a WSS process

5.3 Properties and Interpretation

Many interesting features of a random process are revealed when the effects of a linear transformation
on the first- and second-moment statistics are examined. For this purpose, we use linear transformations
which are a combination of frequency shifting and time-invariant filtering, as shown in Fig. 5.1. The
exponential multipliers (modulators) provide the frequency shifts, and the filters with transfer functions
H1( f ) and H2( f ) provide frequency selective filtering. If H1( f ) and H2( f ) are narrowband low-pass filters,
each path of the structure in Fig. 5.1 can be regarded as a sort of heterodyne technique for spectrum
analysis. The cross-correlation between the outputs of the two paths provides further useful character-
ization of the input process.

The cross-correlation function for a pair of jointly random complex processes is defined as

(5.13)

Substituting the indicated expressions for y(t) and z(t) in Fig. 5.1 and using Eq. (5.3) for the autocorre-
lation of the x(t) process, we can derive the following general expression for the cross-correlation:

(5.14)

First, we consider the case where H1( f ) = H2( f ) = B( f ), which is a very narrowband low-pass analysis
filter. Let B(0) = 1 and let ∆ denote the noise bandwidth of the filter given by

(5.15)

Hence, an ideal low-pass filter with a rectangular gain shape and a cutoff frequency at f = ∆/2 has a noise
bandwidth of ∆. On the other hand, a low-pass filter resulting from averaging a signal over the last T0 s,
that is, one with an impulse response b(t) = 1/T0 in 0 < t < T0 and zero elsewhere, has a noise bandwidth

FIGURE 5.1 Conceptual apparatus for analysis of random processes.
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of ∆ = 1/T0. Whatever kind of analysis filter we want to use, we shall consider the results as ∆ approaches
zero so that we can assume that factors of the form B(f + m/2T)B∗ (f − m/2T) which will appear in Eq.
(5.14) will vanish except for m = 0.

For example, let f1 = f2 = −f0. Then we see that both paths in the figure are identical, so that z(t) = y(t) and

(5.16)

because only the m = 0 term in Eq. (5.14) is nonzero under these conditions. Note also that y(t) is WSS,
and its mean-squared value (also called the power of the process) is given by

(5.17)

This expression, valid for small ∆, gives the power in x(t) due to components in a narrow band centered
at a frequency of f0. This provides the motivation for calling Sxx( f ) = Cxx(0, f ) the power spectral density
of the x(t) process. Note that our spectrum analyzer gives the same results for a CS(T) process and its
phase-randomized WSS version because of the time averaging inherent in the B( f ) analysis filter.

Now, keeping the same low-pass filters, H1( f ) = H2( f ) = B( f ), let f0 = −( f1 + f2)/2 and n/T = (f2 − f1),
so that the mean value of the two analysis frequencies is f0 and their difference is an integer multiple of
1/T. Then, only the m = n term in Eq. (5.14) is nonzero and we have the following expression for the
cross correlation of the y(t) and z(t) processes:

(5.18)

for small ∆. Thus, a physical significance of the cyclic spectral density, defined implicity in Eq. (5.6), is
that it represents the correlation that exists between spectral components separated by the cycle frequency.
Note that no such spectral correlation exists for a WSS process. This spectral correlation is used to
advantage in communication systems to extract timing or synchronization information or to eliminate
certain kinds of interference by means of periodically time-varying filtering of signals [Gardner, 1994]. 

Equation (5.14) is useful to establish many other useful relationships. For example, let x(t) be WSS
and let f1 = f2 = 0, then y(t) and z(t) are jointly WSS and the cross-spectral density is

(5.19)

and so, if H1( f ) = H2( f ), then z(t) = y(t) and the power spectral density of a filtered WSS process is given by

(5.20)

whereas letting H2( f ) = 1 makes z(t) = x(t) so that the cross-spectral density of the input and output of
a filtered WSS process is

(5.21)

If  for all f, then Syz( f ) = 0, indicating that spectral components in nonoverlapping
frequency bands are always uncorrelated. This is a fundamental property of all WSS processes.
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5.4 Baseband Digital Data Signals

Perhaps the most basic form of mapping from a discrete-time data sequence {a(k)} into a continuous-
time signal x(t) for transmission over a communication channel is baseband pulse amplitude modulation.
The mapping uses a single carrier pulse shape, g(t), and is a linear function of the data, which we will
assume is a WSS discrete-time process [Eq. (5.10)].

(5.22)

The x(t) process is CS(T) with

(5.23a)

(5.23b)

By inspection, the cxx (t, τ) function in Eq. (5.3) is

(5.24)

so that the cyclic autocorrelation is

(5.25)

Note that the strength of the cyclic autocorrelations (equivalently, the amount of spectral correlation)
depends strongly on the amount of overlap of G( f ) and its frequency-translated versions. Data carrier
pulses are often sharply bandlimited, with excess bandwidth factors not exceeding 100%. A pulse with
100% excess bandwidth is bandlimited to the frequency interval | f | < 1/T. In this case, x(t) has cycle
frequencies of 0 and ±1/T only. Note also that an excess bandwidth of less than 100% means that G(n/T) =
0 for n ≠ 0 so that the mean of the PAM signal [Eq. (5.23a)] is constant.

Using time averaging to get the power spectrum of the PAM signal, we can write

(5.26)

where

(5.27)

is the time-ambiguity function for the data pulse, g(t) [Franks, 1969]. Its Fourier transform is |G( f )|2,
called the energy spectral density of the pulse. Hence, taking the Fourier transform of Eq. (5.26), the
power spectral density of the PAM signal is

(5.28)

which nicely separates the influence of the pulse shape from the correlation structure of the data.
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Although it may not be apparent from Eq. (5.28), the power spectrum expression may contain δ-function
terms, which represent nonzero concentrations of power at a discrete set of frequencies. In order to make
evident the discrete part of the power spectrum, we express the continuous part of the spectrum as the
Fourier transform of the autocovariance function, which is the autocorrelation of the zero-mean process,
x′(t) = x(t) − mx(t). Then

(5.29)

where

(5.30)

and

(5.31)

Now, performing the time averaging, the power spectrum is expressed as

(5.32)

The second term in Eq. (5.32) is the discrete part of the spectrum. Notice that there are no discrete
components for zero-mean data  or if the data pulse has less than 100% excess bandwidth (G(n/T)
= 0 for n ≠ 0). For zero-mean independent data, pulse amplitudes are uncorrelated and the power
spectrum is simply

(5.33)

where  is the data variance.
A more general format for baseband data signals is to use a separate waveform for each data symbol

from the symbol alphabet. Familiar examples are frequency-shift keying (FSK), phase-shift keying (PSK),
and pulse-position modulation (PPM). For the binary alphabet case, [a(k) � {0, 1}], the format is basically
PAM. Using waveforms g0(t) and g1(t) to transmit a zero or one, respectively, we have

(5.34)

which can be rewritten, using d(t) = g1(t) − g0(t), as

(5.35)

which is a periodic fixed term plus a binary PAM signal. Let p = Pr[a(k) = 1] =  and let P11(m) denote
the conditional probability, Pr[a(k + m) = 1|a(k) = 1], then with a′(k) = a(k) − ,

(5.36)
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and carrying out the calculations, the power spectral density is

(5.37)

where the second term gives the discrete components. Note that the strength of the discrete components
depends only on the mean value of the data and not the correlation between data symbols. 

To generalize the preceding result to an M-ary symbol alphabet for the data, we write

(5.38)

with am(k) � {0, 1} and, for each k, only one of the am(k) is nonzero for each realization of the process.
Then, calculating the autocorrelation function, we find that cxx(t, τ) in Eq. (5.3) can be expressed as

(5.39)

We assume that the data process can be modeled as a Markov chain characterized by a probability
transition matrix Pmn(i) giving the probability that am (i + j) = 1 under the condition that an( j) = 1. We
further assume the process is in a steady-state condition so that it is WSS. This means that the symbol
probabilities, pn = Pr[an( j) = 1], must satisfy the homogeneous equation

(5.40)

and all of the transition matrices can be generated by recursion:

(5.41)

Now, calculation of the autocorrelation can proceed using E[am (i + j)an( j)] = qmn(i) in Eq. (5.39), where

(5.42)

Taking the DTFT of the qmn(i) sequence

(5.43)

we arrive at a remarkably compact expression for the power spectral density of this general form for the
baseband data signal

(5.44)
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The power spectrum may contain discrete components. The continuous part of the spectrum can be
extracted by replacing the qmn(i) in Eqs. (5.42–5.44) by qmn(i) − pmpn. Then, the remaining part is the
discrete spectrum given by

(5.45)

For the special case of independent data from symbol to symbol, the probability transition matrix takes
on the special form Pmn(i) = pm for each m and each i > 1; that is, all columns are identical and consist
of the set of steady-state symbol probabilities. In this case, the continuous part of the power spectrum is

(5.46)

and the discrete part is the same as in Eq. (5.45).
As an example of signalling with M different waveforms and with independent, equiprobable data,

consider the case of pulse position modulation where

(5.47)

The resulting power spectrum is

(5.48)

where

The continuous part of the spectrum will be broad because pulse widths will be narrow (on the
order of T/M s duration) for a reliable determination of which symbol was transmitted. Note,
however, that the spectrum has nulls at multiples of 1/T due to the shape of the Q( f ) factor in Eq.
(5.48).

5.5 Coding for Power Spectrum Control

From Eq. (5.28) or (5.44), we see that that the shape of the continuous part of the power spectral density
of data signals can be controlled either by choice of pulse shapes or by manipulating the correlation
structure of the data sequence. Often the latter method is more convenient to implement. This can be
accomplished by mapping the data sequence into a new sequence by a procedure called line coding [Lee
and Messerschmitt, 1988]. The simpler types of line codes are easily handled by Markov chain models.
As an example, we consider the differential binary (also called NRZI) coding scheme applied to a binary
data sequence. Let a(k) � {0, 1} represent the data sequence and b(k) the coded binary sequence. The
coding rule is that b(k) differs from b(k − 1) if a(k) = 1, otherwise b(k) = b(k − 1). This can also be
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expressed as b(k) = [b(k − 1) + a(k)]mod2. Letting q = Pr[a(k) = 1], the probability transition matrix
can be expressed as

(5.49)

from which it follows that the steady-state probabilities for b(k) = 1 or 0 [Eq. (5.40)] are given by p =
1 − p = 1/2, regardless of the uncoded symbol probability q. Because the columns of a transition matrix
sum to 1, the evolution of the transition probability [Eq. (5.41)] can be written as a single scalar equation
which, in this case, is a first-order difference equation with an initial condition of P11(0) = 1.

(5.50)

Using P11(i) = P11(− i), the solution is

(5.51)

Supposing that the transmitted signal is binary PAM using the b(k) sequence, that is,

(5.52)

then, taking the DTFT of Eq. (5.51) and using Eq. (5.32), the power spectral density becomes [Franks,
1969]

(5.53)

where the spectrum shaping function is

(5.54)

It is sometimes stated that differential binary (NRZI) coding does not alter the shape of the power
spectrum. We see from Eq. (5.54) that this is true only in the case that the original data are equiprobable
(q = 1/2). As shown in Fig. 5.2, the shaping factor Q( f ) differs greatly from a constant as q approaches
0 or 1. Note, however, that the spectrum of the coded signal depends only on the symbol probability q
and not the specific correlation structure of the original data sequence.

A more practical line coding scheme is bipolar coding, also called alternate mark inversion (AMI). It is
easily derived from the differential binary code previously discussed. The bipolar line signal is a ternary
PAM signal

(5.55)

where c(k) = 0 if a(k) = 0 and c(k) = +1 or −1 if a(k) = 1, with the two pulse polarities forming an
alternating sequence; that is, a positive pulse will always be followed by a negative pulse and vice versa.
Hence, the bipolar code can be expressed in terms of the differential binary code as

(5.56)
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which itself is a form of partial response coding [Lee and Messerschmitt, 1988; Proakis and Salehi, 1994].
The autocorrelation function for c(k) is easily expressed in terms of the autocorrelation for b(k),

(5.57)

and since 

(5.58)

we get

(5.59)

and, taking the DTFT of Rcc(m), the power spectral density for the bipolar signal is

(5.60)

where

Since , the spectrum has no discrete components, which can be a substantial
practical advantage. The spectral shaping factor Q( f ), shown in Fig. 5.3, produces spectral nulls at f = 0
and f = 1/T. This was used to advantage in early wire-cable PCM systems to mitigate the effects of no
low-frequency transmission and the effects of increased crosstalk between wire pairs at the higher
frequencies. Note that the spectrum shape is still dependent on data symbol probability but not on the
correlation structure of the data.

Another simple line code, found useful in optical and magnetic recording systems, is the Miller code,
whose power spectrum can be determined with a four-state Markov chain [Proakis and Salehi, 1994].

FIGURE 5.2 Spectral density shaping function for differential binary coding.
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5.6 Bandpass Digital Data Signals

In most communication systems, signals are positioned in a frequency band which excludes low frequen-
cies. These are called bandpass signals. For digital data signals, we could simply consider the baseband
formats discussed previously, but with data pulse shapes, g(t), which have a bandpass nature. However,
it is more common to produce bandpass signals by modulation of a sinusoidal carrier with low-pass
(baseband) data signals. Hence, we examine here the correlation and spectral properties of quadrature
amplitude modulation (QAM) carrier signals. Let u(t) and v(t) be real baseband signal processes, then
the QAM signal with a carrier frequency of f0 is

(5.61)

which can be more conveniently handled in terms of complex signals

(5.62)

The signals u(t) and v(t) are often called the in-phase and quadrature components, respectively, of the
QAM signal. The autocorrelation function for x(t) becomes

(5.63)

First we consider the situation where u(t) and v(t) are jointly WSS processes, which might be a good
model for some types of analog systems. In this case, there are three cycle frequencies (0, + 2f0 , − 2f0).
We obtain the cyclic autocorrelation functions from Eq. (5.5) by time averaging over a period of T = 1/f0

with the result that 

(5.64a)

(5.64b)

FIGURE 5.3 Spectral density shaping function for bipolar coding.
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From the second term in Eq. (5.63), in the WSS case, it is evident that a period of T = 1/2f0 would also
work; however, we choose to regard the QAM signal as CS(1/f0) since the mean value could have a
component at f0. The autocorrelation result is the same in either case. 

We note that x(t) itself would be WSS under the condition that the cross-correlation, Rww∗ (τ), vanishes,
making the second term in Eq. (5.63) disappear. This condition is equivalent to Ruu(τ) = Rvv(τ) and Rvu(τ)
= − Ruv(τ) = − Rvu(− τ); in other words, x(t) is WSS if the in-phase and quadrature components have the
same autocorrelation and their cross-correlation function is odd. If u(t) and v(t) are independent zero-
mean processes, then we require only that their autocorrelations match. This is called balanced QAM
and its power spectral density is

(5.65)

For the case of digital data signals, we examine the QAM/PAM signal where the complex baseband
signal is a pair of PAM signals,

(5.66)

Here we encounter a problem regarding the period of the cyclostationarity, because the PAM signal
exhibits a period of T while the carrier modulation introduces a period of 1/f0, and these periods are not
necessarily commensurate. The problem is easily handled by methods used for almost periodic functions,
by extending the integration interval indefinitely

(5.67a)

(5.67b)

The values of νi for which Eq. (5.67b) are nonzero are the cycle frequencies. The process is sometimes
called polycyclostationary. Now, using Eq. (5.25) for the cyclic autocorrelations of w(t) and Eq. (5.63) for
the effect of the modulation, then taking Fourier transforms, we get the following results for the cyclic
spectral density functions for x(t):

(5.68a)

(5.68b)

(5.68c)

where, for convenience, we have defined the function

(5.69)
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The cycle frequencies are {m/T, m/T + 2f0, m/T − 2f0}. For example, if the data pulse g(t) had less than
100% excess bandwidth, then K(f ; m) vanishes for |m| > 2 and there are a total of nine cycle frequencies.
If the QAM is balanced, for example, by making the a(k) and b(k) identically distributed and independent,
then the cross-spectral density Scc∗ ( f ) vanishes and only three cycle frequencies remain. 

As an illustration, let us assume that the a(k) and b(k) sequences are independent and each sequence
has zero-mean, independent data, but with variances,  and , for in-phase and quadrature data,
respectively. Then  and , giving the following simple expressions
for the cyclic spectral densities:

(5.70a)

(5.70b)

and the power spectral density is

(5.71)

which is simply a pair of frequency-translated versions of the corresponding baseband PAM spectrum.
The case of double-sideband amplitude modulation (DSB-AM/PAM) is covered in the preceding equa-

tions simply by making all of the b(k) equal to zero. This can be regarded as extremely unbalanced QAM;
hence, the nonzero cyclic components will tend to be greater than in the QAM case. Other modulation
formats can be handled by essentially the same methods. For example, vestigial-sideband modulation
(VSB-AM/PAM) uses a single data stream and a complex data pulse;  +

. A more general version of QAM uses a different pulse shape in the in-phase and quadrature
channels. Staggered QAM (SQAM) uses time-shifted versions of the same pulse; for example, w(t) =
Σa(k)g(t − kT) + jb(k)g(t − T/2 − kT). Quaternary phase-shift keying (QPSK) is a special case of QAM
with a(k), b(k) � {+1, −1}.

5.7 Appendix: The Poisson Sum Formula

For any time function g(t) having Fourier transform G( f ), the following relation is often useful in system
analysis:

(A.5.1)

The relation is easily verified by making a Fourier series expansion of the periodic function on the left-
hand side of Eq. (A.5.1). The mth Fourier coefficient is

(A.5.2)

and, by a change of integration variable,

(A.5.3)
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Another useful version of the Poisson sum formula is the time/frequency dual of Eq. (A.5.1).

(A.5.4)

Defining Terms

Autocorrelation: The expected value of the product of two elements (time samples) of a single random
process. The variables of the autocorrelation function are the two time values indexing the random
variables in the product.

Cross correlation: The expected value of the product of elements from two distinct random processes.
Cycle frequency: The frequency parameter associated with a sinusoidal variation of a component of

the autocorrelation of a cyclostationary process.
Cyclic autocorrelation: A parameter characterizing the amount of contribution to the overall autocor-

relation at a particular cycle frequency.
Cyclostationary random process (wide-sense): A random process whose mean and autocorrelation

functions vary periodically with time.
Excess bandwidth: The amount of bandwidth of a PAM signal that exceeds the minimum bandwidth

for no intersymbol interference. It is usually expressed as a fraction of the Nyquist frequency of
1/2T, where 1/T is the PAM symbol rate.

Poisson sum formula: A useful identity relating the Fourier series and sum-of-translates representa-
tions of a periodic function.

Power spectral density: A real, nonnegative function of frequency that characterizes the contribution
to the overall mean-squared value (power) of a random process due to components in any specified
frequency interval.

Pulse amplitude modulation (PAM): A signal format related to a discrete-time sequence by superpos-
ing time-translated versions of a single waveform, each scaled by the corresponding element of the
sequence.

Quadrature amplitude modulation (QAM): A signal format obtained by separately modulating the
amplitude of two components of a sinusoidal carrier differing in phase by 90°. In digital commu-
nications, the two components (referred to as in-phase and quadrature components) can each be
regarded as a PAM signal.

Time-ambiguity function: A property of a waveform, similar to convolution of the waveform with
itself, which characterizes the degree to which the waveform can be localized in time. The Fourier
transform of the time-ambiguity function is the energy spectral density of the waveform.
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Further Information

The text by Papoulis [1991] is the third edition of a well known and referenced work on probability and
random processes that first appeared in 1965. It is a concise and comprehensive treatment of the topic
and is widely regarded as an ideal reference source. Gardner [1989] provides the most complete textbook
treatment of cyclostationary processes. He presents a careful development of the theory of such processes
as well as several examples of applications relevant to the communications field. Stark and Woods [1986]
is a somewhat more advanced textbook. It uses modern notation and viewpoints and gives the reader a
good introduction to the related topics of parameter estimation and decision theory. 
©2002 CRC Press LLC



                                          
6
Queuing*

6.1 Introduction 
6.2 Little’s Formula
6.3 The M/M/1 Queuing System: State Probabilities
6.4 The M/M/1 Queuing System: Averages and 

Variances
6.5 Averages for the Queue and the Server

6.1 Introduction 

Everyone has experienced being in a queue: waiting in line at a checkout counter, waiting in traffic as
we enter a highway’s tollgate, or waiting for a time-sharing computer to run our program. Examples of
queues from everyday life and technical experiences are almost endless.

A study of queues is important for the following reasons:

1. From the user’s point of view, a queue, that is, waiting in line, is a nuisance and will be tolerated
only at some minimal level of inconvenience.

2. From the point of view of a provider of some service, queues are necessary. It is extremely
uneconomical to provide a large number of servers to handle the biggest possible rush, only to
have many of them idle most of the time.

One motivation to study queues is to find some balance between these two conflicting viewpoints.
Probability theory is the tool we use for a study of queues because arrivals and departures from a queuing
system occur randomly. In Fig 6.1, a customer arrives at the input to the queuing system, and if no
server is free, the customer must wait in a queue until it is his, her, or its turn to be served. A queue
discipline is the name given to a rule by which a customer is selected from a queue for service. 

6.2 Little’s Formula

Let the average rate at which customers arrive at a queuing system be the constant l. Departures from
the queuing system occur when a server finishes with a customer. In the steady state, the average rate at
which customers depart the queuing system is also l. Arrivals to a queuing system may be described as
a counting process A(t) such as shown in Fig 6.2. We estimate an average rate of arrivals with

(6.1)

*Portions are reprinted by permission. Williams, R.H. 1991. Electrical Engineering Probability, Copyright ” by
West, St. Paul MN. All Rights Reserved.

l A t( )
t

---------- (per unit time)=

Richard H. Williams
University of New Mexico
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where A(t) is the number of arrivals in [0, t]. Departures from the system D(t) are also described by a
counting process, and an example is also shown in Fig. 6.2. Note that  must be true at all
times. The time that each customer spends in the queuing system is the time difference between the
customer’s arrival and subsequent departure from a server. The time spent in the queuing system for
arrival i is denoted ti, i = 1, 2, 3,….

The average time a customer spends waiting in a queuing system is 

(6.2)

The average number of customers in a queuing system  is, from Eqs. (6.1) and (6.2),

(6.3)

If we assume that, with enough data, sample averages approximate their expected values, then ,
, and  where N and T are random variables. Also, Eq. (6.3) becomes 

(6.4)

This relation is known as Little’s formula [Williams, 1991]; it has a generality much beyond what one
might suppose, given the heuristic demonstration leading to Eq. (6.4).

FIGURE 6.1 Illustration of queuing system: Customers arrive at a queue and, after some time, depart from a server
that serves the queue.

FIGURE 6.2 Illustration of the arrival and departure counting processes for a queuing system.
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Example 1

The data in Table 6.1 are the data used to plot A(t) and D(t) in Fig. 6.1. In Table 6.1, the times, given in
the units of minutes, are: arrival time tA, time spent in the queue tQ, time spent with the server tS, total
time in the queuing system for the ith arrival ti, and the departure time tD. For each i we see in Table
6.1, that ti = tQ + tS and that tD = tA + ti. These data describe a first-in–first-out (FIFO) queuing discipline:
If a customer arrives before the previous customer departs, then the customer must wait his turn in the
queue until the server is available. If the previous customer has departed prior to a customer’s arrival,
then the waiting time in the queue is tQ = 0.

According to the data in Table 6.1, when t = 20.7 then A(t) = i = 10. From Eq. (6.1),

The sum of all the ti in Table 6.1 is 31.4 min. Therefore, from Eq. (6.2),

Finally, using Little’s formula in Eq. (6.3), the sample average number of customers in the queuing system is

6.3 The M/M/1 Queuing System: State Probabilities

A generally accepted notation used to name a queuing system is A/S/m: A is a description of the dynamics
by which arrivals come to the queuing system; S is a description of the dynamics by which a server
processes a customer taken from the queue; and m is the number of servers. The arrivals and the server
are independent of each other except that a server cannot serve a customer who has not yet arrived into
the queue.

We define the state of a queuing system as the total number of customers within it, that is, either
within the queue or being served. The only queuing system that we discuss in this chapter is M/M/1:
The arrival dynamics are Markov (with rate constant l), the server dynamics are Markov (with rate
constant l S), and there is only one server.

There can be, at most, only one arrival and, at most, one departure in a time interval Dt when .
As far as arrivals are concerned, when Dt is a small increment of time, the probability of an arrival into
the queuing system in the interval Dt is 

(6.5)

TABLE 6.1 Data from a FIFO Queue 
Used with Example 1

i tA tQ tS ti tD

1 0.0 0.0 2.0 2.0 2.0
2 1.5 0.5 2.9 3.4 4.9
3 2.2 2.7 2.1 4.8 7.0
4 4.1 2.9 0.8 3.7 7.8
5 5.5 2.3 1.7 4.0 9.5
6 10.0 0.0 1.5 1.5 11.5
7 11.3 0.2 1.6 1.8 13.1
8 13.4 0.0 2.3 2.3 15.7
9 15.0 0.7 2.0 2.7 17.7
10 15.5 2.2 3.0 5.2 20.7

l 10
20.7
---------- 0.48 (min 1– )= =

t
31.4
10

---------- 3.14 (min)= =

n
10

20.7
---------- 31.4

10
----------¥ 1.52= =

Dt 0Æ

P A( ) lDt=
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Correspondingly, the probability of no arrival in Dt is

(6.6)

The probability of serving (discharging) a customer P(D) is actually conditioned by the event that
there is at least one customer in the queuing system. Thus, given that the state is at least one,

(6.7)

The probability of continuing to serve a customer who is already being served is

(6.8)

Suppose that the state of a queuing system is zero at time t + Dt. This can occur in only one of three
mutually exclusive ways. If the state at time t is zero, then either there is no arrival in the increment Dt,
or, if there is an arrival in Dt, then there is also a departure within the same Dt. If the state at t is one,
then there must be one departure and no arrival within Dt. Let Pn(t) denote the probability of a queuing
system being in the state n at time t. Then, with this notation, a summary of the preceding statement is

Using Eqs. (6.5–6.8), this may be arranged into

Then, taking the limit as  we have the derivative

When a queuing system is in the steady state, the rate of change of the probability P0(t) with respect to
time is zero, and we have

(6.9)

If at time t + Dt the state of the queuing system is greater than zero, we have

The first term on the right of this equation describes two ways for the state to remain the same when
time increases from t to t + Dt: either no arrival and no departure occur, or exactly one arrival occurs
and exactly one departure occurs. The second term describes the state n + 1 changing to n by exactly
one departure with no arrival. The third term describes the change from state n - 1 to n by exactly one
arrival and no departure. No other combinations of arrivals and departures can happen using our assump-
tions when n > 0. Then, as before, finding the derivative of Pn(t) and setting it equal to zero in the steady-
state condition, we find

(6.10)

P A( ) 1 lDt–=

P D( ) lSDt=
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We introduce the ratio

(6.11)

Then, when n = 0, we have from Eq. (6.9),

When n = 1, Eq. (6.10) becomes

Combining this with P1(t), we have an expression which, when simplified, becomes

Continuing in this way, it follows that

(6.12)

Since the queuing system can theoretically be in any state n = 0, 1, 2,… (that is, there can be any
nonnegative number of customers in the queuing system), we must require that

(6.13)

Combining Eqs. (6.12) and (6.13), we have

By stipulating that r < 1, we can sum the geometric progression [Beyer, 1987, p. 8]:

(6.14)

Thus, when n = 0, we have

(6.15)

Combining Eq. (6.15) with Eq. (6.12) gives the probability of any state n for the M/M/1 queuing system:

(6.16)

As long as the state of a queuing system is greater than zero, then one of the customers must be with
the server. Therefore, the probability that the server is busy is P(N > 0). Since P(N > 0) + P0(t) = 1, it
follows, using Eq. (6.15), that

(6.17)

The result in Eq. (6.17) is why the ratio r is called the utilization of an M/M/1 queuing system.
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Example 2

A manager of a queuing system wants to know the probability that k or more customers are in the queue
waiting to be served by the server; k = 1, 2, 3,…. If even one customer is in the queue, then there must
also be one customer with the server. Therefore, what the manager wants to know is the probability that
the state of the queuing system is k + 1 or more. Then, with Eq. (6.16),

If we use the change of variables m = n - (k + 1), and Eq. (6.14), we then answer the manager’s question:

6.4 The M/M/1 Queuing System: Averages and Variances

The purpose of this section is to find the statistical parameters of mean and variance for both random
variables N and T shown in Fig. 6.1 for an M/M/1 queue. In the following, the lower case n and t stand
for realizations of the random variables N and T. 

If the geometric progression in Eq. (6.14) is differentiated once with respect to r, we have

Then, differentiating this once again,

The first of these two derivatives can be used along with Eq. (6.16) to show that the mean of N is 

(6.18)

The second of these two derivatives is used to express the mean of the square of N,

(6.19)

Equations (6.18) and (6.19) are used to find the variance of N,

(6.20)

One notes that as the utilization approaches unity, and both the mean and the variance of N
for the M/M/1 queue become unbounded.
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Assume that a customer arrives at an M/M/1 queuing system at time t = 0. The customer finds that
the queuing system is in state n where n could be 0, 1, 2,…. We use the notation Tn to denote the random
variable for the total time in the queuing system given that the state found by a customer is n. The
probability of that customer leaving the queuing system in the interval between t and t + Dt is 

where  is the probability cumulative distribution function (cdf) for Tn. Another way of expressing
this probability is

The first of the probabilities is Poisson [Williams, 1991] with rate parameter lS and time interval t. The
second probability is obtained from Eq. (6.7). Thus,

Combining these two expressions for  we have the following:

We can use this to construct the following derivative:

where  is the probability density function (pdf) for Tn,

(6.21)

The random variable T is the time in the queuing system considering all possible states. Then, using
Eqs. (6.16), (6.21), and the series expansion for ex [Beyer, 1987, p. 299],
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Using Eq. (6.11), we finally have the result

(6.22)

This is recognized as the pdf for an exponential random variable. It is therefore known that [Williams,
1991]

(6.23)

(6.24)

Example 3

Assume that an M/M/1 queuing system has a utilization of r = 0.6; this means that the server is idle 40%
of the time. The average number of customers in the queuing system is, from Eq. (6.18),

The standard deviation for this value is, from Eq. (6.20),

From Eqs. (6.23) and (6.24),

Thus, the mean and the standard deviation of the time a customer spends in the M/M/1 queuing system
are the same. 

Realizations of either N and T in an M/M/1 queuing system with r = 0.6 should be expected to fluctuate
markedly about their means because of their relatively large standard deviations. A similar behavior may
occur with other values of the utilization.

6.5 Averages for the Queue and the Server

The average number of customers in the server can be calculated using Eq. (6.17):

(6.25)

Combining Eq. (6.18) with Eq. (6.25), we find the average number of customers in the queue:

(6.26)
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The average time a customer spends with the server is the reciprocal of the server’s average rate,

(6.27)

Therefore, using Eqs. (6.23) and (6.27), the average time spent waiting in the queue before being served is

(6.28)

Example 4

An M/M/1 queuing system has a utilization of r = 0.6 and a rate at which the server can work of
 Using Eq. (6.28), customers should expect to spend the following time in the queue before

being served:

At any time, the expected number of customers in the queue waiting to be served is, using Eq. (6.26),

And, the expected number of customers with the server is its utilization, Eq. (6.25),

Defining Terms

Customer: A person or object that is directed to a server. 
Queue: A line of people or objects waiting to be served by a server.
Queue discipline: A rule by which a customer is selected from a queue for service by a server.
Queuing system: A combination of a queue, a server, and a queue discipline.
Server: A person, process, or subsystem designed to perform some specific operation on or for a

customer.
State: The total number of customers within a queuing system.
Utilization: The percentage of time that the server is busy.
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7
Multiplexing

7.1 Introduction
7.2 Frequency Multiplexing
7.3 Time Multiplexing

Need for Frame Synchronization • Dissimilar 
Channels • Time Multiplexing at Higher Layers

7.4 Space Multiplexing
7.5 Techniques for Multiplexing in Spread Spectrum
7.6 Concluding Remarks

7.1 Introduction

A channel is the link between a source and a sink (receiver). In the early days of electrical wire commu-
nication, each channel was used to transmit only one signal. If you were to view an early photograph of
the streets of New York, you would note that utility poles dominate the scene. Literally hundreds of wires
formed a web above the city streets. Some people considered this beautiful, particularly on an icy winter
morning. Of course, aside from aesthetic considerations, the proliferation of separate channels could not
be permitted to continue as communications expanded. 

In many contemporary applications, a variety of signals must be transmitted on a single channel. The
channel must, therefore, be shared among the various applications. The process of combining multiple
signals for transmission through a single channel is called multiplexing.

When multiple signals simultaneously occupy the same channel, the various signals must be separable
from each other. In a mathematical sense, the various signals must be orthogonal.

The form of multiplexing used in everyday conversation requires time separation. In such situations,
the participants try not to speak at the same time. But there are more efficient ways that signals can share
a channel without overlapping. This section examines frequency multiplexing, wavelength multiplexing,
time multiplexing, space multiplexing, and several multiple access schemes.

7.2 Frequency Multiplexing

Frequency-division multiplexing (FDM) is the technique used in traditional analog broadcast systems
including AM radio, FM radio, and television. As a simple example, suppose two people in a room wanted
to talk simultaneously. A listener would hear a superposition of both speech waveforms and would have
difficulty separating one from the other. If, however, one of the speakers spoke in a baritone and the
other in soprano, the listener could resolve the two voice signals using an acoustic filter. For example, a
lowpass filter would only admit the baritone’s voice, thereby blocking the other signal.

Of course, we do not want to restrict the various sources in an unrealistic manner. FDM takes
advantage of the observation that all frequencies of a particular message waveform can be easily shifted
by a constant amount. The shifting is performed using a sinusoidal carrier signal. The original message
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signal is multiplied by the carrier. This shifts the frequencies of the message signal by the frequency of
the carrier. If, for example, the original signal is baseband (composed of relatively low frequencies
around DC), multiplication of the signal by a sinusoidal carrier shifts all frequencies to a range centered
about the sinusoidal frequency. We are describing amplitude modulation. By using multiple sinusoids of
differing frequencies, signals can be stacked in frequency in a non-overlapping manner. This is illustrated
in Fig. 7.1. The right portion of the figure illustrates typical frequency spectra (Fourier transforms). To
be able to separate the signals, the various carriers must be spaced by at least twice the highest frequency
of the message signal.

The multiplexed signals can be extracted using bandpass filters (i.e., frequency gates). The frequencies
can then be shifted back to baseband using demodulators. This is shown in Fig. 7.2.

The demodulator block in Fig. 7.2 takes on various forms. The coherent form simply shifts the signal
back down to baseband frequencies using an exact replica of the original sinusoid. If the original modulated
signal is modified to explicitly contain the carrier sinusoid, incoherent demodulators (e.g., the envelope
detector) may obviate the need for reproducing the original sinusoid.

In designing FDM systems, attention must be given to the minimum separation between carriers.
Although the minimum spacing is twice the highest signal frequency, using this exact value would place
unrealistic constraints on the bandpass filters of Fig. 7.2. For this reason, a guard slot is often included
between multiplexed frequency components. The larger the guard band, the easier it is to design the
separation filters. However, the price being paid is a reduction in the number of channels that can be
multiplexed within a given bandwidth. Note that this is not the approach used by broadcast multiplex
systems. Instead, there is no guard slot and the FCC avoids assigning adjacent frequency slots to two
strong signal sources.

FIGURE 7.1 Frequency-division multiplexing.

FIGURE 7.2 Demultiplexing of FDM.
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Frequency-division multiplexing is sometimes used to create a composite baseband signal. For exam-
ple, in FM stereo, the two audio signals are frequency multiplexed to produce a new baseband signal.
One of the audio signals occupies the band of frequencies between DC and 15 kHz, whereas the second
audio signal is shifted by 38 kHz. It then occupies a band between 23 and 53 kHz. The composite sum
signal can then be considered as a new baseband waveform with frequencies between DC and 53 kHz.
The composite baseband waveform frequency modulates a carrier and is frequency multiplexed a second
time, this time with other modulated composite signals.

When frequency-division multiplexing is used on fiber-optic channels, it is sometimes referred to as
wavelength-division multiplexing (WDM). WDM systems encode each signal on a different carrier
frequency. For relatively short distances, WDM is often more complex (i.e., expensive) than running
multiple fiber cables, but this may change in time.

7.3 Time Multiplexing

There is a complete duality between the time domain and the frequency domain. Therefore, the discussion
of FDM of the preceding section can be extended to time-division multiplexing (TDM). This form of
multiplexing is common to pulse modulation systems.

An analog signal can be transmitted by first sampling the waveform. In accordance with the sampling
theorem, the number of samples required each second is at least twice the highest frequency of the
waveform. For example, a speech waveform with an upper frequency of 4 kHz can be fully represented
by samples taken at a rate of 8000 samples/s. If each sample value modulates the height of a pulse, as in
PAM, the signal can be sent using 8000 varying-height pulses each second. If each pulse occupies only
a fraction of the time spacing between samples, the time axis can be shared with other sampled signals.
Figure 7.3 shows an example for three signals. The notation used designates sij as the ith time sample of
the jth signal. Thus, for example, s23 is the second sample of the third signal. The three signals are said
to be time-division multiplexed. If the pulses are made narrower, additional signals can be multiplexed.
Of course, the narrower the pulses, the wider the bandwidth of the multiplexed signal. Once you are
given the bandwidth of the channel, the minimum pulse width is set. In using TDM, one must also be
sensitive to channel distortion, which widens the pulses before they arrive at the receiver. Pulses that do
not overlap at the transmitter may, therefore, overlap at the receiver, thus causing intersymbol interference
(ISI). Equalizers can be used to reduce the ISI.

If the transmission is (binary) digital rather than analog, each sample is coded into a binary number.
Instead of sending a single pulse, multiple binary pulses are sent for each sample. This leads to pulse code
modulation, or PCM. TDM can still be used, but the number of pulses in each sampling interval increases
by a factor equal to the number of bits of A/D conversion.

The T-1 carrier transmission system has historical significance and also forms the basis of many con-
temporary multiplexing systems. It was developed by Bell Systems (before divestiture) in the early 1960s. 

The T-1 carrier system develops a 1.544-Mb/s pulsed digital signal by multiplexing 24 voice channels.
Each channel is sampled at a rate of 8000 samples/s. Each sample is then converted into 8 bits using
companded PCM. Although all 8 bits corresponding to a particular sample can be available for sending
that sample value, one of the bits is sometimes devoted to signaling, which includes bookkeeping needed

FIGURE 7.3 Time-division multiplexing of PAM signals.
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to set up the call and keep track of billing. The 24 channels are then time-division multiplexed, as shown
in Fig. 7.4.

Each frame, which corresponds to one sampling period, contains 192 bits (8 times 24), plus a 193rd
bit for frame synchronization. Since frames occur 8000 times/s, the system transmits 1.544 Mb/s.

Need for Frame Synchronization

When a receiver captures and demodulates a TDM signal, the result is a continuous sequence of numbers
(usually binary). These numbers must be sorted to associate the correct numbers with the correct signal.
This sorting process is known as demultiplexing. To perform this function, the receiver needs to know
when each frame begins. If nothing is known about the value of the signals, frame synchronization must
be performed using overhead. A known synchronizing signal is transmitted along with the multiplexed
signals. This synchronizing signal can be sent as one of the multiplexed signals, or it can be a framing
bit as in the case of T-1 carrier. The receiver searches for the known pattern and locks on to it. Of course,
there is some probability that one of the actual signals will resemble the synchronizing signal, and false
sync lock can result. The probability of false lock decreases as the synchronizing signal is made longer. 

Dissimilar Channels

The examples given so far in this section assume that the signals to be multiplexed are of the same form.
For example, in the T-1 carrier system, each of the 24 signals is sampled at the same rate (8 kHz) and
converted to the same number of bits.

Dissimilar signals must sometimes be multiplexed. In the general case, we refer to this as asynchronous
multiplexing. We present two examples. In the first example, the data rates of the various channels are
rationally related. In the second example, they are not rationally related.

Suppose first that we had to multiplex three channels, A, B, and C. Assume further that the data rates
for both channels B and C are one-half that of A. That is, A is producing symbols at twice the rate of B
or C. A simple multiplexing scheme would include two symbols of signal A for each symbol of B or C.
Thus, the transmitted sequence could be

This is known as supercommutation. It can be visualized as a rotating switch with one contact each for
signal B and C and two contacts for signal A. This is shown in Fig. 7.5.

Supercommutation can be combined with subcommutation to yield greater flexibility. Suppose, in the
preceding example, the signal C were replaced by four signals, C1, C2, C3, and C4, each of which produces
symbols at 1/4 the rate of C. Thus, every time the commutator of Fig. 7.5 reaches the C contact, we wish
to feed a sample of one of the lower rate signals. This is accomplished using subcommutation, as shown
in Fig. 7.6.

If the rational relationships needed to do sub- and supercommutation are not present, we need to use
a completely asynchronous multiplexing approach. Symbols from the various sources are stored in a
buffer and the buffer sorts things out and transmits the interleaved symbols at the appropriate rate.

FIGURE 7.4 Multiplexing structure of T-1 carrier.

A B A C A B A C A B A C A B A C º
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This is a variation of the statistical multiplexer (stat-MUX) commonly used in packet switching and
other asynchronous applications. If the individual channels are not synchronous, the symbols arrive at
varying rates and times. Consider, for example, the output of a workstation connected to a network. The
human operator certainly does not create symbols at a synchronous rate. The buffer in the multiplexer,
therefore, must be carefully sized. If it is too small, it could become overloaded and lose information. At
the other extreme, if symbols exit the MUX too rapidly, then the buffer could become empty and stuffing
symbols must be added.

Time Multiplexing at Higher Layers

We have been talking about interleaving at the sample or symbol (bit) level. There are many contemporary
systems that share a channel at the signal level. Thus, each source has the resources of the channel for a
segment of time. This is particularly suited to bursty signals. 

In time-division multiple access (TDMA), the channel is shared among multiple users by assigning
time slots to each user. Each source, therefore, must transmit its signal in bursts that occur only during
the time allocated to that source.

In fixed-assignment TDMA, the time axis is divided into frames. Each frame is composed of time slots
assigned to various users. Figure 7.7(a) shows a typical frame structure for N users. Two consecutive
frames are illustrated. If a particular user generates a signal with a high symbol rate, that user could
be assigned more than one time slot within the frame. Figure 7.7(b) shows a representative time slot.

FIGURE 7.5 Supercommutation.

FIGURE 7.6 Combination of sub- and supercommutation.

FIGURE 7.7 Typical frame for fixed-assignment TDMA.
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Note that the transmission begins with a preamble which contains addressing information. Each slot
must be self-synchronizing (i.e., an individual receiver needs to be able to establish symbol synchroni-
zation), and so the preamble might also contain a unique waveform to help establish synchronization.
In some systems, the preamble also contains error control data (e.g., parity bits).

Sources sharing the channel need not be in the same geographical location. Therefore, as the signals
line up in the channel as a frame, they experience varying time delays depending on the length of the
transmission path. For this reason, guard time slots are included in the frame structure to assure that
the delayed signals do not overlap in time.

Interleaving at the signal burst level includes such concepts as packet switching and asynchronous
transfer mode (ATM).

7.4 Space Multiplexing

Time and frequency are the traditional domains used for multiplexing. However, there are other forms of
multiplexing that force the signals to be orthogonal to each other. Among these are space and polarization
multiplexing.

When terrestrial multipoint communication became popular, the general approach was to maximize
the distance over which signals could be transmitted. In broadcast commercial systems, advertising
revenue is related to the number of households the signal reaches. Obviously, higher powers and greater
distances translate into more revenue. However, with the proliferation of high-power signal sources,
frequency and time separation became increasingly difficult. Mobile radio was the driving force for a
reversal of philosophy. The cellular radio concept is based on intentionally reducing the signal coverage
area. With signal power low enough to limit range, signals that overlap in all other domains (e.g., time
and frequency) can be transmitted simultaneously and separated by concentrating on the limited geo-
graphical area of coverage. To achieve communication over a distance, these low-frequency wireless
techniques must be combined with more traditional long distance communication systems. The practi-
cality of this approach had to wait for developments in electronics and computing that permitted reliable
handing off among antennas as the location of the transmitter and/or receiver changes.

Space-division multiplexing can also be accomplished with highly directional antennas. Spot beam
antennas can focus a signal along a particular direction, and multiple signals can be transmitted using
slightly different headings. Some satellite systems (e.g., INTELSAT) divide the earth into regions and do
simultaneous transmission of different signals to these regions using directional antennas.

Polarization multiplexing is yet another way to simultaneously send multiple signals on the same
channel. If two signals occupy the same frequency band on the same channel yet are polarized in different
planes, they can be separated at the receiver. The receiving antenna must be polarized in the same direction
as the desired signal.

7.5 Techniques for Multiplexing in Spread Spectrum

We have examined three areas of nonoverlapping signals: time, frequency, and space. There are hybrid
variations of these in which the signals appear to overlap in all three domains, yet are still separable. The
proliferation of spread spectrum systems has opened up the domain of code-division multiple access
(CDMA). Spread spectrum is a transmission method that intentionally widens the signal bandwidth by
modulating the bandlimited message with a wideband noiselike signal. Since the spreading function is
pseudorandom (i.e., completely known although possessing noiselike properties), different widening
functions can be made orthogonal to each other.

One way to visualize this is by considering the frequency hopping form of spread spectrum. This is
a form of spread spectrum where the bandlimited message modulates a carrier whose frequency jumps
around over a very wide range. The pattern of this jumping follows a noiselike sequence. However, since
the jumping is completely specified, a second signal could occupy the same frequency band but jump
across carrier frequencies that are always different from the first. The signals can be demodulated using
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the same jumped carrier that was used in the transmitter. This is illustrated in Fig. 7.8. A pseudonoise
sequence generator (labeled PN in the figure) produces a noiselike sequence. This sequence controls the
frequency of an oscillator (known as a frequency hopper). The two pseudonoise sequences, PN1 and
PN2, result from different initiating sequences, so their resulting frequency patterns appear unrelated. 

7.6 Concluding Remarks

We have seen that signals can be forced to be nonoverlapping in a variety of domains. As it becomes
possible to implement increasingly complex hardware and/or software systems, we can expect additional
forms of multiplexing to be developed. The expanding applications of wireless communication are
significantly increasing the volume of signals being transmitted. As competition for channel use expands
at an accelerating pace, the ingenuity and imagination of engineers will be continually challenged.

Defining Terms

Asynchronous multiplexing: A technique for combining the output of various sources when those
sources are producing information at unrelated rates.

Cellular radio: Each transmitting antenna uses a sufficiently low power so that the transmission range
is relatively short (within a cell).

Code-division multiple access (CDMA): A technique for simultaneous transmission of wideband
signals (spread spectrum) that occupy the same band of frequencies.

Commutation: Interspersing of signal pulses using the equivalent of a rotating multi-contact switch.
Frame synchronization: In time-division multiplexing, frame synchronization allows the receiver to

associate pulses with the correct original sources.
Frequency-division multiplexing (FDM): Multiplexing technique that requires that signals be confined

to assigned, nonoverlapping frequency bands.
Frequency hopping: Spread spectrum technique that uses carriers whose frequencies hop around in a

prescribed way to create a wideband modulated signal.
Interleaving: Putting signals together in a defined sequence. Similar to shuffling a deck of cards.
Multiplexing: The process of combining signals for transmission on a single channel.
Polarization multiplexing: More than one signal can share a channel if the signals are polarized to

different planes.
Space-division multiplexing: Sharing of a channel by concentrating individual signals in non-over-

lapping narrow beams.

FIGURE 7.8 Code-division multiple access.
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Statistical multiplexer (Stat-MUX): Multiplexer that can accept asynchronous inputs and produce a
synchronous output signal.

T-1 carrier: Time-division multiplexing technique for combining 24 voice channels.
Time-division multiple access (TDMA): A channel is shared among various users by assigning time

slots to each user. Transmissions are bursts within the assigned time slots.
Time-division multiplexing (TDM): Multiplexing technique which requires that signal symbols be

confined to assigned, non-overlapping portions of the time axis.
Wavelength-division multiplexing: Optical multiplexing systems where each signal is modulated on

a different carrier frequency. 
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Further Information

The basics of multiplexing are covered in any general communications textbook. The more recent state-
of-the-art information can be found in the technical literature, primarily that of the IEEE. In particular,
the IEEE Transactions on Communications and IEEE Selected Papers on Communications contain articles
on advances in research areas. Other IEEE Transactions often contain related articles (e.g., the IEEE
Transactions on Vehicular Technology contain articles related to multiplexing in mobile radio systems).
The IEEE Communications Magazine is a highly readable periodical that covers the broad spectrum of
communications in the form of tutorial papers. IEEE Spectrum Magazine occasionally contains articles
of interest related to communications, and special issues of IEEE Proceedings cover communications
topics.
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8.1 Introduction

 

Pseudonoise sequences

 

 (PN sequences), also referred to as pseudorandom sequences, are sequences
that are deterministically generated and yet possess some properties that one would expect to find in
randomly generated sequences. Applications of PN sequences include signal synchronization, navigation,
radar ranging, random number generation, spread-spectrum communications, multipath resolution,
cryptography, and signal identification in multiple-access communication systems. The 

 

correlation

 

between two sequences {

 

x

 

(

 

t

 

)} and {

 

y

 

(

 

t

 

)} is the complex inner product of the first sequence with a shifted
version of the second sequence. The correlation is called (1) an autocorrelation if the two sequences
are the same, (2) a crosscorrelation if they are distinct, (3) a periodic correlation if the shift is a cyclic
shift, (4) an aperiodic correlation if the shift is not cyclic, and (5) a partial-period correlation if the
inner product involves only a partial segment of the two sequences. More precise definitions are given
subsequently.

Binary 

 

m

 

 

 

sequences

 

, defined in the next section, are perhaps the best-known family of PN sequences.
The balance, run-distribution, and autocorrelation properties of these sequences mimic those of random
sequences. It is perhaps the random-like correlation properties of PN sequences that make them most
attractive in a communications system, and it is common to refer to any collection of low-correlation
sequences as a family of PN sequences.

Section 8.2 begins by discussing 

 

m

 

 sequences. Thereafter, the discussion continues with a description
of sequences satisfying various correlation constraints along the lines of the accompanying self-
explanatory figure, Fig. 8.1. Expanded tutorial discussions on pseudorandom sequences may be found
in [14], in [15, Chapter 5], and in [6].
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8.2

 

m

 

 Sequences

 

A binary {0, 1} 

 

shift-register sequence

 

 {

 

s

 

(

 

t

 

)} is a sequence that satisfies a linear recurrence relation of
the form

(8.1)

where 

 

r

 

 

 

≥

 

 1 is the 

 

degree

 

 of the recursion; the coefficients 

 

f

 

i

 

 belong to the finite field 

 

GF

 

(2) 

 

=

 

 {0, 1} where
the leading coefficient 

 

f

 

r

 

 

 

=

 

 1. Thus, both sequences {

 

a(t)

 

} and {

 

b(t)

 

} appearing in Fig. 8.2 are shift-register
sequences. A sequence satisfying a recursion of the form in Eq. (8.1) is said to have 

 

characteristic polynomial
f
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x

 

) 

 

=

 

 

 

 

 

f

 

i

 

x

 

i

 

. Thus, {

 

a

 

(

 

t

 

)} and {

 

b

 

(

 

t

 

)} have characteristic polynomials given by 
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=
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+

 

 1, respectively.
Since an 

 

r

 

-bit binary shift register can assume a maximum of 2

 

r

 

 different states, it follows that every
shift-register sequence {

 

s

 

(

 

t

 

)} is eventually periodic with period 

 

n

 

 

 

≤

 

 2

 

r

 

, i.e.,

for all 

 

t

 

 

 

≥

 

 

 

N

 

for some integer 

 

N

 

. In fact, the maximum period of a shift-register sequence is 2

 

r

 

 

 

−

 

 1, since a shift register
that enters the all-zero state will remain forever in that state. The upper shift register in Fig. 8.2, when
initialized with starting state 0 0 1, generates the periodic sequence {

 

a

 

(

 

t

 

)} given by

0010111 0010111 0010111

 

⋅⋅⋅

 

(8.2)

 

FIGURE 8.1

 

Overview of pseudonoise sequences.

 

FIGURE 8.2

 

An example Gold sequence generator. Here {

 

a

 

(

 

t

 

)} and {

 

b

 

(

 

t

 

)} are 

 

m

 

 sequences of length 7.

fis t i+( )
i=0
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∑ 0, for all t 0≥=

∑i=0
r

s t( ) s t n+( ),=
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of period 

 

n 

 

=

 

 7. It follows then that this shift register generates sequences of maximal period starting
from any nonzero initial state.

An 

 

m

 

 sequence is simply a binary shift-register sequence having maximal period. For every 

 

r

 

 

 

≥

 

 1, 

 

m

 

sequences are known to exist. The periodic 

 

autocorrelation

 

 function 

 

θ

 

s

 

 of a binary {0, 1} sequence {

 

s

 

(

 

t

 

)}
of period 

 

n

 

 is defined by

An 

 

m

 

 sequence of length 2

 

r

 

 

 

−

 

 1 has the following attributes: (1) 

 

Balance property:

 

 in each period of the

 

m

 

 sequence there are 2

 

r

 

−

 

1

 

 ones and 2

 

r

 

−

 

1

 

 

 

−

 

 1 zeros, (2) 

 

Run property: 

 

every nonzero binary 

 

s

 

-tuple, 

 

s

 

 

 

≤

 

 

 

r

 

occurs 2

 

r

 

−

 

s

 

 times, the all-zero 

 

s-tuple occurs 2r−s − 1 times, and (3) Two-level autocorrelation function:

(8.3)

The first two properties follow immediately from the observation that every nonzero r-tuple occurs
precisely once in each period of the m sequence. For the third property, consider the difference sequence
{s(t + τ) − s(τ)} for τ ≠ 0. This sequence satisfies the same recursion as the m sequence {s(t)} and is
clearly not the all-zero sequence. It follows, therefore, that {s(t + τ) − s(t) � {s(t + τ ′)} for some τ ′,
0 ≤ τ ′ ≤ n − 1, i.e., is a different cyclic shift of the m sequence {s(t)}. The balance property of the sequence
{s(t + τ ′)} then gives us attribute 3. The m sequence {a(t)} in Eq. (8.2) can be seen to have the three
listed properties.

If {s(t)} is any sequence of period n and d is an integer, 1 ≤ d ≤ n, then the mapping {s(t)} → {s(dt)}
is referred to as a decimation of {s(t)} by the integer d. If {s(t)} is an m sequence of period n = 2r − 1 and
d is an integer relatively prime to 2r − 1, then the decimated sequence {s(dt)} clearly also has period n.
Interestingly, it turns out that the sequence {s(dt)} is always also an m sequence of the same period. For
example, when {a(t)} is the sequence in Eq. (8.2), then

a(3t) = 0011101 0011101 0011101 ⋅⋅⋅ (8.4)

and

a(2t) = 0111001 0111001 0111001 ⋅⋅⋅ (8.5)

The sequence {a(3t)} is also an m sequence of period 7, since it satisfies the recursion

s(t + 3) + s(t + 2) + s(t) = 0 for all t

of degree r = 3. In fact {a(3t)} is precisely the sequence labeled {b(t)} in Fig. 8.2. The sequence {a(2t)} is
simply a cyclically shifted version of {a(t)} itself; this property holds in general. If {s(t)} is any m sequence
of period 2r − 1, then {s(2t)} will always be a shifted version of the same m sequence. Clearly, the same
is true for decimations by any power of 2.

Starting from an m sequence of period 2r − 1, one can generate all m sequences of the same period
through decimations by integers d relatively prime to 2r − 1. The set of integers d, 1 ≤ d ≤ 2r − 1, satisfying
(d, 2r − 1) = 1 forms a group under multiplication modulo 2r − 1, with the powers {2i | 0 ≤ i ≤ r − 1} of 2
forming a subgroup of order r. Since decimation by a power of 2 yields a shifted version of the same m
sequence, it follows that the number of distinct m sequences of period 2r − 1 is [φ(2r − 1)/r] where φ(n)
denotes the number of integers d, 1 ≤ d ≤ n, relatively prime to n. For example, when r = 3, there are just
two cyclically distinct m sequences of period 7, and these are precisely the sequences {a(t)} and {b(t)}

θs τ( ) 1–( )s t+τ( )−s t( ), 0 τ n≤ 1–≤
t=0

n−1

∑=

θs τ( )
  n if  τ 0=

1 if  τ 0≠–



=
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discussed in the preceding paragraph. Tables provided in [12] can be used to determine the characteristic
polynomial of the various m sequences obtainable through the decimation of a single given m sequence.
The classical reference on m sequences is [4].

If one obtains a sequence of some large length n by repeatedly tossing an unbiased coin, then such a
sequence will very likely satisfy the balance, run, and autocorrelation properties of an m sequence of
comparable length. For this reason, it is customary to regard the extent to which a given sequence possesses
these properties as a measure of randomness of the sequence. Quite apart from this, in many applications
such as signal synchronization and radar ranging, it is desirable to have sequences {s(t)} with low
autocorrelation sidelobes, i.e., |θs(τ)| is small for τ ≠ 0. Whereas m sequences are a prime example, there
exist other methods of constructing binary sequences with low out-of-phase autocorrelation.

Sequences {s(t)} of period n having an autocorrelation function identical to that of an m sequence,
i.e., having θs satisfying Eq. (8.3), correspond to well-studied combinatorial objects known as cyclic
Hadamard difference sets. Known infinite families fall into three classes: (1) Singer and Gordon, Mills
and Welch, (2) quadratic residue, and (3) twin-prime difference sets. These correspond, respectively, to
sequences of period n of the form n = 2r − 1, r ≥ 1; n prime; and n = p(p + 2) with both p and p + 2
being prime in the last case. For a detailed treatment of cyclic difference sets, see [2]. A recent observation
by Maschietti in [9] provides additional families of cyclic Hadamard difference sets that also correspond
to sequences of period n = 2r − 1.

8.3 The q-ary Sequences with Low Autocorrelation

As defined earlier, the autocorrelation of a binary {0, 1} sequence {s(t)} leads to the computation of the
inner product of an {−1, +1} sequence {(−1)s(t)} with a cyclically shifted version {(−1)s(t +τ)} of itself. The
{−1, +1} sequence is transmitted as a phase shift by either 0° and 180° of a radio-frequency carrier, i.e.,
using binary phase-shift keying (PSK) modulation. If the modulation is q-ary PSK, then one is led to
consider sequences {s(t)} with symbols in the set Zq , i.e., the set of integers modulo q. The relevant
autocorrelation function θs(τ) is now defined by

where n is the period of {s(t)} and ω is a complex primitive qth root of unity. It is possible to construct
sequences {s(t)} over Zq whose autocorrelation function satisfies

For obvious reasons, such sequences are said to have an ideal autocorrelation function.
We provide without proof two sample constructions. The sequences in the first construction are given

by

Thus, this construction provides sequences with ideal autocorrelation for any period n. Note that the
size q of the sequence symbol alphabet equals n when n is odd and 2n when n is even.

The second construction also provides sequences over Zq of period n but requires that n be a perfect
square. Let n = r2 and let π be an arbitrary permutation of the elements in the subset {0, 1, 2, …, (r − 1)}

θs τ( ) ωs t+τ( )−s t( )

t=0

n−1

∑=

θs τ( )
n if τ 0=
0 if τ 0≠




=

s t( ) t2/2           mod n( ) when n is even

t t 1+( )/2 mod n( ) when n is odd



=
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of Zn: Let g be an arbitrary function defined on the subset {0, 1, 2, …, r − 1} of Zn. Then any sequence
of the form

s(t) = rt1π(t2) + g(t2) (mod n)

where t = rt1 + t2 with 0 ≤ t1, t2 ≤ r − 1 is the base-r decomposition of t and has an ideal autocorrelation
function. When the alphabet size q equals or divides the period n of the sequence, ideal-autocorrelation
sequences also go by the name generalized bent functions. For details, see [6].

8.4 Families of Sequences with Low Crosscorrelation

Given two sequences {s1(t)} and {s2(t)} over Zq of period n, their crosscorrelation function θ1,2(τ) is
defined by

where ω is a primitive qth root of unity. The crosscorrelation function is important in code-division
multiple-access (CDMA) communication systems. Here, each user is assigned a distinct signature sequence,
and to minimize interference due to the other users, it is desirable that the signature sequences have
pairwise, low values of crosscorrelation function. To provide the system in addition with a self-synchronizing
capability, it is desirable that the signature sequences have low values of the autocorrelation function as
well.

Let F = {{si(t)} |1 ≤ i ≤ M} be a family of M sequences {si(t)} over Zq, each of period n. Let θi , j(τ)
denote the crosscorrelation between the ith and jth sequence at shift τ, i.e.,

The classical goal in sequence design for CDMA systems has been minimization of the parameter

for fixed n and M. It should be noted though that, in practice, because of data modulation, the correlations
that one runs into are typically of an aperiodic rather than a periodic nature (see Section 8.5). The
problem of designing for low aperiodic correlation, however, is a more difficult one. A typical approach,
therefore, has been to design based on periodic correlation and then analyze the resulting design for its
aperiodic correlation properties. Again, in many practical systems, the mean square correlation properties
are of greater interest than the worst-case correlation represented by a parameter such as θmax. The mean
square correlation is discussed in Section 8.6.

Bounds on the minimum possible value of θmax for given period n, family size M, and alphabet size q
are available that can be used to judge the merits of a particular sequence design. The most efficient
bounds are those due to Welch, Sidelnikov, and Levenshtein, see [6]. In CDMA systems, there is greatest
interest in designs in which the parameter θmax is in the range  ≤ θmax ≤ 2 . Accordingly, Table 8.1
uses the Welch, Sidelnikov, and Levenshtein bounds to provide an order-of-magnitude upper bound on
the family size M for certain θmax in the cited range.

Practical considerations dictate that q be small. The bit-oriented nature of electronic hardware makes
it preferable to have q a power of 2. With this in mind, a description of some efficient sequence families
having low auto- and crosscorrelation values and alphabet sizes q = 2 and q = 4 are described next.

θ1,2 τ( ) ω
s1 t+τ( )−s2 t( )

t=0

n−1

∑=

θi , j τ( ) ω
si t+τ( )−sj t( )

, 0 τ≤ n 1–≤
t=0

n−1

∑=

θmax max θi , j τ( ) either i j or τ 0≠≠{ }=

n n
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Gold and Kasami Sequences

Given the low autocorrelation sidelobes of an m sequence, it is natural to attempt to construct families
of low correlation sequences starting from m sequences. Two of the better known constructions of this
type are the families of Gold and Kasami sequences.

Let r be odd and d = 2k + 1, where k, 1 ≤ k ≤ r − 1, is an integer satisfying (k, r) = 1. Let {s(t)} be a
cyclic shift of an m sequence of period n = 2r − 1 that satisfies S(dt) � 0 and let G be the Gold family of
2r + 1 sequences given by

Then, each sequence in G has period 2r − 1 and the maximum-correlation parameter θmax of G satisfies

An application of the Sidelnikov bound coupled with the information that θmax must be an odd integer yields
that for the family G, θmax is as small as it can possibly be. In this sense, the family G is an optimal family.
We remark that these comments remain true even when d is replaced by the integer d = 22k − 2k + 1 with
the conditions on k remaining unchanged.

The Gold family remains the best-known family of m sequences having low crosscorrelation. Appli-
cations include the Navstar Global Positioning System whose signals are based on Gold sequences.

The family of Kasami sequences has a similar description. Let r = 2v and d = 2v + 1. Let {s(t)} be a
cyclic shift of an m sequence of period n = 2r − 1 that satisfies s(dt) � 0, and consider the family of
Kasami sequences given by

Then the Kasami family K contains 2v sequences of period 2r − 1. It can be shown that in this case

This time an application of the Welch bound and the fact that θmax is an integer shows that the Kasami
family is optimal in terms of having the smallest possible value of θmax for given n and M.

Quaternary Sequences with Low Crosscorrelation

The entries in Table 8.1 suggest that nonbinary (i.e., q > 2) designs may be used for improved performance.
A family of quaternary sequences that outperform the Gold and Kasami sequences is discussed next.

Let f(x) be the characteristic polynomial of a binary m sequence of length 2r − 1 for some integer r.
The coefficients of f (x) are either 0 or 1. Now, regard f (x) as a polynomial over Z4 and form the product
(−1)r f (x) f (−x). This can be seen to be a polynomial in x2. Define the polynomial g(x) of degree r by

TABLE 8.1 Bounds on Family Size M for Given n, θmax

θmax

Upper bound on M 
q = 2

Upper Bound on M
q > 2 

n/2  n 
n n2/2 

3n2/10 n3/2

n
2n

2 n

G s t( ){ } s dt( ){ } s t( ) s d t τ+[ ]( )+{ } 0 τ n 1–≤≤{ }∪∪=

θmax 2r+1 1+≤

K s t( ){ } s t( ) s d t τ+[ ]( )+{ } 0 τ 2v 2–≤≤{ }∪=

θmax 1 2v+=
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setting g(x2) = (−1)rf (x)f (−x). Let g(x) = gi xi and consider the set of all quaternary sequences {a(t)}
satisfying the recursion gia(t + i) = 0 for all t.

It turns out that with the exception of the all-zero sequence, all of the sequences generated in this way
have period 2r − 1. Thus, the recursion generates a family A of 2r + 1 cyclically distinct quaternary sequences.
Closer study reveals that the maximum correlation parameter θmax of this family satisfies θmax ≤ 1 + .
Thus, in comparison to the family of Gold sequences, the family A offers a lower value of θmax (by a
factor of ) for the same family size. In comparison to the set of Kasami sequences, it offers a much
larger family size for the same bound on θmax. Family A sequences may be found discussed in [16, 3].

We illustrate with an example. Let f (x) = x3 + x + 1 be the characteristic polynomial of the m sequence
{a(t)} in Eq. (8.1). Then over Z4

so that g(x) = x3 + 2x2 + x + 3. Thus, the sequences in family A are generated by the recursion s(t + 3)
+ 2s(t + 2) + s(t + 1) + 3s(t) = 0 mod 4. The corresponding shift register is shown in Fig. 8.3. By varying
initial conditions, this shift register can be made to generate nine cyclically distinct sequences, each of
length 7. In this case θmax ≤ 1 + .

Binary Kerdock Sequences

The Gold and Kasami families of sequences are closely related to binary linear cyclic codes. It is well
known in coding theory that there exist nonlinear binary codes whose performance exceeds that of the
best possible linear code. Surprisingly, some of these examples come from binary codes, which are images
of linear quaternary (q = 4) codes under the Gray map: 0 → 00, 1 → 01, 2 → 11, 3 → 10. A prime example
of this is the Kerdock code, which recently has been shown to be the Gray image of a quaternary linear
code. Thus, it is not surprising that the Kerdock code yields binary sequences that significantly outperform
the family of Kasami sequences.

The Kerdock sequences may be constructed as follows: let f (x) be the characteristic polynomial of an
m sequence of period 2r − 1, r odd. As before, regarding f (x) as a polynomial over Z4 (which happens
to have {0, 1} coefficients), let the polynomial g(x) over Z4 be defined via g(x2) = −f(x)f (−x). [Thus, g(x)
is the characteristic polynomial of a family A sequence set of period 2r − 1.] Set h(x) = −g(−x) = hix

i,
and let S be the set of all Z4 sequences satisfying the recursion his(t + i) = 0. Then S contains 4r-
distinct sequences corresponding to all possible distinct initializations of the shift register.

Let T denote the subset S of size 2r consisting of those sequences corresponding to initializations of
the shift register only using the symbols 0 and 2 in Z4. Then the set S − T of size 4r − 2r contains a set U
of 2r−1 cyclically distinct sequences each of period 2(2r − 1). Given x = a + 2b � Z4 with a, b � {0, 1},
let µ denote the most significant bit (MSB) map µ(x) = b. Let KE denote the family of 2r −1 binary sequences
obtained by applying the map µ to each sequence in U. It turns out that each sequence in U also has
period 2(2r − 1) and that, furthermore, for the family KE , θmax ≤ 2 + . Thus, KE is a much larger
family than the Kasami family, while having almost exactly the same value of θmax.

For example, taking r = 3 and f (x) = x3 + x + 1, we have from the previous family A example that
g(x) = x3 + 2x2 + x + 3, so that h(x) = −g(−x) = x3 + 2x2 + x + 1. Applying the MSB map to the head of

FIGURE 8.3 Shift register that generates family A quaternary sequences {s(t)} of period 7.

∑i=0
r

∑i=0
r

2r

2

g x2( ) 1–( )3f x( )f x–( ) x6 2x4 x2 3+ + += =

8

∑i=0
r

∑i=0
r

2r+1
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the shift register and discarding initializations of the shift register involving only 0’s and 2’s yields a family
of four cyclically distinct binary sequences of period 14. Kerdock sequences are discussed in [6,11,1,17].

8.5 Aperiodic Correlation

Let {x(t)} and {y(t)} be complex-valued sequences of length (or period) n, not necessarily distinct. Their
aperiodic correlation values {ρx,y(τ) | − (n − 1) ≤ τ ≤ n − 1} are given by

where y∗(t) denotes the complex conjugate of y(t). When x � y, we will abbreviate and write ρx in place
of ρx,y. The sequences described next are perhaps the most famous example of sequences with low-
aperiodic autocorrelation values.

Barker Sequences

A binary {−1, +1} sequence {s(t)} of length n is said to be a Barker sequence if the aperiodic autocorrelation
values ρs(τ) satisfy |ρs(τ)| ≤ 1 for all τ, −(n − 1) ≤ τ ≤ n − 1. The Barker property is preserved under the
following transformations:

s(t) → −s(t), s(t) → (−1)ts(t) and s(t) → s(n − 1 − t)

as well as under compositions of the preceding transformations. Only the following Barker sequences
are known:

n = 2 + +
n = 3 + + −

n = 4 + + + − 

n = 5 + + + − + 

n = 7 + + + − − + − 

n = 11 + + + − − − + − − + − 

n = 13 + + + + + − − + + − + − +

where + denotes +1 and − denotes −1 and sequences are generated from these via the transformations
already discussed. It is known that if any other Barker sequence exists, it must have length n > 1,898,884,
a multiple of 4.

For an upper bound to the maximum out-of-phase aperiodic autocorrelation of an m sequence,
see [13].

Sequences with High Merit Factor

The merit factor F of a {−1, +1} sequence {s(t)} is defined by

ρx , y τ( ) x t τ+( )y∗ t( )
t=max 0, τ–{ }

min n−1,n−1−τ{ }

∑=

F
n2

2∑τ=1
n−1ρs

2 τ( )
---------------------------=
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Since ρs(τ) = ρs(−τ) for 1 ≤ |τ | ≤ n − 1 and ρs(0) = n, factor F may be regarded as the ratio of the square
of the in-phase autocorrelation to the sum of the squares of the out-of-phase aperiodic autocorrelation values.
Thus, the merit factor is one measure of the aperiodic autocorrelation properties of a binary {−1, +1} sequence.
It is also closely connected with the signal to self-generated noise ratio of a communication system in
which coded pulses are transmitted and received.

Let Fn denote the largest merit factor of any binary {−1, +1} sequence of length n. For example, at
length n = 13, the Barker sequence of length 13 has a merit factor F = F13 = 14.08. Assuming a certain
ergodicity postulate it was established by Golay that limn→∞ Fn = 12.32. Exhaustive computer searches
carried out for n ≤ 40 have revealed the following.

1. For 1 ≤ n ≤ 40, n ≠ 11, 13,

3.3 ≤ Fn ≤ 9.85,

2. F11 = 12.1, F13 = 14.08.

The value F11 is also achieved by a Barker sequence. From partial searches, for lengths up to 117, the
highest known merit factor is between 8 and 9.56; for lengths from 118 to 200, the best-known factor is
close to 6. For lengths >200, statistical search methods have failed to yield a sequence having merit factor
exceeding 5.

An offset sequence is one in which a fraction θ of the elements of a sequence of length n are chopped
off at one end and appended to the other end, i.e., an offset sequence is a cyclic shift of the original
sequence by nθ symbols. It turns out that the asymptotic merit factor of m sequences is equal to 3 and
is independent of the particular offset of the m sequence. There exist offsets of sequences associated with
quadratic-residue and twin-prime difference sets that achieve a larger merit factor of 6. Details may be
found in [7].

Sequences with Low Aperiodic Crosscorrelation

If {u(t)} and {v(t)} are sequences of length 2n − 1 defined by

and

then

(8.6)

Given a collection

of sequences of length n over Zq, let us define

u t( )
x t( ) if 0 t n 1–≤≤
0  if n t≤ 2n 2–≤




=

v t( )
y t( ) if 0 t n 1–≤≤
0  if n t≤ 2n 2–≤




=

ρx ,y τ( )  n 1–( ) τ n 1–≤≤–{ } θu ,v τ( )  0 τ 2n 2–≤≤{ }=

U xi t( ){ } 1 i M≤≤{ }=

ρmax max ρa ,b τ( )  a,b U, either a b or τ 0≠≠∈{ }=
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It is clear from Eq. (8.6) how bounds on the periodic correlation parameter θmax can be adapted to
give bounds on ρmax. Translation of the Welch bound gives that for every integer k ≥ 1,

Setting k = 1 in the preceding bound gives

Thus, for fixed M and large n, Welch’s bound gives

There exist sequence families which asymptotically achieve ρmax ≈ O(n1/2), [10].

8.6 Other Correlation Measures

Partial-Period Correlation

The partial-period (p-p) correlation between the sequences {u(t)} and {v(t)} is the collection {∆u,v(l, τ, t0)| 1 ≤
l ≤ n, 0 ≤ τ ≤ n − 1, 0 ≤ t0 ≤ n − 1} of inner products

where l is the length of the partial period and the sum t + τ is again computed modulo n.
In direct-sequence CDMA systems, the pseudorandom signature sequences used by the various users

are often very long for reasons of data security. In such situations, to minimize receiver hardware complexity,
correlation over a partial period of the signature sequence is often used to demodulate data, as well as to
achieve synchronization. For this reason, the p-p correlation properties of a sequence are of interest.

Researchers have attempted to determine the moments of the p-p correlation. Here the main tool is
the application of the Pless power-moment identities of coding theory [8]. The identities often allow the
first and second p-p correlation moments to be completely determined. For example, this is true in the
case of m sequences (the remaining moments turn out to depend upon the specific characteristic poly-
nomial of the m sequence). Further details may be found in [15].

Mean Square Correlation

Frequently in practice, there is a greater interest in the mean-square correlation distribution of a sequence
family than in the parameter θmax. Quite often in sequence design, the sequence family is derived from
a linear, binary cyclic code of length n by picking a set of cyclically distinct sequences of period n. The
families of Gold and Kasami sequences are so constructed. In this case, as pointed out by Massey, the
mean square correlation of the family can be shown to be either optimum or close to optimum, under
certain easily satisfied conditions, imposed on the minimum distance of the dual code. A similar situation
holds even when the sequence family does not come from a linear cyclic code. In this sense, mean square

ρmax
2k n2k

M 2n 1–( ) 1–
---------------------------------- 

  M 2n 1–( )
2n+k−2

k 
 

------------------------- 1–

 
 
 
 
 

≥

ρmax n
M 1–

M 2n 1–( ) 1–
----------------------------------≥

ρmax O n1/2( )≥

∆u ,v l, τ, t0( ) u t τ+( )v∗ t( )
t=t0

t=t0+ l−1

∑=
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correlation is not a very discriminating measure of the correlation properties of a family of sequences.
An expanded discussion of this issue may be found in [5].

Optical Orthogonal Codes

Given a pair of {0, 1} sequences {s1(t)} and {s2(t)} each having period n, we define the Hamming correlation
function θ12(τ), 0 ≤ τ ≤ n − 1, by

Such correlations are of interest, for instance, in optical communication systems where the 1s and 0s in
a sequence correspond to the presence or absence of pulses of transmitted light.

An (n, w, λ) optical orthogonal code (OOC) is a family F = {{si(t)} | i = 1, 2, …, M}, of M {0, 1} sequences
of period n and constant Hamming weight w, where w is an integer lying between 1 and n − 1 satisfying
θij(τ) ≤ λ whenever either i ≠ j or τ ≠ 0.

Note that the Hamming distance da,b between a period of the corresponding codewords {a(t)}, {b(t)},
0 ≤ t ≤ n − 1, in an (n, w, λ) OOC having Hamming correlation ρ, 0 ≤ ρ ≤ λ, is given by da,b = 2(w − ρ),
and, thus, OOCs are closely related to constant-weight error correcting codes. Given an (n, w, λ) OOC, by
enlarging the OOC to include every cyclic shift of each sequence in the code, one obtains a constant-
weight, minimum distance dmin ≥ 2(w − λ) code. Conversely, given a constant-weight cyclic code of
length n, weight w, and minimum distance dmin, one can derive an (n, w, λ) OOC code with λ ≤ w − dmin/2
by partitioning the code into cyclic equivalence classes and then picking precisely one representative
from each equivalence class of size n.

By making use of this connection, one can derive bounds on the size of an OOC from known bounds
on the size of constant-weight codes. The bound given next follows directly from the Johnson bound for
constant weight codes [8]. The number M(n, w, λ) of codewords in a (n, w, λ) OOC satisfies

An OOC code that achieves the Johnson bound is said to be optimal. A family {Fn} of OOCs indexed
by the parameter n and arising from a common construction is said to be asymptotically optimum if

Constructions for optical orthogonal codes are available for the cases when λ = 1 and λ = 2. For larger
values of λ, there exist constructions which are asymptotically optimum. Further details may be found in [6].

Defining Terms

Autocorrelation of a sequence: The complex inner product of the sequence with a shifted version itself.
Crosscorrelation of two sequences: The complex inner product of the first sequence with a shifted

version of the second sequence.
m Sequence: A periodic binary {0, 1} sequence that is generated by a shift register with linear feedback

and which has maximal possible period given the number of stages in the shift register.
Pseudonoise sequences: Also referred to as pseudorandom sequences (PN), these are sequences that

are deterministically generated and yet possess some properties that one would expect to find in
randomly generated sequences.

θ12 τ( ) s1 t τ+( )s2 t( )
t=0

n−1

∑=

M n, w, λ( ) 1
w
--- n 1–

w 1–
------------… n λ 1+–

w λ 1+–
---------------------- n λ–

w λ–
------------- …≤

 
Fn

M n, w, λ( )
--------------------------

n→∞
lim 1=

0967_frame_C08  Page 11  Tuesday, March 5, 2002  5:21 AM

©2002 CRC Press LLC



Shift-register sequence: A sequence with symbols drawn from a field, which satisfies a linear-recurrence
relation and which can be implemented using a shift register.
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D/A and A/D

Converters

9.1 D/A and A/D Circuits 
D/A and A/D Converter Performance Criteria • D/A 
Conversion Processes •  D/A Converter ICs • A/D 
Conversion Processes • A/D Converter ICs •  Grounding and 
Bypassing on D/A and A/D ICs •  Selection Criteria for D/A 
and A/D Converter ICs 

Digital-to-analog (D/A) conversion is the process of converting digital codes into a continuous range of
analog signals. Analog-to-digital (A/D) conversion is the complementary process of converting a contin-
uous range of analog signals into digital codes. Such conversion processes are necessary to interface real-
world systems, which typically monitor continuously varying analog signals, with digital systems that
process, store, interpret, and manipulate the analog values.

D/A and A/D applications have evolved from predominately military-driven applications to consumer-
oriented applications. Up to the mid-1980s, the military applications determined the design of many
D/A and A/D devices. The military applications required very high performance coupled with hermetic
packaging, radiation hardening, shock and vibration testing, and military specification and record keeping.
Cost was of little concern, and “low power” applications required approximately 2.8 W. The major applica-
tions up to the mid-1980s included military radar warning and guidance systems, digital oscilloscopes,
medical imaging, infrared systems, and professional video.

The applications currently requiring D/A and A/D circuits have different performance criteria from
those of earlier years. In particular, low power and high speed applications are driving the development
of D/A and A/D circuits, as the devices are used extensively in battery-operated consumer products. The
predominant applications include cellular telephones, hand-held camcorders, portable computers, and
set-top cable TV boxes. These applications generally have low power and long battery life requirements,
or they may have high speed and high resolution requirements, as is the case with the set-top cable TV
boxes.

9.1 D/A and A/D Circuits

D/A and A/D conversion circuits are available as integrated circuits (ICs) from many manufacturers. A
huge array of ICs exists, consisting of not only the D/A or A/D conversion circuits, but also closely related
circuits such as sample-and-hold amplifiers, analog multiplexers, voltage-to-frequency and frequency-
to-voltage converters, voltage references, calibrators, operation amplifiers, isolation amplifiers, instru-
mentation amplifiers, active filters, DC-to-DC converters, analog interfaces to digital signal processing
systems, and data acquisition subsystems. Data books from the IC manufacturers contain an enormous
amount of information about these devices and their applications to assist the design engineer.

Susan A.R. Garrod
Purdue University
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The ICs discussed in this chapter will be strictly the D/A and A/D conversion circuits. Table 9.1 lists
a small sample of the variety of the D/A and A/D converters currently available. The ICs usually perform
either D/A or A/D conversion. There are serial interface ICs, however, typically for high-performance
audio and digital signal processing applications, that perform both A/D and D/A processes.

D/A and A/D Converter Performance Criteria

The major factors that determine the quality of performance of D/A and A/D converters are resolution,
sampling rate, speed, and linearity.

The resolution of a D/A circuit is the smallest change in the output analog signal. In an A/D system,
the resolution is the smallest change in voltage that can be detected by the system and that can produce
a change in the digital code. The resolution determines the total number of digital codes, or quantization
levels, that will be recognized or produced by the circuit.

TABLE 9.1 D/A and A/D Integrated Circuits

 Multiplying vs Input Data
D/A Converter ICs Resolution, b  Fixed Reference Settling Time, ms  Format

Analog devices 
AD558      

8 Fixed reference 3 Parallel

Analog devices 
AD7524     

8        Multiplying 0.400  Parallel

Analog devices 
AD390      

Quad, 12 Fixed reference 8 Parallel

Analog devices 
AD1856     

 16        Fixed reference 1.5    Serial

Burr–Brown 
DAC729        

 18        Fixed reference 8      Parallel

DATEL 
DACHF8

 8 Multiplying 0.025  Parallel

National 
DAC0800          

8        Multiplying 0.1    Parallel

A/D Converter ICs Resolution, b Signal Inputs Conversion Speed, ms Output Data Format

Analog devices 
AD572      

12        1 25    Serial and Parallel

Burr–Brown 
ADC803 

12        1 1.5 Parallel

Burr–Brown 
ADC701

16        1 1.5  Parallel

National
ADC1005B

10        1 50    Parallel

TI, National 
ADC0808      

8        8 100    Parallel

TI, National 
ADC0834      

8        4 32 Serial

TI TLC0820                8 1 1 Parallel
TI TLC1540 10 11 21    Serial

Interface ICs 
A/D and D/A Resolution, b Onboard Filters Sampling Rate, kHz Data Format

TI TLC32040                  14     Yes                 19.2 (programmable)  Serial
TI 2914 PCM 

codec and filter 
8     Yes                 8                   Serial
©2002 CRC Press LLC



 

                                                 
The resolution of a D/A or A/D IC is usually specified in terms of the bits in the digital code or in terms of
the least significant bit (LSB) of the system. An n-bit code allows for 2n quantization levels, or 2n - 1 steps
between quantization levels. As the number of bits increases, the step size between quantization levels decreases,
therefore increasing the accuracy of the system when a conversion is made between an analog and digital
signal. The system resolution can be specified also as the voltage step size between quantization levels. For A/D
circuits, the resolution is the smallest input voltage that is detected by the system.

The speed of a D/A or A/D converter is determined by the time it takes to perform the conversion
process. For D/A converters, the speed is specified as the settling time. For A/D converters, the speed is
specified as the conversion time. The settling time for D/A converters will vary with supply voltage and
transition in the digital code; thus, it is specified in the data sheet with the appropriate conditions stated.

A/D converters have a maximum sampling rate that limits the speed at which they can perform
continuous conversions. The sampling rate is the number of times per second that the analog signal can
be sampled and converted into a digital code. For proper A/D conversion, the minimum sampling rate
must be at least two times the highest frequency of the analog signal being sampled to satisfy the Nyquist
sampling criterion. The conversion speed and other timing factors must be taken into consideration to
determine the maximum sampling rate of an A/D converter. Nyquist A/D converters use a sampling rate
that is slightly more than twice the highest frequency in the analog signal. Oversampling A/D converters
use sampling rates of N times rate, where N typically ranges from 2 to 64.

Both D/A and A/D converters require a voltage reference in order to achieve absolute conversion
accuracy. Some conversion ICs have internal voltage references, whereas others accept external voltage
references. For high-performance systems, an external precision reference is needed to ensure long-term
stability, load regulation, and control over temperature fluctuations. External precision voltage reference
ICs can be found in manufacturers’ data books.

Measurement accuracy is specified by the converter’s linearity. Integral linearity is a measure of linearity
over the entire conversion range. It is often defined as the deviation from a straight line drawn between
the endpoints and through zero (or the offset value) of the conversion range. Integral linearity is also
referred to as relative accuracy. The offset value is the reference level required to establish the zero or
midpoint of the conversion range. Differential linearity is the linearity between code transitions. Differ-
ential linearity is a measure of the monotonicity of the converter. A converter is said to be monotonic if
increasing input values result in increasing output values.

The accuracy and linearity values of a converter are specified in the data sheet in units of the LSB of
the code. The linearity can vary with temperature, and so the values are often specified at +25°C as well
as over the entire temperature range of the device.

D/A Conversion Processes

Digital codes are typically converted to analog voltages by assigning a voltage weight to each bit in the
digital code and then summing the voltage weights of the entire code. A general D/A converter consists
of a network of precision resistors, input switches, and level shifters to activate the switches to convert
a digital code to an analog current or voltage. D/A ICs that produce an analog current output usually
have a faster settling time and better linearity than those that produce a voltage output. When the output
current is available, the designer can convert this to a voltage through the selection of an appropriate
output amplifier to achieve the necessary response speed for the given application.

D/A converters commonly have a fixed or variable reference level. The reference level determines the
switching threshold of the precision switches that form a controlled impedance network, which in turn
controls the value of the output signal. Fixed reference D/A converters produce an output signal that is
proportional to the digital input. Multiplying D/A converters produce an output signal that is propor-
tional to the product of a varying reference level times a digital code.

D/A converters can produce bipolar, positive, or negative polarity signals. A four-quadrant multiplying
D/A converter allows both the reference signal and the value of the binary code to have a positive or
negative polarity. The four-quadrant multiplying D/A converter produces bipolar output signals.
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D/A Converter ICs 

Most D/A converters are designed for general-purpose control applications. Some D/A converters, how-
ever, are designed for special applications, such as video or graphic outputs, high-definition video displays,
ultra high-speed signal processing, digital video tape recording, digital attenuators, or high-speed func-
tion generators.

D/A converter ICs often include special features that enable them to be interfaced easily to micropro-
cessors or other systems. Microprocessor control inputs, input latches, buffers, input registers, and
compatibility to standard logic families are features that are readily available in D/A ICs. In addition, the
ICs usually have laser-trimmed precision resistors to eliminate the need for user trimming to achieve
full-scale performance.

A/D Conversion Processes

Analog signals can be converted to digital codes by many methods, including integration, successive
approximation, parallel (flash) conversion, delta modulation, pulse code modulation, and sigma–delta
conversion. Two of the most common A/D conversion processes are successive approximation A/D
conversion and parallel or flash A/D conversion. Very high-resolution digital audio or video systems
require specialized A/D techniques that often incorporate one of these general techniques as well as
specialized A/D conversion processes. Examples of specialized A/D conversion techniques are pulse code
modulation (PCM) and sigma–delta conversion. PCM is a common voice encoding scheme used not
only by the audio industry in digital audio recordings but also by the telecommunications industry for
voice encoding and multiplexing. Sigma–delta conversion is an oversampling A/D conversion where
signals are sampled at very high frequencies. It has very high resolution and low distortion and is being
used in the digital audio recording industry.

Successive approximation A/D conversion is a technique that is commonly used in medium- to high-
speed data acquisition applications. It is one of the fastest A/D conversion techniques that requires a
minimum amount of circuitry. The conversion times for successive approximation A/D conversion
typically range from 10 to 300 ms for 8-b systems.

The successive approximation A/D converter can approximate the analog signal to form an n-bit digital
code in n steps. The successive approximation register (SAR) individually compares an analog input
voltage to the midpoint of one of n ranges to determine the value of 1 b. This process is repeated a total
of n times, using n ranges, to determine the n bits in the code. The comparison is accomplished as follows.
The SAR determines if the analog input is above or below the midpoint and sets the bit of the digital
code accordingly. The SAR assigns the bits beginning with the most significant bit. The bit is set to a 1
if the analog input is greater than the midpoint voltage, or it is set to a 0 if it is less than the midpoint
voltage. The SAR then moves to the next bit and sets it to a 1 or a 0 based on the results of comparing
the analog input with the midpoint of the next allowed range. Because the SAR must perform one
approximation for each bit in the digital code, an n-bit code requires n approximations.

A successive approximation A/D converter consists of four functional blocks, as shown in Fig. 9.1: the
SAR, the analog comparator, a D/A converter, and a clock.

Parallel or flash A/D conversion is used in high-speed applications such as video signal processing,
medical imaging, and radar detection systems. A flash A/D converter simultaneously compares the input
analog voltage to 2n - 1 threshold voltages to produce an n-bit digital code representing the analog
voltage. Typical flash A/D converters with 8-b resolution operate at 20–100 MHz.

The functional blocks of a flash A/D converter are shown in Fig. 9.2. The circuitry consists of a precision
resistor ladder network, 2n-1 analog comparators, and a digital priority encoder. The resistor network
establishes threshold voltages for each allowed quantization level. The analog comparators indicate
whether the input analog voltage is above or below the threshold at each level. The output of the analog
comparators is input to the digital priority encoder. The priority encoder produces the final digital output
code that is stored in an output latch.
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An 8-b flash A/D converter requires 255 comparators. The cost of high-resolution A/D comparators
escalates as the circuit complexity increases and as the number of analog converters rises by 2n-1. As
a low-cost alternative, some manufacturers produce modified flash A/D converters that perform the
A/D conversion in two steps to reduce the amount of circuitry required. These modified flash A/D
converters are also referred to as half-flash A/D converters, since they perform only half of the conversion
simultaneously.

A/D Converter ICs

A/D converter ICs can be classified as general-purpose, high-speed, flash, and sampling A/D converters.
The general-purpose A/D converters are typically low speed and low cost, with conversion times ranging
from 2 ms to 33 ms. A/D conversion techniques used by these devices typically include successive
approximation, tracking, and integrating. The general-purpose A/D converters often have control signals
for simplified microprocessor interfacing. These ICs are appropriate for many process control, industrial,
and instrumentation applications, as well as for environmental monitoring such as seismology, ocean-
ography, meteorology, and pollution monitoring.

High-speed A/D converters have conversion times typically ranging from 400 ns to 3 ms. The higher
speed performance of these devices is achieved by using the successive approximation technique, modified
flash techniques, and statistically derived A/D conversion techniques. Applications appropriate for these
A/D ICs include fast Fourier transform (FFT) analysis, radar digitization, medical instrumentation, and
multiplexed data acquisition. Some ICs have been manufactured with an extremely high degree of linearity
to be appropriate for specialized applications in digital spectrum analysis, vibration analysis, geological
research, sonar digitizing, and medical imaging.

FIGURE 9.1 Successive approximation A/D converter block diagram. (Source: Garrod, S. and Borns, R. 1991, Digital
Logic: Analysis, Application, and Design, p. 919 Copyright ” 1991 by Saunders College Publishing, Philadelphia, PA.
Reprinted with permission of the publisher.)
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Flash A/D converters have conversion times ranging typically from 10 to 50 ns. Flash A/D conversion
techniques enable these ICs to be used in many specialized high-speed data acquisition applications such
as TV-video digitizing (encoding), radar analysis, transient analysis, high-speed digital oscilloscopes,
medical ultrasound imaging, high-energy physics, and robotic vision applications.

Sampling A/D converters have a sample-and-hold amplifier circuit built into the IC. This eliminates
the need for an external sample-and-hold circuit. The throughput of these A/D converter ICs ranges
typically from 35 kHz to 100 MHz. The speed of the system is dependent on the A/D technique used by
the sampling A/D converter.

A/D converter ICs produce digital codes in a serial or parallel format, and some ICs offer the designer
both formats. The digital outputs are compatible with standard logic families to facilitate interfacing to
other digital systems. In addition, some A/D converter ICs have a built-in analog multiplexer and therefore
can accept more than one analog input signal.

Pulse code modulation (PCM) ICs are high-precision A/D converters. The PCM IC is often referred to
as a PCM codec with both encoder and decoder functions. The encoder portion of the codec performs
the A/D conversion, and the decoder portion of the codec performs the D/A conversion. The digital code
is usually formatted as a serial data stream for ease of interfacing to digital transmission and multiplexing
systems.

PCM is a technique whereby an analog signal is sampled, quantized, and then encoded as a digital
word. The PCM IC can include successive approximation techniques or other techniques to accomplish
the PCM encoding. In addition, the PCM codec may employ nonlinear data compression techniques,
such as companding, if it is necessary to minimize the number of bits in the output digital code. Com-
panding is a logarithmic technique used to compress a code to fewer bits before transmission. The inverse

FIGURE. 9.2  Flash A/D converter block diagram. (Source: Garrod, S. and Borns, R., Digital Logic: Analysis, Appli-
cation, and Design, p. 928. Copyright ” 1991 by Saunders College Publishing, Philadelphia, PA. Reprinted with
permission of the publisher.)



 

                           
logarithmic function is then used to expand the code to its original number of bits before converting it
to the analog signal. Companding is typically used in telecommunications transmission systems to
minimize data transmission rates without degrading the resolution of low-amplitude signals. Two stan-
dardized companding techniques are used extensively: A-law and m-law. The A-law companding is used
in Europe, whereas the m-law is used predominantly in the United States and Japan. Linear PCM
conversion is used in high-fidelity audio systems to preserve the integrity of the audio signal throughout
the entire analog range.

Digital signal processing (DSP) techniques provide another type of A/D conversion ICs. Specialized A/D
conversion such as adaptive differential pulse code modulation (ADPCM), sigma–delta modulation, speech
subband encoding, adaptive predictive speech encoding, and speech recognition can be accomplished through
the use of DSP systems. Some DSP systems require analog front ends that employ traditional PCM codec
ICs or DSP interface ICs. These ICs can interface to a digital signal processor for advanced A/D applications.
Some manufacturers have incorporated DSP techniques on board the single-chip A/D IC, as in the case
of the DSP56ACD16 sigma–delta modulation IC by Motorola.

Integrating A/D converters are used for conversions that must take place over a long period of time,
such as digital voltmeter applications or sensor applications such as thermocouples. The integrating A/D
converter produces a digital code that represents the average of the signal over time. Noise is reduced by
means of signal averaging, or integration. Dual-lope integration is accomplished by a counter that
advances while an input voltage charges a capacitor in a specified time interval, T. This is compared to
another count sequence that advances while a reference voltage is discharging across the same capacitor
in a time interval, delta t. The ratio of the charging count value to the discharging count value is
proportional to the ratio of the input voltage to the reference voltage. Hence, the integrating converter
provides a digital code that is a measure of the input voltage averaged over time. The conversion accuracy
is independent of the capacitor and the clock frequency since they affect both the charging and discharging
operations. The charging period, T, is selected to be the period of the fundamental frequency to be
rejected. The maximum conversion rate is slightly less than 1/(2T) conversions per second. While this
limits the conversion rate to be too slow for high-speed data acquisition applications, it is appropriate
for long-duration applications of slowly varying input signals.

Grounding and Bypassing on D/A and A/D ICs

D/A and A/D converter ICs require correct grounding and capacitive bypassing in order to operate
according to performance specifications. The digital signals can severely impair analog signals. To combat
the electromagnetic interference induced by the digital signals, the analog and digital grounds should be
kept separate and should have only one common point on the circuit board. If possible, this common
point should be the connection to the power supply.

Bypass capacitors are required at the power connections to the IC, the reference signal inputs,
and the analog inputs to minimize noise that is induced by the digital signals. Each manufacturer
specifies the recommended bypass capacitor locations and values in the data sheet. The 1-mF tantalum
capacitors are commonly recommended, with additional high-frequency power supply decoupling
sometimes being recommended through the use of ceramic disc shunt capacitors. The manufacturers’
recommendations should be followed to ensure proper performance.

Selection Criteria for D/A and A/D Converter ICs

Hundreds of D/A and A/D converter ICs are available, with prices ranging from a few dollars to several
hundred dollars each. The selection of the appropriate type of converter is based on the application
requirements of the system, the performance requirements, and cost. The following issues should be
considered in order to select the appropriate converter.

1. What are the input and output requirements of the system? Specify all signal current and voltage
ranges, logic levels, input and output impedances, digital codes, data rates, and data formats.
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2. What level of accuracy is required? Determine the resolution needed throughout the analog voltage
range, the dynamic response, the degree of linearity, and the number of bits encoding. 

3. What speed is required? Determine the maximum analog input frequency for sampling in an A/D
system, the number of bits for encoding each analog signal, and the rate of change of input digital
codes in a D/A system.

4. What is the operating environment of the system? Obtain information on the temperature range
and power supply to select a converter that is accurate over the operating range.

Final selection of D/A and A/D converter ICs should be made by consulting manufacturers to obtain
their technical specifications of the devices. Major manufacturers of D/A and A/D converters include
Analog Devices, Burr–Brown, DATEL, Maxim, National, Phillips Components, Precision Monolithics,
Signetics, Sony, Texas Instruments, Ultra Analog, and Yamaha. Information on contacting these manu-
facturers and others can be found in an IC Master Catalog.

Defining Terms

Companding: A process designed to minimize the transmission bit rate of a signal by compressing it
prior to transmission and expanding it upon reception. It is a rudimentary “data compression”
technique that requires minimal processing.

Delta modulation: An A/D conversion process where the digital output code represents the change, or
slope, of the analog input signal, rather than the absolute value of the analog input signal. A 1
indicates a rising slope of the input signal. A 0 indicates a falling slope of the input signal. The
sampling rate is dependent on the derivative of the signal, since a rapidly changing signal would
require a rapid sampling rate for acceptable performance.

Fixed reference D/A converter: The analog output is proportional to a fixed (nonvarying) reference
signal.

Flash A/D: The fastest A/D conversion process available to date, also referred to as parallel A/D con-
version. The analog signal is simultaneously evaluated by 2n - 1 comparators to produce an n-bit
digital code in one step. Because of the large number of comparators required, the circuitry for
flash A/D converters can be very expensive. This technique is commonly used in digital video
systems.

Integrating A/D: The analog input signal is integrated over time to produce a digital signal that
represents the area under the curve, or the integral.

Multiplying D////A: A D/A conversion process where the output signal is the product of a digital code
multiplied by an analog input reference signal. This allows the analog reference signal to be scaled
by a digital code.

Nyquist A/D converters: A/D converters that sample analog signals that have a maximum frequency
that is less than the Nyquist frequency. The Nyquist frequency is defined as one-half of the sampling
frequency. If a signal has frequencies above the Nyquist frequency, a distortion called aliasing
occurs. To prevent aliasing, an antialiasing filter with a flat passband and very sharp rolloff is
required.

Oversampling converters: A/D converters that sample frequencies at a rate much higher than the
Nyquist frequency. Typical oversampling rates are 32 and 64 times the sampling rate that would
be required with the Nyquist converters.

Pulse code modulation (PCM): An A/D conversion process requiring three steps: the analog signal is
sampled, quantized, and encoded into a fixed length digital code. This technique is used in many
digital voice and audio systems. The reverse process reconstructs an analog signal from the PCM
code. The operation is very similar to other A/D techniques, but specific PCM circuits are optimized
for the particular voice or audio application.

Sigma–delta A/D conversion: An oversampling A/D conversion process where the analog signal is
sampled at rates much higher (typically 64 times) than the sampling rates that would be required
with a Nyquist converter. Sigma–delta modulators integrate the analog signal before performing
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the delta modulation. The integral of the analog signal is encoded rather than the change in the
analog signal, as is the case for traditional delta modulation. A digital sample rate reduction filter
(also called a digital decimation filter) is used to provide an output sampling rate at twice the
Nyquist frequency of the signal. The overall result of oversampling and digital sample rate reduction
is greater resolution and less distortion compared to a Nyquist converter process.

Successive approximation: An A/D conversion process that systematically evaluates the analog signal
in n steps to produce an n-bit digital code. The analog signal is successively compared to determine
the digital code, beginning with the determination of the most significant bit of the code.
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Further Information

Analog Devices, Inc. has edited or published several technical handbooks to assist design engineers with
their data acquisition system requirements. These references should be consulted for extensive technical
information and depth. The publications include Analog-Digital Conversion Handbook, by the engineering
staff of Analog Devices, published by Prentice–Hall, Englewood Cliffs, NJ, 1986; Nonlinear Circuits
Handbook, Transducer Interfacing Handbook, and Synchro and Resolver Conversion, all published by Analog
Devices Inc., Norwood, MA.

Engineering trade journals and design publications often have articles describing recent A/D and D/A
circuits and their applications. These publications include EDN Magazine, EE Times, and IEEE Spectrum.
Research-related topics are covered in IEEE Transactions on Circuits and Systems and IEEE Transactions
on Instrumentation and Measurement.
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Signal Space

10.1 Introduction 
10.2 Fundamentals
10.3 Application of Signal Space Representation 

to Signal Detection
10.4 Application of Signal Space Representation 

to Parameter Estimation
Wavelet Transforms • Mean Square Estimation—the 
Orthogonality Principle

10.1 Introduction

Signal space concepts have their roots in the mathematical theory of inner product spaces known as
Hilbert spaces [Stakgold, 1967]. Many books on linear systems touch on the subject of signal spaces in
the context of Fourier series and transforms [Ziemer, Tranter, and Fannin, 1998]. The applications of
signal space concepts in communication theory find their power in the representation of signal detection
and estimation problems in geometrical terms, which provides much insight into signalling techniques
and communication system design. The first person to have apparently exploited the power of signal
space concepts in communication theory was the Russian Kotel’nikov [1968], who presented his doctoral
dissertation in January, 1947. Wozencraft and Jacobs [1965] expanded on this approach and their work
is still today widely referenced. Arthurs and Dym [1962] made use of signal space concepts in the
performance analysis of several digital modulation schemes. A one-chapter summary of the use of signal
space methods in signal detection and estimation is provided in Ziemer and Tranter [2002]. Another
application of signal space concepts is in signal and image compression. Wavelet theory [Rioul and
Vetterli, 1991] is currently finding use in these application areas. In the next section, the fundamentals
of generalized vector spaces are summarized, followed by an overview of several applications to signal
representations.

10.2 Fundamentals

A linear space or vector space (signal space) [Stakgold, 1967] is a collection of elements (called vectors)
x, y, z,…, for which the following axioms are satisfied:

1. To every pair of vectors x and y there corresponds a vector x + y, with the properties:
a. x + y = y + x
b. x + (y + z) = (x + y) + z
c. There exists a unique element 0 such that x + 0 = x for every x
d. To every x, there exists a unique vector labeled -x such that x + (-x) = 0

2. To all vectors x and y, and all numbers a and b (in general, complex), the following commutative
and associative rules hold:

Roger E. Ziemer
University of Colorado
at Colorado Springs
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a. a(bx) = (a b)x
b. (a + b)x = ax + by
c. a(x + y) = ax + ay
d. 1x = x, where 1 is the identity element

A vector is said to be a linear combination of the vectors x1, x2,…,xk in a vector space if there exist
numbers (in general, complex) a1, a2,…,ak such that

(10.1)

The vectors x1, x2,…,xk are said to be linearly dependent (or form a dependent set) if there exist complex
numbers a1, a2,…,ak, not all zero, such that

(10.2)

If Eq. (10.2) can be satisfied only for a1 = a2 =  = ak = 0, the vectors are linearly independent.
One is tempted to use the infinite-sum version of Eq. (10.2) in defining the notion of independence

for an infinite set of vectors. This is not true in general; one needs the notion of convergence, which is
based on the concept of distance between vectors.

With the idea of linear independence firmly in mind, the concept of dimension of a vector space
readily follows. A vector space is n-dimensional if it possesses a set of n independent vectors, but every
set of n + 1 vectors is a dependent set. If for every positive integer k, a set of k independent vectors in
the space can be found, the space is said to be infinite dimensional. A basis for a vector space means a
finite set of vectors e1, e2,…,ek with the following attributes:

1. They are linearly independent.
2. Every vector x in the space can be written as a linear combination of the basis vectors; that is

(10.3)

It can be proved that the representation (10.3) is unique and that if the space is n-dimensional, any set
of n independent vectors e1, e2,…, en forms a basis.

The next concept to be developed is that of a metric space. In addition to the addition of vectors and
multiplication of vectors by scalars, as is true of ordinary three-dimensional vectors, it is important to
have the notions of length and direction of a vector imposed. In other words, a metric structure must
be added to the algebraic structure already defined. A collection of elements x, y, z,… in a space will be
called a metric space if to each pair of elements x, y there corresponds a real number d(x, y) satisfying
the properties:

1. d(x, y) = d(y, x)
2. d(x, y) ≥ 0 with equality if and only if x = y
3. d(x, z)  d(x, y) + d(x, z) (called the triangle inequality)

The function d(x, y) is called a metric (or distance function). Note that the definition of d(x, y) does not
require that the elements be vectors; there may not be any way of adding elements or multiplying them
by scalars as required for a vector space.

With the definition of a metric, one can now discuss the idea of convergence of a sequence { xk}  of
elements in the space. Note that d(xk, x) is a sequence of real numbers. Therefore, it is sensible to write that 

0 (10.4)

x aixi

i=1

k

∑=

a1x1 a2x2
… akxk+ + + 0=

…

x xiei

i=1

k
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k→∞
lim x=
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if the sequence of numbers d(xk, x) converges to 0 in the ordinary sense of convergence of sequences of
real numbers. If

(10.5)

the sequence {xk} is said to be a Cauchy sequence. It can be shown that if a sequence {xk} converges, it
is a Cauchy sequence. The converse is not necessarily true, for the limit may have carelessly been excluded
from the space. If the converse is true, then the metric space is said to be complete. 

The next vector space concept to be defined is that of length or norm of a vector. A normed vector
space (or linear space) is a vector space in which a real-valued function  (known as the norm of x) is
defined, with the properties

1. with equality if and only if x = 0
2.
3.

A normed vector space is automatically a metric space if the metric is defined as 

(10.6)

(see definition below) which is called the natural metric for the space. A normed vector space may be
viewed either as a linear space, a metric space, or both. Its elements may be interpreted as vectors or points. 

The structure of a normed vector space will now be refined further with the definition of the notion
of angle between two vectors. In particular, it will be possible to tell whether two vectors are perpendicular.
The notion of angle between two vectors will be obtained by defining the inner product (also known as
a scalar or dot product). In general, an inner product in a vector space is a complex-valued function of
ordered pairs x, y with the properties

1.  (the asterisk denotes complex conjugate) 
2.
3.
4.  with equality if and only if x = 0

From the first two properties, it follows that

(10.7)

Also, Schwarz’s inequality can be proved and is given by

(10.8)

with equality if and only if x = ay. The real, nonnegative quantity  satisfies all of the properties
of a norm. Therefore, it is adopted as the definition of the norm, and Schwartz’s inequality assumes the
form

(10.9)

The natural metric in the space is given by Eq. (10.6). An inner product space, which is complete in its
natural metric, is called a Hilbert space.

Example 10.1

Consider the space of all complex-valued functions x(t) defined on a ≤ t ≤ b for which the integral 

(10.10)

d xm, xp( )
m ,p→∞
lim 0=

x

x 0≥
ax a x=
x1 x2+ x1 x2+≤

d x, y( ) x y– x y– , x y–〈 〉 1/2= =

x, y〈 〉 y, x〈 〉 ∗=
ax, y〈 〉 a x, y〈 〉=
x1 x2+ , y〈 〉 x1, y〈 〉 x2, y〈 〉+=
x, x〈 〉 0≥

x, ay〈 〉 a∗ x, y〈 〉=

x, y〈 〉 x, x〈 〉 1/2 y, y〈 〉 1/2≤

x, x〈 〉 1/2

x, y〈 〉 x y≤

Ex x t( ) 2 dt
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exists (i.e., the space of all finite-energy signals in the interval [a, b]). The inner product may be defined as

(10.11)

The natural norm is

(10.12)

and the metric is 

(10.13)

respectively. Schwarz’s inequality becomes 

(10.14)

It can be shown that this space is complete and, hence, is a Hilbert space.
An additional requirement that can be imposed on a Hilbert space is separability, which, roughly

speaking, restricts the number of elements in the space. A Hilbert space H is separable if there exists a
countable (i.e., can be put in one-to-one correspondence with the positive integers) set of elements ( f1,
f2,…,fn,…) whose finite linear combinations are such that for any element f in H there exist an index N
and constants a1,a2,…,aN such that 

(10.15)

The set ( f1,  f2,…,  fn,…) is called a spanning set. The discussions from here on are limited to separable
Hilbert spaces.

Any finite-dimensional Hilbert space En is separable. In fact, there exists a set of n vectors (f1, f2,…,  fn)
such that each vector x in En has the representation

(10.16)

It can be shown that the spaces consisting of square-integrable functions on the intervals [a, b], (−∞, b],
[a, ∞), and (−∞, ∞) are all separable, where a and b are finite, and spanning sets exist for each of these
spaces. For example, a spanning set for the space of square-integrable functions on [a, b] is the set (1, t,
t2,…), which is clearly countable.

The concepts of convergence and Cauchy sequences carry over to Hilbert spaces, with convergence in
the mean defined as

(10.17)

Similarly, the ideas of independence and basis sets apply to Hilbert spaces in infinite-dimensional form.
It is necessary to distinguish between the concepts of a basis and a spanning set consisting of indepen-

dent vectors. As � is reduced in Eq. (10.15), it is expected that N must be increased, and it may also be

x, y〈 〉 x t( )y∗ t( ) dt
a

b

∫=

x x t( ) 2 dt
a

b

∫
1/2

=

d x, y( ) x y– x t( ) y t( )– 2 dt
a

b

∫
1/2

= =

x t( )y∗ t( ) dt
a

b

∫ x t( ) 2 dt
a

b

∫
1/2

y t( ) 2 dt
a

b

∫
1/2

≤

f ak fk

k=1

N

∑– �< , � 0>

x ak fk

k=1

n

∑=

xk t( ) x t( )– 2

a

b

∫k→∞
lim 0=
©2002 CRC Press LLC



 

necessary to change the previously found coefficients a1,…,a N. Hence, there might not exist a fixed
sequence of constants x1, x2,º ,xn,º with the property

(10.18)

as would be required if the set { fk}  were a basis. For example, on the space of square-integrable functions
on [−1, 1], the independent set f0 = 1, f1 = t, f2 = t2,… , is a spanning set, but not a basis, since there are
many square-integrable functions on [−1, 1] that cannot be expanded in a series like Eq. (10.18) (an
example is ). Odd as it may seem at first, it is possible if the powers of t in this spanning set are
regrouped into the set of polynomials known as the Legendre polynomials, Pk(t).

Two vectors x, y are orthogonal or perpendicular if 〈x, y〉  = 0. A finite or countably infinite set of
vectors { f1, f2,…,fk,…}  is said to be an orthogonal set if 〈φi, φj〉  = 0, i ≠ j. A proper orthogonal set is an
orthogonal set none of whose elements is the zero vector. A proper orthogonal set is an independent set.
A set is orthonormal if

(10.19)

An important concept is that of a linear manifold in a Hilbert space. A set M is said to be a linear
manifold if, for x and y belonging to M, so does ax + by for arbitrary complex numbers a and b ; thus,
M is itself a linear space. If a linear manifold is a closed set, it is called a closed linear manifold (i.e.,
every Cauchy sequence has a limit in the space) and is itself a Hilbert space. In three-dimensional
Euclidean space, linear manifolds are simply lines and planes containing the origin. In a finite-dimensional
space, every linear manifold is necessarily closed. 

Let M be a linear manifold, closed or not. Consider the set M ⊥  of all vectors which are orthogonal to
every vector in M. It is a linear manifold, which can be shown to be closed. If M is closed, M and M⊥

are known as orthogonal complements. Given a linear manifold M, each vector in the space can be
decomposed in a unique manner, as a sum xp + z, where xp is in M and z is in M ⊥ .

Given an infinite orthonormal set { f1, f2,…,fn,…}  in the space of all square-integrable functions on
the interval [a, b], let { an}  be a sequence of complex numbers. The Riesz–Fischer theorem tells how to
represent an element in the space and states:

1. If

(10.20)

diverges, then

(10.21)

diverges.
2. If Eq. (10.20) converges, then Eq. (10.21) also converges to some element g in the space and

(10.22)

The next question that arises is how to construct an orthonormal set from an independent set { e1, e2,…,
ek,…} . A way to do this is known as the Gram–Schmidt procedure. The construction is as follows:

x xk fk

k=1

∞
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t

fi, fj〈 〉 0, i j≠
1, i = j




=

an
2

n=1

∞

∑

anfn

n=1

∞

∑

an g, fn〈 〉=
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1. Pick a function from the set { ek} , say e1. Let

(10.23)

2. Remove from a second function in the set { ek} , say e2, its projection on f1. This yields

(10.24)

The vector g2 is a linear combination of e1 and e2, and is orthogonal to f1. To normalize it, form 

 (10.25)

3. Pick another function from the set { ek} , say e3, and form

(10.26)

Normalize g3 in a manner similar to that used for g2.
4. Continue until all functions in the set { ek}  have been used.

Note that the sets { ek} , { gk} , and { fk}  all generate the same linear manifold.
A basis consisting of orthonormal vectors is known as an orthonormal basis. If the basis vectors are

not normalized, it is simply an orthogonal basis.

Example 10.2

Consider the interval [−1, 1] and the independent set e0 = 1, e2 = t,…,ek = tk,…. The Gram–Schmidt
procedure applied to this set without normalization, but with the requirement that all orthogonal
functions take on the value 1 at t = 1, gives the set of Lengendre polynomials, which is

(10.27)

It is next desired to approximate an arbitrary vector x in a Hilbert space in terms of a linear combination
of the independent set { e1,…,ek} , where k ≤ n if the space is an n-dimensional Euclidean space, and k is
an arbitrary integer if the space is infinite-dimensional. First, the orthonormal set { f1,…,fk}  is con-
structed from { e1,…,ek} . The unique, best approximation to x is the Fourier sum

(10.28)

which is geometrically the projection of x onto the linear manifold generated by { f1,…,fk} , or equiva-
lently, the sum of the projections along the individual axes defined by f1, f2,…,fk. The square of the
distance between x and its projection is 

(10.29)
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Since the left-hand side is nonnegative, Eq. (10.29) gives Bessel’s inequality, which is

(10.30)

A convenient feature of the Fourier sum is the following: If another vector fk+1 is added to the
orthonormal approximating set of vectors, the best approximation now becomes

(10.31)

Thus, an additional term is added to the series expansion without changing previously computed coef-
ficients, which makes the extension to a countably infinite orthonormal approximating set simple to
envision. In the case of an infinite orthonormal approximating set, Bessel’s inequality (10.30) now has
an infinite limit on the sum. Does the approximating sum (10.31) converge to x? The answer is that
convergence can be guaranteed only if the set {fk} is extensive enough, that is, if it is a basis or a complete
orthonormal set. In such cases, Eq. (10.30) becomes an equality. In fact, a number of equivalent criteria
can be stated to determine whether an orthonormal set { fk}  is a basis or not [Stakgold, 1967]. These are:

1. In finite n-dimensional Euclidean space, {fk} has exactly n elements for completeness.
2. For every x in the space of square-integrable functions,

(10.32)

3. For every x in the space of square-integrable functions,

(10.33)

(known as Parseval’s equality).
4. The only x in the space of square-integrable functions for which all of the Fourier coefficients

vanish is the 0 function.
5. There exists no function f(t) in the space of square-integrable functions such that { f1, f2,…,

fk,…} is an orthonormal set.

Examples of complete orthonormal sets of trigonometric functions over the interval [0, T] are as
follows: (1) The complex exponentials with frequencies equal to the harmonics of the fundamental
frequency w0 = 2p /T, or

(10.34)

The factor (T)1/2 in the denominator is necessary to normalize the functions and is often not included
in the definition of the complex exponential Fourier series. (2) The sines and cosines with frequencies
equal to harmonics of the fundamental frequency w0 = 2p /T, or 

(10.35)

Note that if any function is left out of these sets, the basis is incomplete.
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10.3 Application of Signal Space Representation 
to Signal Detection

The M-ary signal detection problem is as follows: given M signals, s0(t), s1(t),…,sM(t), defined over
. One is chosen at random and sent each T-second interval through a channel that adds white,

Gaussian noise of power spectral density N0/2 to it. The challenge is to design a receiver that will decide
which signal was sent through the channel during each T-second interval with minimum probability of
making an error.

An approach to this problem, as expanded upon in greater detail by Wozencraft and Jacobs [1965,
Chap. 4] and Ziemer and Tranter [2002, Chap. 9], is to construct a linear manifold, called the signal
space, using the Gram–Schmidt procedure on the M signals. Suppose that this results in the orthonormal
basis set { f1, f2,…, fK}  where K ≤ M. The received signal plus noise is represented in this signal space
as vectors with coordinates (note that they depend on the signal transmitted)

(10.36)

where

(10.37)

The numbers Zij are components of vectors referred to as the signal vectors, and the space of all signal
vectors is called the observation space. An apparent problem with this approach is that not all possible
noise waveforms added to the signal can be represented as vectors in this K-dimensional observation
space. The part of the noise that is represented is

(10.38)

where

(10.39)

In terms of Hilbert space terminology, Eq. (10.38) is the projection of the noise waveform onto the
observation space (i.e., a linear manifold). The unrepresented part of the noise is

(10.40)

and is the part of the noise that must be represented in the orthogonal complement of the observation
space. The question is, will the decision process be harmed by ignoring this part of the noise? It can be
shown that n⊥ (t) is uncorrelated with n|(t). Thus, since n(t) is Gaussian they are statistically independent
and n⊥ (t) has no bearing on the decision process; nothing is lost by ignoring n⊥ (t).

The decision process can be shown to reduce to choosing the signal s�(t), which minimizes the distance
to the data vector; that is,

(10.41)
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where

(10.42)

and

(10.43)

Thus, the signal detection problem is reduced to a geometrical one, where the observation space is
subdivided into decision regions in order to make a decision, as shown in Fig. 10.1.

10.4 Application of Signal Space Representation
to Parameter Estimation

The procedure used in applying signal space concepts to estimation is similar to that used for signal
detection. Consider the observed waveform consisting of additive signal and noise of the form

(10.44)

where A is a parameter to be estimated and the noise is white as before. Let { fk(t)} , k = 1, 2,…, be a
complete orthonormal basis set. The observed waveform can be represented as

(10.45)

where

(10.46)

FIGURE 10.1 Observation space in two dimensions, showing five signal points with boundaries for decision regions
providing the minimum distance decision in each case.
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and Nj is defined by Eq. (10.39). Hence, an estimate can be made on the basis of the set of coefficients

(10.47)

or on the basis of a vector in the signal space with these coordinates. A reasonable criterion for estimating
A is to maximize the likelihood ratio, or a monotonic function thereof. Its logarithm, for n(t) Gaussian,
can be shown to reduce to

(10.48)

In the limit as k → ∞, this becomes

(10.49)

A necessary condition for the value of A that maximizes Eq. (10.49) is

(10.50)

The value of A that maximizes Eq. (10.49), denoted , is called the maximum likelihood estimate.

Wavelet Transforms

Wavelet transforms can be continuous time or discrete time. They find applications in speech and image
compression, signal and image classification, and pattern recognition. Wavelet representations have been
adopted by the U.S. Federal Bureau of Investigation for fingerprint compression.

The continuous-time wavelet transform of a signal x(t) takes the form [Rioul and Vetterli, 1991] 

(10.51)

where

(10.52)

are basis functions called wavelets. Thus, the wavelets defined in Eq. (10.52) are scaled and translated
versions of the basic wavelet prototype h(t) (also known as the mother wavelet), and the wavelet transform
is seen to be a convolution of the conjugate of a wavelet with the signal x(t). Substitution of Eq. (10.52)
into Eq. (10.51) yields

(10.53)

Note that h(t/a) is contracted if a < 1 and expanded if a > 1. Thus, an interpretation of Eq. (10.53) is
that as a increases, the function h(t/a) becomes spread out over time and takes the long-term behavior
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of x(t) into account; as a decreases the short-time behavior of x(t) is taken into account. A change of
variables in Eq. (10.53) gives

(10.54)

Now the interpretation of Eq. (10.54) is as the scale increases (a < 1), an increasingly contracted version
of the signal is seen through a constant-length sifting function, h(t). This is only the barest of introductions
to wavelets, and the reader is urged to consult the references to learn more about wavelets and their
applications, particularly their discrete-time implementation.

Mean Square Estimation—The Orthogonality Principle

Given n random variables, X1, X2,…, Xn, it is desired to find n constants a1, a2,…,an such that when
another random variable S is estimated by the sum 

(10.55)

then the mean square error

(10.56)

is a minimum, where E{}  denotes expectation or statistical average. It is shown in [Papoulis, 1984] that
the mean square estimate (MSE) is minimized when the error is orthogonal to the data, or when

(10.57)

This is known as the orthogonality principle or projection theorem and can be interpreted as stating
that the MSE is minimized when the error vector  is orthogonal to the subspace (linear manifold)
spanned by the vectors X1, X2,…,Xn, as shown in Fig. 10.2. The projection theorem has many applications 
including MSE filtering of noisy signals, known as Wiener filtering.

FIGURE 10.2 Schematic representation of mean square estimation in three dimensions with the estimate expressed
in terms of a linear combination of two random variables, X1 and X2, which lie in the f 1 − f 2 plane.
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Defining Terms

Basis (basis functions): An independent set of vectors in a linear space in terms of which any vector
in the space can be represented as a linear combination.

Bessel’s inequality: The statement that the norm squared of any vector in a vector space is greater or
equal to the sum of the squares of the projections onto a set of orthonormal basis vectors.

Cauchy sequence: A convergent sequence whose members become progressively closer as the limit is
approached.

Complete: The idea that a basis set is extensive enough to represent any vector in the space as a Fourier
sum. 

Countable: A set that can be put in one-to-one correspondence with the positive integers.
Dimension: A vector space is n-dimensional if it possesses a set of n independent vectors, but every

set of n + 1 vectors is linearly dependent.
Fourier sum: An approximation of a vector in a Hilbert space as a linear combination of orthonormal

basis functions where the coefficient of each basis function is the projection of the vector onto the
respective basis function.

Gram–Schmidt procedure: An algorithm that produces a set of orthonormal vectors from an arbitrary
set of vectors.

Hilbert space: A normed linear space complete in its natural metric.
Identity element: An element in a vector space that when multiplied by any vector reproduces that vector. 
Independent vectors: A set of vectors is independent if any one of them cannot be expressed as a linear

combination of the others.
Inner product: A function of ordered pairs of vectors in a vector space, which is analogous to the dot

product in ordinary Euclidean vector space.
Linear combination: A linear sum of a set of vectors in a vector space with each member in the sum,

in general, multiplied by a different scalar.
Linear manifold: A subspace of a Hilbert space that contains the origin. 
Linearly dependent (dependent): A set of vectors that is not linearly independent. 
Linearly independent (independent): A set of vectors, none of which can be expressed as a linear

combination of the others. 
Maximum likelihood estimate: An estimate for a parameter that maximizes the likelihood function.
Mean square estimation: Estimation of a random variable by a linear combination of n other random

variables that minimizes the expectation of the squared difference between the random variable
to be estimated and the approximating linear combination.

Metric: A real-valued function of two vectors in a vector space that is analogous to the distance between
them in the ordinary Euclidean sense.

Metric space: A vector space in which a metric is defined. 
Norm: A function of a single vector in a vector space that is analogous to the length of a vector in

ordinary Euclidean vector space.
Normed vector space: A vector space in which a norm has been defined. 
Observation space: The space of all possible received data vectors in a signal detection or estimation

problem.
Orthogonal: The property of two vectors expressed by their inner product being zero. 
Orthogonal complement: The space of vectors that are orthogonal to a linear manifold or subspace.
Orthogonality principle: The theorem that states that the minimum mean-square estimate of a random

variable in terms of a linear combination of n other random variables requires the difference
between the random variable and linear combination, or error, to be statistically orthogonal to
each random variable in the linear combination (i.e., the expectation of the product of the error
and each random variable is zero). Also called the projection theorem.

Orthonormal: Orthogonal vectors that have unit norm.
Orthonormal basis: A basis set for which the basis vectors are orthonormal.
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Parseval’s equality: The statement that the norm squared of a vector in a complete Hilbert space equals
the sum of the squares of the vector’s projections onto an orthonormal basis set in the space.

Projection theorem: See orthogonality principle.
Riesz–Fischer theorem: A theorem that states the conditions under which an element of a space of

square-integrable functions can be represented in terms of an infinite orthonormal set.
Schwarz’s inequality: An inequality expressing the fact that the absolute value of the inner product of

any pair of vectors in a Hilbert space is less than or equal to the product of their respective norms.
Separable: A Hilbert space in which a countable set of elements exists that can be used to represent

any element in the space to any degree of accuracy desired as a linear combination of the members
of the set. 

Signal vector: A vector representing a received signal in a signal detection or estimation problem.
Spanning set: The set of elements of a separable Hilbert space used to represent an arbitrary element

with any degree of accuracy desired.
Triangle inequality: An inequality of a normed linear space that is analogous to the fact that the length

of the sum of any two sides of a triangle is less than or equal to the sum of their respective lengths.
Vector: An element of a linear, or vector, space.
Vector space: A space of elements, called vectors, which obey certain laws of associativity and commu-

tativity and have identity elements for scalar multiplication and element addition defined.
Wavelet: See wavelet transform.
Wavelet transform: Resolution of a signal into a set of basis functions called wavelets. As a parameter

of the wavelet is changed, the behavior of the signal over progressively shorter time intervals is
resolved.
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Further Information 

Very readable expositions of signal space concepts as applied to signal detection and estimation are found
in Chapter 4 of the classic book by Wozencraft and Jacobs. The paper by Arthurs and Dym listed in the
references is also very readable. A treatment of signal space concepts and applications to signal detection
and parameter estimation is given in Chapter 9 of the book by Ziemer and Tranter. For the mathematical
theory behind signal space concepts, the book by Stakgold is recommended. For those interested in
wavelet transforms and their relationship to signal spaces, the April 1992 issue of the IEEE Signal Processing
Magazine provides a tutorial article on wavelet transforms.
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Channel Models

11.1 Introduction
11.2 Fading Dispersive Channel Model

Frequency-Selective Channel • Time-Selective 
Channel • Time- and Frequency-Selective 
Channel • Nonselective Channel

11.3 Line-of-Sight Channel Models
11.4 Digital Channel Models

11.1 Introduction

Early channel models used in conjunction with analysis of communication systems assumed a binary
symmetric channel (BSC) [Wozencraft and Jacobs, 1967]. In this case, the probability of bit error is
assumed constant. This channel is memoryless, that is, the presence or absence of an error for a particular
symbol has no influence on past or future symbols. Few transmission paths can be characterized as a
BSC; most channels of interest are subject to some degree of fading and dispersion which introduce
memory (correlation) between symbol errors. Therefore, it is necessary that a fading dispersive channel
model be described to allow complete characterization of communication systems for typical applications.

Modeling of the fading dispersive channel is based on the use of mathematics to describe the physical
or observed properties of the channel. Stein, Schwartz, and Bennett [1966] and Kennedy [1969] first
used a deterministic characterization of the channel and then introduced dynamics into the model to
account for the time-varying nature of a fading channel. Bello [1963] described a channel model using
a tapped delay line representation, which is based on knowledge of the correlation properties of the
channel.

The fading dispersive channel is described in Section 11.2 as a linear time-varying filter. Mobile and
scatter channels produce a received signal consisting of the sum of multiple time-variant paths. Such
channels are assumed to impart zero mean Gaussian statistics on a transmitted signal. Characterization
of the channel then reduces to the specification of a correlation function or power spectral density. Many
radio channels are adequately modeled by making these assumptions, including tropospheric scatter,
high-frequency (HF) skywave, VHF/UHF mobile channels, and lunar reflection channels. Line-of-sight
(LOS) channels, however, consist of a direct ray plus multiple indirect rays. The LOS channel, therefore,
is assumed to impart nonzero mean Gaussian statistics on the transmitted signal. Modeling of the LOS
channel can be somewhat simplified as compared to the general fading dispersive channel model, as
shown in Section 11.3.

Digital communication channels introduce errors in bursts, which invalidates the use of the BSC. To
characterize error clustering effects, various error models have been proposed, which can be divided into
two basic categories, descriptive and generative. Descriptive models attempt to characterize channels by
use of statistics that describe the general behavior of the channel. The Neyman type A distribution
[Neyman, 1939] is an example of a descriptive model; here channel errors are modeled as a compound
Poisson distribution in which error clusters have a Poisson distribution and errors within a cluster also
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have a Poisson distribution. Such models have been shown to apply to channels that have relatively few
error-causing mechanisms, such as cable transmission [Becam et al., 1984], but have not been effectively
used with more complex channels such as digital radio. Generative models, however, are able to match
channel data by iteratively expanding the size of the model to fit the data. The generative model allows
error statistics to be generated from a model made up of a finite-state Markov chain, using the states
and transitions to represent the error behavior in the communications channel. These error models are
usually developed to represent empirical results, but extensions are often made to more general cases.

11.2 Fading Dispersive Channel Model

Fading arises from destructive interference among multiple propagation paths, hence the term multipath
fading. These paths arise due to reflection, refraction, or diffraction in the channel. The amplitude and
phase of each path vary in time due to changes in the structure of the medium. The resultant signal at
a receiver will experience fading, defined as changes in the received signal level in time, where resulting
destructive or constructive interference depends on the relative amplitudes and phases of the multiple
paths. The received signal may also experience dispersion, defined as spreading of the signal in time or
frequency. Channels may be characterized as having multiple, randomly behaving paths or as having a
dominant path in addition to multiple secondary paths. Forward scatter and mobile channels tend to
have a large number of indirect paths, whereas line-of-sight channels tend to have a direct path that
predominates over a few indirect paths.

The fading dispersive channel model may be best presented by using complex representation of the
transmitted and received waveforms. Let us define s(t) to be the transmitted signal and y(t) to be the
received signal. Assuming both s(t) and y(t) are narrowband signals, we can represent them as

(11.1)

(11.2)

where fc is the carrier frequency and z(t) and w(t) are the complex envelopes of s(t) and y(t), respectively.
The complex envelope notation carries information about the amplitude and phase of the signal wave-
forms. The magnitude of the complex envelope is the conventional envelope of the signal, and the angle
of the complex envelope is the phase of the signal with respect to the carrier frequency fc.

The first assumption made in characterizing the fading dispersive channel is that a large number of
paths exist, and so the central limit theorem can be applied. We then can represent the channel impulse
response as a complex Gaussian process, g(t, ξ), which displays the time-varying nature of the channel.
Assuming a linear channel,

(11.3)

We also need to define the time-varying transfer function of the channel, which is the Fourier transform
dual of the channel impulse response

(11.4)

In this section, we will further assume that no direct or dominant path is present in the channel and
that the scatterers behave as a random process, so that the statistics are Gaussian with zero mean. The
received envelope then displays Rayleigh law statistics. Mobile and scatter communication systems are
examples of such channels.
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The final assumption required for characterization of the channel model involves the stationarity of
the channel impulse response. Although the fluctuations in the channel are due to non-stationary
statistical phenomena, on a short enough time scale and for small enough bandwidth, the fluctuations
in time and frequency can be characterized as approximately stationary. This approximate stationarity
is often called quasistationarity. Since our interest here is in short-term fading, it is reasonable to assume
that g(t, ξ) is stationary in a time sense. Channels displaying stationarity in time are called wide-sense
stationary (WSS). For most scatter and mobile channels, the channel may be modeled as a continuum
of uncorrelated scatters. If the channel impulse response g(t, ξ) is independent for different values of
delay (ξ), the channel is said to exhibit uncorrelated scattering (US). When the time-varying impulse
response is assumed to have stationary fluctuations in time and frequency, the channel is said to be wide-
sense stationary with uncorrelated scattering (WSSUS).

A WSSUS complex Gaussian process is completely determined statistically by specifying its autocor-
relation function or its power spectral density. Because of the dual (time and frequency) nature of the
channel, there exist several correlation functions and power spectral densities that are used to characterize
the channel, and the most applicable of these are defined and briefly described as follows:

1. The time-frequency correlation function (sometimes called the two-frequency correlation function)
is defined as

(11.5)

Note that the complex character of G( f, t) requires a slightly altered definition of autocorrelation,
with the asterisk denoting the complex conjugate operation. R(Ω, τ) represents the cross-correlation
function between the complex envelopes of received carriers transmitted Ω Hz apart. Since the
transfer function is assumed stationary with uncorrelated scattering, R(Ω, τ) is dependent only
on the frequency separation Ω and time delay τ.

2. The tap gain correlation function (sometimes called the path gain correlation function) is defined as

(11.6)

where δ(•) is the unit impulse function and Q(τ, ξ) is the Fourier transform of R(Ω, τ) on the Ω
variable. Q(τ, ξ ) represents the autocorrelation function of the gain fluctuations for paths pro-
viding delays in the interval (ξ, ξ + ∆ξ). The form of Eq. (11.6) implies that the fluctuations of
the complex gains at different delays are uncorrelated, which is a result of the uncorrelated
scattering assumption.

3. The scattering function is defined as the power spectrum of the complex gain fluctuations at delay
ξ and is obtained from Q(τ, ξ ) by applying the Fourier transform on the τ variable,

(11.7)

The scattering function directly exhibits the delay and Doppler spreading characteristics of the
dispersive channel. The power spectral density associated with values of time delay ξ and Doppler
frequency ν in this interval ξ to ξ + ∆ξ and ν to ν + ∆ν, respectively, is then S(ξ, ν) ∆ξ ∆ν. The
scattering function is also seen to be the double Fourier transform of the time-frequency corre-
lation function.

Special cases of the described channel model that are of interest include the frequency-selective channel,
time-selective channel, time- and frequency-selective channel, and nonselective channel. These cases are
described by first showing how the general model is simplified and then showing the physical conditions
for which these special cases arise.
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Frequency-Selective Channel

The frequency-selective channel is characterized by a transfer function that varies in a more or less
random fashion with frequency. An approximately constant amplitude and phase can only be observed
over a frequency interval sufficiently small. The fading, which occurs at each frequency, will be very
nearly the same, that is, highly correlated, for closely spaced frequencies and essentially independent,
that is, no correlation for frequencies sufficiently far apart. The lack of correlation in fading of spaced
frequencies is thus called frequency-selective fading.

A fading channel which is selective only in frequency is then implicitly also a nontime selective or
time-flat channel. This time-flat channel is characterized by a channel impulse response that is time
invariant. When the fading rate is so slow that little change in the channel impulse response occurs over
the duration of a transmitted pulse, that channel may be approximated as a time-flat channel. Assuming
the channel impulse response to be time invariant, the input–output relationship (11.3) may be simplified
to the usual convolution integral

(11.8)

in which g(ξ) is now the time-invariant channel impulse response. With the time-invariance assumption,
the complex correlation function of g(ξ) becomes

(11.9)

where the function

(11.10)

is called the delay power spectrum. The frequency correlation function, which is the Fourier transform of
the delay power spectrum, is given by 

(11.11)

where G( f ) is the time-invariant channel transfer function. A sufficient characterization of this channel
is provided by either the delay power spectrum Q(ξ) or the frequency correlation function q(Ω).

The frequency correlation function q(Ω) would be determined experimentally by transmitting two
sine waves of different frequency and measuring the correlation between the complex envelopes as a
function of frequency separation of the sine waves. When the frequency separation Ω is such that the
correlation function q(Ω) is very near the maximum value q(O) for all Ω < Bc, all transmitted frequencies
less than Bc will be received fading in a highly correlated fashion. For this reason Bc is called the coherence
bandwidth, where Bc has been defined as the frequency separation for which q(Ω) equals 1/e, or alter-
natively, 1/2.

The delay power spectrum Q(ξ ) is the average power at time delay ξ in the multipath structure of the
channel. One may define a multipath or delay spread parameter L as the width of Q(ξ ). Two measures
of L that occur frequently are total and 2σ. The total delay spread L T is meant to define the spread of
Q(ξ) for values of ξ where Q(ξ ) is significantly different from zero. The 2σ delay spread L2σ is defined
as twice the standard deviation of Q(ξ ) when it has been normalized to unit area and regarded as a
probability density function. Note that the coherence bandwidth and delay spread are reciprocals of one
another, due to the Fourier transform relationship between q(Ω) and Q(ξ ).

If we assume that the received signal consists of scattered components ranging over a delay interval
L, then the received signal corresponding to a transmitted symbol of duration T will be spread over T +
L. As long as L > T, the received signal is spread in time, and the corresponding channel is said to be
time dispersive. In a digital communications system, the effect of time dispersion is to cause intersymbol
interference and a corresponding degradation in probability of symbol error.
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A channel exhibits frequency selectivity when the transmitted bandwidth of the signal is sufficiently
larger than the coherence bandwidth of the channel. Stated another way, frequency selectivity is observed
if the delay spread L of the channel is sufficiently larger than the transmitted signal duration T. This
channel is simultaneously time flat since the duration of a transmitted pulse is sufficiently small compared
to the fading correlation time. For example, a high-speed troposcatter channel (in the range of megabits
per second) often exhibits frequency selectivity since the transmitted bandwidth is larger than the channel
coherence bandwidth.

Time-Selective Channel

The time-selective channel has the property that the impulse response is time variant. An approximately
constant amplitude and phase can only be observed over a time interval sufficiently small. The fading
which occurs at some frequency will be very nearly the same, that is, highly correlated, for closely spaced
times, and essentially independent for times sufficiently far apart. The lack of correlation in fading of a
given frequency over time intervals is thus called time-selective fading.

A fading channel that is selective only in time is then implicitly also a nonfrequency selective or frequency-
flat channel. Such a channel has the property that the amplitude and phase fluctuations observed on the
channel response to a given frequency are the same for any frequency. The frequency-flat fading channel
is observed when the signal bandwidth is smaller than the correlation bandwidth of the channel. Low-
speed data transmission over an HF channel (in the range of kilobits per second) is an example of time
selectivity wherein the transmitted pulse width is greater than the average fade duration.

For the frequency-flat fading channel the channel impulse response is independent of the frequency
variable, so that the input–output relationship (11.3) becomes

(11.12)

in which g(t) is the time-varying, frequency-invariant, impulse response. The complex correlation func-
tion of g(t) then becomes

(11.13)

where the function p(τ) is the time ( fading) correlation function. A sufficient characterization of this
channel is provided by either the time correlation function p(τ), or its Fourier transform P(ν), the Doppler
power spectrum.

To make an experimental determination of p(τ), one could simply transmit a sine wave and evaluate
the autocorrelation function of the received process. Here one may define a coherence time parameter
(also called fading time constant) Tc in terms of p(t) in the same way as Bc was defined in terms of q(Ω).
The channel parameter Tc is then a measure of the average fade duration and is particularly useful in
predicting the occurrence of time-selective fading in the channel, just as Bc is useful in predicting the
occurrence of frequency-selective fading.

The Fourier transform of the time-correlation function is the Doppler power spectrum P(ν), which
yields signal power as a function of Doppler shift. The total Doppler spread BT and 2σ Doppler spread
B2σ parameters are defined analogous to delay spread L T and L2σ , respectively, and have analogous utilities.
Note that the coherence time and Doppler spread are reciprocals of one another, due to the Fourier
transform relationship between p(τ) and P(ν). If the Doppler spread B is greater than the transmitted
signal bandwidth W, then the received signal will be spread over W + B. For the case B > W, the received
signal is spread in frequency and the corresponding channel is said to be frequency dispersive.

Observation of Doppler effects is evidence that the channel is behaving as a time-varying filter. These
time variations in the channel can be related directly to motion in the medium or motion by the
communications device. In the case of a troposcatter channel, fluctuations caused by motion in the
scatterers within the medium cause Doppler effects. Motion of the user or vehicle in a mobile commu-
nications channel likewise gives rise to Doppler effects.
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Time- and Frequency-Selective Channel

Channels that exhibit both time and frequency selectivity are called doubly dispersive. Such channels are
neither time flat nor frequency flat. In general, real channels do not exhibit time and frequency selectivity
simultaneously. To simultaneously exhibit time and frequency selectivity, the coherence bandwidth must
simultaneously be both larger and smaller than the transmitted bandwidth, or alternatively, the multipath
spread must simultaneously be both larger and smaller than the signal duration. In view of this contra-
diction, we assume that either time or frequency selectivity effects can occur with this channel but not
simultaneously. For this channel we then can make the often used approximation

(11.14)

which thus separates the frequency and time selectivity effects on the channel. Equation (11.14) points
out the fact that time and frequency selectivity are independent phenomena.

Nonselective Channel

The nonselective fading channel exhibits neither frequency nor time selectivity. This channel is also called
time flat, frequency flat, or just flat-flat. This channel is then the random-phase Rayleigh fading channel.
For a transmitted signal given by Eq. (11.1), the received signal is

(11.15)

where A and θ are statistically independent random variables that are time invariant, the former being
Rayleigh distributed and the latter being uniformly distributed in the interval −π to π.

The flat-flat fading model can closely approximate the behavior of a channel if the bandwidth of the
transmitted signal is much less than the correlation bandwidth of the channel and if the transmitted
pulse width is very much less than the correlation time of the fading. However, these two requirements
are usually incompatible since the time-bandwidth product of the transmitted signal has a lower bound.

11.3 Line-of-Sight Channel Models

Multipath channel models for line-of-sight (LOS) radio systems assume a direct path in addition to one
or more secondary paths observed at the receiver. The channel impulse response is modeled as a nonzero
mean, complex Gaussian process, where the envelope has a Ricean distribution and the channel is known
as a Ricean fading channel. Both multipath and polynomial transfer functions have been used to model
the LOS channel.

Several multipath transfer function models have been developed, usually based on the presence of two
[Jakes, 1978] or three [Rummler, 1979] rays. In general, the multipath channel transfer function can be
written as

(11.16)

where the direct ray has been normalized to unity and the βi and τi are amplitude and delay of the
interfering rays relative to the direct ray. The two-ray model can thus be characterized by two parameters,
β and τ. In this case, the amplitude of the resultant signal is

(11.17)
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and the phase of the resultant is

(11.18)

The group delay is then

(11.19)

The deepest fade occurs with

(11.20)

where both R and T are at a minimum, with

(11.21)

(11.22)

The frequency defined by ωd is known as the notch frequency and is related to the carrier frequency ωc by

(11.23)

where ω0 is referred to as the offset frequency.
Although the two-ray model described here is easy to understand and apply, most multipath propa-

gation research points toward the presence of three (or more) rays during fading conditions. Out of this
research, Rummler’s three-ray model is the most widely accepted [Rummler, 1979].

Experiments conducted to develop or verify multipath channel models are limited by the narrowband
channels available in existing radio systems. These limited channel bandwidths are generally insufficient
to resolve parameters of a two- or three-ray multipath model. One alternative is to use polynomial
functions of frequency to analytically fit measured data. Such polynomials have been used to describe
amplitude and group delay distortion. Curve fits can be made to individual records of amplitude and
group delay distortion using an Mth-order polynomial,

(11.24)

To obtain the coefficients {C1, C2, …, CM}, a least squares fit has been used with polynomials typically
of order M = 2, 4, and 6. For fades that are frequency selective, the most suitable order has been found
to be M = 4. During periods of nonfading or flat fading, polynomials of order M = 0 or 2 have provided
acceptable accuracy [Smith and Cormack, 1982]. As shown by Greenstein and Czekaj [1980] these
polynomial coefficients can be related to a power series model of the channel transfer function

(11.25)

Studies have shown that at least a first-order polynomial, with three coefficients {A0, A1, and B1}, is
required for LOS channels, and that a second-order polynomial with five coefficients may be required
for highly dispersive channels [Greenstein and Czekaj, 1980].
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11.4 Digital Channel Models

For digital communications channels, one must be able to relate probability of (symbol, bit) error to the
behavior of real channels, which tend to introduce errors in bursts. Two approaches may be taken. The
classical method relates signal level variation to error rate statistics. Here, an equation for probability of
error for a particular modulation technique is used to develop error statistics such as outage probability,
outage rate, and outage duration for a given probability density function of signal level representing a
certain channel. The drawback to this approach is the limitation of the results to only classical channels,
such as Gaussian or Rayleigh, for which the signal statistics are known. As shown earlier, real channels
tend to exhibit complex and time-varying behavior not easily represented by known statistics. For
example, radio channels may experience time-selective fading, frequency-selective fading, rain attenua-
tion, interference, and other forms of degradation at one time or another.

The second approach uses error models for channels with memory, that is, for channels where errors
occur in bursts. If based on actual channel data, error models have the advantage of exactly reflecting
the vagaries of the channel and, depending on the model, allowing various error statistics to be represented
as a function of the model’s parameters. The chief problem with error modeling is the selection of the
model and its parameters to provide a good fit to the data and to the channel(s) in general. The Gilbert
model focused on the use of a Markov chain composed of a good state G, which is error free, and a
bad state B, with a certain probability of error [Gilbert, 1960]. Subsequent applications used a larger
number of states in the Markov chain to better simulate error distributions in real channels. Fritchman
[1967] first introduced the simple partitioned Markov chain with k error-free states and N − k error
states, which has shown good agreement with experimental results [Knowles and Drukarev, 1988;
Semmar et al., 1991].

The single-error partitioned Fritchman model, in which the N states are divided into N − 1 error-free
states and one error state, with transition probabilities Pij, i, j = 1 to N, has been popularly used to
characterize sequences of error-free and errored events (e.g., bits or symbols), known as gaps and clusters,
respectively. For a binary error sequence where the presence or absence of a bit error is represented by
1 and 0, the error gap distribution P(0m |1) is the probability that at least m error-free bits will follow
given that an errored bit has occurred. Similarly, the error cluster distribution P(1m|0) is the probability
that at least m errored bits will follow given that an error-free bit has occurred. For the single-error
Fritchman model [1967],

(11.26)

or

(11.27)

where the values α i or βi are the Fritchman model parameters. For i = 1 to k and N − k = 1, the transition
probabilities are related to Fritchman’s parameters by

(11.28)

(11.29)

(11.30)

(11.31)

P 0m |1( )
PN ,i

Pi ,i

-------- Pi ,i( )m

i=1

k

∑=

P 0m |1( ) aibi
m

i=1

k

∑=

Pi ,i bi=

Pi ,N 1 b– i=

PN ,i aibi=

PN ,N 1 aibi

i=1

k

∑–=
©2002 CRC Press LLC



 

After obtaining P(0m|1) empirically for a given channel, curve fitting techniques can be employed to
represent P(0m|1) as the sum of (N − 1) exponentials, with coefficients αi and βi. Even simpler, for the single
error state model, the error cluster distribution can be described with a single exponential with suitable
coefficients αN and βN. Fritchman [1967] and others have found that a model with k = 2 or 3 exponential
functions is generally sufficient. For high error rate sequences, a model with up to four exponential functions
is required [Semmar et al., 1991].

Defining Terms

Coherence bandwidth: Bandwidth of a received signal for which fading is highly correlated.
Coherence time: Time interval of a received signal for which fading is highly correlated.
Doppler spread: Range of frequency over which the Doppler power spectrum is significantly different

from zero.
Frequency-selective fading: Fading with high correlation for closely spaced frequencies and no corre-

lation for widely spaced frequencies.
Multipath spread or delay spread: Range of time over which the delay power spectrum is significantly

different from zero.
Time-selective fading: Fading with high correlation for closely spaced times and no correlation for

widely spaced times.
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12.1 Introduction

Every engineer strives for optimality in design. This is particularly true for communications engineers
since in many cases implementing suboptimal receivers and sources can result in dramatic losses in
performance. As such, this chapter focuses on design principles leading to the implementation of opti-
mum receivers for the most common communication environments.

The main objective in digital communications is to transmit a sequence of bits to a remote location
with the highest degree of accuracy. This is accomplished by first representing bits (or more generally short
bit sequences) by distinct waveforms of finite time duration. These time-limited waveforms are then
transmitted (broadcasted) to the remote sites in accordance with the data sequence.

Unfortunately, because of the nature of the communication channel, the remote location receives a
corrupted version of the concatenated signal waveforms. The most widely accepted model for the com-
munication channel is the so-called additive white Gaussian noise1 channel (AWGN channel). Mathe-
matical arguments based upon the central limit theorem [7], together with supporting empirical evidence,
demonstrate that many common communication channels are accurately modeled by this abstraction.
Moreover, from the design perspective, this is quite fortuitous since design and analysis with respect to
this channel model is relatively straightforward.

1For those unfamiliar with AWGN, a random process (waveform) is formally said to be white Gaussian noise if
all collections of instantaneous observations of the process are jointly Gaussian and mutually independent. An
important consequence of this property is that the power spectral density of the process is a constant with respect
to frequency variation (spectrally flat). For more on AWGN, see Papoulis [4].

Geoffrey C. Orsak
Southern Methodist University
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12.2 Preliminaries

To better describe the digital communications process, we shall first elaborate on so-called binary com-
munications. In this case, when the source wishes to transmit a bit value of 0, the transmitter broadcasts
a specified waveform s0(t) over the bit interval t ∈ [0, T]. Conversely, if the source seeks to transmit the
bit value of 1, the transmitter alternatively broadcasts the signal s1(t) over the same bit interval. The
received waveform R(t) corresponding to the first bit is then appropriately described by the following
hypotheses testing problem:

(12.1)

where, as stated previously, η(t) corresponds to AWGN with spectral height nominally given by N0/2. It
is the objective of the receiver to determine the bit value, i.e., the most accurate hypothesis from the
received waveform R(t).

The optimality criterion of choice in digital communication applications is the total probability of
error normally denoted as Pe. This scalar quantity is expressed as

(12.2)

The problem of determining the optimal binary receiver with respect to the probability of error is
solved by applying stochastic representation theory [10] to detection theory [5, 9]. The specific waveform
representation of relevance in this application is the Karhunen–Loève (KL) expansion.

12.3 Karhunen–Loève Expansion

The Karhunen–Loève expansion is a generalization of the Fourier series designed to represent a random
process in terms of deterministic basis functions and uncorrelated random variables derived from the
process. Whereas the Fourier series allows one to model or represent deterministic time-limited energy
signals in terms of linear combinations of complex exponential waveforms, the Karhunen–Loève expan-
sion allows us to represent a second-order random process in terms of a set of orthonormal basis
functions scaled by a sequence of random variables. The objective in this representation is to choose the
basis of time functions so that the coefficients in the expansion are mutually uncorrelated random
variables.

To be more precise, if R(t) is a zero mean second-order random process defined over [0, T] with
covariance function KR(t, s), then so long as the basis of deterministic functions satisfy certain integral
constraints [9], one may write R(t) as

(12.3)

where

H0: R t( ) s0 t( ) h t( )+ 0 t T≤ ≤=
H1: R t( ) s1 t( ) h t( )+=

Pe Pr declaring  1|0  transmitted( )Pr 0 transmitted( )=
Pr declaring  0|1 transmitted( )Pr 1 transmitted( )+

R t( ) Rifi t( )
i=1

∞

∑= 0 t T≤ ≤

Ri R t( )fi t( )
0

T

∫ dt=
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In this case the Ri will be mutually uncorrelated random variables with the φi being deterministic basis
functions that are complete in the space of square integrable time functions over [0, T]. Importantly, in
this case, equality is to be interpreted as mean-square equivalence, i.e.,

for all 0 ≤ t ≤ T.

FACT 12.1 If R(t) is AWGN, then any basis of the vector space of square integrable signals over [0, T] results
in uncorrelated and therefore independent Gaussian random variables.

The use of Fact 12.1 allows for a conversion of a continuous time detection problem into a finite-
dimensional detection problem. Proceeding, to derive the optimal binary receiver, we first construct our
set of basis functions as the set of functions defined over t ∈  [0, T] beginning with the signals of interest
s0(t) and s1(t). That is,

In order to ensure that the basis is orthonormal, we must apply the Gramm–Schmidt procedure* [6] to
the full set of functions beginning with s0(t) and s1(t) to arrive at our final choice of basis {φi(t)}.

FACT 12.2 Let {φi(t)} be the resultant set of basis functions.
Then for all i > 2, the φi(t) are orthogonal to s0(t) and s1(t). That is,

for all i > 2 and j = 0, 1.

Using this fact in conjunction with Eq. (12.3), one may recognize that only the coefficients R1 and R2

are functions of our signals of interest. Moreover, since the Ri are mutually independent, the optimal
receiver will, therefore, only be a function of these two values.

Thus, through the application of the KL expansion, we arrive at an equivalent hypothesis testing
problem to that given in Eq. (12.1),

(12.4)

where it is easily shown that η1 and η2 are mutually independent, zero-mean, Gaussian random variables
with variance given by N0/2, and where φ1 and φ2 are the first two functions from our orthonormal set
of basis functions. Thus, the design of the optimal binary receiver reduces to a simple two-dimensional
detection problem that is readily solved through the application of detection theory.

*The Gramm-Schmidt procedure is a deterministic algorithm that simply converts an arbitrary set of basis
functions (vectors) into an equivalent set of orthonormal basis functions (vectors).
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12.4 Detection Theory

It is well known from detection theory [5] that under the minimum Pe criterion, the optimal detector
is given by the maximum a posteriori rule (MAP),

(12.5)

i.e., determine the hypothesis that is most likely, given that our observation vector is r. By a simple
application of Bayes theorem [4], we immediately arrive at the central result in detection theory: the
optimal binary detector is given by the likelihood ratio test (LRT),

(12.6)

where the πi are the a priori probabilities of the hypotheses Hi being true. Since in this case we have
assumed that the noise is white and Gaussian, the LRT can be written as

(12.7)

where

By taking the logarithm and cancelling common terms, it is easily shown that the optimum binary receiver
can be written as

(12.8)

This finite-dimensional version of the optimal receiver can be converted back into a continuous time
receiver by the direct application of Parseval’s theorem [4] where it is easily shown that

(12.9)

By applying Eq. (12.9) to Eq. (12.8) the final receiver structure is then given by

(12.10)
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where E1 and E0 are the energies of signals s1(t) and s0(t), respectively. (See Fig. 12.1 for a block diagram.)
Importantly, if the signals are equally likely (π0 = π1), the optimal receiver is independent of the typically
unknown spectral height of the background noise.

One can readily observe that the optimal binary communication receiver correlates the received
waveform with the difference signal s1(t) − s0(t) and then compares the statistic to a threshold. This
operation can be interpreted as identifying the signal waveform si(t) that best correlates with the received
signal R(t). Based on this interpretation, the receiver is often referred to as the correlation receiver.

As an alternate means of implementing the correlation receiver, we may reformulate the computation
of the left-hand side of Eq. (12.10) in terms of standard concepts in filtering. Let h(t) be the impulse
response of a linear, time-invariant (LTI) system. By letting h(t) = s1(T − t) − s0(T − t), then it is easily
verified that the output of R(t) to a LTI system with impulse response given by h(t) and then sampled
at time t = T gives the desired result. (See Fig. 12.2 for a block diagram.) Since the impulse response is
matched to the signal waveforms, this implementation is often referred to as the matched filter receiver.

12.5 Performance

Because of the nature of the statistics of the channel and the relative simplicity of the receiver, performance
analysis of the optimal binary receiver in AWGN is a straightforward task. Since the conditional statistics
of the log likelihood ratio are Gaussian random variables, the probability of error can be computed
directly in terms of Marcum Q functions* as

where the si are the two-dimensional signal vectors obtained from Eq. (12.4), and where  denotes the
Euclidean length of the vector x. Thus,  is best interpreted as the distance between the respective
signal representations. Since the Q function is monotonically decreasing with an increasing argument,

FIGURE 12.1 Optimal correlation receiver structure for binary communications. 

FIGURE 12.2 Optimal matched filter receiver structure for binary communications. In this case h(t) = s(T − t) −
s0(t − t).

*The Q function is the probability that a standard normal random variable exceeds a specified constant, i.e.,
Q x( ) ∫x

∞
1/ 2p z2– /2( ) dzexp .=

Pe Q
s0 s1–

2N0

------------------ 
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x
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one may recognize that the probability of error for the optimal receiver decreases with an increasing
separation between the signal representations, i.e., the more dissimilar the signals, the lower the Pe.

12.6 Signal Space

The concept of a signal space allows one to view the signal classification problem (receiver design) within
a geometrical framework. This offers two primary benefits: first, it supplies an often more intuitive
perspective on the receiver characteristics (e.g., performance) and second, it allows for a straightforward
generalization to standard M-ary signalling schemes.

To demonstrate this, in Fig. 12.3 we have plotted an arbitrary signal space for the binary signal
classification problem. The axes are given in terms of the basis functions φ1(t) and φ2(t). Thus, every
point in the signal space is a time function constructed as a linear combination of the two basis functions.
By Fact 12.2 we recall that both signals s0(t) and s1(t) can be constructed as a linear combination of φ1(t)
and φ2(t) and as such we may identify these two signals in this figure as two points.

Since the decision statistic given in Eq. (12.8) is a linear function of the observed vector R which is
also located in the signal space, it is easily shown that the set of vectors under which the receiver declares
hypothesis Hi is bounded by a line in the signal space. This so-called decision boundary is obtained by
solving the equation ln[L(R)] = 0. (Here again we have assumed equally likely hypotheses.) In the case
under current discussion, this decision boundary is simply the hyperplane separating the two signals in
signal space. Because of the generality of this formulation, many problems in communication system
design are best cast in terms of the signal space, that is, signal locations and decision boundaries.

12.7 Standard Binary Signalling Schemes

The framework just described allows us to readily analyze the most popular signalling schemes in binary
communications: amplitude-shift keying (ASK), frequency-shift keying (FSK), and phase-shift keying
(PSK). Each of these examples simply constitutes a different selection for signals s0(t) and s1(t).

In the case of ASK, s0(t) = 0, while s1(t) = sin(2p fct), where E denotes the energy of the waveform
and fc denotes the frequency of the carrier wave with fcT being an integer. Because s0(t) is the null signal,
the signal space is a one-dimensional vector space with f1(t) = sin(2p fct). This, in turn, implies
that  =  Thus, the corresponding probability of error for ASK is

For FSK, the signals are given by equal amplitude sinusoids with distinct center frequencies, that is,
si(t) = sin(2p fit) with fiT being two distinct integers. In this case, it is easily verified that the signal

FIGURE 12.3 Signal space and decision boundary for optimal binary receiver.
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space is a two-dimensional vector space with fi(t) = sin(2p fit) resulting in  =  The
corresponding error rate is given to be

Finally, with regard to PSK signalling, the most frequently utilized binary PSK signal set is an example
of an antipodal signal set. Specifically, the antipodal signal set results in the greatest separation between
the signals in the signal space subject to an energy constraint on both signals. This, in turn, translates
into the energy constrained signal set with the minimum Pe. In this case, the si(t) are typically given by

 where θ(0) = 0 and θ(1) = π. As in the ASK case, this results in a one-
dimensional signal space, however, in this case  resulting in probability of error given by

In all three of the described cases, one can readily observe that the resulting performance is a function
of only the signal-to-noise ratio E/N0. In the more general case, the performance will be a function of
the intersignal energy to noise ratio. To gauge the relative difference in performance of the three signalling
schemes, in Fig. 12.4, we have plotted the Pe as a function of the SNR. Please note the large variation in
performance between the three schemes for even moderate values of SNR.

12.8 M-ary Optimal Receivers

In binary signalling schemes, one seeks to transmit a single bit over the bit interval [0, T]. This is to be
contrasted with M-ary signalling schemes where one transmits multiple bits simultaneously over the so-
called symbol interval [0, T]. For example, using a signal set with 16 separate waveforms will allow one
to transmit a length four-bit sequence per symbol (waveform). Examples of M-ary waveforms are
quadrature phase-shift keying (QPSK) and quadrature amplitude modulation (QAM).

FIGURE 12.4 Pe vs. the signal to noise ratio in decibels [dB = 10log(E/N0)] for amplitude-shift keying, frequency-
shift keying, and phase-shift keying; note that there is a 3-dB difference in performance from ASK to FSK to PSK.
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The derivation of the optimum receiver structure for M-ary signalling requires the straightforward
application of fundamental results in detection theory. As with binary signalling, the Karhunen–Loève
expansion is the mechanism utilized to convert a hypotheses testing problem based on continuous
waveforms into a vector classification problem. Depending on the complexity of the M waveforms, the
signal space can be as large as an M-dimensional vector space.

By extending results from the binary signalling case, it is easily shown that the optimum M-ary receiver
computes

where, as before, the si(t) constitute the signal set with the πi being the corresponding a priori probabilities.
After computing M separate values of ξi, the minimum probability of error receiver simply chooses the
largest amongst this set. Thus, the M-ary receiver is implemented with a bank of correlation or matched
filters followed by choose-largest decision logic.

In many cases of practical importance, the signal sets are selected so that the resulting signal space is
a two-dimensional vector space irrespective of the number of signals. This simplifies the receiver structure
in that the sufficient statistics are obtained by implementing only two matched filters. Both QPSK and
QAM signal sets fit into this category. As an example, in Fig. 12.5, we have depicted the signal locations
for standard 16-QAM signalling with the associated decision boundaries. In this case, we have assumed
an equally likely signal set. As can be seen, the optimal decision rule selects the signal representation that
is closest to the received signal representation in this two-dimensional signal space.

FIGURE 12.5 Signal space representation of 16-QAM signal set. Optimal decision regions for equally likely signals
are also noted.
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12.9 More Realistic Channels

As is unfortunately often the case, many channels of practical interest are not accurately modeled as
simply an AWGN channel. It is often that these channels impose nonlinear effects on the transmitted
signals. The best example of this is channels that impose a random phase and random amplitude onto
the signal. This typically occurs in applications such as in mobile communications, where one often
experiences rapidly changing path lengths from source to receiver.

Fortunately, by the judicious choice of signal waveforms, it can be shown that the selection of the φi

in the Karhunen–Loève transformation is often independent of these unwanted parameters. In these
situations, the random amplitude serves only to scale the signals in signal space, whereas the random
phase simply imposes a rotation on the signals in signal space.

Since the Karhunen–Loève basis functions typically do not depend on the unknown parameters, we
may again convert the continuous time classification problem to a vector channel problem where the
received vector R is computed as in Eq. (12.3). Since this vector is a function of both the unknown
parameters (i.e., in this case amplitude A and phase ν), to obtain a likelihood ratio test independent of
A and ν, we simply apply Bayes theorem to obtain the following form for the LRT:

where the expectations are taken with respect to A and ν and where  are the conditional
probability density functions of the signal representations. Assuming that the background noise is AWGN,
it can be shown that the LRT simplifies to choosing the largest amongst

(12.11)

It should be noted that in Eq. (12.11) we have explicitly shown the dependence of the transmitted signals
si on the parameters A and ν. The final receiver structures, together with their corresponding performance
are, thus, a function of both the choice of signal sets and the probability density functions of the random
amplitude and random phase.

FIGURE 12.6 Optimum receiver structure for noncoherent (random or unknown phase) ASK demodulation.
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Random Phase Channels

If we consider first the special case where the channel simply imposes a uniform random phase on the
signal, then it can be easily shown that the so-called in-phase and quadrature statistics obtained from
the received signal R(t) (denoted by RI and RQ, respectively) are sufficient statistics for the signal classi-
fication problem. These quantities are computed as

and

where, in this case, the index i corresponds to the center frequencies of hypotheses Hi, (e.g., FSK
signalling). The optimum binary receiver selects the largest from amongst

where I0 is a zeroth-order, modified Bessel function of the first kind. If the signals have equal energy and
are equally likely (e.g., FSK signalling), then the optimum receiver is given by

One may readily observe that the optimum receiver bases its decision on the values of the two envelopes
of the received signal  and, as a consequence, is often referred to as an envelope or square-
law detector. Moreover, it should be observed that the computation of the envelope is independent of
the underlying phase of the signal and is, as such, known as a noncoherent receiver.

The computation of the error rate for this detector is a relatively straightforward exercise resulting in

 

As before, note that the error rate for the noncoherent receiver is simply a function of the SNR.

Rayleigh Channel

As an important generalization of the described random phase channel, many communication systems
are designed under the assumption that the channel introduces both a random amplitude and a random
phase on the signal. Specifically, if the original signal sets are of the form si(t) = mi(t)cos(2πfc t) where
mi(t) is the baseband version of the message (i.e., what distinguishes one signal from another), then the
so-called Rayleigh channel introduces random distortion in the received signal of the following form:

where the amplitude A is a Rayleigh random variable* and where the random phase ν is a uniformly
distributed between zero and 2π.

*The density of a Rayleigh random variable is given by pA(a) = a/σ 2exp(−a2/2σ 2) for a ≥ 0.
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To determine the optimal receiver under this distortion, we must first construct an alternate statistical
model for si(t). To begin, it can be shown from the theory of random variables [4] that if XI and XQ are
statistically independent, zero mean, Gaussian random variables with variance given by σ2, then

Equality here is to be interpreted as implying that both A and n will be the appropriate random variables.
From this, we deduce that the combined uncertainty in the amplitude and phase of the signal is incor-
porated into the Gaussian random variables XI and XQ. The in-phase and quadrature components of the
signal si(t) are given by sIi(t) = mi(t)cos(2πfc t) and (t) = mi(t)sin(2πfc t) respectively. By appealing to
Eq. (12.11), it can be shown that the optimum receiver selects the largest from

where the inner product

Further, if we impose the conditions that the signals be equally likely with equal energy over the symbol
interval, then the optimum receiver selects the largest amongst

Thus, much like for the random phase channel, the optimum receiver for the Rayleigh channel
computes the projection of the received waveform onto the in-phase and quadrature components of the
hypothetical signals. From a signal space perspective, this is akin to computing the length of the received
vector in the subspace spanned by the hypothetical signal. The optimum receiver then chooses the largest
amongst these lengths.

As with the random phase channel, computing the performance is a straightforward task resulting in
(for the equally likely equal energy case)

Interestingly, in this case, the performance depends not only on the SNR, but also on the variance (spread)
of the Rayleigh amplitude A. Thus, if the amplitude spread is large, we expect to often experience what
is known as deep fades in the amplitude of the received waveform and, as such, expect a commensurate
loss in performance.

12.10 Dispersive Channels

The dispersive channel model assumes that the channel not only introduces AWGN but also distorts the
signal through a filtering process. This model incorporates physical realities such as multipath effects and
frequency selective fading. In particular, the standard model adopted is depicted in the block diagram
given in Fig. 12.7. As can be seen, the receiver observes a filtered version of the signal plus AWGN. If the
impulse response of the channel is known, then we arrive at the optimum receiver design by applying the
previously presented theory. Unfortunately, the duration of the filtered signal can be a complicating factor.
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More often than not, the channel will increase the duration of the transmitted signals, hence, leading to
the description, dispersive channel.

However, if the designers take this into account by shortening the duration of si(t) so that the duration
of  is less than T, then the optimum receiver chooses the largest amongst

If we limit our consideration to equally likely binary signal sets, then the minimum Pe matches the
received waveform to the filtered versions of the signal waveforms. The resulting error rate is given by

Thus, in this case, the minimum Pe is a function of the separation of the filtered version of the signals
in the signal space.

The problem becomes substantially more complex if we cannot insure that the filtered signal durations
are less than the symbol lengths. In this case, we experience what is known as intersymbol interference
(ISI). That is, observations over one symbol interval contain not only the symbol information of interest
but also information from previous symbols. In this case, we must appeal to optimum sequence
estimation [5] to take full advantage of the information in the waveform. The basis for this procedure is
the maximization of the joint likelihood function conditioned on the sequence of symbols. This procedure
not only defines the structure of the optimum receiver under ISI but also is critical in the decoding of
convolutional codes and coded modulation. Alternate adaptive techniques to solve this problem involve
the use of channel equalization.

Defining Terms

Additive white Gaussian noise (AWGN) channel: The channel whose model is that of corrupting a
transmitted waveform by the addition of white (i.e., spectrally flat) Gaussian noise.

Bit (symbol) interval: The period of time over which a single symbol is transmitted.
Communication channel: The medium over which communication signals are transmitted. Examples

are fiber optic cables, free space, or telephone lines.
Correlation or matched filter receiver: The optimal receiver structure for digital communications in

AWGN.
Decision boundary: The boundary in signal space between the various regions where the receiver

declares Hi. Typically a hyperplane when dealing with AWGN channels.
Dispersive channel: A channel that elongates and distorts the transmitted signal. Normally modeled

as a time-varying linear system.

FIGURE 12.7 Standard model for dispersive channel. The time varying impulse response of the channel is denoted
by hc(t, τ).
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Intersymbol interference: The ill-effect of one symbol smearing into adjacent symbols thus interfering
with the detection process. This is a consequence of the channel filtering the transmitted signals
and therefore elongating their duration. See dispersive channel.

Karhunen–Loève expansion: A representation for second-order random processes. Allows one to
express a random process in terms of a superposition of deterministic waveforms. The scale values
are uncorrelated random variables obtained from the waveform.

Mean-square equivalence: Two random vectors or time-limited waveforms are mean-square equivalent
if and only if the expected value of their mean-square error is zero.

Orthonormal: The property of two or more vectors or time-limited waveforms being mutually orthog-
onal and individually having unit length. Orthogonality and length are typically measured by the
standard Euclidean inner product.

Rayleigh channel: A channel that randomly scales the transmitted waveform by a Rayleigh random
variable while adding an independent uniform phase to the carrier.

Signal space: An abstraction for representing a time limited waveform in a low-dimensional vector
space. Usually arrived at through the application of the Karhunen–Loève transformation.

Total probability of error: The probability of classifying the received waveform into any of the symbols
that were not transmitted over a particular bit interval.
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Further Information

The fundamentals of receiver design were put in place by Wozencraft and Jacobs in their seminal book.
Since that time, there have been many outstanding textbooks in this area. For a sampling see [1, 2, 3, 8,
12]. For a complete treatment on the use and application of detection theory in communications see [5, 9].
For deeper insights into the Karhunen–Loève expansion and its use in communications and signal
processing see [10].
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13.3 Structure and Decoding of Block Codes
13.4 Important Classes of Block Codes
13.5 Principles of Convolutional Coding
13.6 Decoding of Convolutional Codes

Maximum Likelihood Decoding • Maximum A Posteriori 
(MAP) Decoding • Sub-Optimal Decoding Techniques
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13.1 Introduction

In 1948, Claude Shannon issued a challenge to communications engineers by proving that communica-
tion systems could be made arbitrarily reliable as long as a fixed percentage of the transmitted signal was
redundant [Shannon, 1948]. He showed that limits exist only on the rate of communication and not its
accuracy, and he went on to prove that errorless transmission could be achieved in an additive white
Gaussian noise (AWGN) environment with infinite bandwidth if the ratio of energy per data bit to noise
power spectral density exceeds the Shannon limit of -1.6 dB. He did not, however, indicate how this
could be achieved. Subsequent research has led to a number of techniques that introduce redundancy to
allow for correction of errors without retransmission. These techniques, collectively known as forward
error correction (FEC) coding techniques, are used in systems where a reverse channel is not available
for requesting retransmission, the delay with retransmission would be excessive, the expected number
of errors would require a large number of retransmissions, or retransmission would be awkward to
implement [Sklar, 1988].

A simplified model of a digital communication system that incorporates FEC coding is shown in Fig. 13.1.
The FEC code acts on a discrete data channel comprised of all system elements between the encoder
output and decoder input. The encoder maps the source data to q-ary code symbols that are modulated
and transmitted. During transmission, this signal can be corrupted, causing errors to arise in the demod-
ulated symbol sequence. The FEC decoder attempts to correct these errors and restore the original source
data.

A demodulator that outputs only a value for the q-ary symbol received during each symbol interval
is said to make hard decisions. In the binary symmetric channel (BSC), hard decisions are made on
binary symbols and the probability of error is independent of the value of the symbol. One example of
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a BSC is the coherently demodulated BPSK signal corrupted by AWGN. The conditional probability
density functions that result with this system are depicted in Fig. 13.2. The probability of error is given
by the area under the density functions that lies across the decision threshold and is a function of the
symbol energy Es and the one-sided noise power spectral density N0.

Alternatively, the demodulator can make soft decisions, or output an estimate of the symbol value
along with an indication of its confidence in this estimate. For example, if the BPSK demodulator uses
three-bit quantization, the two least significant bits can be taken as a confidence measure. Possible soft-
decision thresholds for the BPSK signal are depicted in Fig. 13.2. In practice, there is little to be gained
by using many soft-decision quantization levels.

Block and convolutional codes introduce redundancy by adding parity symbols to the message data.
They map k source symbols to n code symbols and are said to have code rate R = k/n. With fixed
information rates, this redundancy results in increased bandwidth and lower energy per transmitted
symbol. At low signal to noise ratios, these codes cannot compensate for these impairments, and perfor-
mance is degraded. However, at higher ratios of information symbol energy Eb to noise spectral density
N0, there is coding gain since the performance improvement offered by coding more than compensates
for these impairments. Coding gain is usually defined as the reduction in required Eb/N0 to achieve a
specific error rate in an error-control coded system over one without coding. In contrast to block and
convolutional codes, trellis-coded modulation introduces redundancy by expanding the size of the signal
set rather than increasing the number of symbols transmitted and so offers the advantages of coding to
bandlimited systems.

Each of these coding techniques is considered in turn. Following a discussion of interleaving and
concatenated coding, an overview is given of the most recent significant advance in FEC coding, the
development of turbo codes. A brief overview of FEC applications concludes this chapter.

13.2 Fundamentals of Block Coding

In block codes there is a one-to-one mapping between k-symbol source words and n-symbol codewords.
With q-ary signaling, qk out of the qn possible n-tuples are valid code vectors. The set of all n-tuples forms
a vector space in which the qk code vectors are distributed. The Hamming distance between any two
code vectors is the number of symbols in which they differ; the minimum distance dmin of the code is
the smallest Hamming distance between any two codewords.

FIGURE 13.1 Block diagram of a digital communication system with forward error correction.

FIGURE 13.2 Hard and soft decision demodulation of a coherently-demodulated BPSK signal corrupted by AWGN.
f(z|1) and f(z|0) are the Gaussianly distributed conditional probability density functions at the threshold device.
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Contradictory objectives of block codes are:

• to distribute the code vectors in the vector space such that the distance between them is maximized.
Then, if the decoder receives a corrupted vector, by evaluating the nearest valid code vector it will
decode the correct word with high probability.

• to pack the vector space with as many code vectors as possible to reduce the redundancy in
transmission.

When code vectors differ in at least dmin positions, a decoder that evaluates the nearest code vector to
each received word is guaranteed to correct up to t random symbol errors per word if

(13.1)

Alternatively, all qn - qk illegal words can be detected, including all error patterns with dmin - 1 or fewer
errors. In general, a block code can correct all patterns of t or fewer errors and detect all patterns of u
or fewer errors provided that u ≥ t and

(13.2)

If q = 2, knowledge of the positions of the errors is sufficient for their correction; if q > 2, the decoder
must determine both the positions and values of the errors. If the demodulator indicates positions in
which the symbol values are unreliable, the decoder can assume their value unknown and has only to
solve for the value of these symbols. These positions are called erasures. A block code can correct up to
t errors and v erasures in each word if

(13.3)

13.3 Structure and Decoding of Block Codes

Shannon showed that the performance limit of codes with fixed code rate improves as the block length
increases. However, as n and k increase, practical implementation requires that the mapping from message
to code vector not be arbitrary but that an underlying structure to the code exist. The structures developed
to date limit the error correcting capability of these codes to below what Shannon proved possible, on
average, for a code with random codeword assignments. Although turbo codes have made significant
strides toward approaching the Shannon limit, the search for good constructive codes continues.

A property which simplifies implementation of the coding operations is that of code linearity. A code
is linear if the addition of any two code vectors forms another code vector, which implies that the code
vectors form a subspace of the vector space of n-tuples. This subspace, which contains the all-zero vector,
is spanned by any set of k linearly independent code vectors. Encoding can be described as the multipli-
cation of the information k-tuple by a generator matrix G, of dimension k ¥ n, which contains these
basis vectors as rows. That is, a message vector mi is mapped to a code vector ci according to

(13.4)

where element-wise arithmetic is defined in the finite field GF(q). In general, this encoding procedure
results in code vectors with non-systematic form in that the values of the message symbols cannot be
determined by inspection of the code vector. However, if G has the form [Ik, P] where Ik is the k ¥ k
identity matrix and P is a k ¥ (n - k) matrix of parity checks, then the k most significant symbols of each
code vector are identical to the message vector and the code has systematic form. This notation assumes

dmin 2t 1+≥

dmin t u 1+ +≥

dmin 2t v 1+ +≥

ci miG, i 0, 1, …, qk 1–= =
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that vectors are written with their most significant or first symbols in time on the left, a convention used
throughout this article.

For each generator matrix there is an (n - k) ¥ k parity check matrix H whose rows are orthogonal
to the rows in G, i.e., GHT = 0. If the code is systematic, H = [PT, In-k]. Since all codewords are linear
sums of the rows in G, it follows that ciH

T = 0 for all i, i = 0, 1, º, qk - 1, and that the validity of the
demodulated vectors can be checked by performing this multiplication. If a codeword c is corrupted
during transmission so that the hard-decision demodulator outputs the vector  = c + e, where e is a
non-zero error pattern, the result of this multiplication is an (n - k)-tuple that is indicative of the validity
of the sequence. This result, called the syndrome s, is dependent only on the error pattern since

(13.5)

If the error pattern is a code vector, the errors go undetected. However, for all other error patterns, the
syndrome is non-zero. Since there are qn-k - 1 non-zero syndromes, qn-k - 1 error patterns can be corrected.
When these patterns include all those with t or fewer errors and no others, the code is said to be a perfect
code. Few codes are perfect; most codes are capable of correcting some patterns with more than t errors.
Standard array decoders use look-up tables to associate each syndrome with an error pattern but become
impractical as the block length and number of parity symbols increases. Algebraic decoding algorithms
have been developed for codes with stronger structure. These algorithms are simplified with imperfect
codes if the patterns corrected are limited to those with t or fewer errors, a simplification called bounded
distance decoding.

Cyclic codes are a subclass of linear block codes with an algebraic structure that enables encoding to
be implemented with a linear feedback shift register and decoding to be implemented without a look-
up table. As a result, most block codes in use today are cyclic or are closely related to cyclic codes. These
codes are best described if vectors are interpreted as polynomials and arithmetic follows the rules for
polynomials where the element-wise operations are defined in GF(q). In a cyclic code, all codeword
polynomials are multiples of a generator polynomial g(x) of degree n - k. This polynomial is chosen to
be a divisor of xn - 1 so that a cyclic shift of a code vector yields another code vector, giving this class of
codes its name. A message polynomial mi(x) can be mapped to a codeword polynomial ci(x) in non-
systematic form as

(13.6)

In systematic form, codeword polynomials have the form

(13.7)

where ri(x) is the remainder of mi(x)xn-k divided by g(x). Polynomial multiplication and division can be
easily implemented with shift registers [Blahut, 1983].

The first step in decoding the demodulated word is to determine if the word is a multiple of g(x). This
is done by dividing it by g(x) and examining the remainder. Since polynomial division is a linear operation,
the resulting syndrome s(x) depends only on the error pattern. If s(x) is the all-zero polynomial, trans-
mission is errorless or an undetectable error pattern has occurred. If s(x) is non-zero, at least one error
has occurred. This is the principle of the cyclic redundancy check (CRC). It remains to determine the
most likely error pattern that could have generated this syndrome.

Single error correcting binary codes can use the syndrome to immediately locate the bit in error. More
powerful codes use this information to determine the locations and values of multiple errors. The most
prominent approach of doing so is with the iterative technique developed by Berlekamp. This technique,
which involves computing an error-locator polynomial and solving for its roots, was subsequently inter-
preted by Massey in terms of the design of a minimum-length shift register. Once the location and values

ĉ

s ĉHT c e+( )HT cHT eHT+ eHT= = = =

ci x( ) mi x( )g x( ), i 0, 1, º, qk= = 1–

ci x( ) mi x( )xn-k ri x( )– , i 0, 1, º, qk= = 1–
©2002 CRC Press LLC



 

of the errors are known, Chien’s search algorithm efficiently corrects them. The implementation com-
plexity of these decoders increases only as the square of the number of errors to be corrected [Bhargava,
1983] but does not generalize easily to accommodate soft-decision information. Other decoding tech-
niques, including Chase’s algorithm and threshold decoding, are easier to implement with soft-decision
input [Clark and Cain, 1981]. Berlekamp’s algorithm can be used in conjunction with transform-domain
decoding which involves transforming the received block with a finite field Fourier-like transform and
solving for errors in the transform domain. Since the implementation complexity of these decoders
depends on the block length rather than the number of symbols corrected, this approach results in simpler
circuitry for codes with high redundancy [Wu et al., 1987].

Other block codes have also been constructed, including product codes that extend the above ideas to
two or more dimensions, codes that are based on transform-domain spectral properties, codes designed
specifically for correction of burst errors, and codes that are decodable with straightforward threshold
or majority logic decoders [Blahut, 1983; Clark and Cain, 1981; Lin and Costello, 1983].

13.4 Important Classes of Block Codes

When errors occur independently, Bose–Chaudhuri–Hocquenghem (BCH) codes provide among the
best performance of known codes for a given block length and code rate. They are cyclic codes with n =
qm - 1 where m is any integer greater than two. They are designed to correct up to t errors per word and
so have designed distance d = 2t + 1; the minimum distance may be greater. Generator polynomials for
these codes are listed in many texts, including [Clark and Cain, 1981]. These polynomials have degree
less than or equal to mt, and so k ≥ n - mt. BCH codes can be shortened to accommodate system
requirements by deleting positions for information symbols.

Some subclasses of these codes are of special interest. Hamming codes are perfect single error cor-
recting binary BCH codes. Full length Hamming codes have n = 2m - 1 and k = n - m for any m greater
than two. The duals of these codes are maximal-length codes, with n = 2m - 1, k = m, and dmin = 2m-1.
All 2m - 1 non-zero code vectors in these codes are cyclic shifts of a single non-zero code vector. Reed–
Solomon (RS) codes are non-binary BCH codes defined over GF(q), where q is often taken as a power
of two so that symbols can be represented by a sequence of bits. In these cases, correction of even a single
symbol allows for correction of a burst of bit errors. The block length is n = q - 1, and the minimum
distance dmin = 2t + 1 is achieved using only 2t parity symbols. Since RS codes meet the Singleton bound
of dmin ≤ n - k + 1, they have the largest possible minimum distance for these values of n and k and are
called maximum distance separable codes.

The Golay codes are the only non-trivial perfect codes that can correct more than one error. The (11, 6)
ternary Golay code has minimum distance five. The (23, 12) binary code is a triple error correcting BCH
code with dmin = 7. To simplify implementation, it is often extended to a (24, 12) code through addition
of an extra parity bit. The extended code has dmin = 8.

The (23, 12) Golay code is also a binary quadratic residue code. These cyclic codes have prime length
of the form n = 8m ± 1, with k = (n + 1)/2 and dmin ≥ . Some of these codes are as good as the best
codes known with these values of n and k, but it is unknown if there are good quadratic residue codes
with large n [Blahut, 1983].

Reed–Muller codes are equivalent to binary cyclic codes with an additional overall parity bit. For any m,
the rth-order Reed–Muller code has n = 2m, k = , and dmin = 2m-r. The rth-order and (m - r - 1)th-
order codes are duals, and the first order codes are similar to maximal-length codes. These codes, and
the closely related Euclidean geometry and projective geometry codes, can be decoded with threshold
decoding.

The performance of several of these block codes is shown in Fig. 13.3 in terms of decoded bit error
probability vs. Eb/N0 for systems using coherent, hard-decision demodulated BPSK signaling. Many other
block codes have also been developed, including Goppa codes, quasi-cyclic codes, burst error correcting
Fire codes, and other lesser-known codes.

n
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Ê ˆ
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13.5 Principles of Convolutional Coding

Convolutional codes map successive information k-tuples to a series of n-tuples such that the sequence
of n-tuples has distance properties that allow for detection and correction of errors. Although these codes
can be defined over any alphabet, their implementation has largely been restricted to binary signals, and
only binary convolutional codes are considered here.

In addition to the code rate R = k/n, the constraint length K is an important parameter for these
codes. Definitions vary; we will use the definition that K equals the number of k-tuples that affect
formation of each n-tuple during encoding. That is, the value of an n-tuple depends on the k-tuple which
arrives at the encoder during that encoding interval as well as the K - 1 previous information k-tuples.

Binary convolutional encoders can be implemented with k(K - 1)-stage shift registers and n modulo-2
adders, an example of which is given in Fig. 13.4(a) for a rate 1/2, constraint length 3 code. The structure
depicted in this figure is the encoder for a non-recursive, non-systematic convolutional code because
the encoder does not involve feedback and the data sequence is not directly visible in the encoded
sequence; recursive and systematic structures are described below. Regardless of their recursive or sys-
tematic nature, each convolutional encoder shifts in a new k-tuple during each encoding interval and
samples the outputs of the adders sequentially to form the coded output.

Although connection diagrams similar to that of Fig. 13.4(a) completely describe the code, a more
concise description can be given by stating the values of n, k, and K and giving the adder connections
in the form of vectors or polynomials. For instance, the rate 1/2 code has the generator vectors g1 = 111
and g2 = 101, or equivalently, the generator polynomials g1(x) = x2 + x + 1 and g2(x) = x2 + 1. Since
feedforward shift registers of this form implement polynomial multiplication [Blahut, 1983], the sequence
of bits from each tap can be interpreted as the product of the source sequence and the corresponding

FIGURE 13.3 Block code performance. (From Sklar, B., 1988, Digital Communications: Fundamentals and Appli-
cations, Prentice-Hall, Englewood Cliffs, NJ. With permission.)
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FIGURE 13.4 A rate 1/2, constraint length 3, non-recursive, non-systematic convolutional code.
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generator polynomial. Alternatively, a convolutional code can be characterized by its impulse response,
the coded sequence generated due to input of a single logic-1. It is straightforward to verify that the
impulse response of the circuit in Fig. 13.4(a) is 111011 followed by zeros. Since modulo-2 addition is
a linear operation, convolutional codes are linear and the coded output can be viewed as the convolution
of the input sequence with the impulse response, hence the name of this coding technique. Shifted
versions of the impulse response or generator vectors can be combined to form an infinite-order generator
matrix that also describes the code.

Shift register circuits can be modeled as finite state machines. A Mealy machine description of a convo-
lutional encoder requires 2k(K-1) states, each describing a different value of the K - 1 k-tuples in the shift
register. Each state has 2k exit paths that correspond to the value of the incoming k-tuple. A state machine
description for the rate 1/2 encoder depicted in Fig. 13.4(a) is given in Fig. 13.4(b). States are labeled
with the contents of the shift register; edges are labeled with information bit values followed by their
corresponding coded output.

The dimension of time is added to the description of the encoder with tree and trellis diagrams. The
tree diagram for the rate 1/2 convolutional code is given in Fig. 13.4(c), assuming the shift register is initially
clear. Each node represents an encoding interval, from which the upper branch is taken if the input bit
is a 0 and the lower branch is taken if the input bit is a 1. Each branch is labeled with the corresponding
output bit sequence. A drawback of the tree representation is that it grows without bound as the length
of the input sequence increases. This is overcome with the trellis diagram depicted in Fig. 13.4(d). Again,
encoding results in left-to-right movement, where the upper of the two branches is taken whenever the
input is a 0, the lower branch is taken when the input is a 1, and the output is the bit sequence that
weights the branch taken. Each level of nodes corresponds to a state of the encoder, as shown on the left-
hand side of the diagram.

Figure 13.5(a) depicts a recursive systematic convolutional encoder that generates a code that is equiv-
alent to the code depicted in Fig. 13.4. This encoder is systematic because the source bit stream is copied
directly into the encoded sequence; it is recursive because it involves feedback. Since a feedback shift
register implements polynomial division, the sequence of non-systematic bits can be interpreted as the
source sequence divided by the feedback polynomial g1(x) = x2 + x + 1 and multiplied by the feedforward
polynomial g2(x) = x2 + 1. The codes in Figs. 13.4 and 13.5 are equivalent because their state diagrams,
code trees, and trellises are identical with the exception of the mapping from source sequence to encoded
sequence. For example, the state diagram in Fig. 13.5(b) for the recursive systematic code exhibits the
same structure as the diagram in Fig. 13.4(b); only the input data bits weighting some of the branches
differ. Recursive non-systematic codes and non-recursive systematic codes also exist.

If the received sequence contains errors, it may no longer depict a valid path through the tree or trellis.
It is the job of the decoder to determine the original path. In doing so, the decoder does not so much
correct errors as find the closest valid path to the received sequence. As a result, the error correcting

FIGURE 13.5 A rate 1/2, constraint length 3, recursive systematic convolutional code.
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capability of a convolutional code is more difficult to quantify than that of a block code; it depends on
how valid paths differ. One measure of this difference is the column distance dc(i), the minimum
Hamming distance between all coded sequences generated over i encoding intervals that differ in the
first interval. The non-decreasing sequence of column distance values is the distance profile of the code.
The column distance after K intervals is the minimum distance of the code, and is important for evaluating
the performance of a code that uses threshold decoding. As i increases, dc(i) approaches the free distance
of the code dfree which is the minimum Hamming distance in the set of arbitrarily long paths that diverge
and then remerge in the trellis.

With maximum likelihood decoding, convolutional codes can generally correct up to t errors within
three to five constraint lengths, depending on how the errors are distributed, where

(13.8)

The free distance can be calculated by exhaustively searching for the minimum weight path that returns
to the all-zero state or by evaluating the term of lowest degree in the generating function of the code.

The objective of a convolutional code is to maximize these distance properties. They generally improve
as the constraint length of the code increases, and non-recursive, non-systematic codes generally have
better properties than non-recursive systematic ones. As indicated above, non-recursive, non-systematic
codes always have an equivalent recursive systematic form that has identical distance properties. Good
codes have been found by computer search and are tabulated in many texts, including [Clark and Cain,
1981].

Convolutional codes with high code rate can be constructed by puncturing or periodically deleting
coded symbols from a low rate code. A list of low rate codes and perforation matrices that result in good
high rate codes can be found in many sources, including [Wu et al., 1987]. The performance of good
punctured codes approaches that of the best convolutional codes known with similar rate, and decoder
implementation is significantly less complex.

Convolutional codes can be catastrophic, having the potential to generate an unlimited number of
decoded bit errors in response to a finite number of errors in the demodulated bit sequence. Catastrophic
error propagation is avoided if the code has generator polynomials with a greatest common divisor of
the form xa for any a, or equivalently, if there are no closed loop paths in the state diagram with all-zero
output other than the one taken with all-zero input. Systematic codes are not catastrophic.

13.6 Decoding of Convolutional Codes

Maximum Likelihood Decoding

Maximum likelihood (ML) decoding selects the source sequence mi that maximizes the probability
P(x |mi), i ∈ 0, 1, …, 2L - 1, where x is the received sequence and L is the number of symbols in the source
sequence. Maximizing this probability is equivalent to selecting the path through the tree or trellis that
differs from the received sequence by the smallest amount. In 1967, Viterbi developed a maximum
likelihood decoding algorithm that takes advantage of the trellis structure to reduce the complexity of this
evaluation. This algorithm has become known as the Viterbi algorithm. With each received n-tuple, the
decoder computes a metric or measure of likelihood for all paths that could have been taken during that
interval and discards all but the most likely to terminate on each node. An arbitrary decision is made if
path metrics are equal. The metrics can be formed using either hard- or soft-decision information with
little difference in implementation complexity.

If the message has finite length and the encoder is subsequently flushed with zeros, a single decoded
path remains. With a BSC, this path corresponds to the valid code sequence with minimum Hamming
distance from the demodulated sequence. Full-length decoding becomes impractical as the length of the
message sequence increases. However, the most likely paths tend to have a common stem, and selecting

dfree 2t 1+≥
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the trace value four or five times the constraint length prior to the present decoding depth results in
near-optimum performance. Since the number of paths examined during each interval increases expo-
nentially with the constraint length, the Viterbi algorithm becomes impractical for codes with large
constraint length.

Maximum A Posteriori (MAP) Decoding

In contrast to ML decoding, maximum a posteriori (MAP) decoding selects the source sequence mi that
maximizes the a posteriori probability P( ) , i Œ 0, 1, …, 2L - 1, where x and L are as defined above.
Using Bayes rule, this probability can be written

(13.9)

Since the denominator is constant for all mi it does not affect selection of the source sequence. The
difference between MAP and ML decoding lies in the fact that through the P(mi) term in the numerator,
MAP decoding takes into account the different probabilities of occurrence of different source sequences.
When all source sequences are equally likely, ML and MAP decoding techniques are equivalent.

Several MAP decoding algorithms have been developed. One of the most efficient for non-recursive
convolutional codes is the BCJR algorithm [Bahl et al., 1974]. This algorithm has been modified to
accommodate recursive codes. The BCJR algorithm requires both a forward and reverse recursion through
the trellis, evaluating and using metrics in a fashion similar to the Viterbi algorithm. This algorithm is
practical only for codes with relatively small constraint lengths, and because of the dual pass nature of
this algorithm, its complexity exceeds twice that of the Viterbi algorithm. Further, under most practical
conditions, the performance of the Viterbi algorithm is almost identical to the performance of the BCJR
algorithm. However, a strength of the BCJR algorithm is its ability to easily provide soft, rather than
hard, decision information for each source symbol. This characteristic is necessary for decoding of turbo
codes.

Sub-Optimal Decoding Techniques

The inherent complexity of the Viterbi and BCJR algorithms make them unsuitable for decoding con-
volutional codes with constraint lengths larger than about 12. Other decoding techniques, such as
sequential and threshold decoding, can be used with larger constraint lengths. Sequential decoding was
proposed by Wozencraft, and the most widely used algorithm was developed by Fano. Rather than
tracking multiple paths through the trellis, the sequential decoder operates on a single path while
searching the code tree for a path with high probability. It makes tentative decisions regarding the
transmitted sequence, computes a metric between its proposed path and the demodulated sequence, and
moves forward through the tree as long as the metric indicates that the path is likely. If the likelihood of
the path becomes low, the decoder moves backward, searching other paths until it finds one with high
probability. The number of computations involved in this procedure is almost independent of the
constraint length and is typically quite small, but can be highly variable, depending on the channel.
Buffers must be provided to store incoming sequences as the decoder searches the tree. Their overflow
is a significant limiting factor in the performance of these decoders.

Figure 13.6 compares the performance of the Viterbi and sequential decoding algorithms for several
convolutional codes operating on coherently-demodulated BPSK signals corrupted by AWGN. Other
decoding algorithms have also been developed, including syndrome decoding methods such as table
look-up feedback decoding and threshold decoding [Clark and Cain, 1981]. These algorithms are easily
implemented but suffer from a reduction in performance.

mi x

P mi x( )
P x mi( )P mi( )

P x( )
----------------------------------, i 0, 1, …, 2LŒ 1–=
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13.7 Trellis-Coded Modulation

Trellis-coded modulation (TCM) has received considerable attention since its development by Ungerboeck
in the late 1970s [Ungerboeck, 1987]. Unlike block and convolutional codes, TCM schemes achieve coding
gain by increasing the size of the signal alphabet and using multi-level/phase signaling. Like convolutional
codes, sequences of coded symbols are restricted to certain valid patterns. In TCM, these patterns are
chosen to have large Euclidean distance from one another so that a large number of corrupted sequences can
be corrected. The Viterbi algorithm is often used to decode these sequences. Since the symbol transmission
rate does not increase, coded and uncoded signals require the same transmission bandwidth. If trans-
mission power is held constant, the signal constellation of the coded signal is denser. However, the loss
in symbol separation is more than overcome by the error correction capability of the code.

Ungerboeck investigated the increase in channel capacity which can be obtained by increasing the size
of the signal set and restricting the pattern of transmitted symbols, and he concluded that almost all of
the additional capacity can be gained by doubling the number of points in the signal constellation. This
is accomplished by encoding the binary data with a rate R = k/(k + 1) code and mapping sequences of
k + 1 coded bits to points in a constellation of 2k+1 symbols. For example, the rate 2/3 encoder of Fig. 13.7(a)
encodes pairs of source bits to three coded bits. Figure 13.7(b) depicts one stage in the trellis of the coded
output where, as with the convolutional code, the state of the encoder is defined by the contents of the
shift register. Note that unlike the trellis for the convolutional code, this trellis contains parallel paths
between nodes.

The key to improving performance with TCM is to map the coded bits to points in the signal space
such that the Euclidean distance between transmitted sequences is maximized. A method that ensures

FIGURE 13.6 Convolutional code performance. (From Omura, J.K. and Levitt, B.K., 1982, Coded error probability
evaluation for antijam communication systems, IEEE Trans. Commun., COM-30(5), 896–903. With permission.)
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improved Euclidean distance is the method of set partitioning. This involves separating all parallel paths
on the trellis with maximum distance and assigning the next greatest distance to paths that diverge from
or merge onto the same node. Figure 13.7(c) and (d) gives examples of mappings for the rate 2/3 code
with 8-PSK and 8-PAM signal constellations, respectively.

As with convolution codes, the free distance of a TCM code is defined as the minimum distance
between paths through the trellis, where the distance of concern is now Euclidean distance rather than
Hamming distance. The free distance of an uncoded signal is defined as the distance between the closest
signal points. When coded and uncoded signals have the same average power, the coding gain of the
TCM system is defined as

(13.10)

It can be shown that the simple rate 2/3 8-PSK and 8-PAM TCM systems provide gains of 3 dB and 3.3 dB,
respectively [Clark and Cain, 1981]. More complex TCM systems yield gains up to 6 dB. Tables of good
codes are given in [Ungerboeck, 1987].

13.8 Additional Measures

When the demodulated sequence contains bursts of errors, the performance of codes designed to correct
independent errors improves if coded sequences are interleaved prior to transmission and deinterleaved
prior to decoding. Deinterleaving separates the burst errors, making them appear more random and
increasing the likelihood of accurate decoding. It is generally sufficient to interleave several block lengths
of a block coded signal or several constraint lengths of a convolutionally encoded signal. Block interleaving
is the most straightforward approach, but delay and memory requirements are halved with convolutional
and helical interleaving techniques. Periodicity in the way sequences are combined is avoided with pseudo-
random interleaving.

FIGURE 13.7 A rate 2/3 TCM code.
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Serially concatenated codes, first investigated by Forney, use two levels of coding to achieve a level of
performance with less complexity than a single coding stage would require. The inner code interfaces
with the modulator and demodulator and corrects the majority of the errors; the outer code corrects
errors which appear at the output of the inner-code decoder. A convolutional code with Viterbi decoding
is usually chosen as the inner code, and an RS code is often chosen as the outer code due to its ability
to correct the bursts of bit errors that can result with incorrect decoding of trellis-coded sequences.
Interleaving and deinterleaving outer-code symbols between coding stages offers further protection
against the burst error output of the inner code.

Product codes effectively place the data in a two (or more)-dimensional array and use FEC techniques
over the rows and columns of this array. Not only do these codes result in error protection in multiple
dimensions, but the manner in which the array is constructed can offer advantages similar to those
achieved through interleaving.

13.9 Turbo Codes

The most recent significant advancement in FEC coding is the development of turbo codes [Berrou, Glavieux,
and Thitimajshima, 1993]. The principle of this coding technique is to encode the data with two or more
simple constituent codes concatenated through an interleaver. The received sequence is decoded in an
iterative, serial approach using soft-input, soft-output decoders. The iterative decoder involves feedback of
information in a manner similar to processes within the turbo engine, giving this coding technique its name.

Turbo codes effectively result in the construction of relatively long codewords with few codewords
being close in terms of Hamming distance, while at the same time constraining the implementation
complexity of the decoder to practical limits. The first turbo codes that were developed used recursive
systematic convolutional codes as the constituent codes and concatenated them in parallel through a
pseudo-random interleaver, as depicted in Fig. 13.8(a). The use of other types of constituent codes, and
the serial concatenation of constituent codes, has since been considered.

As in other multi-stage coding techniques, the complexity of the turbo decoder is limited through use
of separate decoding stages for each constituent code. The input to the first stage is the soft output of
the demodulator for a finite-length received symbol sequence. As shown in Fig. 13.8(b), subsequent stages
use both the demodulator output and the extrinsic information from the previous decoding stage.
Extrinsic information is the new, soft information evaluated in each stage of decoding that can be used
as a priori information for each source symbol during the next stage of decoding.

FIGURE 13.8 Turbo code with parallel concatenated constituent codes.
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Decoding proceeds by iterating through constituent decoders, each forwarding updated extrinsic
information to the next decoder until a predefined number of iterations has been completed or the
extrinsic information indicates that high reliability has been achieved. Typical simulation results are
shown in Fig. 13.9. As indicated in this figure, performance tends to improve with the number of
iterations, where the largest performance gains are made during the initial iterations. Excellent perfor-
mance can be obtained at signal-to-noise ratios appreciably less than 1 dB, however at higher values of
Eb/N0, the performance curves tend to exhibit flattening similar to error floors. Flattening of the BER
curves is a result of the relatively small overall Hamming distance typical of most turbo codes.

Since the discovery of turbo codes, a significant amount of effort has been directed towards explaining
and analyzing their performance. Recent work demonstrating the relationship between turbo codes and
belief propagation in Bayesian networks shows promise in furthering these goals. There has also been
significant effort in determining optimal code parameters. With convolutional constituent codes, it has
been found that coding gain through turbo decoding is only possible with recursive codes and that there
is little advantage to using codes with constraint lengths larger than about five. These short constraint
lengths allow the soft-in, soft-out BCJR algorithm to be used. It has also been recognized that decoding
performance increases with decreased correlation between the extrinsic information and the demodulated
data at the input of the constituent decoders, implying that highly random interleavers should be used.
It has also been established that it is important for interleavers to ensure that sequences highly susceptible
to error not occur simultaneously in both constituent codes.

Even though great strides have been made over the last few years in understanding the structure of these
codes and relating them to serially concatenated and product codes, work regarding their analysis, optimi-
zation, and efficient implementation will interest coding theorists and practitioners for many years to come.

13.10 Applications

FEC coding remained of theoretical interest until advances in digital technology and improvements in
decoding algorithms made their implementation possible. It has since become an attractive alternative
to improving other system components or boosting transmission power. FEC codes are commonly used
in digital storage systems, deep-space and satellite communication systems, terrestrial wireless and band-
limited wireline systems, and have also been proposed for fiber optic transmission. Accordingly, the
theory and practice of error correcting codes now occupies a prominent position in the field of commu-
nications engineering.

Deep-space systems began using forward error correction in the early 1970s to reduce transmission
power requirements, and used multiple error correcting RS codes for the first time in 1977 to protect against
corruption of compressed image data in the Voyager missions [Wicker and Bhargava, 1994]. The Consultative

FIGURE 13.9 Performance in AWGN of a turbo code with parallel concatenated constituent codes of rate 1/2 and
constraint length 4. Pseudo-random interleaver of size 65536.
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Committee for Space Data Systems (CCSDS) has recommended use of a concatenated coding system
which uses a rate 1/2, constraint length 7 convolutional inner code and a (255, 223) RS outer code.

Coding is now commonly used in satellite systems to reduce power requirements and overall hardware
costs and allow closer orbital spacing of geosynchronous satellites [Berlekamp, 1987]. FEC codes play integral
roles in the VSAT, MSAT, INTELSAT, and INMARSAT systems [Wu et al., 1987]. Further, a (31, 15) RS code
is used in the joint tactical information distribution system (JTIDS), a (7, 2) RS code is used in the air force
satellite communication system (AFSATCOM), and a (204, 192) RS code has been designed specifically
for satellite TDMA systems. Another code designed for military applications involves concatenation of
a Golay and RS code with interleaving to ensure an imbalance of 1s and 0s in the transmitted symbol
sequence and enhance signal recovery under severe noise and interference [Berlekamp, 1987].

TCM has become commonplace in transmission of data over voiceband telephone channels. Modems
developed since 1984 use trellis coded QAM modulation to provide robust communication at rates above
9.6 kb/s.

Various coding techniques are used in the new digital cellular and personal communication standards
[Rappaport, 1996]. Convolutional codes are employed in the second generation GSM, TDM, and CDMA
systems. More recent standards use turbo coding to provide error protection for data signals.

FEC codes have also been widely used in digital recording systems, most prominently in the compact
disc digital audio system. This system uses two levels of coding and interleaving in the cross-interleaved RS
coding (CIRC) system to correct errors which result from disc imperfections and dirt and scratches which
accumulate during use. Steps are also taken to mute uncorrectable sequences [Wicker and Bhargava, 1994].

Defining Terms

Binary symmetric channel: A memoryless discrete data channel with binary signaling, hard-decision
demodulation, and channel impairments that do not depend on the value of the symbol transmitted.

Bounded distance decoding: Limiting the error patterns which are corrected in an imperfect code to
those with t or fewer errors.

Catastrophic code: A convolutional code in which a finite number of code symbol errors can cause an
unlimited number of decoded bit errors.

Code rate: The ratio of source word length to codeword length, indicative of the amount of information
transmitted per encoded symbol.

Coding gain: The reduction in signal-to-noise ratio required for specified error performance in a block
or convolutional coded system over an uncoded system with the same information rate, channel
impairments, and modulation and demodulation techniques. In TCM, the ratio of the squared
free distance in the coded system to that of the uncoded system.

Column distance: The minimum Hamming distance between convolutionally encoded sequences of a
specified length with different leading n-tuples.

Constituent codes: Two or more FEC codes that are combined in concatenated coding techniques.
Cyclic code: A block code in which cyclic shifts of code vectors are also code vectors.
Cyclic redundancy check: When the syndrome of a cyclic block code is used to detect errors.
Designed distance: The guaranteed minimum distance of a BCH code designed to correct up to t errors.
Discrete data channel: The concatenation of all system elements between FEC encoder output and

decoder input.
Distance profile: The minimum Hamming distance after each encoding interval of convolutionally

encoded sequences which differ in the first interval.
Erasure: A position in the demodulated sequence where the symbol value is unknown.
Extrinsic information: The output of a constituent soft decision decoder that is forwarded as a priori

information for the source symbols to the next decoding stage in iterative decoding of turbo codes.
Finite field: A finite set of elements and operations of addition and multiplication which satisfy specific

properties. Often called Galois fields and denoted GF(q), where q is the number of elements in
the field. Finite fields exist for all q which are prime or the power of a prime.
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Free distance: The minimum Hamming weight of convolutionally encoded sequences which diverge
and remerge in the trellis. Equals the maximum column distance and the limiting value of the
distance profile.

Generator matrix: A matrix used to describe a linear code. Code vectors equal the information vectors
multiplied by this matrix.

Generator polynomial: The polynomial which is a divisor of all codeword polynomials in a cyclic block
code; a polynomial which describes circuit connections in a convolutional encoder.

Hamming distance: The number of symbols in which codewords differ.
Hard decision: Demodulation which outputs only a symbol value for each received symbol.
Interleaving: Shuffling the coded bit sequence prior to modulation and reversing this operation fol-

lowing demodulation. Used to separate and redistribute burst errors over several codewords (block
codes) or constraint lengths (trellis codes) for higher probability of correct decoding by codes
designed to correct random errors.

Linear code: A code whose code vectors form a vector space. Equivalently, a code where the addition
of any two code vectors forms another code vector.

Maximum a posteriori decoding: A decoding algorithm that selects the source sequence that maximizes
the probability of the source sequence being transmitted, given reception of the received sequence.

Maximum distance separable: A code with the largest possible minimum distance given the block
length and code rate. These codes meet the Singleton bound of dmin £ n - k + 1.

Maximum likelihood decoding: A decoding algorithm that selects the source sequence that maximizes
the probability of the received sequence occurring given transmission of this source sequence.

Metric: A measure of goodness against which items are judged. In the Viterbi algorithm, an indication
of the probability of a path being taken given the demodulated symbol sequence.

Minimum distance: In a block code, the smallest Hamming distance between any two codewords. In
a convolutional code, the column distance after K intervals.

Parity check matrix: A matrix whose rows are orthogonal to the rows in the generator matrix of a
linear code. Errors can be detected by multiplying the received vector by this matrix.

Perfect code: A t error correcting (n, k) block code in which qn-k - 1 = 
Puncturing: Periodic deletion of code symbols from the sequence generated by a convolutional encoder

for purposes of constructing a higher rate code. Also, deletion of parity bits in a block code.
Set partitioning: Rules for mapping coded sequences to points in the signal constellation which always

result in a larger Euclidean distance for a TCM system than an uncoded system, given appropriate
construction of the trellis.

Shannon limit: The ratio of energy per data bit Eb to noise power spectral density N0 in an AWGN
channel above which errorless transmission is possible when no bandwidth limitations are placed
on the signal and transmission is at channel capacity. This limit has the value ln2 = 0.693 = -1.6 dB.

Soft decision: Demodulation which outputs an estimate of the received symbol value along with an
indication of the reliability of this value. Usually implemented by quantizing the received signal
to more levels than there are symbol values.

Standard array decoding: Association of an error pattern with each syndrome by way of a look-up table.
Syndrome: An indication of whether or not errors are present in the demodulated symbol sequence.
Systematic code: A code in which the values of the message symbols can be identified by inspection

of the code vector.
Vector space: An algebraic structure comprised of a set of elements in which operations of vector

addition and scalar multiplication are defined. For our purposes, a set of n-tuples consisting of
symbols from GF(q) with addition and multiplication defined in terms of element-wise operations
from this finite field.

Viterbi algorithm: A maximum-likelihood decoding algorithm for trellis codes which discards low
probability paths at each stage of the trellis, thereby reducing the total number of paths which
must be considered.
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For Further Information

There is now a large amount of literature on the subject of FEC coding. An introduction to the philosophy
and limitations of these codes can be found in the second chapter of Lucky’s book Silicon Dreams:
Information, Man, and Machine, St. Martin’s Press, New York, 1989. More practical introductions can be
found in overview chapters of many communications texts. The number of texts devoted entirely to this
subject also continues to grow. Although these texts summarize the algebra underlying block codes, more
in-depth treatments can be found in mathematical texts. Survey papers appear occasionally in the
literature, but the interested reader is directed to the seminal papers by Shannon, Hamming, Reed and
Solomon, Bose and Chaudhuri, Hocquenghem, Wozencraft, Fano, Forney, Berlekamp, Massey, Viterbi,
Ungerboeck, and Berrou and Glavieux, among others. The most recent advances in the theory and
implementation of error control codes are published in IEEE Transactions on Information Theory, IEEE
Transactions on Communications, and special issues of IEEE Journal on Selected Areas in Communications.
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14.1 Introduction

In most digital communication systems, whenever error events occur in the transmitted messages, some
action must be taken to correct these events. This action may take the form of an error correction
procedure. In some applications where a two-way communication link exists between the sender and
the receiver, the receiver may inform the sender that a message has been received in error and, hence,
request a repeat of that message. In principle, the procedure may be repeated as many times as necessary
until that message is received error free. An error control system in which the erroneously received
messages are simply retransmitted is called automatic-repeat-request (ARQ). 

In ARQ systems, the receiver must perform only an error detection procedure on the received messages
without attempting to correct the errors. Hence, an error detecting code, in the form of specific redundant
or parity-check symbols, must be added to the information-bearing sequence. In general, as the error
detecting capability of the code increases, the number of added redundant symbols must also be increased.
Clearly, with such a system, an erroneously received message is delivered to the user only if the receiver
fails to detect the presence of errors. Since error detection coding is simple, powerful, and quite robust,
ARQ systems constitute a simple and efficient method for providing highly reliable transfer of messages
from the source to the user over a variety of transmission channels. ARQ systems are therefore widely
used in data communication systems that are highly sensitive to errors, such as in computer-to-computer
communications.

This chapter presents and discusses principles, performances, limitations, and variants of basic ARQ
strategies. The fundamentals of the basic ARQ schemes are presented in Section 14.2, whereas the
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performance analysis and the limitations are carried out in Section 14.3. Section 14.4 presents some of
the most common variants of the basic ARQ schemes, and hybrid forward error control (FEC)/ARQ
techniques are outlined in Section 14.5. Finally, an application problem is provided in Section 14.6.

14.2 Fundamentals and Basic Automatic Repeat
Request Schemes

Messages transmitted on a communication channel are subjected to errors, which must be detected
and/or corrected at the receiver. This section presents the basic principles underlying the concept of error
control using retransmission schemes. 

Basic Principles

In the seven-layer open system interconnection (OSI) model, error control refers to some basic functions
that may be performed at several layers, especially at the transport layer (level 4) and at the data link layer
(level 2). The transport layer is responsible for the end-to-end transport of information processed as
protocol data unit (PDU) through a network infrastructure. An intermediate layer, called the network
layer (level 3), ensures that messages, which are broken down into smaller blocks called packets, can
successfully be switched from one node to another of the network.

The error control on each individual link of the network is performed by the data link layer, which
transforms packets received from the network layer into frames by adding address, control, and error
check fields prior to their transmission into the channel. Figure 14.1 shows an example of the frame
structure, whose length, which depends on the particular data link protocol used, usually varies approx-
imately between 50 and 200 bytes. The length of each field also depends on the particular data link
control protocol employed. The data link layer must ensure a correct and orderly delivery of packets
between switching nodes in the network. The objective of the error control is to maintain the integrity
of the data in the frames as they transit through the links, overcoming the loss, duplication, desequencing,
and damage of data and control information bits at these various levels. Most ARQ error control
techniques integrate error detection using standard cyclic redundancy check (CRC), as well as requests for
retransmission using PDU.

Error control coding consists essentially of adding to the information bits to be transmitted some extra
or redundant bits, called parity-check bits, in a regular and controlled manner. These parity-check bits,
which are removed at the receiver, do not convey information but allow the receiver to detect and possibly
correct errors in the received frames.

The single parity-check bit used in ASCII is an example of a redundant bit for error detection purposes.
It is an eighth bit added to the seven information bits in the frame representing the alphanumeric
character to be transmitted. This bit takes the value 1 if the number of 1s in the first seven bits is odd
(odd parity), and 0 otherwise. At the receiver, the parity-check bit of the received frame is computed
again in order to verify whether it agrees with the received parity check bit. A mismatch of these parity-
check bits indicates that an odd number of errors has occurred during transmission, leading the receiver
to request a retransmission of the erroneous frame. 

FIGURE 14.1 Structure of a frame.
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ARQ refers to retransmission techniques, which basically operate as follows. Erroneously received
frames are retransmitted until they are received or detected as being error-free; errors are detected using
a simple detection code. Positive (ACK) or negative (NAK) acknowledgments are sent back by the receiver
to the sender over a reliable feedback channel in order to report whether a previously transmitted frame
has been received error-free or with errors. In principle, a positive acknowledgment signals the transmitter
to send the next data frame, whereas a negative acknowledgment is a request for frame retransmission.
Stop-and-wait, go-back-N, and selective-repeat are the three basic versions of ARQ, the last two schemes
being usually referred to as sliding window protocols. 

Stop-and-Wait Automatic Repeat Request

Stop-and-wait ARQ is a very simple acknowledgment scheme, which works as follows. Sender and receiver
communicate through a half-duplex point-to-point link. Following transmission of a single frame to the
receiver, the sender waits for an acknowledgment from the receiver before sending the next data frame or
repeating the same frame. Upon receiving a frame, the receiver sends back to the sender a positive
acknowledgment (ACK) if the frame is correct; otherwise it transmits a negative acknowledgment (NAK).

Figure 14.2 illustrates the frame flow for stop-and-wait ARQ. Frames F1, F2, F3,… are in queue for
transmission. At time t0, the sender transmits frame F1 to the receiver and stays idle until either an ACK
or NAK is received for that frame. At time t1, F1 is correctly received, hence an ACK is sent back. At time
t2, the sender receives this ACK and transmits the next frame F2, which is received at time t3 and  detected
in error. Frame F2 is then discarded at the receiver and a NAK is therefore returned to the sender. At
time t4, the sender receiving a NAK for F2 retransmits a copy of that frame and waits again, until it
receives at time t6 either an ACK or NAK for F2. Assuming it is an ACK, as illustrated in Fig. 14.2, the
sender then proceeds to transmit the next frame F3, and so on. Clearly, such a technique requires the
sender to store in a buffer a copy of a transmitted frame until a positive acknowledgment has been
received for that frame. 

Obviously, this technique does not take into account all contingencies. Indeed, it is possible that some
transmitted frames damaged by transmission impairments do not even reach the receiver, in which case
the receiver cannot even acknowledge them. To overcome this situation, a timer is integrated in the sender
for implementing a time-out mechanism. A time-out is some pre-established time interval beyond which
a transmitted frame is considered lost if its acknowledgment is not received; a timed-out frame is usually
simply retransmitted. 

Another undesirable situation can be described as follows. The sender transmits a copy of some frame
F, which is received correctly by the receiver. A positive acknowledgment  (ACK) is then returned to the
sender. Unfortunately, this ACK may be corrupted during its transmission in the feedback channel so
that it becomes unrecognizable by the sender which therefore transmits another copy of the same frame.
As a result, there is a possibility of frame duplication at the receiver leading to an ambiguity between a

FIGURE 14.2  Stop-and-wait ARQ.
©2002 CRC Press LLC



 

                                                  
frame and its immediate predecessor or successor. This ambiguity can be easily resolved by attaching a
sequence number in each transmitted frame. In practice, a single-bit (0 or 1) inserted in the header of
each frame is sufficient to distinguish a frame from its duplicate at the receiver. 

Stop-and-wait ARQ schemes offer the advantage of great simplicity. However, they are not very suitable
for high-speed modern communication systems since data is transmitted in one direction only. Protocols
in which the ACK for a frame must be received by the sender prior to the transmission of the next frame
are referred to as positive acknowledgment with retransmission (PAR) protocols. The principal weakness
of PAR schemes is an inefficient link utilization related to the time lost waiting for acknowledgments
before sending another frame, especially if the propagation delay is significantly longer than the packet
transmission time, such as in satellite links. To overcome this shortcoming, PAR schemes have been
adapted to more practical situations, which require transmitting frames in both directions, using full-
duplex links between sender and receiver. Clearly then, each direction of transmission acts as the forward
channel for the frames and as the return channel for the acknowledgments. Now in order to improve
further the efficiency of each channel, ACK/NAK control packets and information frames need not be
sent separately. Instead, the acknowledgment about each previously received frame is simply appended
to the next transmitted frame. In this technique, called piggybacking, transmission of the acknowledgment
of a received frame is clearly delayed by the transmission of the next data frame. A fixed maximum
waiting time for the arrival of a new frame is thus set. If no new frame has arrived by the end of that
waiting time, then the acknowledgment frame is sent separately. Even with piggybacking, PAR schemes
still require the sender to wait for an acknowledgment before transmitting another frame. An obvious
improvement of the efficiency may be achieved by relaxing this condition and allowing the sender to
transmit up to W, W > 1 frames without waiting for an acknowledgment. A further improvement still
is to allow a continuous transmission of the frames without any waiting for acknowledgments. These
protocols are called Continuous ARQ and are associated with the concept of sliding window protocols.

Sliding Window Protocols

To overcome the inefficiency of PAR schemes, an obvious solution is not to stay idle between frame
transmissions. One approach is to use a  sliding window protocol where a window refers to a subset of
consecutive frames.

Consider a window that contains N frames numbered ω, ω + 1,…, ω + N -1, as shown in Fig. 14.3
Every frame using a number smaller than ω has been sent and acknowledged, as identified in Fig. 14.3
as frames before the window, whereas no frame with a number larger than or equal to ω + N, identified
as frames beyond the window, has yet been sent. Frames in the window that have been sent but that have
not yet been acknowledged are said to be outstanding frames. As outstanding frames are being acknowl-
edged, the window shifts to the right to exclude acknowledged frames and, subsequently, to include the

FIGURE 14.3 Frame sequencing in a sliding window protocol (sender side).
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new frames that have to be sent. Since the window must always contain frames that are numbered
consecutively, the frames are excluded from the window in the same order in which they were included.

To limit the number of outstanding frames, a limit on the window size may be determined. When this
limit is reached, the sender accepts no more frames. A window size N = 1 corresponds to the stop-and-
wait protocol, whereas a window size greater than the total number of frames that can be represented in
the header field of the frame refers to an unrestricted protocol . Clearly, the window size has some influence
on the network traffic and on buffering requirements. Go-back-N and  selective-repeat may be considered
as two common implementations of a sliding window protocol, as will be described next.

Go-Back-N Automatic Repeat Request

Go-back-N ARQ schemes use continuous transmission without waiting for ACK between frames.  Clearly,
a full-duplex link between the sender and the receiver is required, allowing a number of consecutive
frames to be sent without receiving an acknowledgment. In fact, ACKs may not even be transmitted.
Upon detecting a frame in error, the receiver sends a NAK for that frame and discards that frame and
all succeeding frames until that erroneous frame has been correctly received. Following reception of a
NAK, the sender completes the transmission of the current frame and retransmits the erroneous frame
and all subsequent ones. 

In accordance with the sliding window protocol, each frame is numbered by an integer �  = 0, 1, 2, …,
2k - 1, where k denotes the number of bits in the number field of the frame. In general, in order to
facilitate their interpretation, frames are all numbered consecutively modulo-2k. For example, for k = 3,
frames are numbered 0–7 repeatedly.

It is important to fix the maximum window size, that is, the maximum number of outstanding frames
waiting to be transmitted at any one time. To avoid two different outstanding frames having the same
number, as well as to prevent pathological protocol failures, the maximum window size is N = 2k - 1. It
follows that the number of discarded frames is at most equal to N ; however, the actual exact number of
discarded frames depends also on the propagation delay. For most usual applications, a window of size
N = 7 (i.e., k = 3) is adequate, whereas for some satellite links the window size N is usually equal to 127.

Figure 14.4 illustrates the frame flow for a go-back-N ARQ scheme, with k = 3 and, hence, N = 7.
Thus, the sender can transmit  sequences of frames numbered F0, F1, F 2, …, F7. As shown in Fig. 14.4,
since the receiver detects an error on frame F3, it returns NAK3 to the sender and discards both F3 and
the succeeding frames F4, F5, and F6, which because of propagation  delays have already been transmitted
by the sender before it received the negative acknowledgment NAK3.  Then, the sender retransmits F3
and the sequence of frames F4, F5, and F6, and proceeds to transmit F7 (using the current sequencing)

FIGURE 14.4 Go-back-N ARQ.
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as well as frames F0, F1,…, using the next sequencing. Obviously, should any of the preceding frames be
received in error, then the same repeat procedure is implemented, starting from that frame in error.

Go-back-N procedures have been implemented in various data link protocols such as high-level data
link control (HDLC), which refers to layer 2 of the seven-layer OSI model, and transmission control
protocol/internet protocol (TCP/IP), which supports the Internet, the world’s largest interconnection of
computer networks. Indeed, to ensure reliable end-to-end connections and improve the performance,
TCP uses a sliding window protocol with timers. In accordance with this protocol, the sender can transmit
several TCP messages or frames before an acknowledgment is received for any of the frames. The number
of frames allowed in transit is negotiated dynamically using the window field in the TCP header. 

As an implementation of the sliding window protocol, the go-back-N scheme is more efficient and
more general than the stop-and-wait scheme, which is clearly equivalent to go-back-N, with N = 1.
However, go-back-N presents the disadvantage of requiring a prerequisite numbering of frames as well as
the buffering in the window of N frames awaiting positive acknowledgments. Furthermore, in the absence
of a controlled source, all incoming frames not yet accepted by the window must be buffered while they
wait to be inserted in the window. Inefficiency is also due to the discarding of all frames that follow the
frame received in error, even though these frames may be error free. On the other hand, such a procedure
presents the advantage of maintaining the proper sequencing of the frames accepted at the receiver.

Selective-Repeat Automatic Repeat Request

To overcome the inefficiency resulting from unnecessarily retransmitting the error-free frames, retrans-
mission can be restricted to only those frames that have been detected in error. Repeated frames corre-
spond to erroneous or damaged frames that are negatively acknowledged as well as frames for which the
time-out has expired. Such a procedure is referred to as selective-repeat ARQ, which obviously should
improve the performance over both stop-and-wait and go-back-N schemes. Naturally, a full-duplex link
is again assumed.

Figure 14.5 illustrates the frame flow for selective-repeat ARQ. The frames appear to be disjointed but
there is no idle time between consecutive frames. The sender transmits a sequence of frames F1, F2,
F3,…. As illustrated in Fig. 14.5, the receiver detects an error on the third frame F3 and thus returns a
negative acknowledgment denoted NAK3 to the sender. However, due to the continuous nature of the
protocol, the succeeding frames F4, F5, and F6 have already been sent and are in the pipeline by the time
the sender receives NAK3. Upon receiving NAK3, the sender completes the transmission of the current
frame (F6) and then retransmits F3 before sending the next frame F7 in the sequence. The correctly

FIGURE 14.5 Selective-repeat ARQ.
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received but incomplete sequence F 4, F5, F6 must be buffered at the receiver, until F3 has been correctly
received and inserted in its proper place to complete the sequence F3, F4, F5, F6,…, which is then delivered.

If F3 is correctly received at the first retransmission, the buffered sequence is F4, F5, and F6. However, if
F3 is received in error during its retransmission and hence must be retransmitted again, then clearly the
buffered sequence is F4, F 5, F 6, F 7, F 8, F 9. Therefore, multiple retransmissions of a given frame lead to an
ever larger buffering, which may be theoretically unbounded. To circumvent such a possibility and the ensuing
buffer overflow, a time-out mechanism is usually incorporated in all practical selective-repeat ARQ systems.

In practice, each correctly received frame prior to the appearance of an erroneous frame denoted F is
delivered to the user (i.e., the physical layer). Thereafter, all error-free successive frames are buffered at
the receiver, until frame F is correctly received. It is then inserted at the beginning of the buffered sequence,
which can thus be safely delivered to the user up to the next frame received in error. However, the
reordering becomes somewhat more complex if other frames are received in error before frame F is finally
received error free. As a consequence, proper buffering must be provided by the sender, which must also
integrate the appropriate logic in order to send frames that are out of sequence. The receiver must also
be provided with adequate buffering to store the out-of-order frames within the window until the frame in
error is correctly received, in addition to being provided with the appropriate logic for inserting the
accepted frames in their proper place in the sequence. The required buffers may be rather large for satellite
transmission with long propagation delays and long pipelines corresponding to the many frames in transit
between sender and receiver. As a result, the selective-repeat ARQ procedure tends to be less commonly used
than the go-back-N ARQ scheme, even though it may be more efficient from a throughput point of view.

14.3 Performance Analysis and Limitations

In ARQ systems, the performance is usually measured using two parameters: throughput efficiency and
undetected error probability on the data bits. The throughput efficiency is defined as the ratio of the
average number of information bits per second delivered to the user to the average number of bits per
second that have been transmitted in the system. This throughput efficiency is obviously smaller than
100%. For example, using an error-detecting scheme with a coding rate R = 0.98, an error-free trans-
mission would then correspond to a throughput efficiency of 98%, and clearly, any frame retransmission
yields a further decrease of the throughput efficiency.

The reliability of an ARQ system is measured by its frame error probability, which may take one of
the following forms:

• P = Probability of error detection. It is the probability of an erroneously received frame detected
in error by the error detecting code.

• Pu = Probability of undetected error. It is the probability of an erroneously received frame not
detected in error by the error-detecting code.

Let Pc denote the probability of receiving an error-free frame. We then have Pc = 1 - P - Pu . All of
these probabilities depend on both the channel error statistics and the error detection code implemented
by the CRC. By a proper selection of the CRC, these error probabilities can be made very small. Assuming
white noise on a channel having a bit error probability p, the probabilities of correctly receiving a frame
of length L is Pc = (1 - p)L. As for the undetectable error probability Pu, it is usually vanishingly small,
typically Pu < 1 × 10-10.

Stop-and-Wait Automatic Repeat Request

For error-free operation using the stop-and-wait ARQ technique, the utilization rate UR of a link is defined as

(14.1)UR

TS

TT

------=
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where Ts denotes the time required to transmit a single frame, and TT is the overall time between trans-
mission of two consecutive frames, including processing and ACK/NAK transmissions. As shown in
Fig. 14.6, the total time TT can be expressed as

(14.2)

In this expression, Tp denotes the propagation delay, that is, the time needed for a transmitted bit to
reach the receiver; Tc is the processing delay, that is, the time required for either the sender or the receiver
to perform the necessary processing and error checking, whereas Ts and Ta denote the transmission
duration of a data frame and of an ACK/NAK frame, respectively.

Assuming the processing time Tc is negligible with respect to Tp and that the sizes of the ACK/NAK
frames are very small, leading to negligible value for Ta, then Eq. (14.2) becomes

(14.3)

Defining the propagation delay ratio α = Tp/Ts, then Eq. (14.1) can be written as

(14.4)

Clearly Eq. (14.4) may be seen as a lower bound on the utilization rate or throughput efficiency that the
communication link can achieve over all of the frames.

The utilization rate expressed by Eq. (14.4) may be used to evaluate the throughput efficiency on a
per frame basis. In the remainder of the chapter, unless specified otherwise, the throughput efficiency is
considered on a per frame basis. Because of repetitions caused by transmission errors, using Eq. (14.1),
the average utilization rate,  or throughput efficiency, is defined as 

(14.5)

where Nt is the expected number of transmissions per frame. 
In this definition of the throughput efficiency, the coding rate of the error detecting code, as well as

the other overhead bits, are not taken into account. That is, definition (14.5) represents the throughput
efficiency on a per frame performance basis. Some other definitions of the throughput efficiency may be
related to the number of information bits actually delivered to the destination. In such a case, the new

FIGURE 14.6 Timing of successive frames in stop-and-wait ARQ scheme.
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throughput efficiency  is simply equal to

where ρ represents the fraction of all redundant and overhead bits in the frame.
Assuming error-free transmissions of ACK and NAK frames, and assuming independence for each

frame transmission, the probability of requiring exactly k attempts to successfully receive a given frame
is Pk = Pk−1 (1 − P), k = 1, 2, 3,… , where P is the frame error probability. The average number of
transmissions Nt that are required before a frame is accepted by the receiver is then

(14.6)

Using Eqs. (14.4–14.6) the throughput efficiency can thus be written as

(14.7)

The average overall transmission time Tv , for an accepted frame, is then given by

(14.8)

As expected, Eq. (14.8) indicates that if the channel is error-free and thus P = 0, then Tv = TT , whereas
if the channel is very noisy with P → 1, then the average transmission time Tv may become theoretically
unbounded.

Continuous Automatic Repeat Request: Sliding Window Protocols

For continuous ARQ schemes, the basic expression of the throughput efficiency, Eq. (14.5), must be used
with the following assumptions: the transmission duration of a data frame is normalized to Ts = 1; the
transmission time  of an ACK/NAK frame, Ta, as well as the processing delay of any frame, Tc , are
negligible. Since α = Tp/Ts and Ts = 1, then the propagation delay Tp is equal to α .

Let the sender start transmitting the first frame F1 at time t0 . Since Tp = α , the beginning of that
frame will reach the receiver at time t0 + α.  Therefore, given that Ts = 1, frame F1 will be entirely received
at time (t0 + α + 1). The processing delay being negligible, the receiver can immediately acknowledge
frame F1 by returning ACK1. As a result, since the transmission duration Ta of an ACK/NAK frame is
negligible, ACK1 will be delivered to the sender at time (t0 + 2α + 1). Let N be the window size, then
two cases may be considered: N ≥ 2α + 1 and N < 2α + 1.

If N ≥ 2α + 1, the acknowledgment ACK1 for frame F1 will reach the sender before it has exhausted
(e.g., emptied) its own window, and hence the sender can transmit continuously without stopping. In
this case, the utilization rate of the transmission link is 100%, that is, UR = 1. 

If N < 2α + 1, the sender will have exhausted its window at time t0 + N, and thus cannot transmit
additional frames until time (t0 + 2α + 1). In this case, the utilization rate is obviously smaller than
100% and can be expressed as UR = N/(2α + 1). Furthermore, the protocol is no longer a continuous
protocol since there is a break in the sender transmission.

Assuming there are no transmission errors, it follows that the utilization rate of the transmission link
for a continuous ARQ using a sliding window protocol of size N is given by

(14.9)
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Selective-Repeat Automatic Repeat Request

For selective-repeat ARQ scheme, the expression for the throughput efficiency can be obtained by dividing
Eq. (14.9) by Nt = 1/(1 − P) yielding

(14.10)

Go-Back-N Automatic Repeat Request

For the go-back-N ARQ scheme, each frame in error necessitates the retransmission of M frames (M ≤ N)
rather than just one frame, where M depends on the roundtrip propagation delay and the frame size.
Let g(k) denote the total number of transmitted frames corresponding to a particular frame being
transmitted k times. Since each repetition involves M frames, we can write [Stallings, 1994]

Using the same approach as in Eq. (14.6), the average number of transmitted frames Nt to successfully
transmit one frame can be expressed as 

(14.11)

If N ≥ 2α + 1, the sender transmits continuously and, consequently, M is approximately equal to 2α + 1.
In this case, in accordance with Eq. (14.11), Nt = (1 + 2α P)/(1 − P). Dividing Eq. (14.9) by Nt , the
throughput efficiency becomes η = (1 − P)/(1 + 2α P).

If N < 2α + 1, then M = N, and hence Nt = (1 − P + PN)/(1 − P). Dividing Eq. (14.9) again by Nt , we
obtain U = N(1 − P)/(1 + 2α) (1 − P + PN).

Summarizing, the throughput efficiency of go-back-N ARQ is given by 

(14.12)

Assuming negligible processing times, the average transmission time of a frame as seen by the sender is
given by

(14.13)

where Ts is the actual transmission duration of a frame and where again TT = Ts + 2Tp. Since α = Tp/Ts ,
then the total time TT can be written as: TT = Ts + 2α Ts = Ts(1 + 2α). As a result, using Eq. (14.13) the
average transmission time of a frame becomes

(14.14)
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Figures 14.7–14.10 show the throughput efficiency η of the three basic ARQ schemes as a function of the
propagation delay ratio α, for frame error probabilities P = 1 × 10−1, 1 × 10−2, 1 × 10−3, and 1 × 10−4,
respectively.

Basic ARQ schemes present some limitations. The stop-and-wait scheme suffers from inefficiency due
to the fact that the channel is idle between the transmission of the frame and the reception of the
acknowledgment from the receiver. As shown in Figs. 14.7–14.10, this inefficiency is especially severe for

FIGURE 14.7 Throughput efficiency for various ARQ protocols (P = 0.1).

FIGURE 14.8 Throughput efficiency for various ARQ protocols (P = 0.01).
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large values of α, that is, when the roundtrip delay between the sender and the receiver is long compared
to the transmission duration of a frame. In systems where the channel roundtrip delay is large and/or
when the frame error probability P is relatively high, such as in satellite broadcast channels, the through-
put efficiency of a stop-and-wait ARQ scheme becomes too poor to be acceptable. On the other hand,
the selective-repeat ARQ scheme offers the best performance in terms of throughput efficiency, and, as
shown in Figs. 14.7–14.10, it is insensitive to the propagation delay ratio. To overcome some of these
limitations, hybrid FEC/ARQ schemes have been proposed.

FIGURE 14.9 Throughput efficiency for various ARQ protocols (P = 0.001).

FIGURE 14.10 Throughput efficiency for various ARQ protocols (P = 0.0001).
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14.4 Variants of the Basic Automatic Repeat Request Schemes

Several variants of the basic ARQ schemes with the objective of increasing the throughput efficiency and
decreasing both buffer size and average transmission time have been proposed in the literature [Sastry,
1995; Despins and Haccoun, 1993]. Some variants have been proposed with the objective of alleviating
particular drawbacks of specific ARQ schemes or satisfying special constraints for specific applications.
However, these objectives may not be all satisfied, they may even be conflicting. 

The main idea of these variants is to send multiple copies of a retransmitted frame rather than just
sending a single copy. Variants of both stop-and-wait and continuous ARQ schemes have been proposed
by Sastry [1995] for improving the throughput for channels having high error rates and long transmission
delays such as satellite links. The modification consists of sending consecutively n copies, n > 1, of an
erroneous frame before waiting for an ACK. This procedure substantially improves the probability of
correctly receiving at least one error-free copy of that frame, which, hence, decreases multiple requests
for retransmission of a given frame. For channels with long transmission delays, the increased transmis-
sion time for the n copies is more than compensated for by the fewer retransmission requests, leading
to improved throughput effficiency over the usual stop-and-wait scheme. For continuous ARQ, whenever
a NAK for a frame is received by the sender, that same frame is repeatedly transmitted until reception
by the sender of its corresponding ACK. Here again the throughput may be substantially improved,
especially for high error rate channels having a transmission delay much larger than the transmission
duration of a frame.

A variation of the usual selective-repeat ARQ protocol has been recently proposed and analyzed by
Despins and Haccoun [1993] for full-duplex channels suffering from a high error rate in both the forward
and reverse directions. It consists essentially of sending a frame composed entirely of NAKs instead of
piggybacking a single NAK on a data frame over the feedback channel. The idea is to provide a virtual
error-free feedback channel for the NAKs, thus eliminating the need for implementing a time-out and
buffer control procedure. For very severely degraded channels, the procedure is further refined by sending
a number m(m > 1) of NAK frames for each incorrectly received data frame. The number of NAK frames
m is calculated to ensure a practically error-free feedback channel. It is shown that the elimination of
needless retransmissions outweighs the additional overhead of the NAK frames, leading to higher
throughput efficiency and smaller buffer requirements over conventional selective-repeat ARQ, especially
over fading channels. 

For point-to-multipoint communication, Wang and Silvester [1993] have proposed adaptive multire-
ceiver ARQ schemes. These variants can be applied to all three basic ARQ schemes. They differ from the
classic schemes in the way the sender utilizes the outcome of a previous transmission to alter its next
transmission. Basically, upon receiving a NAK for an erroneous frame from some given receivers, instead
of repeating the transmission of that frame to all of the receivers in the system, the sender transmits a
number of copies of that frame to only those receivers that previously received that frame in error. It has
been shown that the optimal number of copies that the sender should transmit depends on the trans-
mission error probability, the roundtrip propagation delay, and the number of receivers that have incor-
rectly received the data frame.

14.5 Hybrid Forward Error Control/Automatic Repeat
Request Schemes

In systems where the channel roundtrip delay is large and/or where there is a large number of receivers,
such as in satellite broadcast channels, the throughput efficiencies of the basic ARQ schemes, especially
stop-and-wait, become unacceptable. Thus, hybrid ARQ schemes, consisting of an FEC subsystem inte-
grated into an ARQ system, can overcome the drawbacks of ARQ and FEC schemes considered separately.
Such combined schemes are commonly named hybrid FEC/ARQ schemes.
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The principle of hybrid FEC/ARQ schemes is to reduce the number of retransmissions by improving
the channel using an FEC procedure. As shown in Fig. 14.11, a hybrid FEC/ARQ system is a concatenated
system consisting of an inner FEC system and an outer ARQ system. The function of the inner FEC
system is to improve the quality of the channel as seen by the ARQ system by correcting as many frames
in error as possible, within its error correcting capability. Since only those erroneous frames that have
not been corrected by the FEC will be retransmitted, clearly, under a poor channel condition where frame
error rates are high and retransmission requests numerous, hybrid FEC/ARQ schemes can be especially
useful for improving the efficiency of conventional ARQ schemes.

Hybrid FEC/ARQ schemes in data point-to-point communications over noisy channels are retrans-
mission techniques that employ both error correction and error detection coding in order to achieve
high throughput and low undetected error probabilities. There are two basic types of hybrid FEC/ARQ
schemes: type I hybrid ARQ scheme, which includes parity bits for both error detection and error
correction in each transmitted frame, and type II hybrid ARQ scheme, where parity bits for error
correction only are sent on the first transmission.

In a type I hybrid FEC/ARQ scheme, when a frame is detected in error, the receiver first attempts to
correct these errors. If the error-correcting capability allows the receiver to correct all of the errors detected
in the frame, those errors are then corrected and the decoded frame is considered ready to be delivered
to the user. In the case where a frame detected in error is revealed uncorrectable, the receiver rejects that
frame and requests its retransmission, until that frame is successfully received or decoded. Clearly, a code
designed to perform simultaneous error detection and correction is required. As a result, type I hybrid
FEC/ARQ schemes require more parity-check bits than a code used only for error detection in a basic
ARQ scheme. These extra redundant bits obviously increase the overhead of each transmission.

For low channel error probabilities, type I hybrid FEC/ARQ schemes provide lower throughput effi-
ciencies than any basic ARQ scheme. However, for high channel error probabilities, since the number of
retransmissions is reduced by the error-correcting capability of the system, type I hybrid FEC/ARQ
schemes provide higher throughput efficiencies than any basic ARQ scheme. These schemes require that
a fixed number of parity-check bits are sent with every frame for error correction purposes. Consequently,
they are not adaptive to changing channel conditions and are best suited for channels with fairly constant
noise or interference levels. For varying channel conditions, other adaptive error control techniques called
type II hybrid FEC/ARQ schemes have been proposed [Rice and Wicker, 1994].

Type II hybrid FEC/ARQ schemes basically operate as follows. A frame F to be sent is coded, for its
first transmission, with parity-check bits which only allow error detection. If that frame is detected in
error in the form , the receiver stores  in its buffer and then requests a retransmission. Instead of

FIGURE 14.11 Principle of hybrid FEC/ARQ schemes.

F∗ F∗
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retransmitting F in its original form, the sender retransmits a parity-check frame F1 consisting of the
original frame F and an error-correcting code. The receiver, which receives this parity-check frame F1,
uses it to correct the erroneous frame  currently stored in its buffer. In the case of error correction
failure, a second retransmission of the original frame F is requested by the receiver. Depending on the
retransmission strategy and the type of error-correcting codes that are used, the second retransmission
may be either a repetition of the original frame F or the transmission of another parity-check frame
denoted F2 [Lin, Costello, and Miller, 1984].

Both type I and type II hybrid FEC/ARQ schemes may use block or convolutional error-correcting
codes. It is shown, by means of analysis as well as computer simulations, that both hybrid schemes are
capable of providing high throughput efficiencies over a wide range of signal-to-noise ratios. More
precisely, performance analysis of type II hybrid FEC/ARQ scheme shows that it is fairly robust against
nonstationary channel noise due to the use of parity retransmission. In summary, hybrid FEC/ARQ
schemes are suitable for large file transfers in applications where high throughput and high reliability
are required over noisy channels, such as in satellite communications.

14.6 Application Problem

In this section, some numerical calculations on performance are presented for illustration purposes.
A satellite channel with a data rate of 2 Mb/s transmits 1000-bit frames. The roundtrip propagation

time is 250 ms and the frame error probability is P = 1 × 10−3. Assuming that ACK and NAK frames are
error-free, and assuming negligible processing and acknowledgment times:

1. Calculate the throughput efficiency for stop-and-wait ARQ.
2. Determine the average time for correct reception of a frame.
3. Find the average transmission time and the throughput efficiency for error-free operation using

go-back-N ARQ, with a window size N = 127.
4. Compare the throughput efficiency for go-back-N ARQ and for selective-repeat ARQ, with the

same window size N = 127.
5. Repeat step 4 using a window size N = 2047. Discuss.

Solution

The propagation delay Tp = 1/2 × 250 = 125 ms. For a channel transmitting 1000-bit frames, at 2 Mb/s,
the transmission duration of a single frame is

The propagation delay ratio is then

and, hence,

1. Given that ACK and NAK frames are error-free, and assuming the processing and acknow-
ledgment times are negligible, the throughput efficiency for stop-and-wait ARQ can be calculated
using Eq. (14.7)

F∗

Ts 1000/ 2 106×( ) 500 10 6–× s 0.5 ms= = =

a Tp/Ts 125/ 0.5( ) 250= = =

2a 1+( ) 501=

hSW 1 P–( )/ 1 2a+( ) 0.999/ 501( ) 2 10 3–×= = =
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The throughput efficiency of stop-and-wait ARQ schemes over such a channel is vanishingly low
as also observed in Fig. 14.9. Clearly, stop-and-wait ARQ on satellite channels is not suitable.

2. Using Eq. (14.8), the average time for correct reception of a frame is Tv = TT/(1 − P), where TT

can be computed using Eq. (14.3)

It follows that

Hence, due to the low value of P, the average time for the correct retransmission of a frame is
nearly equal to the roundtrip propagation time.

3. The average transmission time for go-back-N ARQ is given by Eq. (14.14) 

The throughput efficiency for go-back-N ARQ can be computed using Eq. (14.12). Since the
window size is N = 127 and (2α + 1) = 501, it follows that 

This value for the throughput efficiency may also be read directly from Fig. 14.9. The improvement
in throughput efficiency of the go-back-N ARQ over the stop-and-wait scheme is then substantial.

4. The throughput efficiency for selective-repeat ARQ is given by Eq. (14.10). With a window size
N = 127 and (2α + 1) = 501, then

Again, this value can be read directly from Fig. 14.9, which shows that for these values of N and
α , the throughput efficiencies of go-back-N and selective-repeat ARQ are approximately equal.

5. Since N = 2047 and (2α + 1) = 501, using Eqs. (14.12) and (14.10), respectively, it follows that for
go-back-N the throughput efficiency is

For selective-repeat ARQ we obtain

Therefore, the selective-repeat ARQ scheme provides nearly the maximum possible throughput
efficiency and is substantially more efficient than go-back-N.

14.7 Conclusion

Fundamentals, performances, limitations, and variants of the basic ARQ schemes have been presented.
These schemes offer reliability and robustness at buffering cost and reduced throughput. In systems
such as packet radio and satellite networks, which are characterized by relatively large frame lengths
and high noise or interference levels, the use of error correction coding may not provide the desired
reliability. A combination of error correction and error detection coding may be therefore especially

TT Ts 2Tp+ 0.5 2 125×+ 250.5 ms= = =

Tv 250.5/0.999 250.75 ms= =

Tv 0.5 1 500 10 3–×+( )/0.999[ ] 751 ms= =

hGB 127 0.999( )/ 501( ) 0.999 0.127+( )[ ] 0.225= =

hSR 127 0.999( )/501 0.253= =

hGB 0.999( )/ 1 2 250 0.001××( )+[ ] 0.667= =

hSR 1 0.001–( ) 0.999= =
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attractive to overcome this shortcoming. Furthermore, over real channel systems characterized by great
variations in the quality of the channel, ARQ systems tend to provide the robustness of the required
error performance. New trends in digital communications systems using ARQ tend toward increasing
the throughput efficiency without increasing buffering. These tendencies are being integrated into many
applications involving point-to-multipoint communications over broadcast links used for file distri-
bution, videotex systems, and teleconferencing. Such applications are becoming more and more pop-
ular, especially with the deployment of Integrated Services Digital Networks (ISDN) linked worldwide
by satellite communication systems. Similarly, for wireless communication channels, which are cor-
rupted by noise, fading, interference and shadowing, ARQ schemes can be used in order to provide
adequate robustness and performance.

Defining Terms

Error correction: Procedure by which additional redundant symbols are added to the messages in order
to allow the correction of errors in those messages.

Error detection: Procedure by which additional redundant symbols are added to the messages in order
to allow the detection of errors in those messages.

Feedback channel: Return channel used by the receiver in order to inform the sender that erroneous
frames have been received.

Forward channel: One-way channel used by the sender to transmit data frames to the receiver.
Full-duplex (or duplex) link: Link used for exchanging data or ACK/NAK frames between two con-

nected devices in both directions simultaneously.
Half-duplex link: Link used for exchanging data or ACK/NAK frames between two connected devices

in both directions but alternatively. Thus, the two devices must be able to switch between send
and receive modes after each transmission.
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15.1 A Brief History

Spread spectrum (SS) has its origin in the military arena where the friendly communicator is (1) susceptible
to detection/interception by the enemy and (2) vulnerable to intentionally introduced unfriendly inter-
ference (jamming). Communication systems that employ spread spectrum to reduce the communicator’s
detectability and combat the enemy-introduced interference are respectively referred to as low probability
of intercept (LPI) and antijam (AJ) communication systems. With the change in the current world
political situation wherein the U.S. Department of Defense (DOD) has reduced its emphasis on the
development and acquisition of new communication systems for the original purposes, a host of new
commercial applications for SS has evolved, particularly in the area of cellular mobile communications.
This shift from military to commercial applications of SS has demonstrated that the basic concepts that
make SS techniques so useful in the military can also be put to practical peacetime use. In the next section,
we give a simple description of these basic concepts using the original military application as the basis
of explanation. The extension of these concepts to the mentioned commercial applications will be treated
later on in the chapter.

15.2 Why Spread Spectrum?

Spread spectrum is a communication technique wherein the transmitted modulation is spread (increased)
in bandwidth prior to transmission over the channel and then despread (decreased) in bandwidth by
the same amount at the receiver. If it were not for the fact that the communication channel introduces
some form of narrowband (relative to the spread bandwidth) interference, the receiver performance
would be transparent to the spreading and despreading operations (assuming that they are identical
inverses of each other). That is, after despreading the received signal would be identical to the transmitted
signal prior to spreading. In the presence of narrowband interference, however, there is a significant
advantage to employing the spreading/despreading procedure described. The reason for this is as follows.
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Since the interference is introduced after the transmitted signal is spread, then, whereas the despreading
operation at the receiver shrinks the desired signal back to its original bandwidth, at the same time it
spreads the undesired signal (interference) in bandwidth by the same amount, thus reducing its power
spectral density. This, in turn, serves to diminish the effect of the interference on the receiver performance,
which depends on the amount of interference power in the despread bandwidth. It is indeed this very
simple explanation which is at the heart of all spread spectrum techniques.

15.3 Basic Concepts and Terminology

To describe this process analytically and at the same time introduce some terminology that is common
in spread spectrum parlance, we proceed as follows. Consider a communicator that desires to send a
message using a transmitted power S Watts (W) at an information rate Rb bits/s (bps). By introducing
an SS modulation, the bandwidth of the transmitted signal is increased from Rb Hz to WSS Hz, where
WSS  Rb denotes the spread spectrum bandwidth. Assume that the channel introduces, in addition to
the usual thermal noise (assumed to have a single-sided power spectral density (PSD) equal to N0 W/Hz),
an additive interference (jamming) having power J distributed over some bandwidth WJ. After despreading,
the desired signal bandwidth is once again now equal to Rb Hz and the interference PSD is now NJ = J/WSS.
Note that since the thermal noise is assumed to be white, i.e., it is uniformly distributed over all
frequencies, its PSD is unchanged by the despreading operation and, thus, remains equal to N0. Regardless
of the signal and interferer waveforms, the equivalent bit energy-to-total noise spectral density ratio is,
in terms of the given parameters, 

(15.1)

For most practical scenarios, the jammer limits performance, and, thus, the effects of receiver noise in
the channel can be ignored. Thus, assuming NJ  N0, we can rewrite Eq. (15.1) as

(15.2)

where the ratio J/S is the jammer-to-signal power ratio and the ratio WSS /Rb is the spreading ratio and
is defined as the processing gain of the system. Since the ultimate error probability performance of the
communication receiver depends on the ratio Eb/NJ, we see that from the communicator’s viewpoint his
goal should be to minimize J/S (by choice of S) and maximize the processing gain (by choice of WSS for
a given desired information rate). The possible strategies for the jammer will be discussed in the section
on military applications dealing with AJ communications.

15.4 Spread Spectrum Techniques

By far the two most popular spreading techniques are direct sequence (DS) modulation and frequency
hopping (FH) modulation. In the following subsections, we present a brief description of each.

Direct Sequence Modulation

A direct sequence modulation c(t) is formed by linearly modulating the output sequence {cn} of a
pseudorandom number generator onto a train of pulses, each having a duration Tc called the chip time.
In mathematical form,

(15.3)
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where p(t) is the basic pulse shape and is assumed to be of rectangular form. This type of modulation
is usually used with binary phase-shift-keyed (BPSK) information signals, which have the complex form
d(t)exp{ j(2π fc t + θc)}, where d(t) is a binary-valued data waveform of rate 1/Tb bits/s and fc and θc are
the frequency and phase of the data-modulated carrier, respectively. As such, a DS/BPSK signal is formed
by multiplying the BPSK signal by c(t) (see Fig. 15.1), resulting in the real transmitted signal

(15.4)

Since Tc is chosen so that Tb  Tc, then relative to the bandwidth of the BPSK information signal, the
bandwidth of the DS/BPSK signal1 is effectively increased by the ratio Tb/Tc = WSS /2Rb, which is one-half
the spreading factor or processing gain of the system. At the receiver, the sum of the transmitted DS/BPSK
signal and the channel interference I(t) (as discussed before, we ignore the presence of the additive thermal
noise) are ideally multiplied by the identical DS modulation (this operation is known as despreading),
which returns the DS/BPSK signal to its original BPSK form whereas the real interference signal is now
the real wideband signal Re{I(t)c(t)}. In the previous sentence, we used the word ideally, which implies
that the PN waveform used for despreading at the receiver is identical to that used for spreading at the
transmitter. This simple implication covers up a multitude of tasks that a practical DS receiver must
perform. In particular, the receiver must first acquire the PN waveform. That is, the local PN random
generator that generates the PN waveform at the receiver used for despreading must be aligned (syn-
chronized) to within one chip of the PN waveform of the received DS/BPSK signal. This is accomplished
by employing some sort of search algorithm which typically steps the local PN waveform sequentially
in time by a fraction of a chip (e.g., half a chip) and at each position searches for a high degree of
correlation between the received and local PN reference waveforms. The search terminates when the
correlation exceeds a given threshold, which is an indication that the alignment has been achieved. After
bringing the two PN waveforms into coarse alignment, a tracking algorithm is employed to maintain
fine alignment. The most popular forms of tracking loops are the continuous time delay-locked loop
and its time-multiplexed version the tau–dither loop. It is the difficulty in synchronizing the receiver
PN generator to subnanosecond accuracy that limits PN chip rates to values on the order of hundreds
of Mchips/s, which implies the same limitation on the DS spread spectrum bandwidth WSS.

Frequency Hopping Modulation

A frequency hopping (FH) modulation c(t) is formed by nonlinearly modulating a train of pulses with
a sequence of pseudorandomly generated frequency shifts {fn}. In mathematical terms, c(t) has the complex
form

(15.5)

FIGURE 15.1 A DS-BPSK system (complex form).

1For the usual case of a rectangular spreading pulse p(t), the PSD of the DS/BPSK modulation will have (sin x/x)2

form with first zero crossing at 1/Tc, which is nominally taken as one-half the spread spectrum bandwidth WSS.

x t( ) Re c t( )d t( )  j 2p f ct qc+( )[ ]exp{ }=
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where p(t) is again the basic pulse shape having a duration Th, called the hop time, and {φn} is a sequence
of random phases associated with the generation of the hops. FH modulation is traditionally used with
multiple-frequency-shift-keyed (MFSK) information signals, which have the complex form exp{j[2π(fc +
d(t))t]}, where d(t) is an M-level digital waveform (M denotes the symbol alphabet size) representing
the information frequency modulation at a rate 1/Ts symbols/s (sps). As such, an FH/MFSK  signal is
formed by complex multiplying the MFSK signal by c(t) resulting in the real transmitted signal

(15.6)

In reality, c(t) is never generated in the transmitter. Rather, x(t) is obtained by applying the sequence of
pseudorandom frequency shifts {fn} directly to the frequency synthesizer that generates the carrier fre-
quency fc (see Fig. 15.2). In terms of the actual implementation, successive (not necessarily disjoint) k-
chip segments of a PN sequence drive a frequency synthesizer, which hops the carrier over 2k frequencies.
In view of the large bandwidths over which the frequency synthesizer must operate, it is difficult to
maintain phase coherence from hop to hop, which explains the inclusion of the sequence {φn} in the Eq.
(15.5) model for c(t). On a short term basis, e.g., within a given hop, the signal bandwidth is identical
to that of the MFSK information modulation, which is typically much smaller than WSS. On the other
hand, when averaged over many hops, the signal bandwidth is equal to WSS, which can be on the order
of several GHz, i.e., an order of magnitude larger than that of implementable DS bandwidths. The exact
relation between WSS, Th, Ts and the number of frequency shifts in the set {fn} will be discussed shortly.

At the receiver, the sum of the transmitted FH/MFSK signal and the channel interference I(t) is ideally
complex multiplied by the identical FH modulation (this operation is known as dehopping), which returns
the FH/MFSK signal to its original MFSK form, whereas the real interference signal is now the wideband
(in the average sense) signal Re{I(t)c(t)}. Analogous to the DS case, the receiver must acquire and track
the FH signal so that the dehopping waveform is as close to the hopping  waveform c(t) as possible.

FH systems are traditionally classified in accordance with the relationship between Th and Ts. Fast
frequency-hopped (FFH) systems are ones in which there exist one or more hops per data symbol, that
is, Ts = NTh (N an integer), whereas slow frequency-hopped (SFH) systems are ones in which there exist
more than one symbol per hop, that is, Th = NTs. It is customary in SS parlance to refer to the FH/MFSK
tone of shortest duration as a “chip,” despite the same usage for the PN chips associated with the code
generator that drives the frequency synthesizer. Keeping this distinction in mind, in an FFH system where,
as already stated, there are multiple hops per data symbol, a chip is equal to a hop. For SFH, where there
are multiple data symbols per hop, a chip is equal to an MFSK symbol. Combining these two statements,

FIGURE 15.2 An FH-MFSK system.
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the chip rate Rc in an FH system is given by the larger of Rh = 1/Th and Rs = 1/Ts and, as such, is the highest
system clock rate.

The frequency spacing between the FH/MFSK tones is governed by the chip rate Rc and is, thus,
dependent on whether the FH modulation is FFH or SFH. In particular, for SFH where Rc = Rs, the
spacing between FH/MFSK tones is equal to the spacing between the MFSK tones themselves. For
noncoherent detection (the most commonly encountered in FH/MFSK systems), the separation of the
MFSK symbols necessary to provide orthogonality2 is an integer multiple of Rs. Assuming the minimum
spacing, i.e., Rs, the entire spread spectrum band is then partitioned into a total of Nt = WSS /Rs = WSS /Rc

equally spaced FH tones. One arrangement, which is by far the most common, is to group these Nt

tones into Nb = Nt/M contiguous, nonoverlapping bands, each with bandwidth MRs = MRc; see Fig. 15.3a.
Assuming symmetric MFSK modulation around the carrier frequency, then the center frequencies of
the Nb = 2k bands represent the set of hop carriers, each of which is assigned to a given k-tuple of the
PN code generator. In this fixed arrangement, each of the Nt FH/MFSK tones corresponds to the combi-
nation of a unique hop carrier (PN code k-tuple) and a unique MFSK symbol. Another arrangement,
which provides more protection against the sophisticated interferer (jammer), is to overlap adjacent
M-ary bands by an amount equal to Rc; see Fig. 15.3b. Assuming again that the center frequency of
each band corresponds to a possible hop carrier, then since all but M - 1 of the Nt tones are available
as center frequencies, the number of hop carriers has been increased from Nt /M to Nt -(M - 1), which
for Nt  M is approximately an increase in randomness by a factor of M.

For FFH, where Rc = Rh, the spacing between FH/MFSK tones is equal to the hop rate. Thus, the entire
spread spectrum band is partitioned into a total of Nt = WSS/Rh = WSS /Rc equally spaced FH tones, each
of which is assigned to a unique k-tuple of the PN code generator that drives the frequency synthesizer.
Since for FFH there are Rh/Rs hops per symbol, then the metric used to make a noncoherent decision on
a particular symbol is obtained by summing up Rh/Rs detected chip (hop) energies, resulting in a so-called
noncoherent combining loss.

Time Hopping Modulation

Time hopping (TH) is to spread spectrum modulation what pulse position modulation (PPM) is to
information modulation. In particular, consider segmenting time into intervals of Tf seconds and further
segment each Tf interval into MT increments of width Tf /MT . Assuming a pulse of maximum duration
equal to Tf /MT, then a time hopping spread spectrum modulation would take the form

(15.7)

where an denotes the pseudorandom position (one of MT uniformly spaced locations) of the pulse within
the Tf -second interval.

For DS and FH, we saw that multiplicative modulation, that is, the transmitted signal is the product
of the SS and information signals, was the natural choice. For TH, delay modulation is the natural choice.
In particular, a TH-SS modulation takes the form

(15.8)

2An optimum noncoherent MFSK detector consists of a bank of energy detectors each matched to one of the M
frequencies in the MFSK set. In terms of this structure, the notion of orthogonality implies that for a given transmitted
frequency there will be no crosstalk (energy spillover) in any of the other M - 1 energy detectors.
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where d(t) is a digital information modulation at a rate 1/Ts sps. Finally, the dehopping procedure at the
receiver consists of removing the sequence of delays introduced by c(t), which restores the information
signal back to its original form and spreads the interferer.

Hybrid Modulations

By blending together several of the previous types of SS modulation, one can form hybrid modulations
that, depending on the system design objectives, can achieve a better performance against the interferer
than can any of the SS modulations acting alone. One possibility is to multiply several of the c(t) wideband

FIGURE 15.3(a) Frequency distribution for FH-4FSK—nonoverlapping bands. Dashed lines indicate location of
hop frequencies.
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waveforms [now denoted by c(i)(t) to distinguish them from one another] resulting in a SS modulation
of the form

(15.9)

Such a modulation may embrace the advantages of the various c(i)(t), while at the same time mitigating
their individual disadvantages.

FIGURE 15.3(b) Frequency distribution for FH-4FSK—overlapping bands. 
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15.5 Applications of Spread Spectrum
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J) Communications

ted, one of the key applications of spread spectrum is for antijam communications in a hostile
t. The basic mechanism by which a direct sequence spread spectrum receiver attenuates a noise
 illustrated in Section 15.3. Therefore, in this section, we will concentrate on tone jamming.
he received signal, denoted r(t), is given by

(15.10)

s given in Eq. (15.4), A is a constant amplitude,

(15.11)

dditive white Gaussian noise (AWGN) having two-sided spectral density N0/2. In Eq. (15.11),
litude of the tone jammer and θ is a random phase uniformly distributed in [0, 2π].
loy the standard correlation receiver of Fig. 15.4, it is straightforward to show that the final
out of the receiver is given by

(15.12)

 is the contribution to the test statistic due to the AWGN. Noting that, for rectangular chips,
ess

(15.13)

(15.14)

f the processing gain, it is straightforward to show that, for a given value of θ, the signal-
s-interference ratio, denoted by S/Ntotal, is given by

(15.15)

), the jammer power is

(15.16)

Standard correlation receiver.
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 at the second term in the denominator of Eq. (15.15), we see that the ratio J/S is divided
ing that J/S is the ratio of the jammer power to the signal power before despreading, and
atio of the same quantity after despreading, we see that, as was the case for noise jamming,
f employing direct sequence spread spectrum signalling in the presence of tone jamming is
e effect of the jammer by an amount on the order of the processing gain.
ne can show that an estimate of the average probability of error of a system of this type is

(15.18)

(15.19)

) is evaluated numerically and plotted, the results are as shown in Fig. 15.5. It is clear from
hat a large initial power advantage of the jammer can be overcome by a sufficiently large
 processing gain.

bility of Intercept (LPI)

e side of the AJ problem is that of LPI, that is, the desire to hide your signal from detection
gent adversary so that your transmissions will remain unnoticed and, thus, neither jammed
d in any manner. This idea of designing an LPI system is achieved in a variety of ways,
nsmitting at the smallest possible power level, and limiting the transmission time to as short
n time as is possible. The choice of signal design is also important, however, and it is here
spectrum techniques become relevant.
 mechanism is reasonably straightforward; if we start with a conventional narrowband signal,
waveform having a spectrum as shown in Fig. 15.6a, and then spread it so that its new

as shown in Fig. 15.6b, the peak amplitude of the spectrum after spreading has been reduced
nt on the order of the processing gain relative to what it was before spreading. Indeed, a
arge processing gain will result in the spectrum of the signal after spreading falling below
 thermal noise level. Thus, there is no easy way for an unintended listener to determine that
on is taking place.
t to say the spread signal cannot be detected, however, merely that it is more difficult for an
learn of the transmission. Indeed, there are many forms of so-called intercept receivers that are
esigned to accomplish this very task. By way of example, probably the best known and simplest
t is a radiometer, which is just a device that measures the total power present in the received
 case of our intercept problem, even though we have lowered the power spectral density of the
signal so that it falls below the noise floor, we have not lowered its power (i.e., we have merely
wer over a wider frequency range). Thus, if the radiometer integrates over a sufficiently long
e, it will eventually determine the presence of the transmitted signal buried in the noise. The

 course, is that the use of the spreading makes the interceptor’s task much more difficult, since
owledge of the spreading code and, thus, cannot despread the signal. 

∆
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FIGURE 15.5

FIGURE 15.6

FIGURE 15.6
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Plotted results of Eq. (11.18).
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b
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rspective of commercial applications, probably the most important use of spread spectrum
ions is as a multiple accessing technique. When used in this manner, it becomes an alternative
uency division multiple access (FDMA) or time division multiple access (TDMA) and is typically
s either code division multiple access (CDMA) or spread spectrum multiple access (SSMA).
 CDMA, each signal in the set is given its own spreading sequence. As opposed to either
rein all users occupy disjoint frequency bands but are transmitted simultaneously in time, or
reby all users occupy the same bandwidth but transmit in disjoint intervals of time, in CDMA,
cupy the same bandwidth and are transmitted simultaneously in time; the different waveforms
e distinguished from one another at the receiver by the specific spreading codes they employ.
st CDMA detectors are correlation receivers, it is important when deploying such a system
 of spreading sequences that have relatively low-pairwise cross-correlation between any two
 the set. Further, there are two fundamental types of operation in CDMA, synchronous and
s. In the former case, the symbol transition times of all of the users are aligned; this allows
al sequences to be used as the spreading sequences and, thus, eliminates interference from
nother. Alternately, if no effort is made to align the sequences, the system operates asychro-

his latter mode, multiple access interference limits the ultimate channel capacity, but the
n exhibits much more flexibility.
as been of particular interest recently for applications in wireless communications. These
 include cellular communications, personal communications services (PCS), and wireless
etworks. The reason for this popularity is primarily due to the performance that spread
aveforms display when transmitted over a multipath fading channel.
te this idea, consider DS signalling. As long as the duration of a single chip of the spreading

less than the multipath delay spread, the use of DS waveforms provides the system designer
wo options. First, the multipath can be treated as a form of interference, which means the receiver
pt to attenuate it as much as possible. Indeed, under this condition,  all of the multipath returns
t the receiver with a time delay greater than a chip duration from the multipath return to
ceiver is synchronized (usually the first return) will be attenuated because of the processing
ystem.

ly, the multipath returns that are separated by more than a chip duration from the main path
ependent “looks” at the received signal and can be used constructively to enhance the overall
 of the receiver. That is, because all of the multipath returns contain information regarding

t is being sent, that information can be extracted by an appropriately designed receiver. Such
ypically referred to as a RAKE receiver, attempts to resolve as many individual multipath
ssible and then to sum them coherently. This results in an implicit diversity gain, comparable

f explicit diversity, such as receiving the signal with multiple antennas.
ition under which the two options are available can be stated in an alternate manner. If one
at is taking place in the frequency domain, it is straightforward to show that the condition

uration being smaller than the multipath delay spread is equivalent to requiring that the spread
f the transmitted waveform exceed what is called the coherence bandwidth of the channel.

uantity is simply the inverse of the multipath delay spread and is a measure of the range of
that fade in a highly correlated manner. Indeed, anytime the coherence bandwidth of the
ss than the spread bandwidth of the signal, the channel is said to be frequency selective with
e signal. Thus, we see that to take advantage of DS signalling when used over a multipath
el, that signal should be designed such that it makes the channel appear frequency selective.
n to the desirable properties that spread spectrum signals display over multipath channels,

o other reasons why such signals are of interest in cellular-type applications. The first has to
ncept known as the reuse factor. In conventional cellular systems, either analog or digital,
void excessive interference from one cell to its neighbor cells, the frequencies used by a given
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cell are not used by its immediate neighbors (i.e., the system is designed so that there is a certain spatial
separation between cells that use the same carrier frequencies). For CDMA, however, such spatial isolation
is typically n
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ot needed, so that so-called universal reuse is possible.
ecause CDMA systems tend to be interference limited, for those applications involving voice
, an additional gain in the capacity of the system can be achieved by the use of voice activity
at is, in any given two-way telephone conversation, each user is typically talking only about
time. During the time when a user is quiet, he is not contributing to the instantaneous

. Thus, if a sufficiently large number of users can be supported by the system, statistically
ne-half of them will be active simultaneously, and the effective capacity can be doubled.

e Rejection

to providing multiple accessing capability, spread spectrum techniques are of interest in the
sector for basically the same reasons they are used in the military community, namely their
characteristics. However, the motivations for such interest differ. For example, whereas the
terested in ensuring that the systems they deploy are robust to interference generated by an

dversary (i.e., exhibit jamming resistance), the interference of concern in commercial appli-
intentional. It is sometimes referred to as cochannel interference (CCI) and arises naturally

 of many services using the same frequency band at the same time. And while such scenarios
s allow for some type of spatial isolation between the interfering waveforms, such as the use

eam antenna patterns, at times the use of the inherent interference suppression property of
ctrum signal is also desired. Similarly, whereas the military is very much interested in the

y of a spread spectrum waveform, as indicated in Section 15.3, there are applications in the
segment where the same characteristic can be used to advantage.

ate these two ideas, consider a scenario whereby a given band of frequencies is somewhat
upied by a set of conventional (i.e., nonspread) signals. To increase the overall spectral
 the band, a set of spread spectrum waveforms can be overlaid on the same frequency band,
 the two sets of users to share a common spectrum. Clearly, this scheme is feasible only if the
ference that one set of users imposes on the other is within tolerable limits. Because of the

 suppression properties of spread spectrum waveforms, the despreading process at each spread
ceiver will attenuate the components of the final test statistic due to the overlaid narrowband
ilarly, because of the LPI characteristics of spread spectrum waveforms, the increase in the
 level as seen by any of the conventional signals, due to the overlay, can be kept relatively small.

Terms

munication system: A communication system designed to resist intentional jamming by
y.

interval): The duration of a single pulse in a direct sequence modulation; typically much
han the information symbol interval.
ment: The process whereby the received signal and the despreading signal are aligned to

single chip interval.
Despreading using a frequency-hopping modulation. 

d loop: A particular implementation of a closed-loop technique for maintaining fine align-

g: The notion of decreasing the bandwidth of the received (spread) signal back to its
ion bandwidth.
ence modulation: A signal formed by linearly modulating the output sequence of a pseu-
m number generator onto a train of pulses.
ence spread spectrum: A spreading technique achieved by multiplying the information
 a direct sequence modulation.
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Fast frequency-hopping: A spread spectrum technique wherein the hop time is less than or equal to
the information symbol interval, i.e., there exist one or more hops per data symbol.
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ent: The state of the system wherein the received signal and the despreading signal are
o within a small fraction of a single chip interval.

opping modulation: A signal formed by nonlinearly modulating a train of pulses with a
 of pseudorandomly generated frequency shifts.
nterval): The duration of a single pulse in a frequency-hopping modulation.
ad spectrum: A spreading technique formed by blending together several spread spectrum
es, e.g., direct sequence, frequency-hopping, etc.
ility-of-intercept communication system: A communication system designed to operate
ile environment wherein the enemy tries to detect the presence and perhaps characteristics
endly communicator’s transmission.
gain (spreading ratio): The ratio of the spread spectrum bandwidth to the information
.
: A device used to measure the total energy in the  received signal.
ithm: A means for coarse aligning (synchronizing) the despreading signal with the received
ectrum signal. 
ncy-hopping: A spread spectrum technique wherein the hop time is greater than the
ion symbol interval, i.e., there exists more than one data symbol per hop.
trum bandwidth: The bandwidth of the transmitted signal after spreading.

The notion of increasing the bandwidth of the transmitted signal by a factor  far in excess
ormation bandwidth.
oop: A particular implementation of a closed-loop technique for maintaining fine alignment.
ng spread spectrum: A spreading technique that is analogous to pulse position modulation.
orithm: An algorithm (typically closed loop) for maintaining fine alignment.

s
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Diversity

16.1 Introduction
16.2 Diversity Schemes

Space Diversity •  Polarization Diversity • Angle 
Diversity • Frequency Diversity • Path Diversity
• Time Diversity • Transformed Diversity

16.3 Diversity Combining Techniques
Selection Combining • Maximal Ratio Combining
• Equal Gain Combining • Loss of Diversity Gain Due
to Branch Correlation and Unequal Branch Powers

16.4 Effect of Diversity Combining on Bit Error Rate
16.5 Concluding Remarks 

16.1 Introduction

Diversity is a commonly used technique in mobile radio systems to combat signal fading. The basic
principle of diversity is as follows. If several replicas of the same information-carrying signal are received
over multiple channels with comparable strengths, which exhibit independent fading, then there is a
good likelihood that at least one or more of these received signals will not be in a fade at any given instant
in time, thus making it possible to deliver an adequate signal level to the receiver. Without diversity
techniques, in noise limited conditions, the transmitter would have to deliver a much higher power level
to protect the link during the short intervals when the channel is severely faded. In mobile radio, the
power available on the reverse link is severely limited by the battery capacity of hand-held subscriber
units. Diversity methods play a crucial role in reducing transmit power needs. Also, cellular communi-
cation networks are mostly interference limited and, once again, mitigation of channel fading through
use of diversity can translate into reduced variability of carrier-to-interference ratio (C/I), which in turn
means lower C/I margin and hence better reuse factors and higher system capacity.

The basic principles of diversity have been known since 1927, when the first experiments in space
diversity were reported. There are many techniques for obtaining independently fading branches, and
these can be subdivided into two main classes. The first are explicit techniques where explicit redundant
signal transmission is used to exploit diversity channels. Use of dual polarized signal transmission and
reception in many point-to-point radios is an example of explicit diversity. Clearly, such redundant signal
transmission involves a penalty in frequency spectrum or additional power. In the second class are implicit
diversity techniques: the signal is transmitted only once, but the decorrelating effects in the propagation
medium such as multipaths are exploited to receive signals over multiple diversity channels. A good
example of implicit diversity is the RAKE receiver in code division multiple access (CDMA) systems,
which uses independent fading of resolvable multipaths to achieve diversity gain. Figure 16.1 illustrates
the principle of diversity where two independently fading signals are shown along with the selection
diversity output signal which selects the stronger signal. The fades in the resulting signal have been
substantially smoothed out while also yielding higher average power. 

Arogyaswami J. Paulraj
Stanford University
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If antennas are used in transmit, they can be exploited for diversity. If the transmit channel is known,
the antennas can be driven with complex conjugate channel weighting to co-phase the signals at the
receive antenna. If the forward channel is not known, we have several methods to convert space selective
fading at the transmit antennas to other forms of diversity exploitable in the receiver.

Exploiting diversity needs careful design of the communication link. In explicit diversity, multiple
copies of the same signal are transmitted in channels using either a frequency, time, or polarization
dimension. At the receiver end we need arrangements to receive the different diversity branches (this is
true for both explicit and implicit diversity). The different diversity branches are then combined to reduce
signal outage probability or bit error rate.

In practice, the signals in the diversity branches may not show completely independent fading. The
envelope cross correlation ρ between these signals is a measure of their independence.

where r1 and r2 represent the instantaneous envelope levels of the normalized signals at the two receivers
and  and  are their respective means. It has been shown that a cross correlation of 0.7 [3] between
signal envelopes is sufficient to provide a reasonable degree of diversity gain. Depending on the type of
diversity employed, these diversity channels must be sufficiently separated along the appropriate diversity
dimension. For spatial diversity, the antennas should be separated by more than the coherence distance
to ensure a cross correlation of less than 0.7. Likewise in frequency diversity, the frequency separation
must be larger than the coherence bandwidth, and in time diversity the separation between channel reuse
in time should be longer than the coherence time. These coherence factors in turn depend on the channel
characteristics. The coherence distance, coherence bandwidth, and coherence time vary inversely as the
angle spread, delay spread, and Doppler spread, respectively.

FIGURE 16.1 Example of diversity combining. Two independently fading signals 1 and 2. The signal 3 is the result
of selecting the strongest signal.
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If the receiver has a number of diversity branches, it has to combine these branches to maximize the
signal level. Several techniques have been studied for diversity combining. We will describe three main
techniques: selection combining, equal gain combining, and maximal ratio combining.

Finally, we should note that diversity is primarily used to combat fading, and if the signal does not
show significant fading in the first place, for example, when there is a direct path component, diversity
combining may not provide significant diversity gain. In the case of antenna diversity, array gain pro-
portional to the number of antennas will still be available.

16.2 Diversity Schemes

There are several techniques for obtaining diversity branches, sometimes also known as diversity dimen-
sions. The most important of these are discussed in the following sections.

Space Diversity

This has historically been the most common form of diversity in mobile radio base stations. It is easy to
implement and does not require additional frequency spectrum resources. Space diversity is exploited on
the reverse link at the base station receiver by spacing antennas apart so as to obtain sufficient decorrelation.
The key for obtaining minimum uncorrelated fading of antenna outputs is adequate spacing of the antennas.
The required spacing depends on the degree of multipath angle spread. For example, if the multipath signals
arrive from all directions in the azimuth, as is usually the case at the mobile, antenna spacing (coherence
distance) of the order of 0.5λ to 0.8λ is quite adequate [5]. On the other hand, if the multipath angle spread
is small, as in the case of base stations, the coherence distance is much larger. Also, empirical measurements
show a strong coupling between antenna height and spatial correlation. Larger antenna heights imply larger
coherence distances. Typically, 10λ to 20λ separation is adequate to achieve ρ = 0.7 at base stations in
suburban settings when the signals arrive from the broadside direction. The coherence distance can be 3
to 4 times larger for endfire arrivals. The endfire problem is averted in base stations with trisectored antennas
as each sector needs to handle only signals arriving ±60∞ off the broadside. The coherence distance depends
strongly on the terrain. Large multipath angle spread means smaller coherence distance. Base stations
normally use space diversity in the horizontal plane only. Separation in the vertical plane can also be used,
and the necessary spacing depends upon vertical multipath angle spread. This can be small for distant
mobiles making vertical plane diversity less attractive in most applications.

Space diversity is also exploitable at the transmitter. If the forward channel is known, it works much
like receive space diversity. If it is not known, then space diversity can be transformed to another form
of diversity exploitable at the receiver. (See the section on Transformed Diversity).

If antennas are used at transmit and receive, the M transmit and N receive antennas both contribute
to diversity. It can be shown that if simple weighting is used without additional bandwidth or time/memory
processing, then maximum diversity gain is obtained if the transmitter and receiver use the left and right
singular vectors of the M ×  N channel matrix, respectively. However, to approach the maximum M ×  N
order diversity will require the use of additional bandwidth or time/memory-based methods.

Polarization Diversity

In mobile radio environments, signals transmitted on orthogonal polarizations exhibit low fade corre-
lation and, therefore, offer potential for diversity combining. Polarization diversity can be obtained either
by explicit or implicit techniques. Note that with polarization, only two diversity branches are available
as compared to space diversity, where several branches can be obtained using multiple antennas. In
explicit polarization diversity, the signal is transmitted and received in two orthogonal polarizations.
For a fixed total transmit power, the power in each branch will be 3 dB lower than if single polarization
is used. In the implicit polarization technique, the signal is launched in a single polarization but is received
with cross-polarized antennas. The propagation medium couples some energy into the cross-polarization
plane. The observed cross-polarization coupling factor lies between 8 to 12 dB in mobile radio[8,1].
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The cross-polarization envelope decorrelation has been found to be adequate. However, the large branch
imbalance reduces the available diversity gain.

With hand-held phones, the handset can be held at random orientations during a call. This results in
energy being launched with varying polarization angles ranging from vertical to horizontal. This further
increases the advantage of cross-polarized antennas at the base station since the two antennas can be
combined to match the received signal polarization. This makes polarization diversity even more attractive.
Recent work [4] has shown that with variable launch polarization, a cross-polarized antenna can give
comparable overall (matching plus diversity) performance to a vertically polarized space diversity antenna.

Finally, we should note that cross-polarized antennas can be deployed in a compact antenna assembly
and do not need large physical separation as needed in space diversity antennas. This is an important
advantage in the PCS base stations where low profile antennas are needed.

Angle Diversity

In situations where the angle spread is very high, such as indoors or at the mobile unit in urban locations,
signals collected from multiple nonoverlapping beams offer low fade correlation with balanced power in
the diversity branches. Clearly, since directional beams imply use of antenna aperture, angle diversity is
closely related to space diversity. Angle diversity has been utilized in indoor wireless LANs, where its use
allows substantial increase in LAN throughputs [2].

Frequency Diversity

Another technique to obtain decorrelated diversity branches is to transmit the same signal over different
frequencies. The frequency separation between carriers should be larger than the coherence bandwidth.
The coherence bandwidth, of course, depends on the multipath delay spread of the channel. The larger
the delay spread, the smaller the coherence bandwidth and the more closely we can space the frequency
diversity channels. Clearly, frequency diversity is an explicit diversity technique and needs additional
frequency spectrum.

A common form of frequency diversity is multicarrier (also known as multitone) modulation. This
technique involves sending redundant data over a number of closely spaced carriers to benefit from
frequency diversity, which is then exploited by applying interleaving and channel coding/forward error
correction across the carriers. Another technique is to use frequency hopping wherein the interleaved
and channel coded data stream is transmitted with widely separated frequencies from burst to burst. The
wide frequency separation is chosen to guarantee independent fading from burst to burst.

Path Diversity

This implicit diversity is available if the signal bandwidth is much larger than the channel coherence
bandwidth. The basis for this method is that when the multipath arrivals can be resolved in the receiver
and since the paths fade independently, diversity gain can be obtained. In CDMA systems, the multipath
arrivals must be separated by more than one chip period and the RAKE receiver provides the diversity [9].
In TDMA systems, the multipath arrivals must be separated by more than one symbol period and the
MLSE receiver provides the diversity.

Time Diversity 

In mobile communications channels, the mobile motion together with scattering in the vicinity of the
mobile causes time selective fading of the signal with Rayleigh fading statistics for the signal envelope.
Signal fade levels separated by the coherence time show low correlation and can be used as diversity
branches if the same signal can be transmitted at multiple instants separated by the coherence time. The
coherence time depends on the Doppler spread of the signal, which in turn is a function of the mobile
speed and the carrier frequency.

Time diversity is usually exploited via interleaving, forward-error correction (FEC) coding, and auto-
matic request for repeat (ARQ). These are sophisticated techniques to exploit channel coding and time
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diversity. One fundamental drawback with time diversity approaches is the delay needed to collect the
repeated or interleaved transmissions. If the coherence time is large, as, for example, when the vehicle is
slow moving, the required delay becomes too large to be acceptable for interactive voice conversation.

The statistical properties of fading signals depend on the field component used by the antenna, the
vehicular speed, and the carrier frequency. For an idealized case of a mobile surrounded by scatterers in
all directions, the autocorrelation function of the received signal x(t) (note this is not the envelope r(t))
can be shown to be

where J0 is a Bessel function of the 0th order and v is the mobile velocity.

Transformed Diversity

In transformed diversity, the space diversity branches at the transmitter are transformed into other forms
of diversity branches exploitable at the receiver. This is used when the forward channel is not known and
shifts the responsibility of diversity combining to the receiver which has the necessary channel knowledge.

Space to Frequency

• Antenna-delay. Here the signal is transmitted from two or more antennas with delays of the order
of a chip or symbol period in CDMA or TDMA, respectively. The different transmissions simulate
resolved path arrivals that can be used as diversity branches by the RAKE or MLSE equalizer.

• Multicarrier modulation. The data stream after interleaving and coding is modulated as a multi-
carrier output using an inverse DFT. The carriers are then mapped to the different antennas. The
space selective fading at the antennas is now transformed to frequency selective fading and diversity
is obtained during decoding.

Space to Time

• Antenna hopping/phase rolling. In this method the data stream after coding and interleaving is
switched randomly from antenna to antenna. The space selective fading at the transmitter is
converted into a time selective fading at the receiver. This is a form of “active” fading.

• Space-time coding. The approach in space-time coding is to split the encoded data into multiple
data streams, each of which is modulated and simultaneously transmitted from different antennas.
The received signal is a superposition of the multiple transmitted signals. Channel decoding can
be used to recover the data sequence. Since the encoded data arrive over uncorrelated fade
branches, diversity gain can be realized.

16.3 Diversity Combining Techniques

Several diversity combining methods are known. We describe three main techniques: selection, maximal
ratio, and equal gain. They can be used with each of the diversity schemes discussed above.

Selection Combining

This is the simplest and perhaps the most frequently used form of diversity combining. In this technique,
one of the two diversity branches with the highest carrier-to-noise ratio (C/N) is connected to the output.
See Fig. 16.2(a). 

The performance improvement due to selection diversity can be seen as follows. Let the signal in each
branch exhibit Rayleigh fading with mean power σ2. The density function of the envelope is given by

(16.1)
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where ri is the signal envelope in each branch. If we define two new variables 

then the probability that the C/N is less than or equal to some specified value γs is

(16.2)

The probability that γi in all branches with independent fading will be simultaneously less than or
equal to γs is then

(16.3)

This is the distribution of the best signal envelope from the two diversity branches. Figure 16.3 shows
the distribution of the combiner output C/N for M = 1,2,3, and 4 branches. The improvement in signal
quality is significant. For example, at 99% reliability level, the improvement in C/N is 10 dB for two
branches and 16 dB for four branches.

Selection combining also increases the mean C/N of the combiner output and can be shown to be [3]

(16.4)

FIGURE 16.2 Diversity combining methods for two diversity branches.
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This indicates that with 4 branches, for example, the mean C/N of the selected branch is 2.08 better
than the mean C/N in any one branch.

Maximal Ratio Combining

In this technique the M diversity branches are first co-phased and then weighted proportionally to their
signal level before summing. See Fig. 16.2(b). The distribution of the maximal ratio combiner has been
shown to be [5]

(16.5)

The distribution of output of a maximal ratio combiner is shown in Fig. 16.4. Maximal ratio combining
is known to be optimal in the sense that it yields the best statistical reduction of fading of any linear
diversity combiner. In comparison to the selection combiner, at 99% reliability level, the maximal ratio
combiner provides a 11.5 dB gain for two branches and a 19 dB gain for four branches, an improvement
of 1.5 and 3 dB, respectively, over the selection diversity combiner.

The mean C/N of the combined signal may be easily shown to be

(16.6)

Therefore, combiner output mean varies linearly with M. This confirms the intuitive result that the
output C/N averaged over fades should provide gain proportional to the number of diversity branches.
This is a situation similar to conventional beamforming.

Equal Gain Combining

In some applications, it may be difficult to estimate the amplitude accurately, the combining gains may
all be set to unity, and the diversity branches merely summed after co-phasing. [See Fig. 16.2(c)].

FIGURE 16.3 Probability distribution of signal envelope for selection combining.
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The distribution of equal gain combiner does not have a neat expression and has been computed by
numerical evaluation. Its performance has been shown to be very close to within a decibel to maximal
ratio combining. The mean C/N can be shown to be [3]

(16.7)

Like maximal ratio combining, the mean C/N for equal gain combining grows almost linearly with
M and is approximately only one decibel poorer than maximal ratio combining even with an infinite
number of branches.

Loss of Diversity Gain Due to Branch Correlation 
and Unequal Branch Powers

The above analysis assumed that the fading signals in the diversity branches were all uncorrelated and
of equal power. In practice, this may be difficult to achieve and, as we saw earlier, the branch cross-
correlation coefficient ρ = 0.7 is considered to be acceptable. Also, equal mean powers in diversity branches
are rarely available. In such cases we can expect a certain loss of diversity gain. However, since most of
the damage in fading is due to deep fades, and also since the chance of coincidental deep fades is small
even for moderate branch correlation, one can expect a reasonable tolerance to branch correlation.

The distribution of the output signal envelope of maximal ratio combiner has been shown to be [6]:

(16.8)

FIGURE 16.4 Probability distribution for signal envelope for maximal ratio combining.
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where λn are the eigenvalues of the M ¥ M branch envelope covariance matrix whose elements are defined by

(16.9)

and An is defined by

(16.10)

16.4 Effect of Diversity Combining on Bit Error Rate

So far we have studied the distribution of the instantaneous envelope or C/N after diversity combining.
We will now briefly survey how diversity combining affects BER performance in digital radio links; we
assume maximal ratio combining.

To begin let us first examine the effect of Rayleigh fading on the BER performance of digital trans-
mission links. This has been studied by several authors and is summarized in [7]. Table 16.1 gives the
BER expressions in the large Eb/N0 case for coherent binary PSK and coherent binary orthogonal FSK
for unfaded and Rayleigh faded AWGN (additive white Gaussian noise channels) channels.  repre-
sents the average Eb/N0 for the fading channel. 

Observe that error rates decrease only inversely with SNR as compared to exponential decreases for
the unfaded channel. Also note that for fading channels, coherent binary PSK is 3 dB better than
coherent binary FSK, exactly the same advantage as in the unfaded case. Even for the modest target
BER of 10-2 that is usually needed in mobile communications, the loss due to fading can be very high—
17.2 dB.

To obtain the BER with maximal ratio diversity combining, we have to average the BER expression
for the unfaded BER with the distribution obtained for the maximal ratio combiner given in Eq. (16.5).
Analytical expressions have been derived for these in [7]. For a branch SNR greater than 10 dB, the BER
after maximal ratio diversity combining is given in Table 16.2. 

We observe that the probability of error varies as 1/  raised to the Lth power. Thus, diversity
reduces the error rate exponentially as the number of independent branches increases.

TABLE 16.1 Comparison of BER Performance for Unfaded 
and Rayleigh Faded Signals

Modulaton Unfaded BER Faded BER

Coh BPSK

Coh FSK

TABLE 16.2 BER Performance for Coherent 
BPSK and FSK with Diversity

Modulaton Post Diversity BER
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Coherent FSK
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16.5 Concluding Remarks

Diversity provides a powerful technique for combating fading in mobile communication systems. Diver-
sity techniques seek to generate and exploit multiple branches over which the signal shows low fade
correlation. To obtain the best diversity performance, the multiple access, modulation, coding, and
antenna design of the wireless link must all be carefully chosen so as to provide a rich and reliable level
of well-balanced, low-correlation diversity branches in the target propagation environment. Successful
diversity exploitation can impact a mobile network in several ways. Reduced power requirements can
result in increased coverage or improved battery life. Low signal outage improves voice quality and
handoff performance. Finally, reduced fade margins directly translate to better reuse factors and, hence,
increased system capacity.

Defining Terms

Automatic request for repeat: An error control mechanism in which received packets that cannot be
corrected are retransmitted.

Channel coding/forward error correction: A technique that inserts redundant bits during transmission
to help detect and correct bit errors during reception.

Fading: Fluctuation in the signal level due to shadowing and multipath effects.
Frequency hopping: A technique where the signal bursts are transmitted at different frequencies sep-

arated by random spacing that are multiples of signal bandwidth.
Interleaving: A form of data scrambling that spreads burst of bit errors evenly over the received data

allowing efficient forward error correction.
Outage probability: The probability that the signal level falls below a specified minimum level.
PCS: Personal communications services.
RAKE receiver: A receiver used in direct sequence spread spectrum signals. The receiver extracts energy

in each path and then adds them together with appropriate weighting and delay.
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Information Theory

17.1 Introduction
17.2 The Communication Problem
17.3 Source Coding for Discrete-Alphabet Sources
17.4 Universal Source Coding
17.5 Rate Distortion Theory
17.6 Channel Coding
17.7 Simple Binary Codes

Hamming Codes • Low-Density Parity-Check Codes

17.1 Introduction

The field of information theory has its origin in Claude Shannon’s 1948 paper, “A mathematical theory
of communication.” Shannon’s motivation was to study “[The problem] of reproducing at one point
either exactly or approximately a message selected at another point.” Whereas in this section we will be
concerned only with Shannon’s original problem, one should keep in mind that information theory is a
growing field of research whose profound impact has reached various areas such as statistical physics,
computer science, statistical inference, and probability theory. For an excellent treatment of information
theory that extends beyond the area of communication we recommend Cover and Thomas [1991]. For
the reader who is strictly interested in communication problems we also recommend Gallager [1968],
Blahut [1987], and McEliece [1977].

17.2 The Communication Problem

A rather general diagram for a (point-to-point) communication system is shown in Fig. 17.1.
The source might be digital (e.g., a data file) or analog (e.g., a video signal). Since an analog source

can be sampled without loss of information (see chapter on sampling, this volume), without loss of
generality we consider only discrete-time sources and model them as discrete-time stochastic processes.

The channel could be a pair of wires, an optical fiber, a radio link, etc. The channel model specifies
the set of possible channel inputs and, for each input, specifies the output process. Most real-world
channels are waveform channels, meaning that the input and output sets are sets of waveforms. It is often
the case that the communication engineer is given a waveform channel with a modulator and a demod-
ulator. In a satellite communication system, the modulator might be a phase-shift keying modulator
whose input alphabet V is the set {0, 1}; the channel might be modeled by the additive white Gaussian
noise channel, and the demodulator attempts to output a guess (perhaps incorrect) of the modulator
input. In this case, the modulator output alphabet W equals V. In more sophisticated cases, where |W | >
|V | and | . | denotes the number of elements in the enclosed set, the digital data demodulator can also
furnish information about the reliability of the decision. Either way, one would consider the modulator
and the demodulator as part of the channel. If the statistics of the channel output at a given time depend
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only on the value of the corresponding position of the input sequence, then the channel is a discrete
memoryless channel. This is an important class of channel models that will receive particular attention
in this chapter. Even if the modulator and the demodulator are not given, assuming that the bandwidth
of the waveform channel is limited, one can always use the sampling theorem to convert a waveform
channel into a channel with discrete-time input and output.

The destination is merely a place holder to remind us that the user has some expectation concerning
the quality of the reproduced signal. If the source output symbols are elements of a finite set, then the
destination may specify a maximum value for the probability of error. Otherwise, it may specify a
maximum distortion computed according to some specified criterion (e.g., mean square error).

It is generally assumed that the source, the channel, and the destination are given and fixed. On the
other hand, the communication engineer usually is completely free to design the encoder and the decoder
to meet the desired performance specifications.

An important result of information theory is that, without loss of optimality, the encoder in Fig. 17.1
can be decomposed into two parts: a source encoder that produces a sequence of binary data and a channel
encoder, as shown in Fig. 17.2. Similarly, the decoder may be split into a channel decoder and a source
decoder.

The objective of the source encoder is to compress the source, that is, to minimize the average number
of bits necessary to represent a source symbol. The most important questions concerning the source
encoder are the following: What is the minimum number of bits required (on average) to represent a
source output symbol? How do we design a source encoder that achieves this minimum? These questions
will be considered here. It turns out that the output of an ideal source encoder is a sequence of independent
and uniformly distributed binary symbols. The purpose of the channel encoder/decoder pair is to create
a reliable bit pipe for the binary sequence produced by the source encoder. Here the most important
question is whether or not it is possible to design such an encoder/decoder pair. This question will also
be considered in some detail. The fact that we can split the encoder into two parts as described is important.
First of all, it allows us to study the source and the channel separately and to assume that they are
connected by a binary interface. Second, it tells us that for a given channel we may design the channel
encoder and the channel decoder to maximize the rate of the resulting (virtually error-free) bit pipe
without having to know the nature of the source that will use it.

FIGURE 17.1 Block diagram of a communications system.

FIGURE 17.2 Block diagram of an encoder and a decoder, each split into two parts.
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17.3 Source Coding for Discrete-Alphabet Sources

We start by considering the simplest possible source, namely, a discrete-time discrete-alphabet memo-
ryless information source modeled by a random variable X taking values on a finite alphabet X . A (binary
source) code C for X is a mapping from X into the set of finite length binary sequences called codewords.
Such a code can be represented by a binary tree, as shown in the following example.

Example 1

Let X take on values in {1, 2, 3, 4, 5, 6, 7}. A possible binary code for X is given by the (ordered) set of
binary sequences {1, 010, 011, 0000, 0001, 0010, 0011}. The corresponding tree is shown in Fig. 17.3.
Notice that the codeword corresponding to a given source output symbol is the label sequence from the
root to the node corresponding to that symbol.

In Example 1, source output symbols correspond to leaves in the tree. Such a code is called prefix free
since no codeword is the prefix of another codeword. Given a concatenation of codewords of a prefix-
free code, we can parse it in an unique way into codewords. Codes with this property are called uniquely
decodable. Although there are uniquely decodable codes which are not prefix free, we will restrict our
attention to prefix-free codes, as it can be shown that the performance of general uniquely decodable
codes is no better than that of prefix-free codes (see Cover  and Thomas [1991]).

For each i in X, let C(i) be the codeword  associated to the symbol i, let li be its length, L ∫ maxi li, and
let pi be the probability that X = i. A complete binary tree of depth L has 2L leaves. To each leaf at depth
l, l £ L, of the binary code tree (which is not necessarily complete) there correspond 2L-l leaves at depth
L of the corresponding complete tree (obtained by extending the binary code tree). Further, any two
distinct leaves in the code tree have distinct associated leaves at depth L in the complete binary tree.
Hence, summing up over all leaves of the code tree (all codewords) we get

The right-hand side is called the Kraft inequality and is a necessary condition on the codeword lengths
of any prefix-free code. Conversely, for any set of codeword lengths satisfying the displayed inequality,
we can construct a prefix-free code having codeword lengths li (start with a complete binary tree of
sufficient length; to each l i associate a node in this tree at level li and make this node a leaf by deleting
all of its descendants). The problem of finding the best source code then reduces to that of finding a set
of lengths that satisfies the Kraft inequality and minimizes the average codeword lengths  L* = Âilipi.
Such a code is called optimal.

To any source X with probabilities pi , we associate the quantity H(X), which we call entropy and which
is defined as 

FIGURE 17.3 Example of a code tree.
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Usually we take the base of the logarithm to be 2, in which case the units of entropy are called bits.
It is straightforward to show by means of Lagrange multipliers that if we neglect the integer constraint

on li , then the minimization of L* subject to the Kraft inequality yields  This noninteger
choice of codeword lengths yields

On the other hand, the (not necessarily optimal) integer choice  satisfies the Kraft
inequality and yields an expected codeword length

Hence, we have the following theorem.

Theorem 1. The average length L* of the optimal prefix-free code for the random variable X satisfies
H(X) ≤  L* ≤  H(X) + 1.

Example 2

Let X be a random variable that takes on the values 1 and 0 with probabilities θ(0 ≤  θ ≤  1) and 1 - θ,
respectively. Then H(X) = h(θ), where h(θ) = - θ logθ - (1 - θ)log(1 - θ). The function h(θ) is called
the binary entropy function. In particular, it can be shown that h(θ) ≤  1 with equality if and only if

. More generally, if X takes on |X | values, then H(X) ≤  log |X | with equality if and only if X is
uniformly distributed.

A simple algorithm that generates optimal prefix-free codes is the Huffman algorithm, which can be
described as follows:
Step 1. Re-index to arrange the probabilities in decreasing order, p1 ≥ p2 ≥ … ≥pm.
Step 2. Form a subtree by combining the last two probabilities pm-1 and pm into a single node of weight

= pm-1 + pm.

Step 3. Recursively execute steps 1 and 2, decreasing the number of nodes each time, until a single
node is obtained.
Stpe 4. Use the tree constructed above to assign codewords.

Example 3

As in Example 1, let X take on the values {1, 2, 3, 4, 5, 6, 7}. Assume their corresponding probabilities
are {0.4, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1}. Figure 17.4 shows the steps in the construction of the Huffman code.
For simplicity, probabilities are not shown. The final tree is given in Example 1.

Given a block of n random variables X1,…, Xn, with joint distribution p(X1,…, Xn), define their entropy
as
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Note that for the special case of n independent random variables, we have H(X1,…,Xn) = nH(X). This
agrees with the intuitive notion that if it takes H(X) bits to encode one source output symbol, then it
should take nH(X) bits to encode n independent output symbols. For a sequence of random variables
X1, X2,…, Xn, we define  If X1, X2,…,Xn is a stationary random process, as n goes
to infinity Hn converges to a limit H• called the entropy rate of the process.

Applying Theorem 1 to blocks of random variables, we obtain

In the special case that the process X1, X2,…, Xn is stationary, the left and the right side will both tend
to H• as n → ∞. This shows that by encoding a sufficiently large number of source output symbols at a
time, one can get arbitrarily close to the fundamental limit of H∞ bits per symbol.

17.4 Universal Source Coding

The Huffman algorithm produces optimal codes, but it requires knowing the statistics of the source. It
is a surprising fact that there are source coding algorithms that are asymptotically optimal without
requiring prior knowledge of the source statistics. Such algorithms are called universal source coding
algorithms. The best known universal source coding algorithm is the Lempel–Ziv algorithm, which has
been implemented in various forms on computers (as PKZIP command for Windows and Linux-based
systems). There are two versions of the Lempel–Ziv algorithm: the LZ77, see Ziv and Lempel [1977], and
the LZ78, see Lempel and Ziv [1978]. We will describe the basic idea of the LZ77.

Consider the sequence X1, X2,…, Xk taking values in {a, b, c}, shown in Fig. 17.5, and assume that the
first w letters (w = 6 in our example) are passed to the decoder with no attempt at compression. At this
point the encoder identifies the longest string Xw+1, Xw+2,…,Xw+L such that a copy, ,
begins (but not necessarily ends) in the portion of data already available to the decoder. In our example
this string is aabaa, L = 5, and p = 3; see Fig. 17.5. Next, the encoder transmits a binary representation
of the pair (L, p) as this is sufficient for the decoder to reconstruct . At this point, the
procedure can be repeated with w replaced by w + L. There are two exceptions: the first occurs when
Xw+ � is a new letter that does not appear in Xl,…, Xw ; the second exception occurs when it is more
efficient to encode  directly than to encode (L, p). In order to handle such special cases,
the algorithm has the option of encoding a substring directly, without attempt at compression. It is
surprising that the Lempel–Ziv algorithm is asymptotically optimal for all finite alphabet stationary
ergodic sources. This has been shown in Wyner and Ziv [1994].

FIGURE 17.4 Construction of a Huffman code of X as given in Example 1.
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17.5 Rate Distortion Theory

Thus far we have assumed that X is a discrete alphabet and that the decoder must be able to perfectly
reconstruct the source output. Now we drop both assumptions. 

Let X1, X2,… be a sequence of independent identically distributed random variables. Let X denote the
source alphabet and Y be a suitably chosen representation alphabet (where Y is not necessarily equal to
X ). A distortion measure is a function d: X ¥ Y Æ R+.  The most common distortion measures are the
Hamming distortion dH and the squared error distortion dE defined as follows: 

Such a single-letter distortion measure can be extended to a distortion measure on n-tuples by defining

The encoder maps an n-length source output Xn to an index U Œ{1, 2,…, }, where R denotes
the number of bits per source symbol that we are allowed or willing to use. The decoder maps U into an
n-tuple Y n, called the representation of Xn. We will call U together with the associated encoding and
decoding function a rate distortion code. Let f be the function that maps Xn to its representation Yn, that
is, f is the mapping describing the concatenation of the encoding and the decoding function. The expected
disortion D is then given by

The objective is to minimize the average number of bits per symbol, denoted by R, for a given average
distortion D. What is the minimum R?

Definition. The rate distortion pair (R, D) is said to be achievable if there exists a rate distortion code
of rate R with expected distortion D. The rate distortion function R(D) is the infimum of rates R such
that (R, D) is achievable for a given D.

Entropy played a key role in describing the limits of lossless coding. When distortion is allowed, a
similar role is played by a quantity called mutual information.

Definition. Given the random variables X and Y with their respective distributions p(x), p(y), and p(x, y),
the mutual information I(X; Y) between X and Y is defined as

FIGURE 17.5 Encoding procedure of the Lempel–Ziv algorithm.
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This definition can be extended to blocks of random variables Xn and Y n by replacing p(x), p(y), and
p(x, y) with their higher-dimensional counterparts. We can now state the fundamental theorem of rate
distortion theory. For its proof see Cover and Thomas [1991].

Theorem 2. The rate distortion function for an independent identically distributed source X with
distribution p(x) and distortion function d(x, y) is

The rate distortion functions for a binary source that outputs 1 with probability q and Hamming
distortion and for a Gaussian source of variance s 2 and squared error distortion are as follows:

These two functions are plotted in Fig. 17.6.
Some insight can be gained by considering the extreme values of both RB(D) and RG(D). Assume that

X1, X2,… is a sequence of independent and identically distributed binary random variables and let q be
the probability that Xi = 1. Without loss of generality, we may assume that q  ≥ 1 - q. If we let Y n =
(0, …, 0) regardless of Xn, then the expected Hamming distortion equals q. Hence, it must be true that
RB(D) = 0 for D ≥ q. On the other hand, D = 0 means that the reproduction Yn must be a perfect copy
of Xn. From Theorem 1 and Example 2 we know that this means RB(0) = H(X) = h(q). Similar consid-
erations hold for RG(D). It is interesting to observe that RG(D) tells us that if we are allowed to use R bits
per symbol to describe a sequence of independent Guassian random variables with variance s 2, then we
need to accept a mean squared error of  s 22-2R.

17.6 Channel Coding

Now we consider the fundamental limit for the amount of information that can be transmitted through
a noisy channel and discuss practical methods to approach it. For simplicity, we assume that the channel
can be modeled as a discrete memoryless channel, defined as follows:

FIGURE 17.6 Examples of rate distortion functions.
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A discrete memoryless channel (DMC) is a system consisting of an input alphabet X , an output
alphabet Y , and a collection of probability mass functions p(y |x), one for each x Œ X . A specific DMC
will be denoted by (X, p(y |x), Y ).

An (M, n) channel code for the DMC (X, p(y |x), Y) consists of the following: 

1. an index set {1, 2, …, M}
2. an encoding function Xn: {1, 2, º, M} Æ Xn, yielding codewords X n(1), X n(2), º, Xn(M) (the

set of codewords is called the code book)
3. a decoding function g: Yn Æ {1, 2, º, M}, which is a deterministic rule that assigns a guess to

each possible received vector

The most important figures of merit for a channel code for a DMC are the maximal  probability of error,
defined by

and the transmission rate,

It makes sense to define the rate in this way since the M codewords can be labeled with log M bits.
Hence, every time we transmit a codeword, we actually transmit log M bits of information. Since it takes
n uses of the channel to transmit one codeword, the resulting information rate is (log M)/n bits per
channel use.

For a given DMC, a rate R is said to be achievable if, for any desired probability of error Pe and
sufficiently large block length n, there exists a  code for that DMC with maximal probability
of error l(n) £ Pe.

The operational capacity of a discrete memoryless channel is the supremum of all achievable rates.
One would expect that determining the operational capacity would be a formidable task. One of the
most remarkable results of information theory is a relatively easy-to-compute way to determine the
operational capacity.

We define the information channel capacity of a discrete memoryless channel (X , p(y|x), Y ) as

where the maximum is taken over all possible input distributions p(x). As we will show in the next
example, it is straightforward to compute the information channel capacity for many discrete memoryless
channels of interest. Shannon’s channel coding theorem establishes that the information channel capacity
equals the operational channel capacity.

Theorem (Shannon’s channel coding theorem). For a DMC, the information channel capacity equals
the operational channel capacity, that is, for every rate R < C, there exists a sequence of  codes
for the DMC with maximum probability of error l(n) Æ 0. Conversely, for any sequence of 
for codes this DMC with the property that l(n) Æ 0, the rate R must satisfy R £ C.

This is perhaps the most important result of information theory. In order to shed some light on the
interpretation of mutual information and to provide an efficient way to determine C, it is convenient to
rewrite I(X; Y) in terms of conditional entropy. Given two  random variables X and Y with joint probability
mass function p(x, y), marginal probability mass function p(x) = Â y p(x, y), and conditional probability
mass function p(x |y) = p(x, y)/p(y), we define the conditional entropy of X given that Y = y as

l n( ) max
i Œ 1, 2,º , M{ }

Pr g Y n( ) i|X n = Xn i( )π{ }∫

R
Mlog

n
-------------- bits/channel use=

( 2nR , n)

C max I X; Y( )∫
p x( )

( 2nR , n)
( 2nR , n)

H X | Y y=( ) p x|y( ) p x|y( )log
x

Â–=
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Its average is the conditional entropy of X given Y, denoted by H(X |Y) and defined as

Recall that for the discrete variable X with probability mass function p(x), H(X) is the average number
of binary symbols necessary to describe X. Now let X be the random variable at the input of a DMC and
let Y be the output. The knowledge that Y = y changes the probability mass function of the channel
input from p(x) to p(x | y) and its entropy from H(X ) to H(X |Y = y). According to our previous result,
H(X | Y = y) is the average number of bits necessary to describe X after the observation that Y = y. Since
H(X) is the average number of bits needed to describe X (without knowledge of Y ), H(X) - H(X |Y = y)
is the average amount of information about X acquired by the observation that Y = y, and

is the average amount of information about X acquired by the observation of Y. One can easily verify
that the latter expression is another way to write I(X; Y). Moreover,

Hence, the amount of information that Y gives about X is the same as the amount of information that
X gives about Y. For this reason, I(X; Y) is called the mutual information between X and Y.

Example (Binary Symmetric Channel). Let X = {0, 1}, Y = {0, 1}, and p(y |x) = p when x π y and 1 - p
otherwise. This DMC can be conveniently depicted as in Fig. 17.7. For obvious reasons it is called the
binary symmetric channel (BSC).

For the BSC, we bound the mutual information by

FIGURE 17.7 Discrete memoryless channel with crossover probability p.

H X | Y( ) p y( )H X|Y y=( )
y

Â=

p x, y( ) p x|y( )log
x , y
Â–=

E p X|Y( )log–[ ]=

H X( ) H X | Y( )–

I X; Y( ) H X( ) H X|Y( )–=
H Y( ) H Y|X( )–=
I Y; X( )=

I X; Y( ) H Y( ) H Y | X( )–=

H Y( ) p x( )H Y | X x=( )
x

Â–=

H Y( ) h p( )–=
1 h p( )–£
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where the last inequality follows because Y is a binary random variable (see Example 2). Equality is
achieved when the input distribution is uniform since in this case the output distribution is also uniform.
Hence, the information capacity of a binary symmetric channel with parameter p is

This function is plotted in Fig. 17.8.

17.7 Simple Binary Codes 

Shannon’s channel coding theorem promises the existence of block codes that allow us to transmit reliably
through an unreliable channel at any rate below the channel capacity. Unfortunately, the codes con-
structed in all known proofs of this fundamental result are impractical in that they do not exhibit any
structure which can be employed for an efficient implementation of the encoder and the decoder. This
is an important issue, as good codes must have long block lengths and, hence, a large number of
codewords. For these codes, simple table lookup encoding and decoding procedures are not feasible. The
search for good and practical codes has led to the development of coding theory. Although powerful
block codes are, in general, described by sophisticated techniques, the main idea is simple. We collect a
number k of information symbols which we wish to transmit, we append r check symbols, and transmit
the entire block of n = k + r channel symbols. Assuming that the channel changes a sufficiently small number
of symbols within an n-length block, the r check symbols may provide the receiver with sufficient infor-
mation to detect and/or correct the errors. 

Traditionally, good codes have been constructed by sophisticated algebraic schemes. More recent code
construction techniques are inspired by Shannon’s original work. The idea is to construct the code by
making random choices on a suitably defined structure. A key property of the structure is that it leads
to codes that may be decoded using powerful iterative techniques. We will demonstrate these two quite
distinct concepts by simple examples.

Hamming Codes

For any positive integer m, there is a Hamming code with parameters k = 2m - m - 1 and n = 2m - 1. To
illustrate, we consider the k = 4, n = 7 Hamming code. All operations will be done modulo 2. Consider
the set of all nonzero binary vectors of length m = 3. Arrange them in columns to form the matrix 

FIGURE 17.8 Capacity of the BSC as a function of p.

C 1 h p( ) [bits/channel use]–=

H
1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1Ë ¯
Á ˜
Á ˜
Á ˜
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The row space of H is a vector space of binary 7-tuples of dimension m = 3. The k = 4, n = 7 Hamming
code is the null space of H, that is, the vector space of dimension n - m = 4 consisting of all binary 7-
tuples c such that cHT = 0. Hence, it contains the M = 2k = 16 codewords shown in Table 17.1 and its rate
is R = (log M)/n = 4/7. If c is transmitted and u is received, then the error is the unique binary n-tuple
e such that u = c + e, where addition is component-wise modulo 2. The decoder performs the operation

 

If there is a single error at position i, that is, if e is zero except for the ith component (which is one),
then uHT is the ith row of HT. This tells us the error location. If e contains 2 ones (channel errors), then
uHT is the sum of two rows of HT. Since this cannot be zero, two channel errors are detectable. They are
not correctable, however, since, as one can easily verify when two channel errors occur, there is always a
codeword that agrees with the received word in n - 1 positions. This is the codeword that would be
selected by the decoder if it were forced to make a decision since the transmitted codeword agrees with
the received word in only n - 2 positions. A simple encoding procedure can be specified as follows: let
G be a k ¥ n matrix whose rows span the null space of H. Such a matrix is

Then an information k-tuple a can be mapped into a codeword c = aG by a simple matrix multiplication.

Low-Density Parity-Check Codes 

Low-density parity-check (LDPC) codes constitute a family of a new breed of coding techniques variably
described as “codes on graphs” or “iterative coding techniques.” They were originally introduced by
Gallager in his thesis in 1962 (see Gallager [1963]), then long forgotten, and later revived in the wake of
the discovery of turbo codes by Berrou et. al. (see Berrou et al. [1993] and MacKay [1999]).

LDPC codes are codes which possess a sparse parity check matrix. Because of this sparseness, they
can be decoded very efficiently in an iterative fashion. Although this iterative decoding procedure is,
in general, suboptimal, it is sufficiently strong to allow transmission seemingly arbitrarily close to
channel capacity.

Consider the code represented by the following parity check matrix.

 

TABLE 17.1 Codewords of the (7, 4) Hamming Code

0 0 0 0 0 0 0 1 0 0 0 1 0 1
0 0 0 1 0 1 1 1 0 0 1 1 1 0
0 0 1 0 1 1 0 1 0 1 0 0 1 1
0 0 1 1 1 0 1 1 0 1 1 0 0 0
0 1 0 0 1 1 1 1 1 0 0 0 1 0
0 1 0 1 1 0 0 1 1 0 1 0 0 1
0 1 1 0 0 0 1 1 1 1 0 1 0 0
0 1 1 1 0 1 0 1 1 1 1 1 1 1

uHT c e+( )HT cHT eHT+ eHT= = =

G

1 0 0 0 1 1 0

0 1 0 0 1 0 1

0 0 1 0 0 1 1

0 0 0 1 1 1 1Ë ¯
Á ˜
Á ˜
Á ˜
Á ˜
Ê ˆ

=

H
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Note that each row contains exactly 6 ones and that each column contains exactly 3 ones. Such a code
is referred to as a (3, 6)-regular LDPC code. A convenient graphical representation of this code is given
by means of the bipartite graph shown in Fig. 17.9(a). This graph is usually referred to as Tanner graph.
In this graph, each left node (variable node) corresponds to one column of the parity check matrix and
each right node (check node) corresponds to one row of  H. A left node is connected to a right node if
and only if the corresponding position in the parity check matrix contains a 1.

Let (x = x0,…, x9) be the codeword (0101001010). Assume that we transmit x over a binary erasure
channel (BEC) and that the received word is y = (??01001?10) where ? indicates an erasure. Rather than
employing a maximum likelihood decoder, we will use the iterative decoding algorithm described in Figs.
17.9(a)-(e). The received word y is written on the left (y0 on the bottom and ya on the top). We start by
passing all known values from the left to the right along the corresponding edges. We next accumulate
at each check the partial sum (mod 2) of all known values and delete all edges along which messages
have already been passed. The result is shown in  Fig. 17.9(b), where a black box indicates a partial sum
equal to 1. Now note that check node one (the second from the bottom) has received already all values
except the one from the erased bit seven. Since, by the code constraints, the sum of all values must be
equal to zero, we see that we can deduce the value of variable node seven to be equal to zero. This value
can now again be propagated to the right and all involved edges be deleted. The result is shown in Fig.
17.9 (d). After one more iteration all erased values are known. (Fig. 17.9(e)).

As we can see, in the above example the given iterative decoding strategy successfully recovered the erased
bits. This might seem like a lucky coincidence. Nevertheless, it has been shown that long and suitably defined
LDPC codes can achieve capacity on the BEC under iterative decoding (see Luby et. al. [1997]).

Even more, the above iterative decoding strategy, suitably extended, can be used to transmit reliably
close to capacity over a wide array of channels (see Richardson et. al. [2001]).

Defining Terms

Binary source code: A mapping from a set of messages into binary strings.
Channel capacity: The highest rate at which information can be transmitted reliably across a channel.
Discrete memoryless channel: A channel model characterized by discrete input and output alphabets

and a probability mass function on the output conditioned on the input.

FIGURE 17.9  Iterative decoding.

0

0

0

0

1

1

1

0

?

?

0

0

0

0

1

1

1

0

1

0

0

0

0

0

1

1

1

?

?

?

0

0

0

0

1

1

1

?

?

?

0

0

0

0

1

1

1

0

?

?

(a) (b) (c)

(d) (e)
©2002 CRC Press LLC



Entropy: A measure of the average uncertainty of a random variable. For a random variable with
distribution p(x), the entropy H(X) is defined as -Âxp(x)logp(x).

Huffman coding: A procedure that constructs a code of minimum average length for a random variable.
Lempel-Ziv coding: A procedure for coding that does not use the probability distribution of the source

but nevertheless is asymptotically optimal.
Mutual information: A measure for the amount of information that a random variable gives about another.
Rate distortion function: The minimum rate at which a source can be described to the given average

distortion.
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Further Information

For a lucid and up-to-date treatment of information theory extending beyond the area of communication,
a most recommended reading is Cover and Thomas [1991]. For readers interested in continuous-time
channels and sources we recommend Gallager [1968]. For mathematically inclined readers who do not
require much physical motivation, strong results for discrete memoryless channels and sources may be
found in Csiszár and Körner [1981]. Other excellent readings are Blahut [1987] and McEliece [1977].
Most results in information theory are published in IEEE Transactions on Information Theory.
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18.1 Introduction

In this section we examine some fundamental tradeoffs among bandwidth, power, and error performance
of digital communication systems. The criteria for choosing modulation and coding schemes, based on
whether a system is bandwidth limited or power limited, are reviewed for several system examples. Emphasis
is placed on the subtle but straightforward relationships we encounter when transforming from data-
bits to channel-bits to symbols to chips.

The design or definition of any digital communication system begins with a description of the commu-
nication link. The link is the name given to the communication transmission path from the modulator and
transmitter, through the channel, and up to and including the receiver and demodulator. The channel is
the name given to the propagating medium between the transmitter and receiver. A link description
quantifies the average signal power that is received, the available bandwidth, the noise statistics, and other

1*A version of this chapter has appeared as a paper in the IEEE Communications Magazine, November 1993, under
the title “Defining, Designing, and Evaluating Digital Communication Systems.”

Bernard Sklar
Communications Engineering 
Services
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impairments, such as fading. Also needed to define the system are basic requirements, such as the data rate
to be supported and the error performance.

The Channel

For radio communications, the concept of free space assumes a channel region free of all objects that
might affect radio frequency (RF) propagation by absorption, reflection, or refraction. It further assumes
that the atmosphere in the channel is perfectly uniform and nonabsorbing and that the earth is infinitely
far away or its reflection coefficient is negligible. The RF energy arriving at the receiver is assumed to be
a function of distance from the transmitter (simply following the inverse-square law as used in optics).
In practice, of course, propagation in the atmosphere and near the ground results in refraction, reflection,
and absorption, which modify the free space transmission.

The Link

A radio transmitter is characterized by its average output signal power Pt and the gain of its transmitting
antenna Gt. The name given to the product PtGt, with reference to an isotropic antenna, is effective radiated
power (EIRP) in watts (or dBW). The average signal power S arriving at the output of the receiver antenna
can be described as a function of the EIRP, the gain of the receiving antenna Gr , the path loss (or space
loss) Ls , and other losses, Lo , as follows [1,2]:

(18.1)

The path loss Ls can be written as follows [2]:

(18.2)

where d is the distance between the transmitter and receiver and l is the wavelength.
We restrict our discussion to those links distorted by the mechanism of additive white Gaussian noise

(AWGN) only. Such a noise assumption is a very useful model for a large class of communication
systems. A valid approximation for average received noise power N that this model introduces is written
as follows [3,4]:

(18.3)

where k is Boltzmann’s constant (1.38 ¥ 10-23 joule/K),  is system effective temperature in kelvin, and
W is bandwidth in hertz. Dividing Eq. (18.3) by bandwidth enables us to write the received noise-power
spectral density N0 as follows: 

(18.4)

Dividing Eq. (18.1) by N0 yields the received average signal-power to noise-power spectral density S/N0 as

(18.5)

where Gr/T∞ is often referred to as the receiver figure of merit. A link budget analysis is a compilation
of the power gains and losses throughout the link; it is generally computed in decibels and thus takes on
the bookkeeping appearance of a business enterprise, highlighting the assets and liabilities of the link.
Once the value of S/N0 is specified or calculated from the link parameters, we then shift our attention to
optimizing the choice of signalling types for meeting system bandwidth and error performance requirements.
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In Eq. (18.4), N0 characterizes all the noise in the receiving system since To is the system effective
temperature; thus, S/N0 is referenced to the predetection point in the receiver [2]. Then we can write the
ratio of bit energy-to-N0(Eb/N0) at this point, for any data rate R, as 

(18.6)

Equation(18.6) follows from the basic definitions that received bit energy is equal to received average
signal power times the bit duration and that bit rate is the reciprocal of bit duration. Received Eb/N0 is
a key parameter in defining a digital communication system. Its value indicates the apportionment of
the received waveform energy among the bits that the waveform represents. At first glance, one might
think that a system specification should entail the symbol-energy to noise-power spectral density Es/N0

associated with the arriving waveforms. We will show, however, that for a given S/N0, the value of Es/N0

is a function of the modulation and coding. The reason for defining systems in terms of Eb/N0 stems
from the fact that Eb/N0 depends only on S/N0 and R and is unaffected by any system design choices,
such as modulation and coding.

18.2 Bandwidth and Power Considerations

Two primary communications resources are the received power and the available transmission band-
width. In many communication systems, one of these resources may be more precious than the other
and, hence, most systems can be classified as either bandwidth limited or power limited. In bandwidth-
limited systems, spectrally efficient modulation techniques can be used to save bandwidth at the expense
of power; in power-limited systems, power efficient modulation techniques can be used to save power
at the expense of bandwidth. In both bandwidth- and power-limited systems, error-correction coding
(often called channel coding) can be used to save power or to improve error performance at the expense
of bandwidth. Recently, trellis-coded modulation (TCM) schemes have been used to improve the error
performance of bandwidth-limited channels without any increase in bandwidth [5], but these methods
are beyond the scope of this chapter.

The Bandwidth Efficiency Plane

Figure 18.1 shows the abscissa as the ratio of bit-energy to noise-power spectral density Eb/N0 (in decibels)
and the ordinate as the ratio of throughput, R (in bits per second), that can be transmitted per hertz in
a given bandwidth W. The ratio R/W is called bandwidth efficiency since it reflects how efficiently the
bandwidth resource is utilized. The plot stems from the Shannon–Hartley capacity theorem [2,6,7],
which can be stated as

(18.7)

where S/N is the ratio of received average signal power to noise power. When the logarithm is taken to the
base 2, the capacity C is given in bits per second. The capacity of a channel defines the maximum number
of bits that can be reliably sent per second over the channel. For the case where the data (information) rate
R is equal to C, the curve separates a region of practical communication systems from a region where such
communication systems cannot operate reliably [2,6].

M-ary Signalling

Each symbol in an M-ary alphabet can be related to a unique sequence of m bits, expressed as

(18.8)
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where M is the size of the alphabet. In the case of digital transmission, the term symbol refers to the member
of the M-ary alphabet that is transmitted during each symbol duration Ts. To transmit the symbol, it must
be mapped onto an electrical voltage or current waveform. Because the waveform represents the symbol, the
terms symbol and waveform are sometimes used interchangeably. Since one of M symbols or waveforms is
transmitted during each symbol duration Ts, the data rate R in bits per second can be expressed as 

(18.9)

Data-bit-time duration is the reciprocal of data rate. Similarly, symbol-time duration is the reciprocal of
symbol rate. Therefore, from Eq. (18.9), we write that the effective time duration Tb of each bit in terms
of the symbol duration Ts or the symbol rate Rs is

(18.10)

Then, using Eqs. (18.8) and (18.10) we can express the symbol rate Rs in terms of the bit rate R as follows:

(18.11)

From Eqs. (18.9) and (18.10), any digital scheme that transmits m = log2 M bits in Ts seconds, using a
bandwidth of W hertz, operates at a bandwidth efficiency of

(18.12)

where Tb is the effective time duration of each data bit.

FIGURE 18.1 Bandwidth-efficiency plane.
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Bandwidth-Limited Systems

From Eq. (18.12), the smaller the WTb product, the more bandwidth efficient will be any digital commu-
nication system. Thus, signals with small WTb products are often used with bandwidth-limited systems.
For example, the European digital mobile telephone system known as Global System for Mobile Com-
munications (GSM) uses Gaussian minimum shift keying (GMSK) modulation having a WTb product
equal to 0.3 Hz/(b/s), where W is the 3-dB bandwidth of a Gaussian filter [8].

For uncoded bandwidth-limited systems, the objective is to maximize the transmitted information
rate within the allowable bandwidth, at the expense of Eb/N0 (while maintaining a specified value of bit-
error probability PB). The operating points for coherent M-ary phase-shift keying (MPSK) at PB = 10-5

are plotted on the bandwidth-efficiency plane of Fig. 18.1. We assume Nyquist (ideal rectangular) filtering
at baseband [9]. Thus, for MPSK, the required double-sideband (DSB) bandwidth at an intermediate
frequency (IF) is related to the symbol rate as follows:

(18.13)

where Ts is the symbol duration and Rs is the symbol rate. The use of Nyquist filtering results in the
minimum required transmission bandwidth that yields zero intersymbol interference; such ideal filtering
gives rise to the name Nyquist minimum bandwidth.

From Eqs. (18.12) and (18.13), the bandwidth efficiency of MPSK modulated signals using Nyquist
filtering can be expressed as

(18.14)

The MPSK points in Fig. 18.1 confirm the relationship shown in Eq. (18.14). Note that MPSK modulation
is a bandwidth-efficient scheme. As M increases in value, R/W also increases. MPSK modulation can be
used for realizing an improvement in bandwidth efficiency at the cost of increased Eb/N0. Although
beyond the scope of this chapter, many highly bandwidth-efficient modulation schemes have been
investigated [10].

Power-Limited Systems

Operating points for noncoherent orthogonal M-ary FSK (MFSK) modulation at PB = 10-5 are also plotted
in Fig. 18.1. For MFSK, the IF minimum bandwidth is as follows [2]:

(18.15)

where Ts is the symbol duration and Rs is the symbol rate. With MFSK, the required transmission
bandwidth is expanded M-fold over binary FSK since there are M different orthogonal waveforms, each
requiring a bandwidth of 1/Ts. Thus, from Eqs. (18.12) and (18.15), the bandwidth efficiency of non-
coherent orthogonal MFSK signals can be expressed as

(18.16)

The MFSK points plotted in Fig. 18.1 confirm the relationship shown in Eq. (18.16). Note that MFSK
modulation is a bandwidth-expansive scheme. As M increases, R/W decreases. MFSK modulation can
be used for realizing a reduction in required Eb/N0 at the cost of increased bandwidth.

In Eqs. (18.13) and (18.14) for MPSK and Eqs. (18.15) and (18.16) for MFSK, and for all the points
plotted in Fig. 18.1, ideal filtering has been assumed. Such filters are not realizable! For realistic channels
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and waveforms, the required transmission bandwidth must be increased in order to account for realizable
filters.

In the examples that follow, we will consider radio channels that are disturbed only by additive white
Gaussian noise (AWGN) and have no other impairments, and for simplicity, we will limit the modulation
choice to constant-envelope types, i.e., either MPSK or noncoherent orthogonal MFSK. For an uncoded
system, MPSK is selected if the channel is bandwidth limited, and MFSK is selected if the channel is
power limited. When error-correction coding is considered, modulation selection is not as simple, because
coding techniques can provide power-bandwidth tradeoffs more effectively than would be possible
through the use of any M-ary modulation scheme considered in this chapter [11].

In the most general sense, M-ary signalling can be regarded as a waveform-coding procedure, i.e.,
when we select an M-ary modulation technique instead of a binary one, we in effect have replaced the
binary waveforms with better waveforms—either better for bandwidth performance (MPSK) or better
for power performance (MFSK). Even though orthogonal MFSK signalling can be thought of as being
a coded system, i.e., a first-order Reed-Muller code [12], we restrict our use of the term coded system
to those traditional error-correction codes using redundancies, e.g., block codes or convolutional codes.

Minimum Bandwidth Requirements for MPSK and MFSK Signalling

The basic relationship between the symbol (or waveform) transmission rate Rs and the data rate R was
shown in Eq. (18.11). Using this relationship together with Eqs. (18.13–18.16) and R = 9600 b/s, a
summary of symbol rate, minimum bandwidth, and bandwidth efficiency for MPSK and noncoherent
orthogonal MFSK was compiled for M = 2, 4, 8, 16, and 32 (Table 18.1). Values of Eb/N0 required to
achieve a bit-error probability of 10-5 for MPSK and MFSK are also given for each value of M. These
entries (which were computed using relationships that are presented later in this chapter) corroborate
the tradeoffs shown in Fig. 18.1. As M increases, MPSK signalling provides more bandwidth efficiency
at the cost of increased Eb/N0, whereas MFSK signalling allows for a reduction in Eb/N0 at the cost of
increased bandwidth.

18.3 Example 1: Bandwidth-Limited Uncoded System

Suppose we are given a bandwidth-limited AWGN radio channel with an available bandwidth of W =
4000 Hz. Also, suppose that the link constraints (transmitter power, antenna gains, path loss, etc.) result
in the ratio of received average signal-power to noise-power spectral density S/N0 being equal to 53 dB-
Hz. Let the required data rate R be equal to 9600 b/s, and let the required bit-error performance PB be at
most 10-5. The goal is to choose a modulation scheme that meets the required performance. In general,
an error-correction coding scheme may be needed if none of the allowable modulation schemes can meet
the requirements. In this example, however, we shall find that the use of error-correction coding is not
necessary.

TABLE 18.1 Symbol Rate, Minimum Bandwidth, Bandwidth Efficiency, and Required Eb/N0 for MPSK 
and Noncoherent Orthogonal MFSK Signalling at 9600 bit/s

M m
R

(b/s)
Rs

(symb/s)

MPSK
Minimum

Bandwidth (Hz)
MPSK
R/W

MPSK
Eb/N0 (dB)
PB = 10-5

Noncoherent
Orthog MFSK

Min Bandwidth (Hz)
MFSK
R/W

MFSK
Eb/N0 
(dB)

PB = 10-5

2 1 9600 9600 9600 1 9.6 19,200 1/2 13.4
4 2 9600 4800 4800 2 9.6 19,200 1/2 10.6
8 3 9600 3200 3200 3 13.0 25,600 3/8 9.1

16 4 9600 2400 2400 4 17.5 38,400 1/4 8.1
32 5 9600 1920 1920 5 22.4 61,440 5/32 7.4
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Solution to Example 1

For any digital communication system, the relationship between received S/N0 and received bit-energy
to noise-power spectral density, Eb/N0 was given in Eq. (18.6) and is briefly rewritten as

(18.17)

Solving for Eb/N0 in decibels, we obtain

(18.18)

Since the required data rate of 9600 b/s is much larger than the available bandwidth of 4000Hz, the
channel is bandwidth limited. We therefore select MPSK as our modulation scheme. We have confined
the possible modulation choices to be constant-envelope types; without such a restriction, we would be
able to select a modulation type with greater bandwidth efficiency. To conserve power, we compute the
smallest possible value of M such that the MPSK minimum bandwidth does not exceed the available
bandwidth of 4000 Hz. Table 18.1 shows that the smallest value of M meeting this requirement is M = 8.
Next we determine whether the required bit-error performance of PB £ 10-5 can be met by using 8-PSK
modulation alone or whether it is necessary to use an error-correction coding scheme. Table 18.1 shows
that 8-PSK alone will meet the requirements, since the required Eb/N0 listed for 8-PSK is less than the
received Eb/N0 derived in Eq. (18.18). Let us imagine that we do not have Table 18.1, however, and evaluate
whether or not error-correction coding is necessary.

Figure 18.2 shows the basic modulator/demodulator (MODEM) block diagram summarizing the
functional details of this design. At the modulator, the transformation from data bits to symbols yields
an output symbol rate Rs, that is, a factor log2 M smaller than the input data-bit rate R, as is seen in
Eq. (18.11). Similarly, at the input to the demodulator, the symbol-energy to noise-power spectral
density ES/N0 is a factor log2 M larger than Eb/N0, since each symbol is made up of log2 M bits. Because
ES /N0 is larger than Eb/N0 by the same factor that Rs is smaller than R, we can expand Eq. (18.17), as

FIGURE 18.2 Basic modulator/demodulator (MODEM) without channel coding.
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follows:

(18.19)

The demodulator receives a waveform (in this example, one of M = 8 possible phase shifts) during each
time interval Ts. The probability that the demodulator makes a symbol error PE(M) is well approximated
by the following equation for M > 2 [13]:

(18.20)

where Q(x), sometimes called the complementary error function, represents the probability under the
tail of a zero-mean unit-variance Gaussian density function. It is defined as follows [14]:

(18.21)

A good approximation for Q(x), valid for x > 3, is given by the following equation [15]:

(18.22)

In Fig. 18.2 and all of the figures that follow, rather than show explicit probability relationships, the
generalized notation f(x) has been used to indicate some functional dependence on x.

A traditional way of characterizing communication efficiency in digital systems is in terms of the received
Eb/N0 in decibels. This Eb/N0 description has become standard practice, but recall that there are no bits at
the input to the demodulator; there are only waveforms that have been assigned bit meanings. The received
Eb/N0 represents a bit-apportionment of the arriving waveform energy.

To solve for PE(M) in Eq. (18.20), we first need to compute the ratio of received symbol-energy to
noise-power spectral density Es/N0. Since, from Eq. (18.18),

and because each symbol is made up of log2 M bits, we compute the following using M = 8:

(18.23)

Using the results of Eq. (18.23) in Eq. (18.20) yields the symbol-error probability PE = 2.2 ¥ 10-5. To
transform this to bit-error probability, we use the relationship between bit-error probability PB and
symbol-error probability PE , for multiple-phase signalling [12] PE   1 as follows:

(18.24)

which is a good approximation when Gray coding is used for the bit-to-symbol assignment [13]. This
last computation yields PB = 7.3 ¥ 10-6, which meets the required bit-error performance. No error-
correction coding is necessary, and 8-PSK modulation represents the design choice to meet the require-
ments of the bandwidth-limited channel, which we had predicted by examining the required Eb/N0

values in Table 18.1.
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18.4 Example 2: Power-Limited Uncoded System

Now, suppose that we have exactly the same data rate and bit-error probability requirements as in
Example 1, but let the available bandwidth W be equal to 45 kHz and the available S/N0 be equal to
48 dB-Hz. The goal is to choose a modulation or modulation/coding scheme that yields the required
performance. We shall again find that error-correction coding is not required.

Solution to Example 2

The channel is clearly not bandwidth limited since the available bandwidth of 45kHz is more than
adequate for supporting the required data rate of 9600 bit/s. We find the received Eb/N0 from Eq. (18.18),
as follows:

(18.25)

Since there is abundant bandwidth but a relatively small Eb/N0 for the required bit-error probability, we
consider that this channel is power limited and choose MFSK as the modulation scheme. To conserve power,
we search for the largest possible M such that the MFSK minimum bandwidth is not expanded beyond our
available bandwidth of 45 kHz. A search results in the choice of M = 16 (Table 18.1). Next, we determine
whether the required error performance of PB £ 10-5 can be met by using 16-FSK alone, i.e., without error-
correction coding. Table 18.1 shows that 16-FSK alone meets the requirements, since the required Eb/N0

listed for 16-FSK is less than the received Eb/N0 derived in Eq. (18.25). Let us imagine again that we do not
have Table 18.1 and evaluate whether or not error-correction coding is necessary.

The block diagram in Fig. 18.2 summarizes the relationships between symbol rate Rs and bit rate R,
and between Es/N0 and Eb/N0, which is identical to each of the respective relationships in Example 1. The
16-FSK demodulator receives a waveform (one of 16 possible frequencies) during each symbol time
interval Ts. For noncoherent orthogonal MFSK, the probability that the demodulator makes a symbol
error PE(M) is approximated by the following upper bound [16]:

(18.26)

To solve for PE(M) in Eq. (18.26), we compute ES/N0, as in Example 1. Using the results of Eq. (18.25)
in Eq. (18.23), with M = 16, we get

(18.27)

Next, using the results of Eq. (18.27) in Eq. (18.26) yields the symbol-error probability PE = 1.4 ¥ 10-5.
To transform this to bit-error probability, PB , we use the relationship between PB and PE for orthogonal
signalling [16], given by

(18.28)

This last computation yields PB = 7.3 ¥ 10-6, which meets the required bit-error performance. Thus, we
can meet the given specifications for this power-limited channel by using 16-FSK modulation, without
any need for error-correction coding, as we had predicted by examining the required Eb/N0 values in
Table 18.1.
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18.5 Example 3: Bandwidth-Limited and Power-Limited
Coded System

We start with the same channel parameters as in Example 1 (W = 4000 Hz, S/N0 = 53 dB-Hz, and R =
9600 b/s), with one exception.

In this example, we specify that PB must be at most 10-9. Table 18.1 shows that the system is both
bandwidth limited and power limited, based on the available bandwidth of 4000 Hz and the available
Eb/N0 of 20.2 dB, from Eq. (18.18); 8-PSK is the only possible choice to meet the bandwidth constraint;
however, the available Eb/N0 of 20.2 dB is certainly insufficient to meet the required PB of 10-9. For this
small value of PB, we need to consider the performance improvement that error-correction coding can
provide within the available bandwidth. In general, one can use convolutional codes or block codes.

The Bose–Chaudhuri–Hocquenghem (BCH) codes form a large class of powerful error-correcting
cyclic (block) codes [17]. To simplify the explanation, we shall choose a block code from the BCH family.
Table 18.2 presents a partial catalog of the available BCH codes in terms of n, k, and t, where k represents
the number of information (or data) bits that the code transforms into a longer block of n coded bits
(or channel bits), and t represents the largest number of incorrect channel bits that the code can correct
within each n-sized block. The rate of a code is defined as the ratio k/n; its inverse represents a measure
of the code’s redundancy [17].

Solution to Example 3

Since this example has the same bandwidth-limited parameters given in Example 1, we start with the
same 8-PSK modulation used to meet the stated bandwidth constraint. We now employ error-correction
coding, however, so that the bit-error probability can be lowered to PB £ 10-9.

To make the optimum code selection from Table 18.2, we are guided by the following goals.

1. The output bit-error probability of the combined modulation/coding system must meet the system
error requirement.

TABLE 18.2 BCH Codes (Partial Catalog)

n k t

7 4 1

15 11
7
5

1
2
3

31 26
21
16
11

1
2
3
5

63 57
51
45
39
36
30

1
2
3
4
5
6

127 120
113
106

99
92
85
78
71
64

1
2
3
4
5
6
7
9

10
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2. The rate of the code must not expand the required transmission bandwidth beyond the available
channel bandwidth.

3. The code should be as simple as possible. Generally, the shorter the code, the simpler will be its
implementation.

The uncoded 8-PSK minimum bandwidth requirement is 3200 Hz (Table 18.1) and the allowable
channel bandwidth is 4000 Hz, and so the uncoded signal bandwidth can be increased by no more than
a factor of 1.25 (i.e., an expansion of 25%). The very first step in this (simplified) code selection example
is to eliminate the candidates in Table 18.2 that would expand the bandwidth by more than 25%. The
remaining entries form a much reduced set of bandwidth-compatible codes (Table 18.3).

In Table 18.3, a column designated Coding Gain G (for MPSK at PB = 10-9) has been added. Coding
gain in decibels is defined as follows:

(18.29)

G can be described as the reduction in the required Eb/N0 (in decibels) that is needed due to the error-
performance properties of the channel coding. G is a function of the modulation type and bit-error
probability, and it has been computed for MPSK at PB = 10-9 (Table 18.3). For MPSK modulation, G
is relatively independent of the value of M. Thus, for a particular bit-error probability, a given code
will provide about the same coding gain when used with any of the MPSK modulation schemes. Coding
gains were calculated using a procedure outlined in the subsequent Calculating Coding Gain section.

A block diagram summarizes this system, which contains both modulation and coding (Fig. 18.3). The
introduction of encoder/decoder blocks brings about additional transformations. The relationships that
exist when transforming from R b/s to Rc channel-b/s to Rs symbol/s are shown at the encoder/modulator.
Regarding the channel-bit rate Rc, some authors prefer to use the units of channel-symbol/s (or code-
symbol/s). The benefit is that error-correction coding is often described more efficiently with nonbinary
digits. We reserve the term symbol for that group of bits mapped onto an electrical waveform for trans-
mission, and we designate the units of Rc to be channel-b/s (or coded-b/s).

We assume that our communication system cannot tolerate any message delay, so that the channel-
bit rate Rc must exceed the data-bit rate R by the factor n/k. Further, each symbol is made up of log2 M
channel bits, and so the symbol rate Rs is less than Rc by the factor log2 M. For a system containing both
modulation and coding, we summarize the rate transformations as follows:

(18.30)

(18.31)

At the demodulator/decoder in Fig. 18.3, the transformations among data-bit energy, channel-bit energy,
and symbol energy are related (in a reciprocal fashion) by the same factors as shown among the rate

TABLE 18.3 Bandwidth-Compatible BCH Codes

n k t
Coding Gain, G (dB)

MPSK, PB = 10-9

31 26 1 2.0

63 57
51

1
2

2.2
3.1

127 120
113
106

1
2
3

2.2
3.3
3.9

G
Eb

N0

------Ë ¯
Ê ˆ

uncoded

Eb

N0

------Ë ¯
Ê ˆ

coded

–=

Rc
n
k
---Ë ¯

Ê ˆ R=

Rs

Rc

log2M
---------------=
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transformations in Eqs. (18.30) and (18.31). Since the encoding transformation has replaced k data bits
with n channel bits, then the ratio of channel-bit energy to noise-power spectral density Ec/N0 is computed
by decrementing the value of Eb/N0 by the factor k/n. Also, since each transmission symbol is made up
of log2 M channel bits, then ES/N0, which is needed in Eq. (18.20) to solve for PE , is computed by
incrementing Ec/N0 by the factor log2 M. For a system containing both modulation and coding, we
summarize the energy to noise-power spectral density transformations as follows:

(18.32)

(18.33)

Using Eqs. (18.30) and (18.31), we can now expand the expression for S/N0 in Eq. (18.19) as follows
(see Appendix):

(18.34)

As before, a standard way of describing the link is in terms of the received Eb/N0 in decibels. However,
there are no data bits at the input to the demodulator, and there are no channel bits; there are only
waveforms that have bit meanings and, thus, the waveforms can be described in terms of bit-energy
apportionments.

Since S/N0 and R were given as 53 dB-Hz and 9600 b/s, respectively, we find as before, from Eq. (18.18),
that the received Eb/N0 = 13.2 dB. The received Eb/N0 is fixed and independent of n, k, and t (see Appendix).
As we search in Table 18.3 for the ideal code to meet the specifications, we can iteratively repeat the compu-
tations suggested in Fig. 18.3. It might be useful to program on a personal computer (or calculator) the

FIGURE 18.3 MODEM with channel coding.
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following four steps as a function of n, k, and t. Step 1 starts by combining Eqs. (18.32) and (18.33), as follows.

Step 1:

(18.35)

Step 2:

(18.36)

which is the approximation for symbol-error probability PE rewritten from Eq. (18.20). At each symbol-
time interval, the demodulator makes a symbol decision, but it delivers a channel-bit sequence repre-
senting that symbol to the decoder. When the channel-bit output of the demodulator is quantized to
two levels, 1 and 0, the demodulator is said to make hard decisions. When the output is quantized to
more than two levels, the demodulator is said to make soft decisions [2]. Throughout this paper, we shall
assume hard-decision demodulation.

Now that we have a decoder block in the system, we designate the channel-bit-error probability out
of the demodulator and into the decoder as pc , and we reserve the notation PB for the bit-error probability
out of the decoder. We rewrite Eq. (18.24) in terms of pc for PE  1 as follows.

Step 3:

(18.37)

relating the channel-bit-error probability to the symbol-error probability out of the demodulator, assum-
ing Gray coding, as referenced in Eq. (18.24).

For traditional channel-coding schemes and a given value of received S/N0, the value of Es /N0 with coding
will always be less than the value of Es/N0 without coding. Since the demodulator with coding receives less
Es/N0, it makes more errors! When coding is used, however, the system error-performance does not only
depend on the performance of the demodulator, it also depends on the performance of the decoder. For
error-performance improvement due to coding, the decoder must provide enough error correction to more
than compensate for the poor performance of the demodulator.

The final output decoded bit-error probability PB depends on the particular code, the decoder, and
the channel-bit-error probability pc . It can be expressed by the following approximation [18].

Step 4:

(18.38)

where t is the largest number of channel bits that the code can correct within each block of n bits. Using
Eqs. (18.35–18.38) in the four steps, we can compute the decoded bit-error probability PB as a function
of n, k, and t for each of the codes listed in Table 18.3. The entry that meets the stated error requirement
with the largest possible code rate and the smallest value of n is the double-error correcting (63, 51)
code. The computations are as follows.

Step 1:

where M = 8, and the received Eb/N0 = 13.2 dB (or 20.89).
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Step 2:

Step 3:

Step 4:

where the bit-error-correcting capability of the code is t = 2. For the computation of PB in step 4, we
need only consider the first two terms in the summation of Eq. (18.38) since the other terms have a
vanishingly small effect on the result. Now that we have selected the (63, 51) code, we can compute the
values of channel-bit rate Rc and symbol rate Rs using Eqs. (18.30) and (18.31), with M = 8,

Calculating Coding Gain

Perhaps a more direct way of finding the simplest code that meets the specified error performance is to
first compute how much coding gain G is required in order to yield PB = 10-9 when using 8-PSK
modulation alone; then, from Table 18.3, we can simply choose the code that provides this performance
improvement. First, we find the uncoded Es/N0 that yields an error probability of PB = 10-9, by writing
from Eqs. (18.24) and (18.36), the following:

(18.39)

At this low value of bit-error probability, it is valid to use Eq. (18.22) to approximate Q(x) in Eq. (18.39)
By trial and error (on a programmable calculator), we find that the uncoded Es/N0 = 120.67 = 20.8 dB,
and since each symbol is made up of log2 8 = 3 bits, the required (Eb/N0)uncoded = 120.67/3 = 40.22 = 16
dB. From the given parameters and Eq. (18.18), we know that the received (Eb/N0)coded = 13.2 dB. Using
Eq. (18.29), the required coding gain to meet the bit-error performance of PB = 10-9 in decibels is
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To be precise, each of the Eb/N0 values in the preceding computation must correspond to exactly the same
value of bit-error probability (which they do not). They correspond to PB = 10-9 and PB = 1.2 ¥ 10-10,
respectively. At these low probability values, however, even with such a discrepancy, this computation
still provides a good approximation of the required coding gain. In searching Table 18.3 for the simplest
code that will yield a coding gain of at least 2.8 dB, we see that the choice is the (63, 51) code, which
corresponds to the same code choice that we made earlier.

18.6 Example 4: Direct-Sequence (DS) Spread-Spectrum 
Coded System

Spread-spectrum systems are not usually classified as being bandwidth or power limited. They are
generally perceived to be power-limited systems, however, because the bandwidth occupancy of the
information is much larger than the bandwidth that is intrinsically needed for the information trans-
mission. In a direct-sequence spread-spectrum (DS/SS) system, spreading the signal bandwidth by some
factor permits lowering the signal-power spectral density by the same factor (the total average signal
power is the same as before spreading). The bandwidth spreading is typically accomplished by multiplying
a relatively narrowband data signal by a wideband spreading signal. The spreading signal or spreading
code is often referred to as a pseudorandom code or PN code.

Processing Gain

A typical DS/SS radio system is often described as a two-step BPSK modulation process. In the first step,
the carrier wave is modulated by a bipolar data waveform having a value +1 or -1 during each data-bit
duration; in the second step, the output of the first step is multiplied (modulated) by a bipolar PN-code
waveform having a value +1 or -1 during each PN-code-bit duration. In reality, DS/SS systems are usually
implemented by first multiplying the data waveform by the PN-code waveform and then making a single
pass through a BPSK modulator. For this example, however, it is useful to characterize the modulation
process in two separate steps—the outer modulator/demodulator for the data, and the inner modulator/
demodulator for the PN code (Fig. 18.4).

FIGURE 18.4 Direct-sequence spread-spectrum MODEM with channel coding.
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A spread-spectrum system is characterized by a processing gain Gp that is defined in terms of the
spread-spectrum bandwidth Wss and the data rate R as follows [19]:

(18.40)

For a DS/SS system, the PN-code bit has been given the name chip, and the spread-spectrum signal
bandwidth can be shown to be about equal to the chip rate Rch as follows:

(18.41)

Some authors define processing gain to be the ratio of the spread-spectrum bandwidth to the symbol
rate. This definition separates the system performance that is due to bandwidth spreading from the
performance that is due to error-correction coding. Since we ultimately want to relate all of the coding
mechanisms relative to the information source, we shall conform to the most usually accepted definition
for processing gain, as expressed in Eqs. (18.40) and (18.41).

A spread-spectrum system can be used for interference rejection and for multiple access (allowing multiple
users to access a communications resource simultaneously). The benefits of DS/SS signals are best achieved
when the processing gain is very large; in other words, the chip rate of the spreading (or PN) code is much
larger than the data rate. In such systems, the large value of Gp allows the signalling chips to be transmitted
at a power level well below that of the thermal noise. We will use a value of Gp = 1000. At the receiver, the
despreading operation correlates the incoming signal with a synchronized copy of the PN code and, thus,
accumulates the energy from multiple (Gp) chips to yield the energy per data bit. The value of Gp has a major
influence on the performance of the spread-spectrum system application. We shall see, however, that the
value of Gp has no effect on the received Eb/N0. In other words, spread spectrum techniques offer no error-
performance advantage over thermal noise. For DS/SS systems, there is no disadvantage either! Sometimes
such spread-spectrum radio systems are employed only to enable the transmission of very small power-
spectral densities and thus avoid the need for FCC licensing [20].

Channel Parameters for Example 4

Consider a DS/SS radio system that uses the same (63, 51) code as in the previous example. Instead of using
MPSK for the data modulation, we shall use BPSK. Also, we shall use BPSK for modulating the PN-code
chips. Let the received S/N0 = 48 dB-Hz, the data rate R = 9600 b/s, and the required PB £ 10-6. For simplicity,
assume that there are no bandwidth constraints. Our task is simply to determine whether or not the required
error performance can be achieved using the given system architecture and design parameters. In evaluating
the system, we will use the same type of transformations used in the previous examples.

Solution to Example 4

A typical DS/SS system can be implemented more simply than the one shown in Fig. 18.4. The data and
the PN code would be combined at baseband, followed by a single pass through a BPSK modulator. We
will, however, assume the existence of the individual blocks in Fig. 18.4 because they enhance our
understanding of the transformation process. The relationships in transforming from data bits, to channel
bits, to symbols, and to chips, shown in Fig. 18.4, have the same pattern of subtle but straightforward
transformations in rates and energies as previous relationships (Figs. 18.2 and 18.3). The values of Rc,
Rs, and Rch can now be calculated immediately since the (63, 51) BCH code has already been selected.
From Eq. (18.30) we write

Gp

Wss

R
--------=

Gp

Rch

R
-------=

Rc
n
k
---Ë ¯

Ê ˆ R
63
51
-----Ë ¯

Ê ˆ 9600 11,859 channel-b/sª= =
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Since the data modulation considered here is BPSK, then from Eq. (18.31) we write

and from Eq. (18.41), with an assumed value of Gp = 1000

Since we have been given the same S/N0 and the same data rate as in Example 2, we find the value of
received Eb/N0 from Eq. (18.25) to be 8.2 dB (or 6.61). At the demodulator, we can now expand the
expression for S/N0 in Eq. (18.34) and the Appendix as follows:

(18.42)

Corresponding to each transformed entity (data bit, channel bit, symbol, or chip) there is a change in rate
and, similarly, a reciprocal change in energy-to-noise spectral density for that received entity. Equation
(18.42) is valid for any such transformation when the rate and energy are modified in a reciprocal way.
There is a kind of conservation of power (or energy) phenomenon that exists in the transformations. The
total received average power (or total received energy per symbol duration) is fixed regardless of how it is
computed, on the basis of data bits, channel bits, symbols, or chips.

The ratio Ech/N0 is much lower in value than Eb/N0. This can be seen from Eqs. (18.42) and (18.41),
as follows:

(18.43)

But, even so, the despreading function (when properly synchronized) accumulates the energy contained
in a quantity Gp of the chips, yielding the same value Eb/N0 = 8.2 dB, as was computed earlier from Eq.
(18.25). Thus, the DS spreading transformation has no effect on the error performance of an AWGN
channel [2], and the value of Gp has no bearing on the value of PB in this example.

From Eq. (18.43), we can compute, in decibels,

(18.44)

The chosen value of processing gain (Gp = 1000) enables the DS/SS system to operate at a value of chip
energy well below the thermal noise, with the same error performance as without spreading.

Since BPSK is the data modulation selected in this example, each message symbol therefore corresponds
to a single channel bit, and we can write

(18.45)

where the received Eb/N0 = 8.2 dB (or 6.61). Out of the BPSK data demodulator, the symbol-error
probability PE (and the channel-bit error probability pc) is computed as follows [2]:

(18.46)

Rs Rc 11,859 symbol/sª=
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Using the results of Eq. (18.45) in Eq. (18.46) yields

pc = Q(3.27) = 5.8 ¥ 10-4

Finally, using this value of pc in Eq. (18.38) for the (63, 51) double-error correcting code yields the output
bit-error probability of PB = 3.6 ¥ 10-7. We can, therefore, verify that for the given architecture and design
parameters of this example, the system does, in fact, achieve the required error performance.

18.7 Conclusion

The goal of this chapter has been to review fundamental relationships used in evaluating the performance
of digital communication systems. First, we described the concept of a link and a channel and examined
a radio system from its transmitting segment up through the output of the receiving antenna. We then
examined the concept of bandwidth-limited and power-limited systems and how such conditions influ-
ence the system design when the choices are confined to MPSK and MFSK modulation. Most important,
we focused on the definitions and computations involved in transforming from data bits to channel bits
to symbols to chips. In general, most digital communication systems share these concepts; thus, under-
standing them should enable one to evaluate other such systems in a similar way.

Appendix: Received Eb/N0 Is Independent of the Code Parameters

Starting with the basic concept that the received average signal power S is equal to the received symbol
or waveform energy, Es, divided by the symbol-time duration, Ts (or multiplied by the symbol rate, Rs),
we write 

(A18.1)

where N0 is noise-power spectral density characterizing all the noise in the receiving system.
Using Eqs. (18.27) and (18.25), rewritten as

let us make substitutions into Eq. (A18.1), which yields

(A18.2)

Next, using Eqs. (18.26) and (18.24), rewritten as

let us now make substitutions into Eq. (A18.2), which yields the relationship expressed in Eq. (18.11)

(A18.3)

Hence, the received Eb/N0 is only a function of the received S/N0 and the data rate R. It is independent
of the code parameters n, k, and t. These results are summarized in Fig. 18.3.
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A useful compilation of selected papers can be found in Cellular Radio & Personal Communications–A Book
of Selected Readings, edited by Theodore S. Rappaport, Institute of Electrical and Electronics Engineers,
Inc., Piscataway, New Jersey, 1995. Fundamental design issues, such as propagation, modulation, channel
coding, speech coding, multiple-accessing, and networking, are well represented in that volume.

Another useful sourcebook that covers the fundamentals of mobile communications in great detail is
Mobile Radio Communications, edited by Raymond Steele, Pentech Press, London, 1992. That volume is
also available through the Institute of Electrical and Electronics Engineers, Inc., Piscataway, New Jersey.

For spread spectrum systems, an excellent reference is Spread Spectrum Communications Handbook,
by Marvin K. Simon, Jim K. Omura, Robert A. Scholtz, and Barry K. Levitt, McGraw-Hill Inc., New
York, 1994.
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19.1 Introduction

Etymologically, the word synchronization refers to the process of making two or more events occur at
the same time, or, by duality, at the same frequency. In a digital communication context, various levels
of synchronization must be established before data decoding can take place, including carrier synchroni-
zation, symbol synchronization, and frame synchronization.

In radio frequency communications, carrier synchronization refers to the process of generating a
sinusoidal signal that closely tracks the phase and frequency of a received noisy carrier, transmitted by a
possibly distant transmitter. Thus, carrier synchronization in general refers to both frequency and phase
acquisition and tracking. Of the two, in many cases the more difficult problem is extracting carrier
phase, which is often a much faster varying process compared to frequency offset. This is especially so
since the advent of highly stable crystal oscillators operating in the UHF or lower frequency bands,
although the problem is still prevalent at the higher, microwave frequencies where crystal oscillators
are not available. Frequency acquisition is a also a problem in mobile radio applications where, due to
the Doppler effect, there is an offset in the frequency of the received carrier. 

Communication systems that have available, or somehow extract and make use of, good (theoretically
perfect) carrier frequency and phase information are known as coherent systems, in contrast to incoherent
systems that neglect the carrier phase. Systems that attempt to acquire phase information but do not do
a perfect job are known as partially coherent systems. Coherent systems are known to perform better than
incoherent ones, at the price, however, of more complexity required for carrier synchronization. This
chapter will look at some of the classical techniques for carrier acquisition as well as some of the modern
techniques, which often involve operating on sampled instead of analog data.

Symbol synchronization is the process of deriving at the receiver timing signals that indicate where in
time the transmitted symbols are located. The decision part of the receiver subsequently uses this
information in order to decide what the symbols are. As with carrier synchronization, the data available
to the receiver for making timing estimates is noisy. Thus, perfect timing information cannot be obtained
in practice, although practical systems come close.

Costas N. Georghiades
Texas A&M University

Erchin Serpedin
Texas A&M University
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Once symbol synchronization is achieved, the next highest synchronization level is frame synchroni-
zation. Frame synchronization is necessary in systems for which the unit of information is not a symbol,
but rather a sequence of symbols. Such systems are, for example, coded systems where the unit of
information is a codeword which consists of a number of symbols. In this case, it is clear that knowing
where the symbols are is not enough, and a further knowledge of where the codewords are is needed. It
is easily seen that the existence of frame synchronization automatically implies symbol synchronization,
but the converse is not true. Thus, one might be tempted to attempt frame synchronization before symbol
synchronization is achieved, thereby achieving both at once. Such an approach, although in theory resulting
in better performance, has the disadvantage of requiring more complex processing than the approach of
first achieving lower level synchronization before higher levels are attempted. In practice, almost invariably
the latter approach is followed. A rather standard approach to achieving frame synchronization is for the
transmitter to insert at the start of every frame a special synchronization pattern, whose detection at the
receiver locates frame boundaries. We will look at the optimal frame synchronization processing as well as
some of the desirable characteristics of synchronization sequences later. 

There are two general methodologies for achieving the various synchronization levels needed by the
receiver. One way is to provide at the receiver side an unmodulated carrier, or a carrier modulated by a
known sequence, which can be used solely for the purpose of synchronization. This approach has the
advantage of decoupling the problem of data detection and synchronization and makes the synchroni-
zation system design easier. On the other hand, the overall communication efficiency suffers since signal
energy and time is used but no information is sent. A second approach, which is often preferred, is to
derive synchronization from the data-modulated carrier, the same signal used for symbol decisions. In
this way, no efficiency is sacrificed, but the processing becomes somewhat more involved. In the sequel,
we will only consider algorithms that utilize a modulated received signal to derive synchronization. We
first start with a look at carrier synchronization algorithms. Excellent general treatments of this and the
other synchronization problems studied later can be found in the classic texts of Stiffler [1] and Lindsey
and Simon [2], and more recently by Meyr [3, 16] and Mengali and D’Andrea [17].

19.2 Carrier Synchronization

Carrier Frequency Synchronization

The objective of a carrier frequency synchronization system consists of estimating and compensating the
carrier frequency offset that may be induced at the receiver by oscillator instabilities and/or Doppler
shifts. According to the degree of knowledge of the transmitted symbols, carrier frequency synchronizers
are classified into three main categories: data-aided (DA), decision-directed (DD) and non-data aided
(NDA) or blind methods. DA methods assume perfect knowledge of the transmitted symbols, while
NDA methods do not require such knowledge. Being more spectrally efficient, the NDA methods are
well suited for burst applications. As an intermediate category between the DA and NDA methods,
the DD methods rely on knowledge of the symbols obtained at the output of a symbol-by-symbol decoder.
According to the magnitude of the carrier frequency offset that they can cope with, carrier frequency
synchronizers may be classified in two classes:

1. Carrier frequency synchronizers that can compensate frequency offsets much smaller than the
symbol rate (1/T), in general less than 10% of the symbol rate.

2. Carrier frequency synchronizers that can compensate large frequency offsets on the order of the
symbol rate (1/T).

During initial carrier frequency acquisition, the second class of carrier synchronizers is employed in order
to reduce large carrier frequency offsets to a small percentage of the symbol rate and to facilitate other
carrier or symbol synchronization operations. Compensation of large frequency offsets with magnitudes in
the range of 100% of the symbol rate can be performed using either closed-loop (feedback) or open-loop
(feedforward) frequency synchronizers. Within the class of closed-loop frequency synchronizers, the most
©2002 CRC Press LLC



                                           
used carrier recovery systems are the approximate maximum likelihood (ML) frequency error detectors
[23, 25], quadricorrelators [24, 26, 33, 34], and dual filter detectors [21, 33], which were shown to be
equivalent in [22]. Open-loop frequency recovery schemes [27, 28], referred to also as delay-and-multiply
methods, present shorter acquisition time and are simpler to implement than the closed-loop frequency
recovery methods. They also exhibit comparable performance to the approximate ML frequency error
detectors [23, 25]. Due to these features, open-loop carrier recovery schemes are used in spontaneous packet
transmissions, where the frequency synchronization must be performed within a fixed time interval. 

Once that the compensation of the large carrier frequency offsets has been accomplished and the
receiver operates under steady-state conditions, carrier frequency recovery systems that can track and
compensate carrier frequency offsets of magnitude much less than the symbol rate are usually employed.
Compensation of frequency offsets with magnitudes in the range of 10% of the symbol rate can be
performed by employing DA methods, such as those proposed by Fitz [30, 31], Luise and Reggiannini
[32], and the approximate ML estimator [17, 28]. These methods appear to be the best methods available
in the literature in terms of implementation complexity and performance. All these methods practically
achieve the Cramer–Rao bound at a signal-to-noise ratio (SNR) of zero dB. For burst mode applications,
open-loop NDA frequency recovery schemes have been proposed for arbitrary QAM and M-ary PSK
input symbol constellations [29]. Open-loop NDA frequency recovery schemes estimate the frequency
offset based on certain higher-order statistics computed from the received samples and present limited
performance due to the self-noise that is induced by computing the associated higher-order statistics. 

Carrier Phase Synchronization

This section will formulate the carrier synchronization problem in mathematical terms as an estimation
problem and will then see how the optimal equations derived can be practically implemented through
appropriate approximations. Our optimality criterion is in the sense of maximum-likelihood, under which
estimates maximize with respect to the parameter to be estimated, the conditional probability density of
the data given the parameter (see, for example, [4]). As pointed out in the introduction, carrier synchro-
nization may be achieved rather easily by tracking the phase of an unmodulated carrier that is frequency
multiplexed with the modulated carrier. In this case, we need not worry about the noise (uncertainty)
introduced by the random modulation. On the other hand, the resulting system is inefficient since part
of the transmitter power carries no information and is used solely for carrier phase estimation. Although
we will look at such synchronizers, our emphasis will be on the more efficient carrier synchronizers that
derive their carrier phase estimates from suppressed carrier signals.

Unmodulated Carrier

The received unmodulated signal r(t) is 

(19.1)

where s(t, f) = Acos(2p fct - f) is the transmitted (unmodulated) signal, f is the carrier phase, and n(t)
is a zero-mean, white Gaussian noise process with spectral density N0 /2. The maximum-likelihood (ML)
estimate of the received noisy carrier is the value of f that maximizes the likelihood function, given by
(see, for example, [4])

(19.2)

Since the second integral above is not a function of f, it can be dropped. Taking the logarithm of the
resulting expression, we can equivalently maximize the log-likelihood function given by

(19.3)
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Differentiating with respect to f and setting to zero, we obtain the following necessary condition for the
maximum-likelihood estimate 

(19.4)

Solving for  we obtain

Figure 19.1 shows how the above estimator can be implemented in block-diagram form in what is
referred to as an open-loop realization. 

A closed-loop or tracking synchronizer that uses the optimality condition in Eq. (19.4) in a tracking
loop referred to as a phase-locked loop (PLL) is shown in Fig. 19.2. In this figure, VCO stands for Voltage
Controlled Oscillator and is a device that produces a sinusoid at the carrier frequency fc and has an
instantaneous frequency which is proportional to its input (or, equivalently, a phase that is the integral
of its input). The integrator in Fig. 19.2 over the interval T0 is a linear filter that, in general, can be
modeled by an impulse response g(t) or a transfer function G(s) and is referred to as the loop filter. 

Let us now investigate the performance of the PLL synchronizer. We have the following equation
describing the PLL in Fig. 19.2:

(19.5)

where * represents convolution. Substituting for r(t) from Eq. (19.1) the product term becomes

(19.6)

FIGURE 19.1 ML synchronizer: open-loop.

FIGURE 19.2 Phase-locked loop estimator.
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where n¢(t) can be argued to be white and Gaussian with zero mean and spectral density N0/4. Dropping
the double-frequency term in Eq. (19.6), since it will be filtered out by the much lower bandwidth of
the loop, we obtain the following model for the PLL

(19.7)

Equation (19.7) is a nonlinear stochastic differential equation that describes the evolution of the phase
estimate and is modeled in Fig. 19.3. If we let e(t) =  be the phase error, then it is easily seen
(since f is not a function of time) that the phase-error is described by

(19.8)

An analytical solution for the density of the error e(t) in steady-state has been derived (see Viterbi [5])
for the special case when G(s) = 1 and is given by the Tichonov density function

(19.9)

where a = 4A/N0 and I0(◊) is the zero-order modified Bessel function. For large a, i.e., large signal-to-
noise ratios (SNRs), the variance of the phase-error computed from Eq. (19.9) can be approximated by

. Further, for large SNRs, the error will be small on the average, and so, in Eq. (19.8), sin(e) @ e.
Under this approximation, Eq. (19.8) (and, consequently, Eq. (19.7)) become linear. Figure 19.4 shows
the linearized model for a PLL.

For the linear model in Fig. 19.4, an expression for the variance of the estimation error in steady-state
can be derived easily by computing the variance of the output  when the input is just the noise n¢(t).
The following expression for the variance of the estimation error can be derived (which is a good
approximation to the actual variance at high SNRs when the linearized model is valid)

(19.10)

FIGURE 19.3 Equivalent PLL model for performance analysis.

FIGURE 19.4 Linearized PLL model for performance computation.
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where the parameter BL is known as the (one-sided) loop noise equivalent bandwidth and is given by

(19.11)

In Eq. (19.11), H(s) is the closed-loop transfer function of the (linearized) loop and is given by

(19.12)

A simple computation of the variance given by Eq. (19.9) for the special case when G(s) = 1 yields 1/a,
as expected. The advantage of Eq. (19.10) is that it can be used for general G(s), provided the signal-to-
noise ratio is large enough for the linear approximation to hold. Note also that the estimation error
becomes smaller with decreasing bandwidth BL. Thus, one might be tempted to reduce BL to zero. The
problem in this case is that the transient performance of the loop degrades to the extent that it may take
a longer period of time to achieve a small error. Also, in practice, the input phase f is time-varying, in
which case the loop bandwidth should be large enough so that the loop can track the changes in the
input. We now turn our attention to finding the performance of the ML carrier synchronizer in Fig. 19.1.

We make use of the Cramer–Rao lower bound [4] that states that under some conditions, the variance
of the estimation error for any unbiased estimate of a parameter f is lower-bounded by

(19.13)

where ln p(r|f) is the log-likelihood function given by Eq. (19.3) for the phase estimation problem. Using
Eq. (19.13), we obtain

(19.14)

A brief computation shows that 1/T0 corresponds to the equivalent noise bandwidth of the integrator.
Thus, if the equivalent noise bandwidths in Eqs. (19.10) and (19.14) are the same, the performances of
the ML and the PLL synchronizers are the same (assuming that the bound in Eq. (19.14) is achieved
closely). Next, we address carrier extraction from a modulated carrier, which, as pointed out earlier, is,
in practice, the preferred approach for efficiency reasons. 

Synchronization from a Modulated Carrier

A suboptimal approach, often used in practice, to extract carrier synchronization from a modulated
signal is to first nonlinearly preprocess the signal to “wipe off” the modulation, and then follow that by,
for example, a PLL, as described above. For M-ary phase-shift keying (PSK), the nonlinear preprocessing
involves taking the Mth power of the signal. This has the effect of multiplying the carrier phase by M,
and thus a subsequent division by M is needed to match the original carrier phase. For PSK signaling,
a side effect of the power-law nonlinearity is to introduce a phase ambiguity, which must be resolved
either by using pilot symbols or through the use of differential encoding of the data (information is
conveyed by the change in the phase relative to the previous baud interval, rather than absolute phase),
which is the case in practice. 

Besides the suboptimal power-law technique, ML estimation can be used to suggest the optimal
processing and possible approximations, which we study next. Let the modulated data be 
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where d is a sequence of N modulation symbols. For simplicity, we will assume binary antipodal signals
in which case each component, dk, of d is either 1 or -1. If we let the baud rate be 1/T symbols/s, then
the signal part in Eq. (19.15) can be expressed as

(19.16)

where p(t) is a baseband pulse which determines to a large extent the spectral content of the transmitted
signal, and we are assuming a data window of length N. For simplicity, we will assume a unit height
rectangular pulse next, but the results can be generalized to any arbitrary pulse shape. Assuming for the
moment that the modulation sequence d is known, we have the following conditional likelihood function:

(19.17)

All we need to do now is take the expectation of the conditional likelihood function in Eq. (19.17) with
respect to the random modulation sequence. Assuming that each binary symbol occurs with probability
1/2 and that symbols are independent, we obtain the following log-likelihood function after dropping
terms that are not functions of f and taking the logarithm of the resulting expression:

(19.18)

A maximum likelihood estimator maximizes the above expression with respect to the phase f. In
practice, to reduce complexity we use the following substitutions, ln cosh(x) µ x2 and ln cosh(x) µ | x|,
valid for small and large signal-to-noise ratios, respectively. In the case of small SNRs, the log-likelihood
simplifies to

(19.19)

Taking the derivative of Eq. (19.19) with respect to f, we obtain the following necessary condition for
the ML estimate  of f 

(19.20)

A tracking loop that dynamically forces the condition in Eq. (19.20) is shown in Fig. 19.5. Note that
the product of the two integrals effectively removes the modulation. In practice, the summation operator
may be replaced by a digital filter that applies different weights to the past and present data in order to
improve response.

To Explore Further: Carrier Acquisition for QAM Constellations

The need for high throughputs required by several high-speed applications (such as digital TV) has
pushed system designers towards more throughput-efficient modulation schemes. Because of their rel-
atively good performance, large QAM constellations are being used in many of these applications. One
of the problems associated with their use is that of carrier acquisition, which, for efficiency reasons, must
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often be done without the use of a preamble. The problem is further complicated for cross QAM constel-
lations, for which the high SNR corner points used by some simple carrier phase estimators are not
available. Clearly, due to the phase symmetry of QAM constellations, only phase offsets modulo p/2 are
detectable, and differential encoding is used to resolve the ambiguity.

The phase synchronization problem is invariably divided into an acquisition and a tracking part. In
many practical systems, tracking is done simply and efficiently in a decision-directed (DD) mode after
acquisition has been established, and it is the acquisition problem that is the most troublesome, especially
in applications where no preamble is allowed. For square QAM constellations, a simple technique for
phase acquisition is based on detecting the signals at the four corners and using them to produce an
estimate of the phase-offset which can be averaged in time to converge to a reliable estimate. The problem
is more complicated for cross constellations which do not have the corner points. 

We first look at the ML carrier phase estimator. Let 

be the baud-rate samples of the output of a matched filter, where dk is a complex number denoting the
transmitted QAM symbol at time kT (1/T is the signaling rate), and q denotes the unknown phase-offset
to be estimated; the nk are complex, independent identically distributed (i.i.d.), zero-mean, Gaussian
random variables with independent real and imaginary parts of variance s 2, modeling the effects of
noise. Without loss of generality, we assume that  = 1(i.e., a unit average energy constellation), in
which case the signal-to-noise ratio per symbol is SNR = 1/2s 2. Then the ML phase estimate of q from
data over a window of length N is easily obtained as the value of f that maximizes the log-likelihood
function

where the inner summation is performed with respect to the data d present in the constellation. The
complexity of the ML algorithm is due in part to this inner summation, which, even for small constel-
lations, will require more computations than possible, especially for high-speed systems. Another com-
plication in implementing the ML estimator is the need to solve a nonlinear maximization problem in
order to find the ML estimate of f. Some simplifications of the ML estimator can be obtained for square
constellations, but they are not sufficient to bring the ML estimator into a practical form.

For square constellations, a simple algorithm can be used to extract the carrier phase by detecting the
presence of one of the four corner points in the constellation. These points can be detected by setting
an amplitude threshold between the peak amplitude of the corner points and the second largest amplitude.
The angles of these four points can be expressed as

FIGURE 19.5 Carrier synchronization from modulated data.
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Thus,

Since only phase rotations modulo p/2 are required, a simple estimator looks at the angle of the received
sample rk modulo p/2 and subtracts it from p/4. The result is the required estimate, which can be refined
in time as more data are observed. 

Another often used algorithm, which has been shown in [6] to be asymptotically the ML estimator in
the limit of small SNRs, is the Mth power-law estimator, where M = 4 for QAM constellations, and it
equals the size of the constellation for PSK signaling. For QAM signaling, the 4th power estimator extracts
a phase estimate according to

The approximate mean-square error performance of the above estimator was also obtained in [6].
More recently, another algorithm that seems to work well for both square and cross constellations has
been reported in [7]. The algorithm referred to as the histogram algorithm (HA) does the following: (1)
For each received sample rk it finds the set of signals whose magnitude is closest to |rk|. (2) Compute the
angle of the subset of signals from step 1 belonging to the first quadrant. (3) Subtract each of the angles
computed at step 2 from the angle of rk . (4) Uniformly quantize the angle interval from 0 to 90 degrees
into L bins, and associate a counter with each; increment the counters corresponding to the quantization
intervals where the angles computed at step 3 fall in. (5) Repeat this process for new data rk as they arrive.
(6) When enough data is received, find the bin that has the largest counter value. The angle corresponding
to this bin is produced as the phase estimate.

Figure 19.6 compares the performance of the ML and HA algorithms obtained through simulation to the
Cramer–Rao bound for the 128-QAM (cross) constellation. Results for the 4th power estimator are shown
separately in Fig. 19.7 since the performance of this estimator is about two orders of magnitude worse than
the ML and HA algorithms. The reason behind the bad performance of the 4th power estimator is the
existence of large self-noise, partly due to the absence of the corner points. These results indicate that the 4th
power estimator is not an option for cross constellations, at least not for sizes greater than or equal to 128. 

FIGURE 19.6 Mean square error for the various algorithms and 128-QAM.
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Figure 19.8 compares the HA and the 4th power estimators for the 256-QAM (square) constellation.
As can be seen, the 4th power estimator performs much better with square constellations, and, in fact,
it outperforms the HA for a range of data sequence lengths at 25dB SNR. As the SNR increases, however,
the self-noise dominates and the performance of the 4th power estimator degrades.

In closing this section, we mention that an algorithm for joint estimation of carrier phase and frequency
for 16-QAM input constellations has been proposed in [18] and shown to achieve the Cramer–Rao bound
for SNRs greater than 15 dB.

19.3 Symbol Synchronization

We first investigate symbol synchronizers that are optimal in a maximum-likelihood sense. The ML
symbol synchronizer can be used to suggest suboptimal but more easily implementable algorithms and
provides a benchmark against which the performance of other synchronizers can be compared. Let T be
the symbol duration and r(t) be the received data. We assume an additive white Gaussian noise channel,

FIGURE 19.7 The performance of the 4th power estimator for 128-QAM.

FIGURE 19.8 The HA vs. the 4th power algorithms for 256-QAM.
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so r(t) is modeled by

(19.21)

where n(t) is zero-mean white Gaussian noise having spectral density N0 /2, d is a sequence of modulation
symbols dk , k = º,-1, 0, 1,º, and t is the timing-error. Assuming pulse-amplitude modulation (PAM),
the signal can be described explicitly by

(19.22)

where p(t) is a baseband pulse. Our problem is to process the received signal r(t) in order to obtain an
estimate of the timing-error t. To avoid loss in communication efficiency, we will do this in the presence
of modulation symbols. For simplicity, we will assume a binary system with antipodal signals (one signal
is just the negative of the other), in which case dk Œ {1, -1}.

As previously for carrier phase estimation, ML synchronization requires the probability density func-
tion of the data given the timing-error t. Conditioned on knowing the data sequence d, the likelihood-
function is given by Eq. (19.2) (with the signal part now given by Eq. (19.22)). Since the quadratic term
does not depend on t, the ML function can be reduced to

(19.23)

All we need to do now is take the expectation of the above conditional likelihood function with respect
to the data sequence to obtain the likelihood function. Performing the expectation and assuming inde-
pendent and equiprobable data, we obtain (after taking the logarithm of the resulting expression) the
required log-likelihood function

(19.24)

where

(19.25)

A maximum-likelihood synchronizer finds the estimate , which maximizes the log-likelihood function
in Eq. (19.24) based on the received data. Several problems arise as we try to implement this optimal
synchronizer: (1) obtaining an ML estimate requires maximizing in real-time Eq. (19.24), an impossible
task in most practical cases; (2) implementation of Eq. (19.24) requires knowledge of the signal-to-noise
ratio, which is not readily available and must be estimated; and (3) there is no simple way to exploit
Eq. (19.24) to extract timing estimates in real-time. The problem associated with (1) above can be partly
alleviated by approximating the lncosh(◊) function for large and small SNRs, as was done before, which
results in

(19.26)
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In addition to simplifying the log-likelihood function, the approximations above also obviate the need
for knowing the SNR. The need, however, to maximize a nonlinear function in real-time still exists. 

As for the carrier synchronization problem, a number of open-loop realizations of the ML timing
estimator exist. Perhaps the more interesting algorithms from a practical viewpoint are the closed-loop
algorithms, two of which we motivate next. Taking the derivative of Eq. (19.24) with respect to t and
equating to zero results in an equation whose solution is the ML timing estimate: 

(19.27)

where we have assumed that p(-•) = p(•) = 0. Note that if the timing t is other than the ML estimate 
that makes the left-hand side of Eq. (19.27) equal to zero, the above derivative will be either positive or
negative depending on the sign of the error . Thus, the derivative can be used in a tracking loop
to provide a correcting signal in a system that dynamically produces the ML timing estimate. Such a
system is shown in Fig. 19.9, where the timing pulse generator adjusts the phase of the timing depending
on the output of the accumulator once every T seconds. In practice, the accumulator may be replaced
by a digital filter whose response is such that it puts more emphasis on recent data and less on past data.
Clearly, when the timing-jitter is fast changing, better results may be obtained by having a short memory
filter. On the other hand, if the timing-jitter is slowly varying, a filter with a long memory (low bandwidth)
will yield better results.

Further simplifications to the above tracking synchronizer can be made under the assumptions of low
or high signal-to-noise ratios, in which case Eq. (19.26) instead of Eq. (19.24) may be used. If the derivative
of the likelihood function with respect to t is approximated by the difference

(19.28)

then, under the high SNR approximation (for example), Eq. (19.27) can be replaced by

(19.29)

A tracking-loop synchronizer, known as an early-late gate symbol synchronizer, implements Eq. (19.29)
and is shown in Fig. 19.10. A similar synchronizer for a low SNR approximation can be implemented.
The intuitive explanation of how early-late gate symbol synchronizers work is simple and can be easily
illustrated for the case of non-return to zero (NRZ) pulses whose pulse shape p(t) and autocorrelation
function a(t) are shown in Fig. 19.11.

FIGURE 19.9 Closed-loop timing synchronizer.
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In the absence of timing-error, the receiver samples the output of the matched filter at the times
corresponding to the peak of the autocorrelation function of the NRZ pulse (which results in the largest
SNR). When a timing error exists, the samples occur at either side of the peak depending on whether the
error is positive or negative. In either case, because of the symmetry of the autocorrelation function, the
samples are of the same value (on the average). In an early-late gate synchronizer, two samples are taken,
separated by d seconds and centered around the current timing estimate. Depending on whether the
error is positive or negative, the difference between the absolute values of these samples will be positive or
negative, thus providing a control signal to increase or decrease  in the desired direction to reduce the
error. Notice that on the average, due to the even symmetry of the autocorrelation function, the difference
between the absolute values of the two samples is zero at the actual symbol timing phase, i.e., when
the timing error is zero. Thus, at least intuitively, the system in Fig. 19.10 is a stable loop for tracking
the symbol timing phase. We end this section by noting that a number of practical implementations
based on some further simplification of the synchronizers discussed above are used in practice.

To Browse Further

In modern receivers, more and more of the processing is done in the discrete domain, which allows for
more complicated algorithms to be accurately implemented compared to analog implementations. For
timing recovery, the preferred technique is to process samples taken at the output of a matched (or other
suitable) filter at rates as low as the baud rate to a few samples per baud. The advantage of baud-rate
sampling is that it uses the same samples that the detector uses to make symbol decisions, and it is the
lowest rate possible, making the sampler less costly and the processing of samples faster. The dis-
advantage is that baud-rate sampling is below the Nyquist rate and, thus, acquisition performance tends
to suffer somewhat. For bandlimited signaling, two or more samples per baud are at or above the Nyquist
rate and, thus, all information contained in the original analog signal is preserved by the sampling process.
This means that the sampler can be free-running without the need to adjust its sampling phase since
that can be done in the discrete domain through interpolation. 

Perhaps the most well known paper on timing-recovery from baud-rate samples is that by Mueller
and Muller [8]. The timing algorithms studied therein are decision-directed (make use of tentative symbol
decisions) and use the baud-rate samples in order to estimate the timing error. The timing error infor-
mation is then used to adjust the phase of the sampler towards reducing the timing error. Other works
that consider two or more samples per baud have been reported in [9–11].

FIGURE 19.10 The early-late gate synchronizer.

FIGURE 19.11 Example for NRZ pulses.
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19.4 Frame Synchronization

As noted in the introduction, frame synchronization is obtained in practice by locating at the receiver
the position of a frame synchronization pattern (referred to also as a marker), periodically inserted in
the data stream by the transmitter. In most systems, partly for simplicity and partly because the periodicity
of the marker insertion makes it easily identifiable when enough frames are processed, the marker is not
prevented from appearing in the random data stream. This means that it should be long enough compared
to the frame length to make the probability of it appearing in the data small. If we let the synchronization
pattern be of length L and the frame size (including the marker) be of length N, then the efficiency of
such a system, measured by the number of data symbols per channel symbol, is

(19.30)

The efficiency can be made arbitrarily close to one by increasing N for a fixed L or by decreasing L
for a fixed N. In both cases, however, the probability of correctly detecting the position of the marker is
reduced. In practice, good first pass acquisition probabilities can be achieved with efficiencies of about
97%. Figure 19.12 shows the contents of a frame.

As for the symbol synchronization case, we will first introduce the optimum (ML) frame synchronizer
and then investigate some suboptimum synchronizers. For simplicity, we will only look at binary anti-
podal baseband signaling, although, in qualitative terms, similar results hold for non-binary systems. In
the following, we assume that perfect symbol synchronization is present. As usual, we assume an additive
white Gaussian noise channel, in which case the sufficient statistic (loosely, the simplest function of the
data required by the optimum synchronizer) is the baud-rate samples of the output of a matched filter.
Let r = (r1, r2,º, rN) be the vector of the observed data obtained by sampling the output of a matched
filter (matched to the baseband pulse) at the correct symbol rate and phase (no symbol timing-error),
but not necessarily at the correct frame phase. Under a Gaussian noise assumption, the discrete matched
filter samples can be modeled by

(19.31)

where E is the signal energy, dk Œ {1, -1} is the kth modulation symbol, and the nks constitute a sequence of
independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance s2.

It is clear that since the frame length is N, there is exactly one frame marker within the observation
window. Our problem is to locate the position m Œ (0, 1, 2, º ,N - 1) of the marker from the observed
data r. If m is the actual position of the marker, then the data vector corresponding to the observed vector
r is 

where the L-symbol sequence starting at position m is the marker. If we denote the marker by S, this means 

FIGURE 19.12 The composition of a frame.
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For maximum-likelihood estimation of m, we need to maximize the following conditional density:

(19.32)

where d ¢ is the (N - L)-symbol data sequence that surrounds the marker. Assuming equiprobable
symbols, Massey [12] derived the following log-likelihood function:

(19.33)

To account for the periodicity of the marker, indices in Eq. (19.33) are interpreted modulo N. An optimal
frame synchronizer computes the above expression for all values of m and chooses as its best estimate
of the marker position the value that maximizes L(m).

A few observations are now in order regarding the above likelihood function. First, we note that L(m)
is the sum of two terms: a linear term and a nonlinear term. The first term can be recognized as the
correlation between the received data r and the known marker; the second term can be interpreted as
an energy correction term that accounts for the random data surrounding the marker. 

For practical implementation, some approximations of the optimal rule can be obtained easily by
approximating ln cosh(◊). For high SNRs, by replacing lncosh(x) by |x|, we obtain

(19.34)

For low SNRs, replacing ln cosh (x) by x2/2, the optimal rule becomes

(19.35)

A further approximation that is quite often used is to drop the second nonlinear term altogether. The
resulting rule then becomes

(19.36)

and is known as the simple correlation rule for obvious reasons. The high SNR approximation and the
simple correlation rule have the added advantage that no knowledge of the SNR is needed for imple-
mentation, compared to the optimum and the low SNR approximation rules.

Practical frame synchronizers use the periodicity of the marker in order to improve performance in
time and usually include algorithms for detecting loss of synchronization in which re-acquisition is
initiated. The above algorithms can be used as the basis for these practical synchronizers in estimating
the marker position from a frame’s-worth of data. Their performance in correctly identifying the marker
position significantly affects the overall performance of the frame synchronizer as measured not only by
the probability of correct acquisition, but also by the time it takes for the algorithm to acquire.

Other techniques for marker acquisition (besides those based on the maximum-likelihood principle)
can be used as well. For example, in some practical implementations of the simple correlation rule,
sequential detection of the marker is often implemented: the correlation of the marker with the data is
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computed sequentially for each frame position and the result is compared to some threshold. When for
some value of m the computed correlation exceeds the threshold, the frame synchronizer declares a
marker presence. Otherwise the search continues. The value of the threshold is critical for performance
and it is usually chosen to minimize the time to marker acquisition.

Another important aspect of frame synchronization design is the design of good marker sequences.
Although the above algorithms work with any chosen sequence, the resulting performance of the syn-
chronizer depends critically on the sequence used. In general, sequences that have good autocorrelation
properties perform well as frame markers. These sequences have the property that their autocorrelation
function is uniformly small for all shifts other than the zero shift. Examples of such sequences include the
Barker sequences [13] and the Neuman–Hofman sequences [14]. Barker sequences are binary sequences
whose largest side-lobe (nonzero shift correlation) is at most 1. Unfortunately, the largest known Barker
sequence is of length 13, and there is proof that no Barker sequences of length between 14 and 6084 exist.
In many cases, however, there is a need for larger sequences to improve performance. Neuman–Hofman
sequences were specifically designed to maximize performance when a simple correlation rule is used.
Thus, these sequences perform somewhat better than Barker sequences when a correlation rule is used.
What is more important, though, is that Neuman–Hofman sequences of large length exist. Examples of
Barker and Neuman–Hofman sequences of length seven and thirteen are

(1, -1, 1, 1, -1, -1, -1), Barker, L = 7,

(1, 1, 1, 1, 1, -1, -1, 1, 1, -1, 1, -1, 1), Barker, L = 13,

(-1, -1, -1, -1, -1, -1, 1, 1, -1, -1, 1, -1, 1), Neuman–Hofman, L = 13.

Performance

We address briefly the performance of the ML and two suboptimal synchronizers given above, as measured
by the probability of erroneous synchronization. First, we look at the question of how well any frame
synchronizer can perform, as a function of the frame length N, marker length L, and SNR. Clearly, in
the limit of infinite SNR we obtain the best performance (smallest probability of erroneous marker
detection). In this case, an error can be made when the marker appears randomly in one or more positions
in the random data part. For bifix-free sequences (i.e., sequences for which no prefix is also a suffix),
Nielsen [15] has obtained the following expression for probability of erroneous synchronization in this
case:

(19.37)

where

(19.38)

and M is the size of the modulation (M = 2 for binary signaling). The bifix-free condition guarantees
that no partial overlap of the marker with itself results in a perfect match for the overlapped parts.
Figure 19.13 shows simulation results for the performance of the ML, high SNR approximation, and
simple-correlation rules of Eqs. (19.33), (19.34) and (19.36), respectively. Also shown is the lower-bound
in Eq. (19.37), which is achieved by the ML rule and its high SNR approximation. On the other hand, the
simple-correlation rule performs significantly worse.
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20.7 Modulations with Memory

20.1 Introduction

The goal of a digital communication system is to deliver information represented by a sequence of binary
symbols, through a physical channel, to a user. The mapping of these symbols into signals, selected to
match the features of the physical channel, is called digital modulation.

The digital modulator is the device used to achieve this mapping. The simplest type of modulator
has no memory, that is, the mapping of blocks of binary digits into signals is performed independently
of the blocks transmitted before or after. If the modulator maps the binary digits 0 and 1 into a set of
two different waveforms, then the modulation is called binary. Alternatively, the modulator may map
symbols formed by h binary digits at a time onto M = 2h different waveforms. This modulation is called
multilevel.

The general expression of a signal modulated by a modulator with memory is

where {s(t ; i, j)} is a set of waveforms, xn is the symbol emitted by the source at time nT, and sn is the
state of the modulator at time n. If the modulator has no memory, then there is no dependence on sn.
A linear memoryless modulation scheme is one such that s(t - nT; xn ; sn) = xn s(t - nT).

Given a signal set  used for modulation, its compact characterization may be given in terms
of a geometric representation. From the set of M waveforms we first construct a set of N  ≤  M orthonormal

v t( )  s t  nT ;xn, sn–( )
n= ∞–

∞

∑=

{si(t)}i=1
M

Ezio Biglieri
Politecnico di Torino
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waveforms  (the Gram–Schmidt procedure is the appropriate algorithm to do this). Next we
express each signal sk(t) as a linear combination of these waveforms,

The coefficients of this expansion may be interpreted as the components of M vectors that geometrically
represent the original signal set or, equivalently, as the coordinates in a Euclidean N-dimensional space
of a set of points called the signal constellation.

20.2 The Challenge of Digital Modulation

The selection of a digital modulation scheme should be done by making the best possible use of the
resources available for transmission, namely, bandwidth, power, and complexity, in order to achieve the
reliability required.

Bandwidth

There is no unique definition of signal bandwidth. Actually, any signal s(t) strictly limited to a time
interval T would have an infinite bandwidth if the latter were defined as the support of the Fourier
transform of s(t). For example, consider the bandpass linearly modulated signal

where ¬ denotes real part, f0 is the carrier frequency, s(t) is a rectangular pulse with duration T and
amplitude 1, and (xk) is a stationary sequence of complex uncorrelated random variables with E(xn) = 0
and E(|xn|2) = 1. Then the power density spectrum of v(t) is given by

where

(20.1)

The function G( f ) is shown in Fig. 20.1.
The following are possible definitions of the bandwidth:

• Half-power bandwidth. This is the interval between the two frequencies at which the power
spectrum is 3 dB below its peak value.

• Equivalent noise bandwidth. This is given by

This measures the basis of a rectangle whose height is max f G(f ) and whose area is one-half of the
power of the modulated signal.

• Null-to-null bandwidth. This represents the width of the main spectral lobe.
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• Fractional power containment bandwidth. This bandwidth definition states that the occupied band-
width is the band that contains (1 - e) of the total signal power.

• Bounded-power spectral density bandwidth. This states that everywhere outside this bandwidth
the power spectral density must fall at least a certain level (e.g., 35 or 50 dB) below its maximum
value.

Although the actual value of the signal bandwidth depends on the definition that has been accepted
for the specific application, in general, we can say that

where T is the duration of one of the waveforms used by the modulator, and a reflects the definition of
bandwidth and the selection of waveforms. For example, for Eq. (20.1) the null-to-null bandwidth
provides B = 2/T, that is, a = 2. For 3-dB bandwidth, a = 0.88. For equivalent-noise bandwidth, we have
a = 1.

Shannon Bandwidth

To make it possible to compare different modulation schemes in terms of their bandwidth efficiency, it
is useful to consider the following definition of bandwidth. Consider a signal set and its geometric
representation based on the orthonormal set of signals  defined over a time interval with
duration T. The value of N is called the dimensionality of the signal set. We say that a real signal x(t) with
Fourier transform X( f ) is time limited to the interval -T/2 < t < T/2 at level � if

and is bandlimited with bandwidth B at level � if

FIGURE 20.1 Power density spectrum of a linearly modulated signal with rectangular waveforms.
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Then for large BT the space of signals that are time limited and bandlimited at level � has dimensionality
N = 2BT [Slepian, 1976]. Consequently, the Shannon bandwidth [Massey, 1995] of the signal set is defined as

and is measured in dimensions per second.

Signal-to-Noise Ratio

Assume from now on that the information source emits independent, identically distributed binary digits
with rate Rs digits per second, and that the transmission channel adds to the signal a realization of a
white Gaussian noise process with power spectral density N0/2.

The rate, in bits per second, that can be accepted by the modulator is

where M is the number of signals of duration T available at the modulator, and 1/T is the signaling rate.
The average signal power is

where E is the average signal energy and Eb = E/log2 M is the energy required to transmit one binary
digit. As a consequence, if B denotes the bandwidth of the modulated signal, the ratio between signal
power and noise power is

This shows that the signal-to-noise ratio is the product of two quantities, namely, the ratio Eb/N0, the
energy per transmitted bit divided by twice the noise spectral density, and the ratio Rs /B, representing
the bandwidth efficiency of the modulation scheme.

In some instances the peak energy Ep is of importance. This is the energy of the signal with the maximum
amplitude level.

Error Probability

The performance of a modulation scheme is measured by its symbol error probability P(e), which is
the probability that a waveform is detected incorrectly, and by its bit error probability, or bit error rate
(BER) Pb(e), the probability that a bit sent is received incorrectly. A simple relationship between the two
quantities can be obtained by observing that, since each symbol carries log2 M bits, one symbol error
causes at least one and at most log2 M bits to be in error,

When the transmission takes place over a channel affected by additive white Gaussian noise, and the
modulation scheme is memoryless, the symbol error probability is upper bounded as follows:
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where dij is the Euclidean distance between signals si(t) and sj(t),

and erfc(◊) denotes the Gaussian integral function

Another function, denoted Q(x), is often used in lieu of erfc(◊). This is defined as

A simpler upper bound on error probability is given by

where dmin = min i π j dij.
A simple lower bound on symbol error probability is given by

By comparing the upper and the lower bound we can see that the symbol error probability depends
exponentially on the term dmin, the minimum Euclidean distance among signals of the constellation. In
fact, upper and lower bounds coalesce asymptotically as the signal-to-noise ratio increases. For interme-
diate signal-to-noise ratios, a fair comparison among constellations should take into account the error
coefficient as well as the minimum distance. This is the average number n of nearest neighbors [i.e., the
average number of signals at distance dmin from a signal in the constellation; for example, this is equal
to 2 for M-ary phase-shift keying (PSK), M > 2]. A good approximation to P(e) is given by

Roughly, at P(e) = 10-6, doubling n accounts for a loss of 0.2 dB in the signal-to-noise ratio.

20.3 One-Dimensional Modulation: Pulse-Amplitude 
Modulation (PAM)

Pulse-amplitude modulation (PAM) is a linear modulation scheme in which a signal s(t) is modulated
by random variables  taking on values in the set of amplitudes  where

The transmitter uses the set of waveforms  where s(t) is a unit-energy pulse. The geometric
representation of this signal set is shown in Fig. 20.2 for M = 4.
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The symbol-error probability is given by

The ratio between peak energy and average energy is

The bandwidth efficiency of this modulation is

20.4 Two-Dimensional Modulations

Phase-Shift Keying (PSK)

This is a linear modulation scheme generating the signal

FIGURE 20.2 Quaternary PAM constellation.

FIGURE 20.3 Symbol error probability of coherently demodulated PAM.
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where  takes values in the set

where F is an arbitrary phase. The signal constellation is shown, for M = 8, in Fig. 20.4.
The symbol-error probability of M-ary PSK is closely approximated by

for high signal-to-noise ratios (see Fig. 20.5). The bandwidth efficiency of PSK is

o

FIGURE 20.4 An 8-PSK constellation.

FIGURE 20.5 Symbol error probability of coherently demodulated PSK.
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Quadrature Amplitude Modulation (QAM)

Quadrature amplitude modulation (QAM) is a linear modulation scheme for which the modulated
signal takes the form

where

and an, bn take on equally spaced values. Figure 20.6 shows a QAM constellation with 16 points.
When log2 M is an even integer, we have

with

When log2 M is odd, the following upper bound holds:

(See Fig. 20.7.)

20.5 Multidimensional Modulations: Frequency-Shift
Keying (FSK)

In the modulation technique called frequency-shift keying (FSK) the transmitter uses the waveforms

where fi = f0 + (2i - 1 - M) fd, for i = 1,º, M, and f0 denotes the carrier frequency. The waveforms have

FIGURE 20.6 A 16-QAM constellation.
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constant energy E = A2 T/2, and the modulated signal has constant envelope A. The distance properties
of these waveforms for a given energy depend on the value of their normalized frequency separation 2fd T.

Generation of these waveforms may be accomplished with a set of M separate oscillators, each tuned
to the frequency fi. In this case, the phase discontinuities at frequency-transition times cause large
sidelobes in the power density spectrum of the modulated signal. A narrower spectrum can be obtained
by using a single oscillator whose frequency is modulated by the source bits. This results in a modulation
scheme with memory called continuous-phase FSK (discussed in Section 20.7).

The signals si(t) are orthogonal, that is,

if the frequency separation between adjacent signals is such that 2fdT = m/2, where m is any nonzero
integer. Thus, the minimum frequency separation for orthogonality if 2fd = 1/2T.

The symbol error probability for M orthogonal signals with energy E is upper and lower bounded by

For M = 2 the bounds merge into the exact value. The upper bound to P(e) is plotted in Fig. 20.8.
It can be observed from Fig. 20.8 that the error probability for a given value of signal-to-noise ratio

decreases as M increases, contrary to what is observed for PAM, PSK, and QAM. On the other hand, the
bandwidth efficiency decreases as M increases, its value being given by

FIGURE 20.7 Symbol error probability of coherently demodulated QAM.
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20.6 Multidimensional Modulations: Lattices

The QAM constellations may be considered as carved from an infinite constellation of regularly spaced
points in the plane, called the lattice Z 2. This is represented in Fig. 20.9. This concept can be generalized
to other lattices, both two-dimensional and multidimensional. In this framework, the design of a signal
constellation consists of choosing a lattice, then carving a finite constellation of signal points from the lattice.

In general, a lattice L is defined as a set closed under ordinary addition and multiplication by integers.
As such, it forms an additive group as well as a vector space. Specifically, an N-dimensional lattice L is
an infinite set of N vectors.

If dmin is the minimum distance between any two points in the lattice, the number n of adjacent lattice
points located at distance dmin, that is, the number of nearest neighbors of any lattice point, is called its
kissing number.

FIGURE 20.8 Symbol error probability of coherently demodulated orthogonal FSK.

FIGURE 20.9 The lattice Z 2.
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Examples of Lattices

The Lattice ZN

The set ZN of all N-tuples with integer coordinates is called the cubic lattice, or integer lattice. The
minimum distance is dmin = 1, and the kissing number is n = 2N.

The N-Dimensional Lattices AN and 

AN is the set of all vectors with (N + 1) integer coordinates whose sum is zero. This lattice may be viewed
as the intersection of Z N + 1 and a hyperplane cutting the origin. The minimum distance is dmin = 
and the kissing number is n = N(N + 1).

The N-Dimensional Lattice DN

DN is the set of all N-dimensional points whose integer coordinates have an even sum. It may be viewed
as a punctured version of ZN, in which the points are colored alternately black and white with a
checkerboard coloring, and the white points (those with odd sums) are removed. We have dmin = 
and n = 2N(N - 1). D4 represents the densest lattice packing in R4. This means that if unit-radius, four-
dimensional spheres with centers in the lattice points are used to pack R4, then D4 is the lattice with the
largest number of spheres per unit volume.

The Gosset Lattice E8

In the even coordinate system, E8 consists of the points

In words, E8 consists of the eight-vectors whose components are all integers, or all halves of odd integers,
and whose sum is even.

The odd coordinate system is obtained by changing the sign of any coordinate: the points are

This lattice has dmin =  and n = 240.

Other Lattices

The description and the properties of other important lattices, such as the 16-dimensional Barnes–Wall
lattice L16 and the 24-dimensional Leech lattice L24, can be found in Chapter 4 of Conway and Sloane
[1988].

The Coding Gain of a Lattice

The coding gain gc(L) of the lattice L is defined as

(20.2)

where V(L) is the fundamental lattice volume, that is, the reciprocal of the number of lattice points per
unit volume [for example, V(ZN) = 1]. Table 20.1 lists the coding gains of some of the most popular lattices.
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Carving a Signal Constellation out of a Lattice

We denote with C(L, R) a constellation obtained from L (or from its translate L + a) by retaining only
the points that fall in the region R. The resulting constellation has a number of signals approximately
equal to the ratio between the volume of R and the volume of L,

provided that V(R) >> V(L), that is, that M is large enough.
The figure of merit (CFM) of C = C(L, R) is the ratio between  and the average energy of the

constellation per dimension pair,

To express the figure of merit of the constellation C(L, R) in terms of parameters related to the lattice
L and to the region R, we introduce the definition of the shape gain gs(R) of the region R [Forney and
Wei, 1990]. This is the reduction in average energy (per dimension pair) required by a constellation
bounded by R compared to that which would be required by a constellation bounded by an N-dimensional
cube of the same volume V(R). In formulas, the shape gain is the ratio between the normalized second
moment of any N-dimensional cube (which is equal to 1/12) and the normalized second moment of R,

(20.3)

where

(20.4)

The following result holds [Forney and Wei, 1990]: The figure of merit of the constellation C(L, R) is
given by

(20.5)

where g0 is the figure of merit of the one-dimensional PAM constellation with the same bit rate (chosen
as the baseline), gc(L) is the coding gain of the lattice L [see Eq. (20.2)], and gs(R) is the shaping gain
of the region R. The approximation holds for large constellations.

This result shows that, at least for large constellations, the gain from shaping by the region R is almost
completely decoupled from the coding gain due to L. Thus, for a good design it makes sense to optimize
separately gc(L) (i.e., the choice of the lattice) and gs(R) (i.e., the choice of the region).

TABLE 20.1 Coding Gains of Lattices

Name L N gc(L), (dB)

Integer lattice Z 1 0.00
Hexagonal lattice A2 2 0.62
Schläfli D4 4 1.51
Gosset E8 8 3.01
Barnes-Wall L16 16 4.52
Leech L24 24 6.02
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Spherical Constellations

The maximum shape gain achieved by an N-dimensional region R is that of a sphere, for which

where n = N/2 and N is even. As N Æ •, the gs approaches pe/6, or 1.53 dB. The last figure is the
maximum achievable shaping gain. A problem with spherical constellations is that the complexity of the
encoding procedure (mapping input symbols to signals) may be too high. The main goal of N-
dimensional lattice-constellation design is to obtain a shape gain as close to that of the N sphere as
possible, while maintaining a reasonable implementation complexity and other desirable constellation
characteristics.

20.7 Modulations with Memory

The modulation schemes considered so far are memoryless in the sense that the waveform transmitted
in one symbol interval depends only on the symbol emitted by the source in that interval. In contrast,
there are modulation schemes with memory.

One example of a modulation scheme with memory is given by continuous-phase frequency-shift keying
(CPFSK), which in turn is a special case of continuous-phase modulation (CPM). To describe CPFSK,
consider standard FSK modulation, whose signals are generated by separate oscillators. As a consequence
of this generation technique, at the end of each symbol interval the phase of the carrier changes abruptly
whenever the frequency changes, because the oscillators are not phase synchronized. Since spectral occu-
pancy increases by decreasing the smoothness of a signal, these sudden phase changes cause spectrum
broadening. To reduce the spectral occupancy of a frequency-modulated signal, one option is CPFSK, in
which the frequency is changed continuously.

To describe CPFSK, consider the PAM signal

where (xn) is the sequence of source symbols, taking on values ±1, ±3,º, ±(M - 1), and q(t) is a
rectangular pulse of duration T and area 1/2. If the signal v(t) is used to modulate the frequency of a
sinusoidal carrier, we obtain the signal

here f0 is the unmodulated-carrier frequency, j0 is the initial phase, and h is a constant called the
modulation index. The phase shift induced on the carrier, that is,

turns out to be a continuous function of time t, so that a continuous-phase signal is generated. The
trajectories followed by the phase, as reduced mod 2p, form the phase trellis of the modulated signal.
Figure 20.10 shows a segment (for 7 symbol intervals) of the phase trellis of binary CPFSK with h = 1/2
[this is called minimum-shift keying or (MSK)].

With MSK, the carrier-phase shift induced by the modulation in the time interval nT £ t £ (n + 1) T is
given by
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where

The corresponding transmitted signal is

which shows that MSK is an FSK using the two frequencies

The frequency separation f2 - f1 = 1/2T is the minimum separation for orthogonality of two sinusoids,
which explains the name given to this modulation scheme.

The spectrum of CPFSK depends of the value of h. For h < 1, as the modulation index decreases, so
does the spectral occupancy of the modulated signal. For MSK the power density spectrum is shown in
Fig. 20.11.

FIGURE 20.10 Phase trellis of binary CPFSK with h = 1/2 (MSK).

FIGURE 20.11 Power density spectrum of MSK and of quaternary PSK.
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CPM is a generalization of CPFSK. Here the carrier-phase shift in the interval nT £ t £ (n + 1)T is
given by

where the waveform q(t) is the integral of a frequency pulse g(t) of arbitrary shape

subject to the constraints g(t) = 0 for t < 0 and

When the modulation index hk varies (usually with a periodic law) from one symbol to another, the
modulation is called multi-h. If g(t) π 0 for t > T, then the modulated signal is called partial-response
CPM. Otherwise, it is called full-response CPM.

An example of partial-response CPM is given by Gaussian (GMSK), whose frequency pulse is obtained
by passing a rectangular waveform into a low-pass filter whose impulse response h(t) has a Gaussian shape,

where B denotes the filter bandwidth. By decreasing B, the shape of the frequency pulse becomes smoother
and the spectrum occupancy of the modulated signal is reduced. This modulation scheme is employed
in the Global System for Mobile Communications (GSM) standard for cellular mobile radio with the
choice BT = 0.3.

Defining Terms

Bandwidth: The frequency interval in which the density spectrum of a signal is significantly different
from zero.

Continuous-phase modulation: A digital modulation scheme derived from phase-shift keying in which
the carrier has no phase jumps, that is, the phase transitions occur continuously.

Digital modulation: The mapping of information-source symbols into signals, performed to carry
information through the transmission channel.

Error probability: Probability that a symbol emitted by the information source will be received incor-
rectly by the end user.

Frequency-shift keying: A digital modulation scheme in which the source information is carried by the
frequency of a sinusoidal waveform.

Geometric signal representation: Representation of a finite set of signals as a set of vector.
Lattice: An infinite signal constellation of points regularly located in space.
Phase-shift keying: A digital modulation scheme in which the source information is carried by the phase

of a sinusoidal waveform, called the carrier.
Pulse-amplitude modulation: A digital modulation scheme in which the source information is carried

by the amplitude of a waveform.
Quadrature amplitude modulation: A digital modulation scheme in which the source information is

carried by the amplitude and by the phase of a sinusoidal waveform.
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Signal constellation: A set of signals geometrically represented in the form of a set of vectors.
Signal-to-noise ratio: The ratio of the signal power and noise power. It is an index of channel quality.
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Further Information

The monthly journal IEEE Transactions on Communications reports advances in digital modulation
techniques.

The books by Benedetto, Biglieri, and Castellani, 1987, Proakis, 1995, and Simon, Hinedi, and Lindsey,
1995 are good introductions to the theory of digital modulation.
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21.7 Functionality
21.8 The Future

21.1 Introduction

The acronym POTS stands for plain old telephone service. Over the years, POTS acquired an undeserved
reputation for connoting old-fashioned and even obsolete. The telephone and the switched public network
enable us to reach anyone anywhere on this planet at anytime and to speak to them in our natural voices.
The minutes of telephone usage, in the number of access lines, and in the revenue of telephone companies,
attest to the central importance of telephone service in today’s information-age, global economy.

The word old in the acronym implies familiarity and ease of use, a major reason for the continued popularity
of telephone service. The word telephone and the nuances expressed by natural human speech is what it is
all about. Service used to mean responsiveness to the public, and it is sad that this dimension of the acronym
has become so threatened by emphasis on short-term profits, particularly in the new world of competition
that characterizes telephone service on all levels. The term plain is indeed obsolete, and the provision of today’s
telephone service utilizes some of the most sophisticated and advanced transmission and switching technology.
In fact, telephone service today with all its intelligent and functional new features, advanced technology,
and improved quality is truly fantastic. Allowing for a little misspelling, the acronym POTS can still be
used, but with the “P” standing for phantastic! So, POTS it was, and POTS is still where the real action is.

Part of the excitement about the telephone network is that it can be used with a wide variety of devices
to create exciting and useful services, such as facsimile for graphical communication and modems for access
to the Internet. Cellular wireless telephony, pagers, and phones in airplanes extend telephony wherever
we travel. Increased functionality in the network brings us voice mail, call forwarding, call waiting, caller
ID, and a host of such services. The future of an ever-evolving POTS, indeed, looks bright and exciting.

Bell’s Vision

The telegraph is older than the telephone, but special knowledge of Morse code was necessary to use the
telegraph, thereby relegating it to use by specialists. The telephone uses normal human speech and,
therefore, can be used by anyone and can convey all the nuances of the inflections of human speech.

A. Michael Noll
University of Southern California
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Dr. Alexander Graham Bell was very prophetic in his vision of a world wired for two-way telecommu-
nication using natural human speech. Bell and his assistant Thomas A. Watson demonstrated the first
working model of a telephone on March 10, 1876, but Bell had applied for a patent a month earlier on
February 14, 1876. Elisha Grey had submitted a disclosure of invention for a telephone on that same
day in February, but ultimately the U.S. Supreme Court upheld Bell’s invention, although in a split
decision.

21.2 The Network

The telephone has come to signify a public switched network capable of reaching any other telephone
on Earth. This switched network interconnects not only telephones but also facsimile machines, cellular
telephones, and personal computers––anything that is connected to the network. As shown in Fig. 21.1,
the telephones and other station apparatus in homes are all connected by pairs of copper wire to a single
point, called the protector block, which offers simple protection to the network from overvoltages. A
twisted pair of copper wires then connects the protector block all the way back to the central office. Many
twisted pairs are all carried together in a cable that can be buried underground, placed in conduit, or
strung between telephone poles. The twisted pair of copper wires connecting the station apparatus to
the central office is called the local loop.

The very first stage of switching occurs at the central office. From there, telephone calls may be
connected to other central offices over interoffice trunks. Calls may also be carried over much greater
distances by connection to the long-distance networks operated by a number of interexchange carriers
(IXC) such as AT&T, MCI, and Sprint. The point where the connection is made from the local service
provider to the interexchange carrier is known as the point of presence (POP).

The local portion of the telephone network is today known as a local access and transport area (LATA).
The local Bell telephone companies (commonly called the Baby Bells) were restricted by the Bell breakup
of 1984 solely to the provision of intra-LATA service and were forbidden from providing inter-LATA
service. Although the technology of telephony has progressed impressively over the last 100 years, policy
and regulation have also had great impact on the telephone industry.

In the past, telephone service in the U.S. was mostly under the control of AT&T and its Bell system
and a number of smaller independent telephone companies. Today, a number of competing companies

FIGURE 21.1 Network.
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own and operate their own long-distance networks, and some futurists believe that local competition
will occur soon. 

The various long-distance and local networks all interconnect and offer what has been called a network
of networks. Data communication for the Internet is carried over data networks. With voice being converted
to digital bits, a technological convergence of voice and data (which is already encoded as bits) is occurring. 

21.3 Station Apparatus

Telephones of the past were black with a rotary dial with limited functionality. Today’s telephones come
in many colors and sizes and offer push-button dialing along with a variety of intelligent features, such as
repertory dialing and display of the dialed number. However, the basic functions of the telephone instru-
ment have not changed and are shown in Fig. 21.2. The telephone needs to signal the central office when
service is desired. This is accomplished by lifting the handset, which then closes contacts in the tele-
phone––the switch hook––so that the telephone draws DC over the local loop from the central office.
The switching machine at the central office senses this flow of DC and thus knows that the customer
desires service. The common battery at the central office has an electromotive force (EMF) of 48 V, and
the telephone draws at least about 20 mA of current over the loop. The maximum loop resistance can not
exceed about 1300 Ω .

The user needs to specify the telephone number of the called party. This is accomplished by a process
called dialing. Older telephones accomplished dialing with a rotary dial that interrupted the flow of DC
with short pulses at a rate of about 10 dial pulses per second. Most telephones today use touch-tone
dialing and push buttons, as shown in Fig. 21.3. When a specific digit is pushed, a unique combination
of two sinusoidal tones is transmitted over the line to the central office. For example, an 8 is indicated
by the combination of sine waves at 852 Hz and 1336 Hz. Filters are used at the switching machine at
the central office to detect the frequencies of the tones and thus decode the dialed digits. Touch-tone
dialing is also known as dual-tone multifrequency (DTMF) dialing.

FIGURE 21.2 Telephone.
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Bell’s first telephone microphone, or transmitter, used the principle of variable resistance to create a
large varying current. It consisted of a wire that moved in and out of a small cup of acid in response to
the acoustic speech signal. Clearly, such a transmitter was not very practical, and it was soon replaced
by the use of loosely packed carbon, invented in 1878 by Henry Hummings. In 1886, Thomas Alva Edison
improved on the carbon transmitted by using roasted granules of anthracite coal. Today’s telephone
transmitters use high-quality, small, variable-capacitance, electret microphones. The telephone receiver
is a small loudspeaker using a permanent magnet, coil of wire, and metal diaphragm. It was invented in
1876 by Thomas Watson, Bell’s assistant, and the basic principles have changed little since then.

The pair of wires going to the telephone transmitter and receiver constitutes a four-wire circuit. The
transmitter sends a speech signal down the telephone line, and the receiver receives the signal from the
central office. However, a two-wire local loop connects the telephone instrument to the central office,
and, hence, two-wire to four-wire conversion is needed within the telephone instrument. A center-tapped
transformer, called a hybrid, accomplishes this conversion. The leakage current in the secondary receiver
circuit depends on how well a balance network exactly matches the impedance of the telephone line.
Since this balance network can never match the line perfectly, a small amount of the received transmitted
signal leaks into the receiver circuit, and the user hears one’s own speech, an effect known as sidetone.
Actually, a small amount of sidetone is desirable because it makes the telephone seem live and natural,
and, thus, the balance network is designed to allow an optimum amount of sidetone. Too much sidetone
results in the user pulling the handset away from the head, which reduces the transmitted speech
signal––an undesirable effect. The use of an induction coil to balance the electrical sidetone was patented
in 1918 by G.A. Campbell, an AT&T research engineer. The induction coil has been replaced in modern
telephones by a speech network that electronically cancels the sidetone leakage and performs the two-
wire to four-wire conversion.

The telephone ringer is connected in parallel across the telephone line before the switch hook’s contacts.
Thomas Watson applied for the first ringer patent in 1878, and today’s electromechanical ringers have
changed little since then. A hammer attached to an armature with a magnetic field strengthened by a
permanent magnet moves in response to the ringer current loudly striking two bells. The high-impedance
ringer was invented in 1890 by John J. Carty, a Bell engineer who had invented the two-wire local loop

FIGURE 21.3 Touch-tone.
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in 1881. A capacitor is placed in series with the ringer to prevent DC from flowing through it. The ringer
signal consists of a short 2-s burst of a 75-V (rms), 20-Hz sine wave followed by 4 s of silence. Piezoelectric
transducers and small loudspeakers have replaced electromechanical ringers in today’s telephones.

Telephone instruments have progressed greatly in their functionality from the basic-black, rotary-dial
phones of the past. Today’s phones frequently include repertory dialers, speakerphones, and liquid
crystal displays (LCDs). Tomorrow’s phones will most likely build up this functionality and extend it to
control central office features, to perform e-mail, and to integrate voice and data. Although some people
still believe that the telephone of the future will also include a two-way video capability, the videophone,
most consumers do not want to be seen while speaking on the phone, and, thus, the videophone will most
probably remain an element of science fiction.

The public switched network can be used to transmit and switch any signal that remains within its
baseband, namely, about 4 kHz. Thus, devices other than just a telephone can be used on the telephone
network. The recent success of facsimile is one example; modems operating at speeds of 56 kb/s are another.

21.4 Transmission

A wide variety of transmission media have been and are used in providing telephone service. At the local
level, twisted pairs of copper wire today connect most customers to the central office, although open
copper wire was used in the distant past and in rural areas. Many pairs of wire are placed together in a
cable, which is then either placed underground or strung between telephone poles. Coaxial cable carried
telephone calls across the country. Microwave radio carried telephone calls terrestrially from microwave
tower to tower across the country, with each tower located about 26 miles from the next. Microwave
radio also carries telephone calls across oceans and continents by communication satellites located in
geosynchronous orbits 22,300 miles above the surface of the earth. Today’s transmission medium of
choice for carrying telephone calls over long distances and between central offices is optical fiber.

Multiplexing is the means by which a number of communication signals are combined together to
share a single communication medium. With analog multiplexing, signals are combined by frequency-
division multiplexing; with digital multiplexing, signals are combined by time-division multiplexing.

Today analog multiplexing is obsolete in telephony. AT&T replaced all its analog multiplexing with
digital multiplexing in the late 1980s; MCI followed suit in the early 1990s. Analog multiplexing was
accomplished by A-type channel banks. Each baseband telephone channel was shifted in frequency to its
own unique 4-kHz channel. The frequency-division multiplexing was accomplished in hierarchial stages.
A hierarchy of multiplexing was created with 12 baseband channels forming a group, 5 groups forming
a supergroup, 10 supergroups forming a mastergroup, and 6 mastergroups forming a jumbo group. A
jumbo multiplex group contained 10,800 telephone channels and occupied a frequency range from 654
to 17,548 kHz.

With digital multiplexing, each baseband analog voice signal is converted to digital using a sampling
rate of 8000 samples/s with 8-b nonlinear quantization for an overall bit rate of 64,000 b/s. A hierarchy
of digital multiplexing has evolved with 24 digital telephone signals forming a DS1 signal requiring 1.544
Mb/s, 4 DS 1 signals forming a DS2 signal, 7 DS2 signals forming a DS3 signal, 6 DS3 signals forming
a DS4 signal. A single digital telephone signal at 64 kb/s is called a DS0 signal. A DS4 signal multiplexes
4032 DS0 signals and requires an overall bit rate of about 274 Mb/s.

The transmission media and systems used for long-distance telephone service have progressed over
the decades. The Ll-carrier system, first installed in 1946, utilized three working pairs of coax in a buried
cable to carry 1800 telephone circuits across the country using analog, frequency-division multiplexing.
The L5E-carrier system, installed in 1978, carried 132,000 telephone circuits in 10 coax pairs. Terrestrial
microwave radio has been used to carry telephone signals from towers located about every 26 miles across
the country. The first system, TD-2, became available in 1950 and carried 2400 voice circuits. The use
of polarized radio waves to reduce channel interference, the horn antenna to allow simultaneous operation
in both the 6-GHz and 4-GHz bands, solid-state technology, and single-sideband suppressed-carrier
amplitude modulation resulted in a total system capacity in 1981 of 61,800 voice circuits.
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Communication satellites located in a geosynchronous orbit 22,300 mi above the Earth’s equator have
been used to carry telephone signals. Here, too, the technology has progressed, offering ever increasing
capacities. But geosynchronous communication satellites suffer a serious shortcoming. The time required
for the radio signals to travel back and forth between satellite and Earth stations creates a round-trip
delay of about 0.5 s, which is quite annoying to most people.

Today’s transmission medium of choice is optical fiber utilizing digital, time-division multiplexing
of the voice circuits. The basic idea of guiding light through thin glass fibers is quite old and was
described by the British physicist Charles Vernon Boys in 1887. Today’s optical fiber utilizes ultrapure
silica. Optical fiber itself has progressed from multimode stepped index and graded index fibers to
today’s single-mode fiber. Solid-state lasers have also progressed in their use as light sources, and detector
technology is also an area of much technological advancement. Today’s fiber strands each carry a few
gigabits per second. Technological advances include color mutliplexing, in which a number of light
signals at different frequencies are carried on the same fiber strand and erbium doped fiber amplifiers
that increase the strength of the light signal without the need to convert signals back to an electrical
form for regeneration. Usually, a number of fiber strands are placed together in a single cable, but the
capacity of each fiber strand is so great that many of the strands are not used and are called dark fiber.
The theoretical capacity of a single strand is as much as 100 terabits per second. The synchronous
optical network (SONET) standard facilitates the interconnection of optical networks operating at rates
measured in gigabits per second.

Long-distance transmission systems and local carrier systems all utilize separate paths for each direction
of transmission, thereby creating four-wire circuits. These four-wire circuits need to be connected to the
two-wire local loop. The hybrids that accomplish this connection and conversion can not perfectly match
the transmission characteristics of each and every local loop. The result is that a small portion of the
signal leaks through the hybrid and is heard by the speaking party as a very annoying echo. The echo
suppressor senses which party is speaking and then introduces loss in the return path to prevent the
echo, but this solution also prevents simultaneous talking. Today, echo elimination is accomplished by
an echo canceler, which uses an adaptive filter to create a synthetic echo, which is then subtracted from
the return signal, thereby eliminating the echo entirely but also allowing simultaneous double talking.
An echo canceler is required at each end of the transmission circuit.

21.5 Switching

In the old days, one telephone was connected to another telephone at switchboards operated by humans.
The human operators used cords with a plugs at each end to make the connections. Each plug had a tip
and a ring about the tip to create the electric circuit to carry the signals. A sleeve was used for signalling
purposes to indicate whether a circuit was in use. Each human operator could reach as many as 10,000
jacks. The automation of the switchboard came early in the history of telephony with Almon B. Strowger’s
invention in 1892 of an electromechanical automatic switch and the creation of his Automatic Electric
Company to manufacture and sell his switching systems, mostly to non-Bell telephone companies. The
Strowger switching was ignored by the Bell System until 1919 when it was finally adopted. Now electro-
mechanical switching is totally obsolete in the U.S., and today’s telephone system utilizes electronic
switching systems. However, the Strowger system, known as step-by-step in the Bell System, was a thing
of great mechanical ingenuity that gave an intuitive grasp of switching with turning and stepping switch
contacts that is not possible with today’s computerized electronic systems. Electromechanical switching
was subject to much wear and tear, however, and required considerable space and costly maintenance.
Furthermore, electromechanical switching was inflexible and could not be reprogrammed.

In general, a switching system consists of two major functional parts, as shown in Fig. 21.4: (1) the
switching network itself, where one telephone call is connected to another and (2) the means of control
that determines the specific connections. Calls can be connected by physically connecting wires to create
an electrical path, a technique called space switching. With space switching, individual telephone circuits
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are connected physically to each other by some form of electromechanical or electronic switch. Calls
can also be connected by reordering the time sequence of digitized samples, a technique called time
switching. Modern digital switching systems frequently utilize both techniques in the switching network.

In the past, the switching network utilized electromechanical technology to accomplish space switching.
This technology progressed over time from the automated Strowger switch to the Bell System’s crossbar
switch. The first crossbar switching system was installed in 1938, and crossbar switching systems were still
in use in the U.S. in the early 1990s.

The switching network in today’s switching systems is completely digital. Telephone signals either
arrive in digital or are converted to digital. The digital signals are then switched, usually using a combi-
nation of electronic space switching along with time switching of the sequence of digitized samples. The
space switches are shared by a number of digital calls connecting each of them for short durations while
a small number of bits in each sample are transferred.

Yesterday’s switching systems were controlled by hard-wired electromechanical relays. Today’s switching
systems are controlled by programmable digital computers, thereby offering great flexibility. The use of a
digital computer to control the operation of a switching network is called electronic switching or stored-
program control. The intelligence of stored-program control, coupled with the capabilities of modern
signalling systems, enables a wide variety of functional services tailored to the needs of individual users.

21.6 Signalling

A variety of signals are sent over the telephone network to control its operation, an aspect of POTS
known as signalling. The familiar dial tone, busy signal, and ring-back tone are signals presented to the
calling party. Ringing is accomplished by a 20-Hz signal that is on for 2 s and off for 4 s. In addition to
these more audible signals that tell us when to dial, whether lines are busy, and when to answer the
telephone, other signals are sent over the telephone network itself to control its operation.

In the past, the telephone network needed to know whether a trunk is idle or not, and the presence
or absence of DC indicated whether a local trunk was in use or idle. Long-distance trunks used in-band
and out-of-band tones to indicate whether a circuit was idle or not. A single-frequency tone of 2600 Hz,
which is within the voice band, was placed on an idle circuit to indicate its availability. The telephone
number was sent as a sequence of two tones at a rate of 10 combinations per second, a technique known
as multifrequency key pulsing (MFKP). Signalling today is accomplished by common channel interoffice
signalling (CCIS).

With common-channel signalling, a separate dedicated data channel is used solely to carry signalling
information in the form of short packets of data. Common-channel signalling is known as signalling
system 7 (SS7) in the U.S. It offers advanced 800-service such as time of day routing, identification of
the calling party, and various software defined network features. In addition to new features and services,

FIGURE 21.4 Switching system.
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common-channel signalling offers more efficient assignment of telephone circuits and operation of the
telephone network. Although first used for long-distance networks, common-channel signalling is also
used at the local level.

Signalling has been integrated into a modern telecommunications network, depicted in Fig. 21.5, and
when coupled with centralized data-bases, provides many of the features associated with today’s intelligent
network. The database, known as a service control point (SCP), contains the information needed to
translate 800-numbers to the appropriate telephone location, among other items. The signalling infor-
mation is sent over its own signalling links from one signalling processor to another, located at nodes
called signal transfer points (STP). The signalling processors determine the actual switching of the
customer circuits, performed by switching systems at service switching points. The bulk traffic carried
over transmission media can be switched in times of service failures or to balance loads by digital cross-
connect systems (DCS). The signalling links connect to the local network at a signalling point of interface
(SPI), and the customer circuits connect at a point of presence. Today’s signalling systems add much
functionality to the network.

21.7 Functionality

A wide variety of intelligent features was easily available when humans operated the telephone network
and its switchboards. The operator could announce the name of the calling party, hold calls if you were
busy, transfer calls to other phones and locations, and interrupt a call if another more important one
arrived. However, human operators were far too costly and were replaced by automated electromechanical
switching systems. This made telephone service more affordable to more people, but lost the functionality
of the human intelligence of the operators. Today’s telephone switching systems are controlled by
programmable computers, and, once again, intelligence has returned to the telephone network so that
the functional services of the past can again be offered using today’s computer-controlled technology.

FIGURE 21.5 Intelligent network.
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Call waiting, call forwarding, and caller-ID are examples of some of these functional services. But not
all of these services are wanted by all telephone users.

Caller-ID transmits the telephone number of the calling party over the local loop to the called party
where the number is displayed on a small visual display. The number is encoded as digital data and is
sent in a short burst, using phase shift keying, during the interval between the first and second ringing
signal. Advanced caller-ID systems also transmit the name associated with the directory listing for the
calling number. With caller-ID, it is possible to know who is calling before answering the telephone.
However, some people consider their telephone number to be very private and personal and do not want
it transmitted to others. This privacy issue delayed the availability of caller-ID in some states and is a
good example of the importance of understanding the social impacts of the telephone.

21.8 The Future

Based on the false promises of new products and services such as picturephones, videotex, and high-
definition television (HDTV), skepticism is warranted toward most new ideas, particularly when so many
of them are really reincarnations of past failures. Accepting these words of warning, some last thoughts
about the future of POTS will nevertheless be opined.

The telephone system invented by Alexander Graham Bell simply enabled people to convey their speech
over distance. Bell’s network has evolved to a system that enables people to stay in contact wherever they
may be through the use of paging and radio-based cellular telephone services, and even telephones in
commercial airplanes. The telephone network carries not only voice signals but also facsimile and data
signals.

Bell’s vision of a wired world communicating by human speech has been mostly achieved, although
there are still many places on this planet for which a simple telephone call is a luxury. A global system of
low earth orbit satellites could solve this problem, but it would be far too costly to offer telephone service
to the poorer inhabitants of those places without conventional telephone service. Bell was very wise in
emphasizing human speech over the Morse code of telegraphy. However, alphanumeric keyboards negate
the need for knowledge of Morse code or American Standard Code for Information Interchange (ASCII)
bits, and now everyone can communicate by text, or e-mail, as such communication is generally called. 

Textual communication can have long-holding times but very low average data transmission. Today’s
packet-switched networks are most appropriate and efficient for this form of communication. Whether
packet-switching will become dominant for voice telecommunication, evolving into a form of an inte-
grated services digital network (ISDN), is promoted by many and yet unclear given today’s bandwidth
glut in backbone networks.

Much is said about the convergence of telephony and television, of telecommunication and entertain-
ment, and of telephony and community antenna television (CATV). Yet the purpose of passive enter-
tainment seems much different than the interactivity and two-way nature of telephony and most data
telecommunication. The entertainment center is quite different than the communication centers in most
homes. Yet the myth of convergence continues, although the past would tell us that convergence really
is a blurring of boundaries between technologies and industry segments.

A trip to a central office will show that although much progress has been made in substituting electronic
switching for electromechanical switching, there are still tens of thousands of physical wires for the
provision of service over the local loops. The solution is the use of time-division multiplexing so that
thousands of circuits are carried over a few physical optical fibers. However, there are still many engi-
neering and cost challenges that must be solved before copper local loops are eliminated, but someday
they clearly will be eliminated, resulting in lower costs and further increases in productivity.

Although the progress of the technology of telephony has been most impressive over the last century
of the provision of POTS, many other factors are equally important in shaping the future of telecom-
munication. Policy, regulatory, and competitive factors caused the breakup of the Bell System in 1984,
and this breakup has had tremendous impact on the provision of telecommunication in the U.S. The
entry of long-distance companies into local service and the entry of local telephone companies into long
©2002 CRC Press LLC



 

                                        
distance will likewise have considerable impact on the balance of power within the industry. Consumer
reactions have halted videophones and delayed caller-ID. The financial risks of the provision of CATV
and entertainment have had sobering impact on the plans of telephone companies to expand telephone
service to these other businesses.

Defining Terms

Common channel signalling: Uses a separate dedicated path to carry signalling information in the
form of short packets of data.

Dual tone multifrequency (DTMF) dialing: Touch-tone dialing where pairs of tones denote a dialed
number.

Echo canceler: A device that uses an adaptive filter to create synthetic echo to subtract from the return
signal to eliminate the echo.

Hybrid: A center tapped transformer that accomplishes two-wire to four-wire conversion.
Interexchange carriers (IXC): Companies that operate long-distance networks, such as AT&T, MCI,

and Sprint.
Local access and transport area (LATA): The local portion of the telephone network.
Multiplexing: Method by which a number of communication channels are combined together to share

a signal to eliminate the echo.
Point of presence (POP): The point where the connection is made from the local service provider to

the interexchange carrier.
Space switching: Physically connecting wires to create an electrical path.
Time switching: Connecting calls by reordering the time sequence of digitized samples.

Further Information

Much of the material in this chapter is based on:
Noll, A.M. 1998. Introduction to Telephones and Telephone Systems, 3rd ed., Artech House, Norwood, MA.
Pierce, J.R. and Noll, A.M. 1990. Signals: The Science of Telecommunications, Scientific American Library,

New York.
Other references are:
Elbert, B.R. 1987. Introduction to Satellite Communication, Artech House, Norwood, MA.
Hills, M.T. 1979. Telecommunications Switching Principles, MIT Press, Cambridge, MA.
Noll, A.M. 1996. Highway of Dreams: A Critical View Along the Information Superhighway, Lawrence

Erlbaurn Associates, Mahwah, NJ.
Noll, A.M. 2001. Principles of Modern Communications Technology, Artech House, Norwood, MA.
Parker, S.P., Ed. 1987. Communications Source Book, McGraw-Hill, New York.
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22.1 Introduction

Circuits linking telephone central offices nationwide carry from dozens to thousands of voice channels,
all operating simultaneously. It would be very inefficient and prohibitively expensive to let each pair of
copper wires carry a single voice communication. Therefore, very early in the history of the telephone
network, telecommunications engineers searched for ways to combine telephone conversations so that
several of them could be simultaneously transmitted over one circuit. At the receiver end, the combined
channels would be separated back into individual channels.

Such a combining method is called multiplexing. There are two main methods of multiplexing: 

• Time-division multiplexing (TDM), which can be used only with digital signals and is a more
“recent” (1960s) technology.

• Frequency-division multiplexing (FDM), which was first implemented in 1918 by “Ma Bell”
(AT&T) between Baltimore and Pittsburgh and could carry four simultaneous conversations per
pair1 of wires. 

By the early 1970s, FDM microwave links commonly supported close to 2000 (and sometimes 2700)
voice channels on a single radio carrier. In 1981, AT&T introduced its AR6A single sideband (SSB)
microwave radio, which carried 6000 channels [Rey, 1987]. Coaxial cable carrier systems, such as the
AT&T L5E, could carry in excess of 13,000 channels using frequency-division multiplexing.

This chapter reviews the principle of FDM then describes the details of how FDM channels are
combined in a hierarchy sometimes referred to as the analog hierarchy.

1In reality, you need one pair for each direction since, in telephony, it is necessary to have full-duplex communi-
cations, i.e., to be able to talk and listen at the same time. These two pairs are usually labelled “GO” and “RETURN”
and they create what is called a four-wire (4W) circuit.

Pierre Catala
Texas A & M University
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22.2 Background Information

Voice-Channel Bandwidth

The voice-spectrum bandwidth in telephone circuits is internationally limited to frequencies in the range
from 0.3 to 3.4 kHz. Trunk signaling for that voice channel is generally done out of band at 3825 Hz.
Furthermore, since bandpass filters are not perfect (the flanks of the filters are not perfectly vertical), it
is necessary to provide a guard band between channels. To take all of these factors into account, the
overall voice channel is standardized as a 4-kHz channel.

Although most of the time the voice channels will, indeed, be carrying analog voice signals, they can
also be used to transmit analog data signals, that is, signals generated by data modems. This consideration
is important in the calculation of the loading created by FDM baseband signals.

22.3 Frequency-Division Multiplexing (FDM)

Frequency-division multiplexing combines the different voice channels by stacking them one above the
other in the frequency domain, as shown in Fig. 22.1, before transmitting them. Therefore, each 4-kHz
voice channel is shifted up to a frequency 4 kHz above the previous channel.

The FDM concept is not specific to telephony transmission. The TV channels in cable TV (or on-the-
air broadcasting for that matter) are also stacked in frequency (channels 1–90, etc.) and are, therefore,
frequency-division multiplexed. The TV receiver is the demultiplexer in that case. The difference here is
that the TV receiver only needs to receive one channel at a time, whereas the telephone FDM demultiplexer
must receive all channels simultaneously.

Implementation Considerations 

Practical reasons preclude the assembly (stacking) of the different channels, one above the other, contin-
uously from DC on. Problems such as AC power supply hum make the use of low frequencies unwise,

FIGURE 22.1 FDM principle.
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thus the first voice channel is usually transposed to a frequency of 60 kHz (although for small capacity
systems, the first channel can be as low as 12 kHz).

The necessity of having compatible equipment so that FDM links could be established between
equipment of different vendors, and even between different countries, dictated the establishment of
standards that specified how channels should be grouped for multiplexing. This also allowed the man-
ufacturing of modular equipment, which can be combined to increase the capacity of the links.

All of these considerations led to the development of FDM baseband signals that follow a specific
organization and occupy given sets of frequencies, as described in the following sections.

22.4 The Hierarchy

Group

The first step in FDM is to combine 12 voice channels together. This first level of the analog multiplexing
hierarchy is called a group (also called basic group by the International Telecommunications Union and
a primary group by several countries). The FDM group is, therefore, 48 kHz wide and composed of 12
voice channels stacked from 60 to 108 kHz, as shown in Fig. 22.2. For a thin route, that is, a small capacity
system, the group can instead be translated to a range of 12–60 kHz so as to reduce the overall baseband
bandwidth required.

The equipment performing the frequency translation of each channel uses a combination of mixers
and single side band (SSB) modulation with appropriate bandpass filters to create this baseband group.
That equipment is called channel bank in North America and channel translation equipment (CTE) in
other English-speaking countries.

FIGURE 22.2 Basic FDM group.
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Supergroup

If more than 12 channels are needed, the next level in the hierarchy is created by combining 5 groups
together, thus providing a capacity of 60 voice channels. This second level is called a basic supergroup,
usually abbreviated as supergroup, and has a bandwidth of 240 kHz going from 312 to 552 kHz, as shown
in Fig. 22.3. Some countries call this 60-channel assembly a secondary group. 

The related frequency translation equipment is called group bank in the U.S. and Canada but group
translation equipment (GTE) in most other countries. 

Mastergroup

The international agreements concerning FDM standards unfortunately stop at the supergroup level.
Although both the ITU-T and the U.S./Canadian standards include a third level called mastergroup, the
number of voice channels differ and the two are, therefore, not compatible! The most common master-
group in North America was the old Western Electric U600 scheme, which combines 10 supergroups,
thus creating a 600-channel system, as shown in Fig. 22.4.

There are several variations of the Western Electric U600 mastergroup such as the AT&T L1 coax-
based carrier system, which also carries 600 channels but translated between 60–2788 kHz rather than
564–3084 kHz.

The frequency translation equipment creating mastergroups is called supergroup bank or supergroup
translation equipment (STE). The ITU-T mastergroup on the other hand combines only five supergroups
to create a 300-channel baseband, as shown in Fig. 22.5.

Higher Levels

There are many different multiplexing schemes for the higher density FDM systems. They become quite
complex and will only be listed here. The reference section of this paper lists several sources where details
of these higher level multiplexed signals can be found.

• IYU-T supermastergroup. This combines three CCITT mastergroups for a total of 900 channels
occupying a 3.9 MHz baseband spectrum from 8.516 to 12.388 MHz.

• ITU-T 15-Supergroup Assembly. This also provides 900 channels but bypasses the mastergroup
level by directly combining 15 supergroups (15 ×  60 = 900) occupying a 3.7-MHz spectrum from
312 to 4028 kHz. This assembly is sometimes called a hypergroup. There are variations of the 15-
supergroup assembly such as a 16-supergroup assembly (960 channels).

FIGURE 22.3 FDM supergroup.
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For the very-high capacity FDM systems, grouping of supermastergroups or of 15-supergroup assemblies
are used, with a preference for the latter method.

The AT&T high-level FDM hierarchy is, of course, based on the 600-channel mastergroup. The AT&T
mastergroup multiplex (MMX) combines these mastergroups to a variety of levels, shown in Table 22.1,
by multiplexing from two to eight mastergroups (except for the four-mastergroup level, which is not used).

Two of the 3000-channel intermediate levels are further combined to form the baseband signal for the
6000-channel AR6A microwave radio. At 6000 channels per radio, the AR6A radio system can transmit
42,000 voice channels on a single antenna using seven different RF carriers [Rey, 1987].

FIGURE 22.4 U.S. (AT&T) basic mastergroup.

FIGURE 22.5 CCITT basic mastergroup.
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Two of the 4200-channel intermediate levels are combined with one 4800-channel intermediate level
to form the line signal for the L5E, 13,200-channel, coaxial cable system, which occupies a frequency
spectrum of 61.592 MHz starting at 3.252 MHz.

Jumbogroup

As was seen in Table 22.1, the basic jumbogroup is composed of six mastergroups (3600 channels). It
was the basis for the L4 coaxial-cable system and has a spectrum ranging from 0.564 to 17.548 MHz.

When the L5 coaxial system was implemented in 1974, it used a line signal created by multiplexing
three jumbogroups, thus providing a capacity of 10,800 channels occupying frequencies from 3.124 to
60.566 MHz.

22.5 Pilots

In addition to the voice channels (and related signalling tone), special tones called pilots are introduced
to provide the receiver end (demultiplexer) with frequency and level references.

Each level of the FDM hierarchy (group, supergroup, mastergroup, etc.) will have its own reference
pilot tone. Each of the respective demultiplexers monitors the appropriate tone to detect interruptions
(faults) in which case it generates an alarm indicating which group, supergroup, etc., is defective. Alarms
are also generated if the level of the tone is 4 dB below (or above) its normal value.

Other pilots, called line regulating, used to be found in gaps between the FDM building groups (e.g.,
supergroups). Their name came from the fact that they were used for automatic gain control (AGC) of
the miscellaneous amplifiers/repeaters. As FDM equipment became better, the regulation function was
transferred to the reference pilots just mentioned and line regulating pilots were no longer implemented.
A regulation of 0.5 dB is a typical objective [Freeman, 1989].

Microwave radios use an additional type of pilot tone, the continuity pilot, which is generally inserted
at the top of the baseband spectrum and controls the receiver AGC and also serves as an overall continuity
pilot.

In older FDM equipment, there were also frequency synchronization pilots used to ensure that the
demultiplexing carriers were within a few hertz of the multiplexing pilots. Otherwise, audio distortion
would occur. Newer FDM equipment has sufficiently precise and stable oscillators so that synchronization
pilots are no longer needed.

22.6 Direct to Line (DTL)

If interfacing with existing FDM equipment is not needed on a particular link, then a cheaper method
of multiplexing can be done with special multiplexing equipment, at least for the low-capacity systems.
The direct-to-line (DTL) method of forming the baseband signal moves the voice channels directly to
their respective line frequencies, thus bypassing the group and supergroup building blocks. Such equip-
ment is frequently used on thin-route microwave links carrying 60 channels or less but can also be found
in multiplexers providing basebands of up to 600 channels.

TABLE 22.1 AT&T Mastergroup Multiplex Hierarchy

No. of Multiplexed 
Mastergroups

Resulting No.
of Channels AT&T Application

2 1200 TD microwave radio
3 1800 TH microwave radio
5 3000 Intermediate level
6 3600 Jumbogroup
7 4200 Intermediate level
8 4800 Intermediate level
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The DTL method decreases the number of steps in the multiplexing process and, consequently, the
number of circuit boards and filters. Therefore, it is cheaper, more reliable, and more flexible. DTL
equipment, however, is not compatible with the standard FDM equipment.

22.7 Summary

Multiplexing in the frequency domain (FDM) was the mainstay of carrier systems, on twisted pairs,
coaxial cable, and microwave links, until digital carrier systems became prevalent in the early 1980s. FDM
is done by stacking voice channels, one above the other, in the frequency domain. In other words, each
voice channel is translated from its original 0–4-kHz spectrum to a frequency above the previous channel.
This is generally done in building blocks called groups (12 channels), supergroups (5 groups), master-
groups (5 or 10 supergroups), etc., which follow international ITU-T standards or AT&T standards. FDM
equipment with fewer than 600 channels can also be implemented using a simpler and cheaper technique
called direct to line, where the building blocks are bypassed and the voice channels are transposed directly
to the appropriate line (baseband) frequency. However, DTL is not a standard, and, therefore, direct
interconnection with the public telephone network is not possible.

Defining Term

Baseband signal: Modulating signal at the transmitter (i.e., signal found before modulation of the trans-
mitter). At the receiver, it would be the demodulated signal, that is, the signal found after the
demodulator. In the case of FDM, the baseband signal (also called line frequency) is, therefore,
the combined signal of all the voice channels being transmitted.
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Further Information

General concepts of multiplexing can be found in Chapter 7 of this handbook. Principles of mixers,
frequency converters (frequency translation), and single sideband modulation can be found in any
electronic-communications or communication-system type of book.
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23.1 Telephone Band

A voice channel is considered to require a nominal bandwidth of 4000 Hz. For all practical purposes,
however, the usable bandwidth of an end-to-end call in the public switched telephone network (PSTN),
including the loop, is considered to fall between approximately 300 and 3400 Hz (this is called the voice
band), giving a bandwidth of 3100 Hz. This bandwidth is entirely acceptable from a voice transmission
point of view, giving subscriber satisfaction levels above 90% [IEEE, 1984]. 

Although it is not unduly difficult to provide a 3100-Hz bandwidth in the subscriber loop, the loop
and the associated terminal equipment have evolved in such a way that this bandwidth is essentially fixed
at this value and will continue to be for analog voice and voiceband data transmission. The bandwidth
is somewhat restrictive for data transmission when using voiceband modems, and the speeds attained
are below approximately 64 kb/s. However, the problem of bandwidth restriction has encouraged a
number of innovative solutions in modem design, particularly adaptive equalizers and modulation
methods.

Obviously, on a loop derived entirely from copper cable, the frequency response of the loop itself
would extend down to DC (zero frequency). The lower response is lost, however, once the loop is switched
or connected to other transmission and signaling equipment, all of which are AC coupled. Where DC
continuity is not available or not practical, special tone signaling equipment is used to replace the DC
signals. When voice signals or other signals with frequency content approaching zero frequency are placed
on the loop, the transmission is considered to be in the baseband.

Similarly, the upper voiceband frequency limit is not exactly 3400 Hz. Depending on how it is specified
or the type of cable, the limit may be much higher. In practice, the loop does not generally set the upper
limit of a voice channel; the upper limit is mostly due to the design of filters in the equipment that
interfaces with the loop.

Whitham D. Reeve
Reeve Engineers
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band transmission, the bandwidth (or frequency response) of a telecommunication channel
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caused by a large number of disturbing channels, none of which is of sufficient magnitude to be
understood, or extraneous modulation products in carrier transmission systems.

Crosstalk can be further categorized as near-end and far-end. As these names imply, near-end crosstalk
is caused by crosstalk interference at the near end of a circuit with respect to the listener; far-end crosstalk
is crosstalk interference at the far end, as shown in Fig. 23.2.

Crosstalk of any kind is caused by insufficient shielding, excessively large disparity between signal levels
in adjacent circuits, unbalanced lines, or overloaded analog carrier transmission systems or interfaces.
Crosstalk is a statistical quantity because the number of sources and coupling paths is usually too large
to quantify.

23.4 Circuit Noise

The noise that appears across the two conductors (tip and ring) of a loop, heard by the subscriber, is
called circuit noise (also called message circuit noise, noise metallic, or differential noise). The noise can
be due to random thermal motion of electrons (known as white noise or Gaussian noise) or static from
lightning storms, but on subscriber loops its most likely source is interference from power line induction.
For the purposes of this discussion, then, circuit noise and interference are assumed to be the same.

The total noise power on a loop is related to the noise bandwidth. Since particular frequencies diff-
erently affect the various services (for example, voice, data, and radio studio material), filter frequency
response curves have been designed to restrict the frequency response of the noise measuring sets with
which objective tests are made. This frequency response restriction is called weighting.

Noise, in voice applications, is described in terms of decibels above a noise reference when measured
with a noise meter containing a special weighting filter. There are four common filters that are used to
provide the necessary weighting for analog loop measurements:

• C-message

• 3-kHz flat (3.4 kHz flat and D-filter in newer test equipment)

• 15-kHz flat

The most common filter is called a C-message filter and measurements are based on decibels with
respect to reference noise, C-message weighted (dBrnC). The noise reference is 1 pW (-90 dBm); noise
with reference power of 1 pW will read 0 dBrnC on a properly calibrated meter.  

C-message weighting is primarily used to measure noise that affects voice transmission when common
telephone instruments are used, but it also is used to evaluate the effects of noise on analog voiceband
data circuits. It weights the various frequencies according to their perceived annoyance such that fre-
quencies below 600 or 700 Hz and above 3000 Hz have less importance (that is, they are attenuated and
do not affect the measurement).

The 3-kHz-flat weighting curve is used on voice circuits, too, but all frequencies within the 3000-Hz
bandwidth carry equal importance. This filter rolls off above 3000 Hz and approximates the response of
common voiceband modems. It generally is used to investigate problems caused by power induction at

FIGURE 23.2 Crosstalk.
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the lower power harmonic frequencies or by higher interfering frequencies. Frequencies in these ranges
can affect data transmission as well as voice frequency signaling equipment. The 3-kHz-flat filter has been
replaced in modern test equipment with the 3.4-kHz-flat filter. The 3.4-kHz-flat filter better approximates
the frequency response of modern high-speed analog voiceband modem loop interface circuits.

The 15-kHz-flat weighting curve is also used to test circuits between radio and television studios and
remote transmitter sites. It has a flat response from 20 Hz to 15 kHz.

A comparison of the various weighting curves is shown in Fig. 23.3.

23.5 Impulse Noise

Data circuits are particularly sensitive to impulse noise. Impulse noise, heard as clicks, is usually defined
as a voltage increase of 12 dB or more above the background [root mean square (rms)] noise lasting 10 ms
or less. Its main source is from telephone set rotary dials, switching transients in electromechanical switching
systems, maintenance activity on adjacent circuits, or electrical system switching transients. It is less of a
problem with modern telecommunication systems because there are fewer rotary dials and very few elec-
tromechanical switching systems left in the PSTN.

Impulse noise objectives vary with the type and makeup of the circuit. Usually, a threshold is established
and counts are made of any impulse noise that exceeds that threshold in a given time period. When
impulse noise tests are made on a single circuit, the usual specification is 15 counts in 15 min. When a
group of circuits is being tested, shorter time intervals are used.

On subscriber loops, the background noise threshold historically has been 59 dBrnC when measured
at the central office [Bellcore, 1986]. However, this threshold is obsolete and no industry standards exist
that define current requirements. High-speed analog voiceband modems, such as the 56 kb/s V.90
modems, are very susceptible to impulse noise and use forward error correction and other means to
minimize errors.

23.6 Attenuation Distortion

Attenuation distortion is the change in circuit loss with frequency. It is also known as frequency response.
Ideally, attenuation should be constant throughout the frequency band of interest. Unfortunately, this is
not usually the case. Unless it is excessive, however, attenuation distortion is not noticeable to the human
ear. Attenuation distortion manifests itself on voice calls by changing the sound of the talker’s voice as

FIGURE 23.3 Weighting curve comparison.
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it is heard by the listener. The change may be dramatic enough to render the voice unrecognizable. On
an analog voiceband data circuit, attenuation distortion can manifest itself in the form of errors through
loss of signal energy at critical frequencies. 

The inherent attenuation distortion in subscriber loops used in regular switched service is not ob-
jectionable except in extreme cases. On voice transmissions, excessive low-frequency slope degrades voice
quality, whereas excessive high-frequency slope degrades intelligibility. On data transmissions using
phase-shift keying (PSK) methods and its derivatives, such as quadrature amplitude modulation (QAM),
both low- and high-frequency slope affects performance, whereas only high-frequency slope affects low-
speed modems that use frequency-shift keying (FSK) [CCITT, 1989]. Some slope is considered necessary
for stability at band edges.

Attenuation distortion is frequently specified in terms of the three tone slope as discussed previously.
The slope objectives for loops used in special switched services [for example, private branch exchange
(PBX) trunks and foreign exchange lines] are similar to regular switched loop objectives. It is not an
extremely critical parameter on regular switched subscriber loops.

23.7 Envelope Delay Distortion

Envelope delay distortion (EDD), also called group delay distortion, is distortion in the rate of change
of phase shift with frequency of a signal. Ideally, the rate of change should be constant with frequency,
and it is approximately so in the voice band with nonloaded cables. With loaded cables this is not the
case, especially near the cutoff frequency.

Envelope delay distortion is defined as the difference, in time units such as microseconds, between the
maximum and minimum envelope delay within the frequency band of interest. If the difference is zero
then, by this definition, there is no EDD, but this is hardly ever the case in practical systems.

Voice-band signals (not just voice signals but all signals in the voice band, including analog voiceband
data signals) are made up of many frequencies. Each particular frequency propagates at a different
velocity (called phase velocity) due to the facility’s inherent transmission characteristics. This causes
phase delay. If the relationship between the resulting phase shift and frequency is nonlinear, the facility
will cause delay distortion. EDD at the upper edge of the voice band can cause near singing (the “rain-
barrel effect”) in the conversation. Excessive EDD at the lower edge can cause speech blurring [CCITT,
1989].

EDD results from any part of the circuit where a nonlinear relationship exists between phase shift and
frequency. Very little EDD results from the loop itself. Usually this occurs at the terminal and intermediate
equipment where filters in analog-to-digital and digital-to-analog converters are located. Some data
transmission modulation techniques are more susceptible to intersymbol interference caused by EDD
than others, which can explain why some modems of a given speed give better performance than
others.

23.8 Line Conditioning

When the network consisted primarily of analog transmission facilities, attenuation and envelope delay
distortion were major impairments. These were controlled through the use of line conditioning devices
such as amplifiers and equalizers, which were installed at the ends of the transmission facilities. When
required, equalization was almost always applied to the receiver side of a four-wire circuit. Sometimes,
however, predistortion equalization was provided on the transmit side. The loop had little impact on
performance unless it was very long.

In modern telecommunication networks, the transmission facilities are based on digital technologies
such as optical fibers and digital microwave radios that do not introduce significant distortion. Any
analog signal to be transported in today’s network requires analog-to-digital (A/D) and digital-to-analog
©2002 CRC Press LLC



 

                                                                                              
(D/A) conversion at the ends. The analog signals usually are carried to the A/D conversion points by
twisted pair loops. If the loops are long, the analog signals may first need to be equalized to offset a loop’s
high-frequency rolloff characteristic, which affects both attenuation and envelope delay distortion to
some extent. Line conditioning is not used on switched voice frequency loops.

The inherent loss of a loop used in most special access (private line) applications can be reduced by
adding gain with amplifiers. This has to be done carefully to prevent the loop from singing (oscillating)
if two-wire conversion is used at any point in the circuit.

With the divestiture of AT&T in 1984, the specification and provisioning of end-to-end transmission
facilities became much more difficult because the public network moved from being mostly one-dimensional
to having multi-network operator and multi-dimensional characteristics. Any circuit that crossed ex-
change boundaries was a concatenation of elements provided by different network operators. A given
network operator provided lines with predetermined characteristics according to the facilities owned and
operated by them and them only. As a result, Bellcore (now Telcordia) developed standardized voice grade
(VG) circuit types and transmission performance requirements that applied within the Bell Operating
Company’s service areas. These requirements recognized the widespread use at that time of analog
transmission facilities throughout the Bell System and, thus, were very detailed as to analog transmission
parameters. About 10 years later, the T1 Committee of the Alliance for Telecommunications Industry
Solutions (ATIS), through the American National Standards Institute (ANSI), published a more general
set of specifications that recognized the more widespread use of digital transmission facilities throughout
the public network. Table 23.1 shows the characteristics specified by the ANSI standard [ANSI, 1994].
In this table, the attenuation distortion is shown with respect to the attenuation at 1004 Hz. The envelope
delay distortion is given in terms of the difference between the maximum and minimum envelope delay
(in microseconds) within the frequency band shown. All values are for circuits from network operator
demarcation point (network interface) to network operator demarcation point. The ANSI requirements
also specify limiting values for other transmission impairments, some of which do not apply to facilities
composed entirely of digital transmission systems (Group 1 and 2 in the table).

TABLE 23.1 Analog Voiceband Data Transmission Objectives

Group 2

Transmission Parameter Group 1 Tier 1 Tier 2 Group 3

Loss Deviation (dB) ±1 ±1 ±1 ±1
Attenuation Distortion (dB)

404–2804 Hz
304–3004 Hz
304–3204 Hz

-2.0/+5.0
-2.0/+6.0
-2.0/+8.0

-0.8/+1.5
-0.8/+1.5

Not specified

-0.8/+3.5
-0.8/+4.5

Not specified

-1.5/+9.5
-2.5/+11.5

Not specified
Envelope Delay Distortion (µs)

804–2604 Hz
604–2804 Hz
504–2804 Hz
504–3004 Hz

£550 
£800 

Not specified
£1500 

£150 
£200 
£550
£2950 

£650 
Not specified
Not specified
Not specified

£1700 
Not specified
Not specified
Not specified

Intermodulation Distortion (dB)
R2
R3

≥49
≥50

≥32
≥42

≥32
≥42

≥26
≥34

Signal-to-C-Notched Noise Ratio (dB) ≥33 ≥32 ≥32 ≥26
Notched Impulse Noise Threshold 

(dBrnC)
63 65 65 69

Phase Jitter (∞Peak-Peak)
20–300 Hz
4–300 Hz

Not applicable
Not applicable

Not applicable
Not applicable

Not applicable
Not applicable

£8 
£13

Frequency Offset (Hz) Not applicable Not applicable Not applicable ±1
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23.9 Other Impairments to Analog Transmission

Intermodulation distortion (IMD), also known as nonlinear distortion, is an impairment that arises
due to the nonlinear characteristics of loop interfaces. IMD is the power generated at extraneous fre-
quencies (intermodulation products) when a multi-tone signal is applied to a circuit. Loop facilities
composed entirely of twisted pair cables do not contribute to IMD but the cables always are connected
to interfaces. In particular, nonlinearities in the interface electronics lead to generation of undesirable
sum and difference signals related to the original desired signals. As with other transmission impairments,
IMD manifests itself as analog voiceband modem errors and reduced throughput or connection speed,
but IMD does not significantly impair voice quality. Where there is only a single A/D – D/A conversion
process in an analog circuit, the ratio of desired signal to undesired signal due to IMD is around 40 to
50 dB. 

Signal-to-Noise Ratio (SNR) is also important to modem transmission. In this case, the signal must
be high enough above the noise level so the modem receiver can detect and recover the signal with low
probability of error. SNR can be specified for both background noise and impulse noise. Typical values
for SNR are greater than 30 dB. SNR is not as important on voice circuits as the absolute noise level
(high noise during speech is not as disturbing as the same noise level during speech pauses).

Jitter and Transients can wreak havoc on high-speed voiceband modem signals and thus must be
controlled. They have little effect on voice communications. Jitter is a small but significant periodic
movement of the signal in either amplitude (amplitude jitter) or phase (phase jitter) from its desired
value. Jitter in analog telephone channels is caused by analog interfaces (A/D and D/A converters) and
transmission systems such as analog wireless transmission systems. Digital transmission systems do not
introduce jitter on analog channels. Transients are departures of the signal amplitude or phase that exceed
a threshold and are followed by quiet intervals. Transients can be caused by fading in wireless transmission
systems (both digital and analog) and protection line switching in optical fiber and twisted pair trans-
mission systems.

Defining Terms

Analog telephone channel: A telecommunications channel suitable for transmission of a band-limited,
time continuous signal.

Voiceband modem: MOdulator-DEModulator, a device used for transmitting digital data over an analog
voiceband channel.

Circuit noise: The noise heard by the subscriber or detected by an analog voiceband modem that appears
across the pair of conductors in the loop.

Crosstalk: Interference coupled into the present telephone connection from adjacent channels or
connections.

Envelope delay distortion (EDD): Distortion in the rate of change of phase shift as a function of
frequency.

Impulse noise: Short voltage increases of 12 dB or more usually caused by electromechanical switching
transients, maintenance activity, or electrical system switching transients.

Intermodulation distortion (IMD): The power generated at extraneous frequencies (intermodulation
products) when a multi-tone signal is applied to a channel.

Intersymbol interference (ISI): Interference arising in modem signal detection from the edges of
neighboring pulses.

Jitter: Relatively small but significant periodic movements of a signal’s amplitude or phase from its
desired value.

kb/s: Kilobits (1000 bits) per second.
Line conditioning:  The use of amplifiers and equalizers or other devices to control the transmission

characteristics of metallic twisted cable pairs.
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Public switched telephone network (PSTN): Traditionally, the network developed to provide dial-up
voice communications but now meant to include all telecommunication facilities available to the
public. 

Signal-to-noise ratio (SNR): The ratio of signal power to noise power in a channel.  Analog voiceband
modems require adequate SNR to achieve high throughput and low error rate.

Subscriber loop: The subscriber loop is the transmission and signaling channel between a telephone
subscriber’s terminal equipment and the network.

Transient: Sudden change in the amplitude or phase of a received signal that lasts at least 4 ms.
Voice band: The usable bandwidth of a telephone voice channel, often taken to be 300–3400 Hz.
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Access Communications System (PACS)

Many physical communications channels, such as radio channels, accept a continuous-time waveform
as input. Consequently, a sequence of source bits, representing data or a digitized analog signal, must be
converted to a continuous-time waveform at the transmitter. In general, each successive group of bits
taken from this sequence is mapped to a particular continuous-time pulse. In this chapter we discuss the
basic principles involved in selecting such a pulse for channels that can be characterized as linear and
time invariant with finite bandwidth.

24.1 Communications System Model

Figure 24.1a shows a simple block diagram of a communications system. The sequence of source bits
{bi} are grouped into sequential blocks (vectors) of m bits {bi}, and each binary vector bi is mapped to
one of 2m pulses, p(bi ; t), which is transmitted over the channel. The transmitted signal as a function of
time can be written as

(24.1)

where 1/T is the rate at which each group of m bits, or pulses, is introduced to the channel. The
information (bit) rate is therefore m/T.

s t( )  p bi; t iT–( )
i

∑=
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The channel in Fig. 24.1a can be a radio link, which may distort the input signal s(t) in a variety of
ways. For example, it may introduce pulse dispersion (due to finite bandwidth) and multipath, as well
as additive background noise. The output of the channel is denoted as x(t), which is processed by the
receiver to determine estimates of the source bits. The receiver can be quite complicated; however, for
the purpose of this discussion, it is sufficient to assume only that it contains a front-end filter and a
sampler, as shown in Fig. 24.1a. This assumption is valid for a wide variety of detection strategies. The
purpose of the receiver filter is to remove noise outside of the transmitted frequency band and to compensate
for the channel frequency response.

A commonly used channel model is shown in Fig. 24.1b and consists of a linear, time-invariant filter,
denoted as G( f ), followed by additive noise n(t). The channel output is, therefore,

(24.2)

where g(t) is the channel impulse response associated with G( f ), and the asterisk denotes convolution,

This channel model accounts for all linear, time-invariant channel impairments, such as finite bandwidth
and time-invariant multipath. It does not account for time-varying impairments, such as rapid fading
due to time-varying multipath. Nevertheless, this model can be considered valid over short time periods
during which the multipath parameters remain constant.

In Figs. 24.1a, and 24.1b, it is assumed that all signals are baseband signals, which means that the
frequency content is centered around f = 0 (DC). The channel passband, therefore, partially coincides
with the transmitted spectrum. In general, this condition requires that the transmitted signal be modu-
lated by an appropriate carrier frequency and demodulated at the receiver. In that case, the model in
Figs. 24.1a, and 24.1b still applies; however, baseband-equivalent signals must be derived from their
modulated (passband) counterparts. Baseband signalling and pulse shaping refers to the way in which a
group of source bits is mapped to a baseband transmitted pulse.

As a simple example of baseband signalling, we can take m = 1 (map each source bit to a pulse), assign
a 0 bit to a pulse p(t), and a 1 bit to the pulse -p(t). Perhaps the simplest example of a baseband pulse
is the rectangular pulse given by p(t) = 1, 0 < t ≤  T, and p(t) = 0 elsewhere. In this case, we can write the
transmitted signal as

(24.3)

where each symbol Ai takes on a value of +1 or -1, depending on the value of the ith bit, and 1/T is the
symbol rate, namely, the rate at which the symbols Ai are introduced to the channel.

FIGURE 24.1a Communication system model. The source bits are grouped into binary vectors, which are mapped
to a sequence of pulse shapes.

FIGURE 24.1b Channel model consisting of a linear, time-invariant system (transfer function) followed by additive
noise.

x t( ) g t( ) * s t( )[ ] n t( )+=

g t( ) * s t( )  g t  t–( )s t( )dt∞–

∞

∫=

s t( )  Aip t  iT–( )
i

∑=
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The preceding example is called binary pulse amplitude modulation (PAM), since the data symbols
Ai are binary valued, and they amplitude modulate the transmitted pulse p(t). The information rate (bits
per second) in this case is the same as the symbol rate 1/T. As a simple extension of this signalling
technique, we can increase m and choose Ai from one of M = 2m values to transmit at bit rate m/T. This
is known as M-ary PAM. For example, letting m = 2, each pair of bits can be mapped to a pulse in the
set {p(t), -p(t), 3p(t), -3p(t)}.

In general, the transmitted symbols {Ai}, the baseband pulse p(t), and channel impulse response g(t)
can be complex valued. For example, each successive pair of bits might select a symbol from the set {1, -1,
j, -j}, where . This is a consequence of considering the baseband equivalent of passband
modulation (that is, generating a transmitted spectrum which is centered around a carrier frequency fc).
Here we are not concerned with the relation between the passband and baseband equivalent models and
simply point out that the discussion and results in this chapter apply to complex-valued symbols and
pulse shapes.

As an example of a signalling technique which is not PAM, let m = 1 and

(24.4)

where f1 and f2 π f1 are fixed frequencies selected so that f1T and f2T (number of cycles for each bit) are
multiples of 1/2. These pulses are orthogonal, namely,

This choice of pulse shapes is called binary frequency-shift keying (FSK).
Another example of a set of orthogonal pulse shapes for m = 2 bits/T is shown in Fig. 24.2. Because

these pulses may have as many as three transitions within a symbol period, the transmitted spectrum
occupies roughly four times the transmitted spectrum of binary PAM with a rectangular pulse shape.
The spectrum is, therefore, spread across a much larger band than the smallest required for reliable
transmission, assuming a data rate of 2/T. This type of signalling is referred to as spread-spectrum.

FIGURE 24.2 Four orthogonal spread-spectrum pulse shapes.
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Spread-spectrum signals are more robust with respect to interference from other transmitted signals than
are narrowband signals.1

24.2 Intersymbol Interference and the Nyquist Criterion

Consider the transmission of a PAM signal illustrated in Fig. 24.3. The source bits {bi} are mapped to a
sequence of levels {Ai}, which modulate the transmitter pulse p(t). The channel input is, therefore, given by
Eq. (24.3) where p(t) is the impulse response of the transmitter pulse-shaping filter P(f ) shown in Fig. 24.3.
The input to the transmitter filter P( f ) is the modulated sequence of delta functions Âi Aid(t - iT). The
channel is represented by the transfer function G( f ) (plus noise), which has impulse response g(t), and
the receiver filter has transfer function R( f ) with associated impulse response r(t).

Let h(t) be the overall impulse response of the combined transmitter, channel, and receiver, which has
transfer function H( f ) = P( f )G( f )R( f ). We can write h(t) = p(t) * g(t) * r(t). The output of the receiver
filter is then 

(24.5)

where (t) = r(t) * n(t) is the output of the filter R( f ) with input n(t). Assuming that samples are collected
at the output of the filter R( f ) at the symbol rate 1/T, we can write the kth sample of y(t) as

(24.6)

The first term on the right-hand side of Eq. (24.6) is the kth transmitted symbol scaled by the system
impulse response at t = 0. If this were the only term on the right side of Eq. (24.6), we could obtain the
source bits without error by scaling the received samples by 1/h(0). The second term on the right-hand
side of Eq. (24.6) is called intersymbol interference, which reflects the view that neighboring symbols
interfere with the detection of each desired symbol.

One possible criterion for choosing the transmitter and receiver filters is to minimize intersymbol
interference. Specifically, if we choose p(t) and r(t) so that

(24.7)

FIGURE 24.3 Baseband model of a pulse amplitude modulation system.

1This example can also be viewed as coded binary PAM. Namely, each pair of two source bits are mapped to
4 coded bits, which are transmitted via binary PAM with a rectangular pulse. The current IS-95 air interface uses
an extension of this signalling method in which groups of 6 b are mapped to 64 orthogonal pulse shapes with as
many as 63 transitions during a symbol.

y t( ) Aih t iT–( ) ñ t( )+
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then the kth received sample is

(24.8)

In this case, the intersymbol interference has been eliminated. This choice of p(t) and r(t) is called a
zero-forcing solution, since it forces the intersymbol interference to zero. Depending on the type of
detection scheme used, a zero-forcing solution may not be desirable. This is because the probability of
error also depends on the noise intensity, which generally increases when intersymbol interference is
suppressed. It is instructive, however, to examine the properties of the zero-forcing solution.

We now view Eq. (24.7) in the frequency domain. Since h(t) has Fourier transform

(24.9)

where P( f ) is the Fourier transform of p(t), the bandwidth of H( f ) is limited by the bandwidth of the
channel G( f ). We will assume that G( f ) = 0, | f | > W. The sampled impulse response h(kT) can, therefore,
be written as the inverse Fourier transform 

Through a series of manipulations, this integral can be rewritten as an inverse discrete Fourier transform, 

(24.10a)

where

(24.10b)

This relation states that Heq(z), z = ej2pf T, is the discrete Fourier transform of the sequence {hk}, where hk =
h(kT). Sampling the impulse response h(t) therefore changes the transfer function H( f ) to the aliased
frequency response Heq(e j2p f T). From Eqs. (24.10), and (24.6) we conclude that Heq(z) is the transfer func-
tion that relates the sequence of input data symbols {Ai} to the sequence of received samples {yi}, where
yi = y(iT), in the absence of noise. This is illustrated in Fig. 24.4. For this reason, Heq(z) is called the
equivalent discrete-time transfer function for the overall system transfer function H( f ).

Since Heq(e j2pfT) is the discrete Fourier transform of the sequence {hk}, the time-domain, or sequence
condition (24.7) is equivalent to the frequency-domain condition

(24.11)

This relation is called the Nyquist criterion. From Eqs. (24.10b) and (24.11) we make the following
observations.

1. To satisfy the Nyquist criterion, the channel bandwidth W must be at least 1/(2T). Otherwise,
G(f + n/T) = 0 for f in some interval of positive length for all n, which implies that Heq(e j2pf T) = 0
for f in the same interval.

FIGURE 24.4 Equivalent discrete-time channel for the
PAM system shown in Fig. 24.3 [yi = y(iT), (iT)].
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2. For the minimum bandwidth W = 1/(2T), Eqs. (24.10b) and (24.11) imply that H( f ) = T for | f |
< 1/(2T) and H( f ) = 0 elsewhere. This implies that the system impulse response is given by

(24.12)

(Since , the transmitted signal s(t) = Âi Ai h(t - iT) has power equal to the symbol
variance E[ ].) The impulse response in Eq. (24.12) is called a minimum bandwidth or Nyquist
pulse. The frequency band [-1/(2T), 1/(2T)] [i.e., the passband of H( f )] is called the Nyquist band. 

3. Suppose that the channel is bandlimited to twice the Nyquist bandwidth. That is, G(f ) = 0 for | f | >
1/T. The condition (24.11) then becomes 

(24.13)

Assume for the moment that H( f ) and h(t) are both real valued, so that H( f ) is an even function
of f[H( f ) = H(-f )]. This is the case when the receiver filter is the matched filter (see Section 24.3).
We can then rewrite Eq. (24.13) as 

(24.14)

which states that H( f ) must have odd symmetry about f = 1/(2T). This is illustrated in Fig. 24.5,
which shows two different functions H( f ) that satisfy the Nyquist criterion.

4. The pulse shape p(t) enters into Eq. (24.11) only through the product P( f )R( f ). Consequently,
either P( f ) or R( f ) can be fixed, and the other filter can be adjusted or adapted to the particular
channel. Typically, the pulse shape p(t) is fixed, and the receiver filter is adapted to the (possibly
time-varying) channel.

Raised Cosine Pulse

Suppose that the channel is ideal with transfer function

(24.15)

To maximize bandwidth efficiency, Nyquist pulses given by Eq. (24.12) should be used where W = 1/(2T).
This type of signalling, however,  has two major drawbacks. First, Nyquist pulses are noncausal and of
infinite duration. They can be approximated in practice by introducing an appropriate delay and truncating
the pulse. The pulse, however, decays very slowly, namely, as 1/t, so that the truncation window must be wide.

FIGURE 24.5 Two examples of frequency responses that satisfy the Nyquist criterion.
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This is equivalent to observing that the ideal bandlimited frequency response given by Eq. (24.15) is
difficult to approximate closely. The second drawback, which is more important, is the fact that this type
of signalling is not robust with respect to sampling jitter. Namely, a small sampling offset e produces the
output sample

(24.16)

Since the Nyquist pulse decays as 1/t, this sum is not guaranteed to converge. A particular choice of
symbols {Ai} can, therefore, lead to very large intersymbol interference, no matter how small the offset.
Minimum bandwidth signalling is therefore impractical.

The preceding problem is generally solved in one of two ways in practice:

1. The pulse bandwidth is increased to provide a faster pulse decay than 1/t.
2. A controlled amount of intersymbol interference is introduced at the transmitter, which can be

subtracted out at the receiver.

The former approach sacrifices bandwidth efficiency, whereas the latter approach sacrifices power effi-
ciency. We will examine the latter approach in Section 24.5. The most common example of a pulse, which
illustrates the first technique, is the raised cosine pulse, given by

(24.17)

which has Fourier transform

(24.18)

where 0 £ a £ 1.
Plots of p(t) and P(f ) are shown in Figs. 24.6a, and 24.6b for different values of a. It is easily verified that

h(t) satisfies the Nyquist criterion (24.7) and, consequently, H( f ) satisfies Eq. (24.11). When a = 0, H( f )
is the Nyquist pulse with minimum bandwidth 1/(2T), and when a > 0, H( f ) has bandwidth (1 + a)/(2T)
with a raised cosine rolloff. The parameter a, therefore, represents the additional or excess bandwidth
as a fraction of the minimum bandwidth 1/(2T). For example, when a = 1, we say that the pulse is a
raised cosine pulse with 100% excess bandwidth. This is because the pulse bandwidth 1/T is twice the
minimum bandwidth. Because the raised cosine pulse decays as 1/t3, performance is robust with respect
to sampling offsets.

The raised cosine frequency response (24.18) applies to the combination of transmitter, channel, and
receiver. If the transmitted pulse shape p(t) is a raised cosine pulse, then h(t) is a raised cosine pulse only
if the combined receiver and channel frequency response is constant. Even with an ideal (transparent)
channel, however, the optimum (matched) receiver filter response is generally not constant in the presence
of additive Gaussian noise. An alternative is to transmit the square-root raised cosine pulse shape, which
has frequency response P(f ) given by the square-root of the raised cosine frequency response in Eq. (24.18).
Assuming an ideal channel, setting the receiver frequency response R(f ) = P(f ) then results in an overall
raised cosine system response H( f ).
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24.3 Nyquist Criterion with Matched Filtering

Consider the transmission of an isolated pulse A0d(t). In this case the input to the receiver in Fig. 24.3 is

(24.19)

where  is the inverse Fourier transform of the combined transmitter-channel transfer function ( f ) =
P( f )G( f ). We will assume that the noise n(t) is white with spectrum N0/2. The output of the receiver

FIGURE 24.6a Raised cosine pulse.

FIGURE 24.6b Raised cosine spectrum.
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filter is then 

(24.20)

The first term on the right-hand side is the desired signal, and the second term is noise. Assuming that
y(t) is sampled at t = 0, the ratio of signal energy to noise energy, or signal-to-noise ratio (SNR) at the
sampling instant, is

(24.21)

The receiver impulse response that maximizes this expression is r(t) = (-t) [complex conjugate of 
which is known as the matched filter impulse response. The associated transfer function is R(f ) = 

Choosing the receiver filter to be the matched filter is optimal in more general situations, such as when
detecting a sequence of channel symbols with intersymbol interference (assuming the additive noise is
Gaussian). We, therefore, reconsider the Nyquist criterion when the receiver filter is the matched filter.
In this case, the baseband model is shown in Fig. 24.7, and the output of the receiver filter is given by 

(24.22)

where the baseband pulse h(t) is now the impulse response of the filter with transfer function  =
|P( f )G( f )|2. This impulse response is the autocorrelation of the impulse response of the combined
transmitter-channel filter ,

(24.23)

With a matched filter at the receiver, the equivalent discrete-time transfer function is

(24.24)

which relates the sequence of transmitted symbols {Ak} to the sequence of received samples {yk} in the
absence of noise. Note that Heq(e j2pf T) is positive, real valued, and an even function of f. If the channel is
bandlimited to twice the Nyquist bandwidth, then H(f ) = 0 for |f | > 1/T, and the Nyquist condition is
given by Eq. (24.14) where H(f ) = |G(f )P(f )|2. The aliasing sum in Eq. (24.10b) can therefore be described
as a folding operation in which the channel response |H(f )|2 is folded around the Nyquist frequency 1/(2T).
For this reason, Heq(ej2pf T) with a matched receiver filter is often referred to as the folded channel spectrum.

FIGURE 24.7 Baseband PAM model with a matched filter at the receiver.
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24.4 Eye Diagrams

One way to assess the severity of distortion due to intersymbol interference in a digital communications
system is to examine the eye diagram. The eye diagram is illustrated in Figs. 24.8a and 24.8b for a raised
cosine pulse shape with 25% excess bandwidth and an ideal bandlimited channel. Figure 24.8a shows
the data signal at the receiver,

(24.25)

FIGURE 24.8a Received signal y(t).

FIGURE 24.8b Eye diagram for received signal shown in Fig. 24.8a.
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where h(t) is given by Eq. (24.17), a = 1/4, each symbol Ai is independently chosen from the set {±1, ±3},
where each symbol is equally likely, and  is bandlimited white Gaussian noise. (The received SNR
is 30 dB.) The eye diagram is constructed from the time-domain data signal y(t) as follows (assuming
nominal sampling times at kT, k = 0, 1, 2,º):

1. Partition the waveform y(t) into successive segments of length T starting from t = T/2.
2. Translate each of these waveform segments [y(t), (k + 1/2)T £ t £ (k + 3/2)T, k = 0, 1, 2,º] to

the interval [-T/2, T/2], and superimpose.

The resulting picture is shown in Fig. 24.8(b) for the y(t) shown in Fig. 24.8(a). (Partitioning y(t) into
successive segments of length iT, i > 1, is also possible. This would result in i successive eye diagrams.)
The number of eye openings is one less than the number of transmitted signal levels. In practice, the eye
diagram is easily viewed on an oscilloscope by applying the received waveform y(t) to the vertical
deflection plates of the oscilloscope and applying a sawtooth waveform at the symbol rate 1/T to the
horizontal deflection plates. This causes successive symbol intervals to be translated into one interval on
the oscilloscope display.

Each waveform segment y(t), (k + 1/2)T £ t £ (k  + 3/2)T, depends on the particular sequence of
channel symbols surrounding Ak. The number of channel symbols that affects a particular waveform
segment depends on the extent of the intersymbol interference, shown in Eq. (24.6). This, in turn, depends
on the duration of the impulse response h(t). For example, if h(t) has most of its energy in the interval
0 < t < mT, then each waveform segment depends on approximately m symbols. Assuming binary
transmission, this implies that there are a total of 2m waveform segments that can be superimposed in
the eye diagram. (It is possible that only one sequence of channel symbols causes significant intersymbol
interference, and this sequence occurs with very low probability.) In current digital wireless applications
the impulse response typically spans only a few symbols.

The eye diagram has the following important features which measure the performance of a digital
communications system.

Vertical Eye Opening

The vertical openings at any time t0, -T/2 £ t0 £ T/2, represent the separation between signal levels with
worst-case intersymbol interference, assuming that y(t) is sampled at times t = kT  + t0, k = 0, 1, 2, º .
It is possible for the intersymbol interference to be large enough so that this vertical opening between
some, or all, signal levels disappears altogether. In that case, the eye is said to be closed. Otherwise, the
eye is said to be open. A closed eye implies that if the estimated bits are obtained by thresholding the
samples y(kT), then the decisions will depend primarily on the intersymbol interference rather than on
the desired symbol. The probability of error will, therefore, be close to 1/2. Conversely, wide vertical
spacings between signal levels imply a large degree of immunity to additive noise. In general, y(t) should
be sampled at the times kT + t0 , k = 0, 1, 2,º, where t0 is chosen to maximize the vertical eye opening.

Horizontal Eye Opening

The width of each opening indicates the sensitivity to timing offset. Specifically, a very narrow eye opening
indicates that a small timing offset will result in sampling where the eye is closed. Conversely, a wide
horizontal opening indicates that a large timing offset can be tolerated, although the error probability
will depend on the vertical opening.

Slope of the Inner Eye

The slope of the inner eye indicates sensitivity to timing jitter or variance in the timing offset. Specifically,
a very steep slope means that the eye closes rapidly as the timing offset increases. In this case, a significant
amount of jitter in the sampling times significantly increases the probability of error.

ñ(t)
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The shape of the eye diagram is determined by the pulse shape. In general, the faster the baseband pulse
decays, the wider the eye opening. For example, a rectangular pulse produces a box-shaped eye diagram (ass-
uming binary signalling). The minimum bandwidth pulse shape Eq. (24.12) produces an eye diagram which
is closed for all t except for t = 0. This is because, as shown earlier, an arbitrarily small timing offset can lead
to an intersymbol interference term that is arbitrarily large, depending on the data sequence.

24.5 Partial-Response Signalling

To avoid the problems associated with Nyquist signalling over an ideal bandlimited channel, bandwidth
and/or power efficiency must be compromised. Raised cosine pulses compromise bandwidth efficiency
to gain robustness with respect to timing errors. Another possibility is to introduce a controlled amount
of intersymbol interference at the transmitter, which can be removed at the receiver. This approach is
called partial-response (PR) signalling. The terminology reflects the fact that the sampled system impulse
response does not have the full response given by the Nyquist condition Eq. (24.7). 

To illustrate PR signalling, suppose that the Nyquist condition Eq. (24.7) is replaced by the condition

(24.26)

The kth received sample is then

(24.27)

so that there is intersymbol interference from one neighboring transmitted symbol. For now we focus
on the spectral characteristics of PR signalling and defer discussion of how to detect the transmitted
sequence {Ak} in the presence of intersymbol interference. The equivalent discrete-time transfer function
in this case is the discrete Fourier transform of the sequence in Eq. (24.26),

(24.28)

As in the full-response case, for Eq. (24.28) to be satisfied, the minimum bandwidth of the channel G( f )
and transmitter filter P(f ) is W = 1/(2T). Assuming P(f ) has this minimum bandwidth implies 

(24.29a)

and

(24.29b)

where sinc x = (sin p x)/(p x). This pulse is called a duobinary pulse and is shown along with the associated
H( f ) in Fig. 24.9. [Notice that h(t) satisfies Eq. (24.26).] Unlike the ideal bandlimited frequency response,
the transfer function H(f ) in Eq. (24.29a) is continuous and is, therefore, easily approximated by a physically
realizable filter. Duobinary PR was first proposed by Lender [7] and later generalized by Kretzmer [6].

The main advantage of the duobinary pulse Eq. (24.29b), relative to the minimum bandwidth pulse
Eq. (24.12), is that signalling at the Nyquist symbol rate is feasible with zero excess bandwidth. Because
the pulse decays much more rapidly than a Nyquist pulse, it is robust with respect to timing errors.
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Selecting the transmitter and receiver filters so that the overall system response is duobinary is appropriate
in situations where the channel frequency response G(f ) is near zero or has a rapid rolloff at the Nyquist
band edge f = 1/(2T).

As another example of PR signalling, consider the modified duobinary partial response

(24.30)

which has equivalent discrete-time transfer function

(24.31)

FIGURE 24.9 Duobinary frequency response and minimum bandwidth pulse.
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With zero excess bandwidth, the overall system response is

(24.32a)

and

(24.32b)

These functions are plotted in Fig. 24.10. This pulse shape is appropriate when the channel response G(f )
is near zero at both DC (f = 0) and at the Nyquist band edge. This is often the case for wire (twisted-pair)
channels where the transmitted signal is coupled to the channel through a transformer. Like duobinary
PR, modified duobinary allows minimum bandwidth signalling at the Nyquist rate.

FIGURE 24.10 Modified duobinary frequency response and minimum bandwidth pulse.
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A particular partial response is often identified by the polynomial

where D (for delay) takes the place of the usual z-1 in the z transform of the sequence {hk}. For example,
duobinary is also referred to as 1 + D partial response.

In general, more complicated system responses than those shown in Figs. 24.9 and 24.10 can be generated
by choosing more nonzero coefficients in the sequence {hk}. This complicates detection, however, because
of the additional intersymbol interference that is generated.

Rather than modulating a PR pulse h(t), a PR signal can also be generated by filtering the sequence
of transmitted levels {Ai}. This is shown in Fig. 24.11. Namely, the transmitted levels are first passed
through a discrete-time (digital) filter with transfer function Pd(e j2p f T) (where the subscript d indicates
discrete). [Note that Pd(e j2p f T) can be selected to be Heq(e j2p f T).] The outputs of this filter form the PAM
signal, where the pulse shaping filter P( f ) = 1, | f | < 1/(2T) and is zero elsewhere. If the transmitted levels
{Ak} are selected independently and are identically distributed, then the transmitted spectrum is

 for |f | < 1/(2T) and is zero for | f | > 1/(2T), where  = E[|Ak|
2].

Shaping the transmitted spectrum to have nulls coincident with nulls in the channel response poten-
tially offers significant performance advantages. By introducing intersymbol interference, however, PR
signalling increases the number of received signal levels, which increases the complexity of the detector
and may reduce immunity to noise. For example, the set of received signal levels for duobinary signalling
is {0, ±2} from which the transmitted levels {±1} must be estimated. The performance of a particular
PR scheme depends on the channel characteristics as well as the type of detector used at the receiver. We
now describe a simple suboptimal detection strategy.

Precoding

Consider the received signal sample Eq. (24.27) with duobinary signalling. If the receiver has correctly
de-coded the symbol Ak-1, then in the absence of noise Ak can be decoded by subtracting Ak-1 from the
received sample yk. If an error occurs, however, then subtracting the preceding symbol estimate from the
received sample will cause the error to propagate to successive detected symbols. To avoid this problem,
the transmitted levels can be precoded in such a way as to compensate for the intersymbol interference
introduced by the overall partial response.

We first illustrate precoding for duobinary PR. The sequence of operations is illustrated in Fig. 24.12.
Let {bk} denote the sequence of source bits where bk Œ {0, 1}. This sequence is transformed to the sequence

 by the operation

(24.33)

FIGURE 24.11 Generation of PR signal.

FIGURE 24.12 Precoding for a PR channel.
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where ≈ denotes modulo 2 addition (exclusive OR). The sequence  is mapped to the sequence of
binary transmitted signal levels {Ak} according to

(24.34)

That is,  is mapped to the transmitted level Ak = -1 (Ak = 1). In the absence of noise,
the received symbol is then

(24.35)

and combining Eqs. (24.33) and (24.35) gives

(24.36)

That is, if yk = ±2, then bk = 0, and if yk = 0, then bk = 1. Precoding, therefore, enables the detector to
make symbol-by-symbol decisions that do not depend on previous decisions. Table 24.1 shows a sequence
of transmitted bits {bi}, precoded bits  transmitted signal levels {Ai}, and received samples {yi}.

The preceding precoding technique can be extended to multilevel PAM and to other PR channels.
Suppose that the PR is specified by

where the coefficients are integers and that the source symbols {bk} are selected from the set {0, 1,º, M - 1}.
These symbols are transformed to the sequence  via the precoding operation 

(24.37)

Because of the modulo operation, each symbol  is also in the set {0, 1,º, M - 1}. The kth transmitted
signal level is given by

(24.38)

so that the set of transmitted levels is {-(M - 1),º,(M - 1)} (i.e., a shifted version of the set of values
assumed by bk). In the absence of noise, the received sample is

(24.39)

TABLE 24.1 Example of Precoding for Duobinary PR

{bi}: 1 0 0 1 1 1 0 0 1 0
: 0 1 1 1 0 1 0 0 0 1 1

{Ai}: -1 1 1 1 -1 1 -1 -1 -1 1 1
{yi}: 0 2 2 0 0 0 -2 -2 0 2
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and it can be shown that the kth source symbol is given by

(24.40)

Precoding the symbols {bk} in this manner, therefore, enables symbol-by-symbol decisions at the receiver.
In the presence of noise, more sophisticated detection schemes (e.g., maximum likelihood) can be used
with PR signalling to obtain improvements in performance.

24.6 Additional Considerations

In many applications, bandwidth and intersymbol interference are not the only important considerations
for selecting baseband pulses. Here we give a brief discussion of additional practical constraints that may
influence this selection.

Average Transmitted Power and Spectral Constraints

The constraint on average transmitted power varies according to the application. For example, low-
average power is highly desirable for mobile wireless applications that use battery-powered transmitters.
In many applications (e.g., digital subscriber loops, as well as digital radio), constraints are imposed to
limit the amount of interference, or crosstalk, radiated into neighboring receivers and communications
systems. Because this type of interference is frequency dependent, the constraint may take the form of a
spectral mask that specifies the maximum allowable transmitted power as a function of frequency. For
example, crosstalk in wireline channels is generally caused by capacitive coupling and increases as a
function of frequency. Consequently, to reduce the amount of crosstalk generated at a particular trans-
mitter, the pulse shaping filter generally attenuates high frequencies more than low frequencies.

In radio applications where signals are assigned different frequency bands, constraints on the trans-
mitted spectrum are imposed to limit adjacent-channel interference. This interference is generated by
transmitters assigned to adjacent frequency bands. Therefore, a constraint is  needed to limit the amount
of out-of-band power generated by each transmitter, in addition to an overall average power constraint.
To meet this constraint, the transmitter filter in Fig. 24.3 must have a sufficiently steep rolloff at the edges
of the assigned frequency band. (Conversely, if the transmitted signals are time multiplexed, then the
duration of the system impulse response must be contained within the assigned time slot.)

Peak-to-Average Power

In addition to a constraint on average transmitted power, a peak-power constraint is often imposed as
well. This constraint is important in practice for the following reasons:

1. The dynamic range of the transmitter is limited. In particular, saturation of the output amplifier
will “clip” the transmitted waveform.

2. Rapid fades can severely distort signals with high peak-to-average power.
3. The transmitted signal may be subjected to nonlinearities. Saturation of the output amplifier is

one example. Another example that pertains to wireline applications is the companding process
in the voice telephone network [5]. Namely, the compander used to reduce quantization noise for
pulse-code modulated voice signals introduces amplitude-dependent distortion in data signals.

The preceding impairments or constraints indicate that the transmitted waveform should have a low
peak-to-average power ratio (PAR). For a transmitted waveform x(t), the PAR is defined as
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where E(◊) denotes expectation. Using binary signalling with rectangular pulse shapes minimizes the
PAR. However, this compromises bandwidth efficiency. In applications where PAR should be low, binary
signalling with rounded pulses are often used. Operating RF power amplifiers with power back-off can
also reduce PAR, but leads to inefficient amplification.

For an orthogonal frequency division multiplexing (OFDM) system, it is well known that the trans-
mitted signal can exhibit a very high PAR compared to an equivalent single-carrier system. Hence more
sophisticated approaches to PAR reduction are required for OFDM. Some proposed approaches are
described in [8] and references therein. These include altering the set of transmitted symbols and setting
aside certain OFDM tones specifically to minimize PAR.

Channel and Receiver Characteristics

The type of channel impairments encountered and the type of detection scheme used at the receiver can
also influence the choice of a transmitted pulse shape. For example, a constant amplitude pulse is appro-
priate for a fast fading environment with noncoherent detection. The ability to track channel character-
istics, such as phase, may allow more bandwidth efficient pulse shapes in addition to multilevel signalling.

High-speed data communications over time-varying channels requires that the transmitter and/or
receiver adapt to the changing channel characteristics. Adapting the transmitter to compensate for a time-
varying channel requires a feedback channel through which the receiver can notify the transmitter of
changes in channel characteristics. Because of this extra complication, adapting the receiver is often pre-
ferred to adapting the transmitter pulse shape. However, the following examples are notable exceptions.

1. The current IS-95 air interface for direct-sequence code-division multiple access adapts the trans-
mitter power to control the amount of interference generated and to compensate for channel
fades. This can be viewed as a simple form of adaptive transmitter pulse shaping in which a single
parameter associated with the pulse shape is varied.

2. Multitone modulation divides the channel bandwidth into small subbands, and the transmitted
power and source bits are distributed among these subbands to maximize the information rate.
The received signal-to-noise ratio for each subband must be transmitted back to the transmitter
to guide the allocation of transmitted bits and power [1].

In addition to multitone modulation, adaptive precoding (also known as Tomlinson–Harashima pre-
coding [4,11]) is another way in which the transmitter can adapt to the channel frequency response.
Adaptive precoding is an extension of the technique described earlier for partial-response channels.
Namely, the equivalent discrete-time channel impulse response is measured at the receiver and sent back
to the transmitter, where it is used in a precoder. The precoder compensates for the intersymbol inter-
ference introduced by the channel, allowing the receiver to detect the data by a simple threshhold
operation. Both multitone modulation and precoding have been used with wireline channels (voiceband
modems and digital subscriber loops).

Complexity

Generation of a bandwidth-efficient signal requires a filter with a sharp cutoff. In addition, bandwidth-
efficient pulse shapes can complicate other system functions, such as timing and carrier recovery. If
sufficient bandwidth is available, the cost can be reduced by using a rectangular pulse shape with a simple
detection strategy (low-pass filter and threshold).

Tolerance to Interference

Interference is one of the primary channel impairments associated with digital radio. In addition to
adjacent-channel interference described earlier, cochannel interference may be generated by other
transmitters assigned to the same frequency band as the desired signal. Cochannel interference can be
controlled through frequency (and perhaps time slot) assignments and by pulse shaping. For example,
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assuming fixed average power, increasing the bandwidth occupied by the signal lowers the power
spectral density and decreases the amount of interference into a narrowband system that occupies part
of the available bandwidth. Sufficient bandwidth spreading, therefore, enables wideband signals to be
overlaid on top of narrowband signals without disrupting either service.

Probability of Intercept and Detection

The broadcast nature of wireless channels generally makes eavesdropping easier than for wired channels. A
requirement for most commercial as well as military applications is to guarantee the privacy of user
conversations (low probability of intercept). An additional requirement, in some applications, is that deter-
mining whether or not communications is taking place must be difficult (low probability of detection).
Spread-spectrum waveforms are attractive in these applications since spreading the pulse energy over a wide
frequency band decreases the power spectral density and, hence, makes the signal less visible. Power-efficient
modulation combined with coding enables a further reduction in transmitted power for a target error rate.

24.7 Examples

We conclude this chapter with a brief description of baseband pulse shapes used in existing and emerging
standards for digital mobile cellular and Personal Communications Services (PCS).

Global System for Mobile Communications (GSM)

The European GSM standard for digital mobile cellular communications operates in the 900-MHz
frequency band and is based on time-division multiple access (TDMA) [9]. The U.S. version operates at
1900 MHz, and is called PCS-1900. A special variant of binary FSK is used called Gaussian minimum-
shift keying (GMSK). The GMSK modulator is illustrated in Fig. 24.13. The input to the modulator is a
binary PAM signal s(t), given by Eq. (24.3), where the pulse p(t) is a Gaussian function and |s(t)| < 1.
This waveform frequency modulates the carrier fc, so that the (passband) transmitted signal is

The maximum frequency deviation from the carrier is fd = 1/(2T), which characterizes minimum-shift
keying. This technique can be used with a noncoherent receiver that is easy to implement. Because the
transmitted signal has a constant envelope, the data can be reliably detected in the presence of rapid
fades that are characteristic of mobile radio channels.

U.S. Digital Cellular (IS-136)

The IS-136 air interface (formerly IS-54) operates in the 800 MHz band and is based on TDMA [3].
There is also a 1900 MHz version of IS-136. The baseband signal is given by Eq. (24.3) where the symbols
are complex-valued, corresponding to quadrature phase modulation. The pulse has a square-root raised
cosine spectrum with 35% excess bandwidth.

FIGURE 24.13 Generation of GMSK signal; LPF is low-pass filter.
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Interim Standard-95

The IS-95 air interface for digital mobile cellular uses spread-spectrum signalling (CDMA) in the 800-
MHz band [10]. There is also a 1900 MHz version of IS-95. The baseband transmitted pulse shapes are
analogous to those shown in Fig. 24.2, where the number of square pulses (chips) per bit is 128. To
improve spectral efficiency the (wideband) transmitted signal is filtered by an approximation to an ideal
low-pass response with a small amount of excess bandwidth. This shapes the chips so that they resemble
minimum bandwidth pulses.

Personal Access Communications System (PACS)

Both PACS and the Japanese personal handy phone (PHP) system are TDMA systems which have been
proposed for personal communications systems (PCS), and operate near 2 GHz [2]. The baseband signal
is given by Eq. (24.3) with four complex symbols representing four-phase quadrature modulation. The
baseband pulse has a square-root raised cosine spectrum with 50% excess bandwidth.

Defining Terms

Baseband signal: A signal with frequency content centered around DC.
Equivalent discrete-time transfer function: A discrete-time transfer function (z transform) that relates

the transmitted amplitudes to received samples in the absence of noise.
Excess bandwidth: That part of the baseband transmitted spectrum which is not contained within the

Nyquist band.
Eye diagram: Superposition of segments of a received PAM signal that indicates the amount of inter-

symbol interference present.
Frequency-shift keying: A digital modulation technique in which the transmitted pulse is sinusoidal,

where the frequency is determined by the source bits.
Intersymbol interference: The additive contribution (interference) to a received sample from trans-

mitted symbols other than the symbol to be detected.
Matched filter: The receiver filter with impulse response equal to the time-reversed, complex conjugate

impulse response of the combined transmitter filter-channel impulse response.
Nyquist band: The narrowest frequency band that can support a PAM signal without intersymbol

interference (the interval [-1/(2T), 1/(2T)] where 1/T is the symbol rate).
Nyquist criterion: A condition on the overall frequency response of a PAM system that ensures the

absence of intersymbol interference.
Orthogonal frequency division multiplexing (OFDM): Modulation technique in which the trans-

mitted signal is the sum of low-bit-rate narrowband digital signals modulated on orthogonal
carriers.

Partial-response signalling:  A signalling technique in which a controlled amount of intersymbol interfer-
ence is introduced at the transmitter in order to shape the transmitted spectrum.

Precoding: A transformation of source symbols at the transmitter that compensates for intersymbol
interference introduced by the channel.

Pulse amplitude modulation (PAM): A digital modulation technique in which the source bits are
mapped to a sequence of amplitudes that modulate a transmitted pulse.

Raised cosine pulse: A pulse shape with Fourier transform that decays to zero according to a raised
cosine; see Eq. (24.18). The amount of excess bandwidth is conveniently determined by a single
parameter (a).

Spread spectrum: A signalling technique in which the pulse bandwidth is many times wider than the
Nyquist bandwidth.

Zero-forcing criterion: A design constraint which specifies that intersymbol interference be eliminated.
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Further Information

Baseband signalling and pulse shaping is fundamental to the design of any digital communications system
and is, therefore, covered in numerous texts on digital communications. For more advanced treatments
see E.A. Lee and D.G. Messerschmitt, Digital Communication, Kluwer 1994, and J.G. Proakis, Digital
Communications, McGraw-Hill 1995.
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haracterization of Channel Distortion

unication channels, including telephone channels and some radio channels, may be generally
 as band-limited linear filters. Consequently, such channels are described by their frequency

f ), which may be expressed as

(25.1)

is called the amplitude response and θ( f ) is called the phase response. Another characteristic
imes used in place of the phase response is the envelope delay or group delay, which is defined as

(25.2)

 said to be nondistorting or ideal if, within the bandwidth W occupied by the transmitted
= const and θ( f ) is a linear function of frequency [or the envelope delay τ( f ) = const]. On
nd, if A( f ) and τ( f ) are not constant within the bandwidth occupied by the transmitted
annel distorts the signal. If A( f ) is not constant, the distortion is called amplitude distortion

is not constant, the distortion on the transmitted signal is called delay distortion.
t of the amplitude and delay distortion caused by the nonideal channel frequency response
c C( f ), a succession of pulses transmitted through the channel at rates comparable to the

 are smeared to the point that they are no longer distinguishable as well-defined pulses at
g terminal. Instead, they overlap and, thus, we have intersymbol interference (ISI). As an
the effect of delay distortion on a transmitted pulse, Fig. 25.1(a) illustrates a band-limited
 zeros periodically spaced in time at points labeled ±T, ±2T, etc. If information is conveyed
 amplitude, as in pulse amplitude modulation (PAM), for example, then one can transmit a
 pulses, each of which has a peak at the periodic zeros of the other pulses. Transmission of
rough a channel modeled as having a linear envelope delay characteristic τ( f ) [quadratic

C f( ) A f( )e jθ f( )=

τ f( ) − 1
2π
------ dθ f( )

df
--------------=

roakis
University



 

       
phase θ( f )], however, results in the received pulse shown in Fig. 25.1(b) having zero crossings that are
no longer periodically spaced. Consequently, a sequence of successive pulses would be smeared into one
another, and the peaks of the pulses would no longer be distinguishable. Thus, the channel delay distortion
results in intersymbol interference. As will be discussed in this chapter, it is possible to compensate for
the nonideal frequency response characteristic of the channel by use of a filter or equalizer at the demo-
dulator. Figure 25.1(c) illustrates the output of a linear equalizer that compensates for the linear distortion
in the channel.

The extent of the intersymbol interference on a telephone channel can be appreciated by observing a
frequency response characteristic of the channel. Figure 25.2 illustrates the measured average amplitude
and delay as a function of frequency for a medium-range (180–725 mile) telephone channel of the
switched telecommunications network as given by Duffy and Tratcher [17]. We observe that the usable band
of the channel extends from about 300 Hz to about 3000 Hz. The corresponding impulse response of
the average channel is shown in Fig. 25.3. Its duration is about 10 ms. In comparison, the transmitted
symbol rates on such a channel may be of the order of 2500 pulses or symbols per second. Hence,
intersymbol interference might extend over 20–30 symbols.

FIGURE 25.1 Effect of channel distortion: (a) channel input, (b) channel output, (c) equalizer output.
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FIGURE 25.2 Average amplitude and delay characteristics of medium-range telephone channel.

FIGURE 25.3 Impulse response of average channel with amplitude and delay shown in Fig. 25.2.
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Besides telephone channels, there are other physical channels that exhibit some form of time dispersion
and, thus, introduce intersymbol interference. Radio channels, such as short-wave ionospheric propagation
(HF), tropospheric scatter, and mobile cellular radio are three examples of time-dispersive wireless chan-
nels. In these channels, time dispersion and, hence, intersymbol interference is the result of multiple
propagation paths with different path delays. The number of paths and the relative time delays among the
paths vary with time and, for this reason, these radio channels are usually called time-variant multipath
channels. The time-variant multipath conditions give rise to a wide variety of frequency response char-
acteristics. Consequently, the frequency response characterization that is used for telephone channels is
inappropriate for time-variant multipath channels. Instead, these radio channels are characterized statis-
tically in terms of the scattering function, which, in brief, is a two-dimensional representation of the
average received signal power as a function of relative time delay and Doppler frequency (see Proakis, 2001).

For illustrative purposes, a scattering function measured on a medium-range (150 mile) tropospheric
scatter channel is shown in Fig. 25.4. The total time duration (multipath spread) of the channel response
is approximately 0.7 µs on the average, and the spread between half-power points in Doppler frequency is
a little less than 1 Hz on the strongest path and somewhat larger on the other paths. Typically, if one
is transmitting at a rate of 107 symbols/s over such a channel, the multipath spread of 0.7 µs will result
in intersymbol interference that spans about seven symbols.

25.2 Characterization of Intersymbol Interference

In a digital communication system, channel distortion causes intersymbol interference, as illustrated in the
preceding section. In this section, we shall present a model that characterizes the ISI. The digital modulation
methods to which this treatment applies are PAM, phase-shift keying (PSK), and quadrature amplitude
modulation (QAM). The transmitted signal for these three types of modulation may be expressed as

(25.3)

FIGURE 25.4 Scattering function of a medium-range tropospheric scatter channel.
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where υ(t) = υc(t) + jυx(t) is called the equivalent low-pass signal, fc is the carrier frequency, and Re[]
denotes the real part of the quantity in brackets.

In general, the equivalent low-pass signal is expressed as

(25.4)

where gT(t) is the basic pulse shape that is selected to control the spectral characteristics of the transmitted
signal, {In} is the sequence of transmitted information symbols selected from a signal constellation
consisting of M points, and T is the signal interval (1/T is the symbol rate). For PAM, PSK, and QAM,
the values of In are points from M-ary signal constellations. Figure 25.5 illustrates the signal constellations
for the case of M = 8 signal points. Note that for PAM, the signal constellation is one-dimensional. Hence,
the equivalent low-pass signal υ(t) is real valued, i.e., υs(t) = 0 and υc(t) = υ(t). For M-ary (M > 2) PSK
and QAM, the signal constellations are two-dimensional and, hence, υ(t) is complex valued.

FIGURE 25.5 M = 8 signal constellations for PAM, PSK, and QAM.

u t( ) IngT t nT–( )
n=0

∑=

−7 −5 −3 −1 1 3 5 7

000 001 011 010 110 111 101 100

(a) PAM

100

000

001

011

010

110

111 101

2

(b) PSK

(1, 1)

2

2

(1 +  3, 0)

(c) QAM
©2002 CRC Press LLC



 

                             
The signal s(t) is transmitted over a bandpass channel that may be characterized by an equivalent low-
pass frequency response C( f ). Consequently, the equivalent low-pass received signal can be represented as

(25.5)

where h(t) = gT(t) ∗  c(t), c(t) is the impulse response of the equivalent low-pass channel, the asterisk
denotes convolution, and w(t) represents the additive noise in the channel.

To characterize the ISI, suppose that the received signal is passed through a receiving filter and then
sampled at the rate 1/T samples/s. In general, the optimum filter at the receiver is matched to the received
signal pulse h(t). Hence, the frequency response of this filter is H ∗ ( f ). We denote its output as

(25.6)

where x(t) is the signal pulse response of the receiving filter, i.e., X( f ) = H( f )H ∗ ( f ) = |H( f )|2, and n(t)
is the response of the receiving filter to the noise w(t). Now, if y(t) is sampled at times t = kT, k = 0, 1,
2,…, we have

(25.7)

The sample values {yk} can be expressed as

(25.8)

The term x0 is an arbitrary scale factor, which we arbitrarily set equal to unity for convenience. Then

(25.9)

The term Ik represents the desired information symbol at the kth sampling instant, the term

(25.10)

represents the ISI, and nk is the additive noise variable at the kth sampling instant.
The amount of ISI and noise in a digital communications system can be viewed on an oscilloscope.

For PAM signals, we can display the received signal y(t) on the vertical input with the horizontal sweep
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rate set at 1/T. The resulting oscilloscope display is called an eye pattern because of its resemblance to
the human eye. For example, Fig. 25.6 illustrates the eye patterns for binary and four-level PAM modu-
lation. The effect of ISI is to cause the eye to close, thereby reducing the margin for additive noise to
cause errors. Figure 25.7 graphically illustrates the effect of ISI in reducing the opening of a binary eye.
Note that intersymbol interference distorts the position of the zero crossings and causes a reduction in
the eye opening. Thus, it causes the system to be more sensitive to a synchronization error.

For PSK and QAM it is customary to display the eye pattern as a two-dimensional scatter diagram
illustrating the sampled values {yk} that represent the decision variables at the sampling instants. Figure 25.8
illustrates such an eye pattern for an 8-PSK signal. In the absence of intersymbol interference and noise,
the superimposed signals at the sampling instants would result in eight distinct points corresponding to
the eight transmitted signal phases. Intersymbol interference and noise result in a deviation of the received
samples {yk} from the desired 8-PSK signal. The larger the intersymbol interference and noise, the larger
the scattering of the received signal samples relative to the transmitted signal points.

In practice, the transmitter and receiver filters are designed for zero ISI at the desired sampling times
t = kT. Thus, if GT( f ) is the frequency response of the transmitter filter and GR( f ) is the frequency

FIGURE 25.6 Examples of eye patterns for binary and quaternary amplitude shift keying (or PAM).

FIGURE 25.7 Effect of intersymbol interference on eye opening.
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response of the receiver filter, then the product GT( f )GR( f ) is designed to yield zero ISI. For example,
the product GT( f )GR( f ) may be selected as

(25.11)

where Xrc( f ) is the raised-cosine frequency response characteristic, defined as

(25.12)

where α is called the rolloff factor, which takes values in the range 0 ≤ α ≤ 1, and 1/T is the symbol rate.
The frequency response Xrc( f ) is illustrated in Fig. 25.9(a) for α = 0, 1/2, and 1. Note that when α = 0,
Xrc( f ) reduces to an ideal brick wall physically nonrealizable frequency response with bandwidth occu-
pancy 1/2T. The frequency 1/2T is called the Nyquist frequency. For α > 0, the bandwidth occupied by
the desired signal Xrc( f ) beyond the Nyquist frequency 1/2T is called the excess bandwidth and is usually
expressed as a percentage of the Nyquist frequency. For example, when α = 1/2, the excess bandwidth is
50%, and when α = 1, the excess bandwidth is 100%. The signal pulse xrc(t) having the raised-cosine
spectrum is

(25.13)

Figure 25.9(b) illustrates xrc(t) for α = 0, 1/2, and 1. Note that xrc(t) = 1 at t = 0 and xrc(t) = 0 at t = kT,
k = ±1, ±2,… . Consequently, at the sampling instants t = kT, k ≠ 0, there is no ISI from adjacent symbols
when there is no channel distortion. In the presence of channel distortion, however, the ISI given by Eq.
(25.10) is no longer zero, and a channel equalizer is needed to minimize its effect on system performance.

FIGURE 25.8 Two-dimensional digital eye patterns.
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25.3 Linear Equalizers

The most common type of channel equalizer used in practice to reduce ISI is a linear transversal filter
with adjustable coefficients {ci}, as shown in Fig. 25.10.

On channels whose frequency response characteristics are unknown but are time invariant, we may
measure the channel characteristics and adjust the parameters of the equalizer; once adjusted, the
parameters remain fixed during the transmission of data. Such equalizers are called preset equalizers.
On the other hand, adaptive equalizers update their parameters on a periodic basis during the trans-
mission of data and, thus, they are capable of tracking a slowly time-varying channel response.

First, let us consider the design characteristics for a linear equalizer from a frequency domain viewpoint.
Figure 25.11 shows a block diagram of a system that employs a linear filter as a channel equalizer.

The demodulator consists of a receiver filter with frequency response GR(f ) in cascade with a channel
equalizing filter that has a frequency response GE(f ). As indicated in the preceding section, the receiver filter
response GR(f ) is matched to the transmitter response, i.e., GR(f ) =  and the product GR(f )GT(f ) is
usually designed so that there is zero ISI at the sampling instants as, for example, when GR(f )GT(f ) = Xrc(f ).

For the system shown in Fig. 25.11, in which the channel frequency response is not ideal, the desired
condition for zero ISI is

(25.14)

where Xrc( f ) is the desired raised-cosine spectral characteristic. Since GT( f )GR( f ) = Xrc( f ) by design, the
frequency response of the equalizer that compensates for the channel distortion is 

(25.15)

FIGURE 25.9 Pulses having a raised-cosine spectrum.
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Thus, the amplitude response of the equalizer is |GE( f )| = 1/|C( f )| and its phase response is θE ( f ) =
−θc( f ). In this case, the equalizer is said to be the inverse channel filter to the channel response.

We note that the inverse channel filter completely eliminates ISI caused by the channel. Since it forces
the ISI to be zero at the sampling instants t = kT, k = 0, 1,… , the equalizer is called a zero-forcing
equalizer. Hence, the input to the detector is simply

(25.16)

where ηk represents the additive noise and Ik is the desired symbol.
In practice, the ISI caused by channel distortion is usually limited to a finite number of symbols on

either side of the desired symbol. Hence, the number of terms that constitute the ISI in the summation
given by Eq. (25.10) is finite. As a consequence, in practice, the channel equalizer is implemented as a
finite duration impulse response (FIR) filter, or transversal filter, with adjustable tap coefficients {cn}, as
illustrated in Fig. 25.10. The time delay τ between adjacent taps may be selected as large as T, the symbol
interval, in which case the FIR equalizer is called a symbol-spaced equalizer. In this case, the input to
the equalizer is the sampled sequence given by Eq. (25.7). We note that when the symbol rate 1/T < 2W,
however, frequencies in the received signal above the folding frequency 1/T are aliased into frequencies
below 1/T. In this case, the equalizer compensates for the aliased channel-distorted signal.

On the other hand, when the time delay τ between adjacent taps is selected such that 1/τ ≥ 2W > 1/T,
no aliasing occurs, and, hence, the inverse channel equalizer compensates for the true channel distortion.
Since τ < T, the channel equalizer is said to have fractionally spaced taps and it is called a fractionally
spaced equalizer. In practice, τ is often selected as τ = T/2. Notice that, in this case, the sampling rate
at the output of the filter GR( f ) is 2/T.

FIGURE 25.10 Linear transversal filter.

FIGURE 25.11 Block diagram of a system with an equalizer.
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The impulse response of the FIR equalizer is

(25.17)

and the corresponding frequency response is

(25.18)

where {cn} are the (2N + 1) equalizer coefficients and N is chosen sufficiently large so that the equalizer
spans the length of the ISI, i.e., 2N + 1 ≥ L, where L is the number of signal samples spanned by the ISI.
Since X( f ) = GT( f )C( f )GR( f ) and x(t) is the signal pulse corresponding to X( f ), then the equalized
output signal pulse is

(25.19)

The zero-forcing condition can now be applied to the samples of q(t) taken at times t = mT. These samples
are

(25.20)

Since there are 2N + 1 equalizer coefficients, we can control only 2N + 1 sampled values of q(t). Specifically,
we may force the conditions

(25.21)

which may be expressed in matrix form as Xc = q, where X is a (2N + 1) × (2N + 1) matrix with elements
{x(mT − nτ)}, c is the (2N + 1) coefficient vector, and q is the (2N + 1) column vector with one nonzero
element. Thus, we obtain a set of 2N + 1 linear equations for the coefficients of the zero-forcing equalizer.

We should emphasize that the FIR zero-forcing equalizer does not completely eliminate ISI because it
has a finite length. As N is increased, however, the residual ISI can be reduced, and in the limit as N → ∞,
the ISI is completely eliminated.

Example 25.1

Consider a channel distorted pulse x(t), at the input to the equalizer, given by the expression

where 1/T is the symbol rate. The pulse is sampled at the rate 2/T and equalized by a zero-forcing
equalizer. Determine the coefficients of a five-tap zero-forcing equalizer.
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Solution 25.1
According to Eq. (25.21), the zero-forcing equalizer must satisfy the equations

The matrix X with elements x(mT − nT/2) is given as

(25.22)

The coefficient vector c and the vector q are given as

(25.23)

Then, the linear equations Xc = q can be solved by inverting the matrix X. Thus, we obtain

(25.24)

One drawback to the zero-forcing equalizer is that it ignores the presence of additive noise. As a
consequence, its use may result in significant noise enhancement. This is easily seen by noting that in a
frequency range where C( f ) is small, the channel equalizer GE( f ) = 1/C( f ) compensates by placing a
large gain in that frequency range. Consequently, the noise in that frequency range is greatly enhanced.
An alternative is to relax the zero ISI condition and select the channel equalizer characteristic such that
the combined power in the residual ISI and the additive noise at the output of the equalizer is minimized.
A channel equalizer that is optimized based on the minimum mean square error (MMSE) criterion
accomplishes the desired goal.

To elaborate, let us consider the noise corrupted output of the FIR equalizer, which is

(25.25)
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where y(t) is the input to the equalizer, given by Eq. (25.6). The equalizer output is sampled at times t =
mT. Thus, we obtain

(25.26)

The desired response at the output of the equalizer at t = mT is the transmitted symbol Im. The error
is defined as the difference between Im and z(mT). Then, the mean square error (MSE) between the actual
output sample z(mT) and the desired values Im is

(25.27)

where the correlations are defined as

(25.28)

and the expectation is taken with respect to the random information sequence {Im} and the additive noise.
The minimum MSE solution is obtained by differentiating Eq. (25.27) with respect to the equalizer

coefficients {cn}. Thus, we obtain the necessary conditions for the minimum MSE as

(25.29)

These are the (2N + 1) linear equations for the equalizer coefficients. In contrast to the zero-forcing
solution already described, these equations depend on the stastical properties (the autocorrelation) of
the noise as well as the ISI through the autocorrelation RY(n).

In practice, the autocorrelation matrix RY(n) and the crosscorrelation vector RIY(n) are unknown
a priori. These correlation sequences can be estimated, however, by transmitting a test signal over the
channel and using the time-average estimates

(25.30)

in place of the ensemble averages to solve for the equalizer coefficients given by Eq. (25.29).
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Adaptive Linear Equalizers

We have shown that the tap coefficients of a linear equalizer can be determined by solving a set of linear
equations. In the zero-forcing optimization criterion, the linear equations are given by Eq. (25.21). On
the other hand, if the optimization criterion is based on minimizing the MSE, the optimum equalizer
coefficients are determined by solving the set of linear equations given by Eq. (25.29).

In both cases, we may express the set of linear equations in the general matrix form

Bc = d (25.31)

where B is a (2N + 1) × (2Ν + 1) matrix, c is a column vector representing the 2N  + 1 equalizer coefficients,
and d is a (2N + 1)-dimensional column vector. The solution of Eq. (25.31) yields

copt = B−1d (25.32)

In practical implementations of equalizers, the solution of Eq. (25.31) for the optimum coefficient
vector is usually obtained by an iterative procedure that avoids the explicit computation of the inverse
of the matrix B. The simplest iterative procedure is the method of steepest descent, in which one begins
by choosing arbitrarily the coefficient vector c, say c0. This initial choice of coefficients corresponds to a
point on the criterion function that is being optimized. For example, in the case of the MSE criterion,
the initial guess c0 corresponds to a point on the quadratic MSE surface in the (2N + 1)-dimensional
space of coefficients. The gradient vector, defined as g0, which is the derivative of the MSE with respect
to the 2Ν + 1 filter coefficients, is then computed at this point on the criterion surface, and each tap
coefficient is changed in the direction opposite to its corresponding gradient component. The change in
the jth tap coefficient is proportional to the size of the jth gradient component.

For example, the gradient vector denoted as gk, for the MSE criterion, found by taking the derivatives
of the MSE with respect to each of the 2N + 1 coefficients, is

gk = Bck − d, k = 0, 1, 2,… (25.33)

Then the coefficient vector ck is updated according to the relation

ck+1 = ck − ∆gk (25.34)

where ∆ is the step-size parameter for the iterative procedure. To ensure convergence of the iterative
procedure, ∆ is chosen to be a small positive number. In such a case, the gradient vector gk converges
toward zero, i.e., gk → 0 as k → ∞, and the coefficient vector ck → copt as illustrated in Fig. 25.12 based
on two-dimensional optimization. In general, convergence of the equalizer tap coefficients to copt cannot

FIGURE 25.12 Example of convergence characteristics of a gradient algorithm.
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be attained in a finite number of iterations with the steepest-descent method. The optimum solution
copt, however, can be approached as closely as desired in a few hundred iterations. In digital communi-
cation systems that employ channel equalizers, each iteration corresponds to a time interval for sending
one symbol and, hence, a few hundred iterations to achieve convergence to copt corresponds to a fraction
of a second.

Adaptive channel equalization is required for channels whose characteristics change with time. In such
a case, the ISI varies with time. The channel equalizer must track such time variations in the channel
response and adapt its coefficients to reduce the ISI. In the context of the preceding discussion, the
optimum coefficient vector copt varies with time due to time variations in the matrix B and, for the case
of the MSE criterion, time variations in the vector d. Under these conditions, the iterative method
described can be modified to use estimates of the gradient components. Thus, the algorithm for adjusting
the equalizer tap coefficients may be expressed as

(25.35)

where  denotes an estimate of the gradient vector gk and  denotes the estimate of the tap coefficient
vector.

In the case of the MSE criterion, the gradient vector gk given by Eq. (25.33) may also be expressed as

An estimate  of the gradient vector at the kth iteration is computed as

(25.36)

where ek denotes the difference between the desired output from the equalizer at the kth time instant
and the actual output z(kT), and yk denotes the column vector of 2N + 1 received signal values contained
in the equalizer at time instant k. The error signal ek is expressed as

ek = Ik − zk (25.37)

where zk = z(kT) is the equalizer output given by Eq. (25.26) and Ik is the desired symbol. Hence, by
substituting Eq. (25.36) into Eq. (25.35), we obtain the adaptive algorithm for optimizing the tap
coefficients (based on the MSE criterion) as

(25.38)

Since an estimate of the gradient vector is used in Eq. (25.38), the algorithm is called a stochastic gradient
algorithm; it is also known as the LMS algorithm.

A block diagram of an adaptive equalizer that adapts its tap coefficients according to Eq. (25.38) is
illustrated in Fig. 25.13. Note that the difference between the desired output Ik and the actual output zk

from the equalizer is used to form the error signal ek. This error is scaled by the step-size parameter ∆,
and the scaled error signal ∆ek multiplies the received signal values {y(kT − nτ)} at the 2N + 1 taps. The
products ∆ek y ∗ (kT − nτ) at the (2N + 1) taps are then added to the previous values of the tap coefficients
to obtain the updated tap coefficients, according to Eq. (25.38). This computation is repeated as each
new symbol is received. Thus, the equalizer coefficients are updated at the symbol rate.

Initially, the adaptive equalizer is trained by the transmission of a known pseudorandom sequence
{Im} over the channel. At the demodulator, the equalizer employs the known sequence to adjust its coefficients.
Upon initial adjustment, the adaptive equalizer switches from a training mode to a decision-directed mode,

ĉk+1 ĉ k ∆ĝk–=

ĝk ĉk

gk E ek yk
∗( )–=

gkˆ

ĝk ek yk
∗–=

ĉk+1 ĉ k ∆ek yk
∗+=
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in which case the decisions at the output of the detector are sufficiently reliable so that the error signal
is formed by computing the difference between the detector output and the equalizer output, i.e.,

(25.39)

where  is the output of the detector. In general, decision errors at the output of the detector occur
infrequently and, consequently, such errors have little effect on the performance of the tracking algorithm
given by Eq. (25.38).

A rule of thumb for selecting the step-size parameter so as to ensure convergence and good tracking
capabilities in slowly varying channels is

(25.40)

where PR denotes the received signal-plus-noise power, which can be estimated from the received signal
(see Proakis, 2001).

The convergence characteristic of the stochastic gradient algorithm in Eq. (25.38) is illustrated in
Fig. 25.14. These graphs were obtained from a computer simulation of an 11-tap adaptive equalizer
operating on a channel with a rather modest amount of ISI. The input signal-plus-noise power PR was
normalized to unity. The rule of thumb given in Eq. (25.40) for selecting the step size gives ∆ = 0.018.
The effect of making ∆ too large is illustrated by the large jumps in MSE as shown for ∆ = 0.115. As ∆
is decreased, the convergence is slowed somewhat, but a lower MSE is achieved, indicating that the
estimated coefficients are closer to copt.

FIGURE 25.13 Linear adaptive equalizer based on the MSE criterion.
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Although we have described in some detail the operation of an adaptive equalizer that is optimized
on the basis of the MSE criterion, the operation of an adaptive equalizer based on the zero-forcing method
is very similar. The major difference lies in the method for estimating the gradient vectors gk at each
iteration. A block diagram of an adaptive zero-forcing equalizer is shown in Fig. 25.15. For more details
on the tap coefficient update method for a zero-forcing equalizer, the reader is referred to the papers by
Lucky [2,3] and the text by Proakis [2001].

FIGURE 25.14 Initial convergence characteristics of the LMS algorithm with different step sizes.

FIGURE 25.15 An adaptive zero-forcing equalizer.
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25.4 Decision-Feedback Equalizer

The linear filter equalizers described in the preceding section are very effective on channels, such as wire
line telephone channels, where the ISI is not severe. The severity of the ISI is directly related to the
spectral characteristics and not necessarily to the time span of the ISI. For example, consider the ISI
resulting from the two channels that are illustrated in Fig. 25.16. The time span for the ISI in channel A
is 5 symbol intervals on each side of the desired signal component, which has a value of 0.72. On the
other hand, the time span for the ISI in channel B is one symbol interval on each side of the desired
signal component, which has a value of 0.815. The energy of the total response is normalized to unity
for both channels.

In spite of the shorter ISI span, channel B results in more severe ISI. This is evidenced in the frequency
response characteristics of these channels, which are shown in Fig. 25.17. We observe that channel B has
a spectral null (the frequency response C( f ) = 0 for some frequencies in the band | f | ≤ W) at f = 1/2T,
whereas this does not occur in the case of channel A. Consequently, a linear equalizer will introduce a
large gain in its frequency response to compensate for the channel null. Thus, the noise in channel B
will be enhanced much more than in channel A. This implies that the performance of the linear equalizer
for channel B will be significantly poorer than that for channel A. This fact is borne out by the computer
simulation results for the performance of the two linear equalizers shown in Fig. 25.18. Hence, the basic
limitation of a linear equalizer is that it performs poorly on channels having spectral nulls. Such channels
are often encountered in radio communications, such as ionospheric transmission at frequencies below
30 MHz, and mobile radio channels, such as those used for cellular radio communications.

A decision-feedback equalizer (DFE) is a nonlinear equalizer that employs previous decisions to
eliminate the ISI caused by previously detected symbols on the current symbol to be detected. A simple
block diagram for a DFE is shown in Fig. 25.19. The DFE consists of two filters. The first filter is called
a feedforward filter and it is generally a fractionally spaced FIR filter with adjustable tap coefficients. This
filter is identical in form to the linear equalizer already described. Its input is the received filtered signal

FIGURE 25.16 Two channels with ISI.
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y(t) sampled at some rate that is a multiple of the symbol rate, e.g., at rate 2/T. The second filter is a
feedback filter. It is implemented as an FIR filter with symbol-spaced taps having adjustable coefficients.
Its input is the set of previously detected symbols. The output of the feedback filter is subtracted from
the output of the feedforward filter to form the input to the detector. Thus, we have

(25.41) 

where {cn} and {bn} are the adjustable coefficients of the feedforward and feedback filters, respectively,
, n = 1, 2,…, N2 are the previously detected symbols, N1 + 1 is the length of the feedforward filter,

and N2 is the length of the feedback filter. Based on the input zm, the detector determines which of the
possible transmitted symbols is closest in distance to the input signal Im. Thus, it makes its decision and
outputs . What makes the DFE nonlinear is the nonlinear characteristic of the detector that provides
the input to the feedback filter.

FIGURE 25.17 Amplitude spectra for (a) channel A shown in Fig. 25.16(a) and (b) channel B shown in Fig. 25.16(b).
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The tap coefficients of the feedforward and feedback filters are selected to optimize some desired
performance measure. For mathematical simplicity, the MSE criterion is usually applied, and a stochastic
gradient algorithm is commonly used to implement an adaptive DFE. Figure 25.20 illustrates the block
diagram of an adaptive DFE whose tap coefficients are adjusted by means of the LMS stochastic gradient
algorithm. Figure 25.21 illustrates the probability of error performance of the DFE, obtained by computer
simulation, for binary PAM transmission over channel B. The gain in performance relative to that of a
linear equalizer is clearly evident.

We note that the decision errors from the detector that are fed back to the feedback filter result in a
loss in the performance of the DFE, as illustrated in Fig. 25.21. This loss can be avoided by placing the
feedback filter of the DFE at the transmitter and the feedforward filter at the receiver. Thus, the problem
of error propagation due to incorrect decisions in the feedback filter is completely eliminated.

This approach is especially suitable for wireline channels, where the channel characteristics do not vary
significantly with time. The linear fractionally-spaced feedforward filter of the DFE, placed at the receiver,
compensates for the ISI that results from any small time variations in the channel response. The synthesis

FIGURE 25.18 Error-rate performance of linear MSE equalizer.

FIGURE 25.19 Block diagram of DFE.
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FIGURE 25.20 Adaptive DFE.

FIGURE 25.21  Performance of DFE with and without error propagation.
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of the feedback filter of the DFE at the transmitter side is usually performed after the response of the
channel is measured at the receiver by the transmission of a channel probe signal and the receiver sends
to the transmitter the coefficients of the feedback filter.

One problem with this approach to implementing the DFE is that the signal points at the transmitter,
after subtracting the tail (postcursors) of the ISI, generally have a larger dynamic range than the original
signal constellation and, consequently, require a larger transmitter power. This problem is solved by
precoding the information symbols prior to transmission as described by Tomlinson [5] and Harashima
and Miyakawa [6].

25.5 Maximum-Likelihood Sequence Detection 

Although the DFE outperforms a linear equalizer, it is not the optimum equalizer from the viewpoint
of minimizing the probability of error in the detection of the information sequence {Ik} from the received
signal samples {yk} given in Eq. (25.5). In a digital communication system that transmits information
over a channel that causes ISI, the optimum detector is a maximum-likelihood symbol sequence detector
which produces at its output the most probable symbol sequence  for the given received sampled
sequence {yk}. That is, the detector finds the sequence  that maximizes the likelihood function.

(25.42) 

where p({yk}|{Ik}) is the joint probability of the received sequence {yk} conditioned on {Ik}. The sequence
of symbols  that maximizes this joint conditional probability is called the maximum-likelihood
sequence detector.

An algorithm that implements maximum-likelihood sequence detection (MLSD) is the Viterbi algo-
rithm, which was originally devised for decoding convolutional codes. For a description of this algorithm
in the context of sequence detection in the presence of ISI, the reader is referred to the paper by Forney
[1] and the text by Proakis, 2001.

The major drawback of MLSD for channels with ISI is the exponential behavior in computational
complexity as a function of the span of the ISI. Consequently, MLSD is practical only for channels where
the ISI spans only a few symbols and the ISI is severe in the sense that it causes a severe degradation in the
performance of a linear equalizer or a decision-feedback equalizer. For example, Fig. 25.22 illustrates the error
probability performance of the Viterbi algorithm for a binary PAM signal transmitted through channel B
(see Fig. 25.16). For purposes of comparison, we also illustrate the probability of error for a DFE. Both
results were obtained by computer simulation. We observe that the performance of the maximum
likelihood sequence detector is about 4.5 dB better than that of the DFE at an error probability of 10−4.
Hence, this is one example where the ML sequence detector provides a significant performance gain on
a channel with a relatively short ISI span. 

The MLSD implemented efficiently by use of the Viterbi algorithm is widely used in mobile cellular
communications systems, such as the GSM system, where the span of the ISI is limited to five or six symbols.

The performance advantage of the MLSD, compared with the linear equalizer and the DFE, in channels
with severe ISI, has motivated a significant amount of research on methods for reducing the complexity
of MLSD while retaining its superior performance characteristics. One approach to the design of reduced
complexity MLSD is focused on methods that reduce the length of the ISI span by pre-processing the
received signal prior to the maximum-likelihood detector. Falconer and Magee [7] and Beare [8] used a
linear equalizer (LE) to reduce the span of the ISI to some small specified length prior to the Viterbi
detector. Lee and Hill [9] employed a DFE in place of the LE. Thus, the large ISI span in the channel is
reduced to a sufficiently small length, called the desired impulse response, so that the complexity of the
Viterbi detector following the LE or DFE is manageable. The choice of the desired impulse response is
tailored to the ISI characteristics of the channel. This approach to reducing the complexity of the Viterbi
detector has proved very effective in high-density magnetic recording systems, as illustrated in the papers
by Siegel and Wolf [10], Tyner and Proakis [11], Moon and Carley [12] and Proakis [13].

{ Ĩk}
{ Ĩk}

Λ Ik{ }( ) ln p yk{ } | Ik{ }( )=

{ Ĩk}
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From a performance viewpoint, a more effective approach for reducing the computational complexity
of the MLSD is to employ decision feedback within the Viterbi detector to reduce the effective length of
the ISI. A prefilter, called a whitened matched filter (WMF) precedes the Viterbi detector and reduces the
channel to one that has a minimum phase characteristic, as shown in Fig. 25.23. Preliminary decisions
from the Viterbi detector are fed back through a filter, as shown in Fig. 25.23, to synthesize the tail in
the ISI caused by the channel response and, thus, to cancel the ISI at the input to the Viterbi detector.
The preliminary decisions from the Viterbi detector can be obtained by using the most probable surviving
sequence in the Viterbi detector. This approach to tail cancellation had been called global feedback by

FIGURE 25.22 Comparison of performance between MLSE and decision-feedback equalization for channel B of
Fig. 25.16.

FIGURE 25.23 Reduced complexity MLSD using feedback from the Viterbi detector.
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Bergmans et al. [14]. Alternatively, Bergmans et al. [14] propose that one can use preliminary decisions
corresponding to each surviving sequence to cancel the ISI in the tail of the corresponding surviving
sequence. Thus, the ISI can be perfectly cancelled when the correct sequence is among the surviving
sequences in the Viterbi detector, even if it is not the most probable sequence at any instant in time in
the detection process. Bergmans et al. [14] named this approach to tail cancellations as using local
feedback. Simulation results given in the paper by Bergmans et al. [14] indicate that local feedback gives
superior performance compared with global feedback. 

25.6 Maximum A Posteriori Probability Detector 
and Turbo Equalization 

For a channel with ISI, the MLSD minimizes the probability of error in the detection of a sequence of
transmitted information symbols. Instead of using the MLSD to recover the information symbols, we
may use a detector that makes optimum decisions on a symbol-by-symbol basis based on the computation
of the maximum a posteriori probability (MAP) for each symbol. Consequently, the MAP detector is
optimum in the sense that it minimizes the probability of a symbol error. Basically, the MAP criterion
for the information symbol Ik at the kth time interval involves the computation of the a posteriori
probabilities P(Ik = Si /yk+D , yk+D−1, —, y1) where {yk} is the observed received sequence, D is a delay
parameter that is chosen to be equal to or exceed the span of the ISI, and {Si, 1 ≤ i ≤ M} is the set of M
possible points in the signal constellation. A decision is made of the symbol corresponding to the largest
a posteriori probability. 

A computationally efficient iterative detection algorithm based on the MAP criterion is described in
a paper by Bahl et al. [15] and is usually called the BCJR algorithm. In general, the computational
complexity of the BCJR algorithm is greater than that of the Viterbi algorithm, so the latter is preferable
in implementing an optimum detector for a channel with ISI.

An equalizer based on the MAP criterion is particularly suitable in a receiver that couples the equalizer
to a decoder that performs iterative decoding. To elaborate, suppose that the transmitter of a digital
communication system employs a binary systematic convolutional encoder followed by a block interleaver
and modulator. The channel is a linear time-dispersive channel that introduces ISI having a finite span.
In such a case, we view the channel with ISI as an inner encoder in a serially (cascade) concatenated code,
as shown in Fig. 25.24. By treating the system as a serially concatenated coded system, we can apply
recently developed iterative decoding techniques which provide a significant improvement in perfor-
mance, compared to a system that performs the equalization and decoding operations separately.

The basic configuration of the iterative equalizer and decoder is shown in Fig. 25.25. The input to the
MAP equalizer is the sequence of received signal samples {yk} from the receiver filter, which may be

FIGURE 25.24 Channel with ISI viewed as a serially concatenated coded system.
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implemented as a WMF. The MAP equalizer employs the BCJR algorithm to compute the a posteriori
probabilities for each of the possible M signal points and feeds to the outer decoder, after deinterleaving,
the so-called extrinsic information, denoted by . The outer decoder uses this information in
computing the corresponding probabilities for each of the coded bits based on the MAP criterion. Thus,
the outer decoder for the convolutional code also employs the BCJR algorithm to compute the a posteriori
probabilities for the information bits. Then, the MAP decoder feeds back to the MAP equalizer, after
interleaving, the so-called extrinsic information, denoted as . This information is used by the MAP
equalizer in making another pass through the data and generally achieves better estimates of the coded
bits. This iterative process generally continues for several iterations (usually four to eight) until little
additional improvement is achieved with additional iterations.

By using a MAP equalizer in conjunction with an iterative MAP decoder, it is possible to completely
eliminate the performance loss due to the ISI. The paper by Bauch et al. [16] provides a description of
the computations performed by the MAP equalizer and MAP decoder and illustrates the performance
gain that is achieved by joint MAP equalization and iterative decoding. The implementation of a MAP
equalizer used in conjunction with an iterative MAP decoder has been called turbo equalization. While
it yields superior performance compared to the other equalization techniques described above, turbo
equalization has the disadvantage of a significantly higher computational complexity. However, we
envision that this equalization technique will eventually be implemented in future communication
systems that transmit information through time dispersive channels.

25.7 Conclusions

Channel equalizers are widely used in digital communication systems to mitigate the effects of ISI caused
by channel distortion. Linear equalizers are widely used for high-speed modems that transmit data over
telephone channels. For wireless (radio) transmission, such as in mobile cellular communications and
interoffice communications, the multipath propagation of the transmitted signal results in severe ISI.
Such channels require more powerful equalizers to combat the severe ISI. The decision-feedback equalizer
and the MLSD are two nonlinear channel equalizers that are suitable for radio channels with severe ISI.

Turbo equalization is a newly developed method that couples a MAP equalizer to a MAP decoder to
achieve superior performance compared with the conventional equalization methods such as the linear
equalizer, the DFE, or MLSD, which operate independently of the decoder.

Defining Terms

Adaptive equalizer: A channel equalizer whose parameters are updated automatically and adaptively
during transmission of data.

Channel equalizer: A device that is used to reduce the effects of channel distortion in a received signal.

FIGURE 25.25 Iterative MAP equalization and decoding.
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Decision-directed mode: Mode for adjustment of the equalizer coefficient adaptively based on the use
of the detected symbols at the output of the detector.

Decision-feedback equalizer (DFE): An adaptive equalizer that consists of a feedforward filter and a
feedback filter, where the latter is fed with previously detected symbols that are used to eliminate
the intersymbol interference due to the tail in the channel impulse response.

Fractionally spaced equalizer: A tapped-delay line channel equalizer in which the delay between
adjacent taps is less than the duration of a transmitted symbol.

Intersymbol interference: Interference in a received symbol from adjacent (nearby) transmitted sym-
bols caused by channel distortion in data transmission.

LMS algorithm: See stochastic gradient algorithm.
Maximum-likelihood sequence detector: A detector for estimating the most probable sequence of data

symbols by maximizing the likelihood function of the received signal.
Preset equalizer: A channel equalizer whose parameters are fixed (time-invariant) during transmission

of data.
Stochastic gradient algorithm: An algorithm for adaptively adjusting the coefficients of an equalizer

based on the use of (noise-corrupted) estimates of the gradients.
Symbol-spaced equalizer: A tapped-delay line channel equalizer in which the delay between adjacent

taps is equal to the duration of a transmitted symbol.
Training mode: Mode for adjustment of the equalizer coefficients based on the transmission of a known

sequence of transmitted symbols.
Zero-forcing equalizer: A channel equalizer whose parameters are adjusted to completely eliminate

intersymbol interference in a sequence of transmitted data symbols.
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For a comprehensive treatment of adaptive equalization techniques and their performance characteristics,
the reader may refer to the book by Proakis, 2001. The two papers by Lucky [2,3] provide a treatment
on linear equalizers based on the zero-forcing criterion. Additional information on decision-feedback
equalizers may be found in the journal papers “An Adaptive Decision-Feedback Equalizer” by D.A. George,
R.R. Bowen, and J.R. Storey, IEEE Transactions on Communications Technology, Vol. COM-19,
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26.1 Introduction and General Description 
of a Pulse-Code Modulation (PCM) 
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26.2 Where PCM Codec-Filters are Used 
in the Telephone Network

26.3 Design of Voice PCM Codec-Filters: Analog 
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Tracking: Gain Variations as a Function of Level

26.4 Linear PCM Codec-Filter for High-Speed 
Modem Applications

26.5 Concluding Remarks 

26.1 Introduction and General Description of a Pulse-Code 
Modulation (PCM) Codec-Filter

This chapter introduces the reader to the pulse-code modulation (PCM) codec-filter function and where
it is used in the telephone network. A PCM codec-filter was originally used in the switching offices and
network for digitizing and reconstructing the human voice. Over the last five years, linear PCM codec-
filters have been used in high-speed modems at the subscriber’s premise.

The name codec is an acronym from coder for the analog-to-digital converter (ADC) used to digitize
voice, and decoder for the digital-to-analog converter (DAC) used for reconstructing voice. A codec is a
single device that does both the ADC and DAC conversions. A PCM codec-filter includes the bandlimiting
filter for the ADC and the reconstruction smoothing filter for the output of the DAC, in addition to the
ADC and DAC functions. PCM codec-filter is often referred to as a PCM codec, Combo™ (from National
Semiconductor), Monocircuit, or Cofidec.

PCM codec-filters were developed to transmit telephone conversations over long distances with improved
performance and at lower cost. Digitizing the voice channel is relatively economical  compared to expensive
low-noise analog transmission equipment.

Multiple digitized voice channels can be multiplexed into one higher data rate digital channel without
concern for interference or crosstalk of the analog voice information. Digitized voice data can also be received
and retransmitted without attenuation and noise degradation. This digitized data could be transmitted via
T1, microwave, satellite, fiber optics, RF carrier, etc. without loss to the digitized voice channel.

Michael D. Floyd
Motorola Semiconductor Products

Garth D. Hillman
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26.2 Where PCM Codec-Filters are Used 
in the Telephone Network

With the advancements in microeletronics, the PCM codec-filter function has evolved from the early
1960s’ technology of passive resistor-capacitor-inductor filters with discrete analog-to-digital converter
and discrete digital-to-analog converter implementations to the fully integrated devices that were intro-
duced in the late 1970s and early 1980s. As monolithic devices, the PCM codec-filter has experienced
performance improvements and cost reductions by taking advantage of the improvements in integrated
circuit technology developed within the semiconductor industry. Through this evolutionary progression,
the cost reductions of the PCM codec-filter function has increased their applicability to include switching
systems for telephone central offices (CO), private branch exchanges (PBX), and key systems. The trans-
mission applications have increased also to include digital loop carriers, pair gain multiplexers, telephone
loop extenders, integrated services digital network (ISDN) terminals, digital cellular telephones, and
digital cordless telephones. New applications have developed, including voice recognition equipment,
voice storage, voice mail, and digital tapeless answering machines.

Figure 26.1 is a  simplified diagram showing some of the services that the local telephone service
provider has to offer. The telephone network must be able to operate in extreme weather conditions and

FIGURE 26.1 Public switching telephone network (PSTN).
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during the loss of AC power by emergency battery backup. This requires low-power dissipation of the
PCM codec-filter. Complementary metal-oxide-semiconductor (CMOS) integrated circuit (IC) fabrica-
tion technology has proven to be a reliable low-power semiconductor solution for this type of complex
analog and digital very large-scale integration (VLSI) circuit. A PCM codec-filter is used in each location
with an asterisk (*).

The analog linecard is the interface between the switch and the  telephone wires that reach from the central
office or service provider to the subscriber’s telephone. The analog linecard also provides the digital interface
for the switching or transmission equipment. The accepted name for analog telephone service is plain old
telephone service (POTS). Figure 26.2 is a simplified block diagram for an analog linecard showing the
functions of the PCM codec-filter.

The PCM codec-filter converts voice into 8-b PCM words at a conversion rate of 8 kilosamples per
second. This PCM data is serially shifted out of the PCM codec-filter in the form of a serial 8-b word.
This results in a 64-kb/s digital bit stream. This 64 kb/s PCM data from an analog linecard is typically
multiplexed onto a PCM data bus or highway for transfer to a digital switch, where it will be routed to
the appropriate output PCM highway, which routes the data to another linecard, completing the signal
path for the conversation (refer to Fig. 26.1). 

Transmission equipment will have multiple PCM codec-filters shifting their PCM words onto a single
conductor. This is referred to as a serial bus or PCM highway. Figure 26.3 shows the 8-b PCM words

FIGURE 26.2 Analog telephone linecard.

FIGURE 26.3 Multiplexed PCM highway.
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from a PCM codec-filter for one voice channel being multiplexed into a time slot on a  PCM highway
that can accommodate 32 voice channels. For more information on PCM switching, see the chapters in
this handbook on switching systems and common channel signalling. For more information on hybrid
interfaces, see the chapters in this handbook on POTS, analog hierarchy, and analog telephone channels
and conditioning.

26.3 Design of Voice PCM Codec-Filters: Analog Transmission 
Performance and Voice Quality for Intelligibility

Filtering

The pass-band frequency response of the  voice channel is roughly 300–3000 Hz. The 300–3000 Hz spec-
trum is where most of the energy in the human voice is located. Voice contains spectral energy below
300 Hz and above 3 kHz, but its absence is not detrimental to intelligibility. The frequency response within
the passband of 300 Hz–3 kHz must be tightly controlled, because the public switching telephone network
(PSTN) is allowed to have as many as seven ADC/DAC conversions end-to-end. The cumulative effects
of the network plus private equipment such as PBX or key systems could audibly distort the frequency
response of the voice channel with less stringent requirements. Figure 26.4 shows the typical half-channel
pass-band frequency response requirement of +/-0.25 dB.

The 3-kHz bandwidth for voice signals determines the sample rate for the ADC and DAC. In a sampling
environment, Nyquist theory states that to properly sample a continuous signal, it must be sampled at
a frequency higher than twice the signal’s highest frequency component. Minimizing the sample rate for
digitizing voice is a priority since it determines the system data rates which are directly proportional to
cost. The voice bandwidth of 3 kHz plus the filter transition band sampled at 8 kHz represents the best
compromise that meets the Nyquist criterion.

The amount of attenuation required for frequencies of 4 kHz and higher is dictated by the required
signal-to-distortion ratio of about 30 dB for acceptable voice communication as determined by the telephone
industry. Frequencies in the filter transition band of 3.4–4.6 kHz must be attenuated enough such that their
reconstructed alias frequencies will have a combined attenuation of about 30 dB. This permits typical filter
transition band attenuation of 15 dB at 4 kHz for both the input filter for the ADC and the output
reconstruction filter for the DAC. All frequencies above 4.6 kHz must be satisfactorily attenuated before the
ADC conversion to prevent aliasing in-band. The requirement for out-of-band attenuation is specified by
the country of interest, but it typically ranges from 25 to 32 dB for frequencies of 4600 Hz and higher.

The requirement for limiting frequencies below 300 Hz is also regionally dependent and application
dependent, ranging from flat response to 20 dB or more attenuation at 50 and 60 Hz. The telephone line
is susceptible to 50/60-Hz power line coupling, which must be attenuated from the signal by a high-pass
filter before the ADC. Attenuation of power line frequencies is desirable to prevent 60 Hz noise during
voice applications. Figure 26.4 shows a typical frequency response requirement for North American
telephone equipment.

The digital-to-analog conversion process reconstructs a pulse-amplitude modulated (PAM) staircase
version of the desired in-band signal, which has spectral images of the in-band signal modulated about
the sample frequency and its harmonics. These high-frequency spectral images are called aliasing com-
ponents which need to be attenuated to meet performance specifications. The low-pass filter used to
attenuate these aliasing components is typically called a reconstruction or smoothing filter. The low-pass
filter characteristics of the reconstruction filter are similar to the low-pass filter characteristics of the
input antialiasing filter for the ADC.

The accuracy of these filters requires op amps with both high gain and low noise on the same monolithic
substrate with precision matched  capacitors which are  used in the switched-capacitor  filter structures.
For more information on filter requirements and sampling theory, refer to the chapters in this handbook
on analog modulation, sampling, and pulse-code modulation.
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Quantizing Distortion

To digitize voice intelligibly requires a signal-to-distortion ratio of about 30 dB over a dynamic range of
about 40 dB. This may be accomplished with a linear 13-b ADC and DAC, but will far exceed the required
signal-to-distortion ratio for voice at amplitudes greater than 40 dB below the peak overload amplitude.

This excess performance comes at the expense of increased bits per sample which directly translates
into system cost, as stated earlier. Figure 26.5 shows the signal-to-quantization distortion ratio perfor-
mance of a 13-b linear DAC compared to a companded mu-law DAC. A high-speed modem application
is discussed later in this chapter, which requires linear 13 b or better performance.

Two methods of data reduction are implemented, both of which use compressing the 13-b linear codes
during the analog-to-digital conversion process and expanding the codes back during the digital-to-
analog conversion process. These compression and expansion schemes are referred to as companding.
The two companding schemes are: mu-255 law, primarily used in North America and Japan, and A-law,
primarily used in Europe. Companding effectively trades the signal to distortion performance at larger

FIGURE 26.4 Typical frequency response requirement for the input filter: pass-band and stop band.
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amplitudes for fewer bits for each sample. These companding schemes map the 13-b linear codes into
pseudologarithmic 8-b codes. These companding schemes follow a segmented or piecewise-linear
input–output transfer curve formatted as sign bit, three chord bits, and four step bits. For a given chord,
all 16 of the steps have the same voltage weighting. As the voltage of the analog input increases, the four
step bits increment and carry over to the three chord bits, which increment. When the chord bits increment,
the step bits double their voltage weighting. This results in an effective resolution of six bits (1 sign bit +
1 effective chord bit + 4 step bits) with a sinusoidal stimulus across a 42-dB dynamic range (seven chords
above zero, by 6 dB per chord, i.e., effectively 1 b). This satisfies the original requirement of 30-dB signal-
to-distortion over a 40-dB dynamic range. Figure 26.6 is a graphical explanation of mu-law companding.

Note that to minimize die size area, which further cost reduces the PCM codec-filter, compressing
ADC designs and expanding DAC designs are used instead of linear ADC/DAC designs with read-only
memory (ROM) conversion lookup tables.

A-law companding is very similar to mu-law with three differences. The first difference is that A-law
has equal voltage weighting per step for the two positive or negative chords near zero volts. In mu-law,
the step weighting voltage for chord zero is one-half the step weighting voltage for A-law chord zero. This
reduces the A-law resolution for small signals near the voltage origin. The second difference is that the
smallest voltage of the DAC curve does not include zero volts and instead produces a positive half-step
for positive zero and a negative half-step for negative zero.  This is in contrast to mu-law companding,
which produces a zero voltage output for both positive and negative zero PCM codes. Both mu-law and
A-law have symmetric transfer curves about the zero volts origin, but mu-law has redundancy at zero
volts and, therefore, effectively an unused code. The third difference between the two companding
schemes deals with the data bit format. A-law inverts the least significant bit (LSB) and every other bit,
leaving the sign bit unchanged relative to a conventional binary code. For example, applying the A-law
data format formula to binary zero, s0000000, results in s1010101, the A-law code for +/- zero. Mu-law

FIGURE 26.5 Signal-to-quantization distortion performance for mu-law and 13-b linear DACs compared to the
telephone network requirements.
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maintains a positive polarity for the sign bit with all of the magnitude bits inverted. Figure 26.7 shows
the zero codes and full-scale codes for both mu-law and A-law companding schemes.

Mu-law and A-law companding schemes are recognized around the world. Many equipment manu-
facturers build products for distribution worldwide. This distribution versatility is facilitated by the PCM
codec-filter being programmable for either mu-law or A-law. With the deployment of ISDN, the PCM
codec-filter is located at the subscriber’s location. The need to place international telephone calls dictates
the need for a PCM codec-filter that is both mu-law and A-law compatible.

Gain Calibration: Transmission Level Point

The test tone amplitude for analog channels is 3 dB down from the sinusoidal clip level. This test level
for a POTS line is generally 1 mW, which is 0 dBm. The telephone line historically was referred to as
having a 0 dB transmission level point (TLP). (With the improvements in transmission quality and fewer

FIGURE 26.6 Mu-law companding showing piecewise-linear approximation of a logarithmic curve.

Mu-Law A-Law

Level Sign Bit Chord Bits Step Bits Sign Bit Chord Bits Step Bits

+Full scale 1 0 0 0 0 0 0 0  1  0 1 0  1 0 1 0
+Zero  1  1 1 1  1 1 1 1  1  1 0 1  0 1 0 1
-Zero  0  1 1 1  1 1 1 1  0  1 0 1  0 1 0 1
-Full scale 0 0 0 0 0 0 0 0  0  0 1 0  1 0 1 0

FIGURE 26.7 Full scale and zero codes for mu-law and A-law.
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losses, telephone lines often have attenuation pads to maintain talker/listener appropriate levels.) Amplitudes
that have been TLP calibrated are given unit abbreviations that have a zero added to them, for example,
dBm0. The test signal may experience gain or attenuation as it is transmitted through the network. As an
example, the absolute magnitude of one electrical node for the voice channel could result in a measured
value of +6 dBm when a 0 dBm0 test signal is applied. This node would be gain calibrated as having a
+6 dB TLP. This would result in absolute measurements for noise having this same +6 dB of gain. To
properly reference the noise, all measurements must be gain calibrated against the 0 dBm0 level, which, in
this example, would result in 6 dB being subtracted from all measurements. All signals in this channel,
including distortion and noise, would be attenuated by 6 dB by the time they get to the subscriber’s telephone.

For PCM channels, the 0 dBm0 calibration level is nominally 3 dB down from maximum sinusoidal
clip level; specifically, it is 3.17 dB down for mu-law and 3.14 dB down for A-law. These minor deviations
from an ideal 3 dB result from using a simple code series, called the digital milliwatt, for generating the
digital calibration signal. The digital milliwatt is a series of eight PCM codes that are repeated to generate
the 1 kHz calibration tone. Figure 26.8 shows the eight PCM codes which are repeated to generate a
digital milliwatt for both mu-law and A-law in the DAC.

The digital milliwatt is used to calibrate the gains of telephone networks using voice grade PCM codec-
filters.

Idle Channel Noise

Idle channel noise is the noise when there is no signal applied to the voice channel, which is different
from the quantization distortion caused by the ADC/DAC process. This noise can be from any circuit
element in the channel, in addition to the PCM codec-filter. Noise may be coupled in from other circuits
including, but not limited to, hybrid transformer interfaces, power supply induced noise, digital circuitry,
radio frequency  radiation, and resistive noise sources.

The PCM codec-filter itself has many opportunities to contribute to the idle channel noise level. The
input high-pass filter often is third order, whereas both the input and the output low-pass filters are
typically fifth-order elliptic designs. The potential for noise generation is proportional to the order of
the filter. The ADC and DAC arrays have many components that are controlled by sequencing digital
circuits. The power supply rejection capability of PCM codec-filters once dominated the noise level of
the channel. The power supply rejection ratio of these devices has been improved to a level where the
device is virtually immune to power supply noise within the allowable power supply voltage range. This
performance was attained by differential analog circuit designs in combination with tightly controlled
matching between on-chip components.

Noise measurements require a different decibel unit as they usually involve some bandwidth or filter
conditioning. One such unit commonly used (especially in North America) is decibels above reference
noise (dBrn). The reference noise level is defined as 1 pW or -90 dBm. Telephone measurements typically
refer to dBrnC, which is the noise level measured through a C-message weighting filter (a filter that

Mu-Law A-Law

Phase Sign Bit Chord Bits Step Bits Sign Bit Chord Bits Step Bits

π/ 8 0  0 0 1  1 1 1 0  0  0 1 1  0 1 0 0
3π/ 8  0  0 0 0  1 0 1 1  0  0 1 0  0 0 0 1
5π/ 8  0  0 0 0  1 0 1 1  0  0 1 0  0 0 0 1
7π/ 8  0  0 0 1  1 1 1 0  0  0 1 1  0 1 0 0
9π/ 8  1  0 0 1  1 1 1 0  1  0 1 1  0 1 0 0
11π/ 8  1  0 0 0  1 0 1 1  1  0 1 0  0 0 0 1
13π/ 8  1  0 0 0  1 0 1 1  1  0 1 0  0 0 0 1
15π/ 8 1 0 0 1 1 1 1 0 1 0 1 1 0 1 0 0

FIGURE 26.8 PCM codes for digital milliwatt.
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simulates the frequency response of the human ear’s noise sensitivity). European systems use a related
term called dBmp, which is the dBm level noise measured through a psophometric filter. Noise mea-
surements made by either dBrnC or dBmp filter weightings have units to show that the noise has been
gain referenced to 0 dBm0 by adding a zero, hence dBrnC0 and dBm0p. Two examples are shown to
illustrate the use of these units:

1. Mu-law: If 0 dB TLP = +6 dB, then a noise measurement of 20 dBrnC equals 14 dBrnC0.
2. A-law: If 0 dB TLP = +4LPdB, then a noise measurement of -70 dBmp equals -74 dBm0p.

The examples are representative of typical idle channel noise measurements for a full-duplex digital
channel. Idle channel noise measuring 14 dBrnc0 at a 0 dB TLP output is about 123-µV root mean square
(rms). This low-noise level is very suceptible to degradation by the noise sources mentioned earlier.

The idle channel noise of the voice channel directly impacts the dynamic range, which is the ratio of
maximum power the channel can handle to this noise level. Typical dynamic range for a mu-law PCM
codec-filter is about 78 dB. The term dynamic range is similar to signal-to-noise ratio for linear circuits.
The signal-to-noise plus distortion ratio for a companded channel is generally limited by the nonlinear
companding except at very low-signal amplitudes.

Gain Tracking: Gain Variations as a Function of Level

The quantization curves, as discussed earlier, are not linear and may cause additional nonlinear distor-
tions. The concern is that the gain through the channel may be different if the amplitude of the signal
is changed. Gain variations as a function of level or how well the gain tracks with level is also called gain
tracking. This is a type of distortion, but could easily be missed by a tone stimulus signal-to-distortion
test alone. Gain tracking errors can cause ringing in the 2-wire–4-wire hybrid circuits if the gain at any
level gets too large. Gain tracking performance is dominated by the IC fabrication technology, more
specifically, the matching consistency of capacitors and resistors on a monolithic substrate. Figure 26.9
shows the half-channel gain tracking performance recommended for a PCM digital interface.

FIGURE 26.9 Variation of gain with input level using a tone stimulus.
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Figure 26.10 is a block diagram for a monolithic MC145480 5 V PCM codec-filter manufactured by
Motorola Inc. The MC145480 uses CMOS for reliable low-power operation. The operating temperature
range is from -40º  to +85º C, with a typical power dissipation of 23 mW. All analog signal processing
circuitry is differential utilizing Motorola’s six-sigma quality IC fabrication process. This device includes
both antialiasing and reconstruction switched capacitor filters, compressing ADC, expanding DAC, a
precision voltage reference, shift registers, and additional features to facilitate interfacing to both the
analog and digital circuitry on a linecard.

26.4 Linear PCM Codec-Filter for High-Speed
Modem Applications

As discussed in previous sections of this chapter, the original PCM codec-filters were developed to
facilitate the digital switching of voice signals in the central office of the PSTN. The signal processing in
the digital domain consisted of simply moving digitized samples of voice from one time slot to another
to accomplish the switching function. As such, the A/D and D/A conversion processes could be nonlinear,
and companding was employed.

With the advent of the personal computer, the facsimile machine, and most recently the Internet, the
need to transmit data originating at the subscriber over the PSTN at the highest possible rates has grown
to the point where the theoretical limits as defined by Shannon’s law [Shannon, 1948] are being
approached. For data transmission, the signal processing is, in a sense, the inverse of that which spawned
the original PCM codecs in that the initial signal is data that must be modulated to look like a voice
signal in order to be transmitted over the PSTN. At data rates above 2400 b/s, the modulation is done
using sophisticated digital signal processing techniques, which have resulted in the development of a
whole new class of linear PCM codec-filters. 

Codec-filters for V.32 (9.6 kb/s), V.32bis (14.4 kb/s), and V.34 (28.8 kb/s) modems must be highly linear
with a signal to distortion much greater than 30 dB. This linearity and signal to distortion is required
to implement the echo cancellation function with sufficient precision to resolve the voltages correspond-
ing to the data points in the dense constellations of high-speed data modems. Please refer to the chapters
in this handbook on signal space and echo cancellation for more information. The critical signal-to-
noise plus distortion plots for two popular commercially available codec-filters used in V.32bis (T7525)
and V.34bis (STLC 7545) modems are shown in Fig. 26.11. Both of these codec-filters are implemented
using linear high ratio oversampling sigma–delta  (SD) A/D and D/A conversion technology and digital

FIGURE 26.10 MC145480 5 V PCM codec-filter.
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filters. This can be contrasted with the nonlinear companding converters and switched capacitor filters
of voice grade PCM  codec-filters.

Sigma–delta conversion technology is based on coarsely sampling a signal at a high rate and filtering
the resulting noise [Candy and Temes, 1992; Park, 1990]. A generalized block diagram of sigma–delta
PCM codec-filters for modem applications is shown in Fig. 26.12. The transmit and receive signal paths
are the inverse of each other. The second-order modulators basically consist of two integrators and a
comparator with two feedback loops. The action of the modulators is to low-pass filter the signal and
high-pass filter the noise so that greater than 12 b of resolution (70 dB) can be achieved in-band. If it is
assumed that the input signal is sufficiently active to make the quantization noise random, then it can
be shown that [Candy and Oconnell, 1981], for a simple first-order modulator,

where:
No = net rms noise in band
fo = oversampling frequency

FIGURE 26.11 Linear codec dynamic range, where fm is the modulator frequency and fs is the sample frequency.

FIGURE 26.12 Generalized SD PCM modem codec-filter: (a) transmit channel and (b) receive channel.

No2 1/fo( )3=
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That is, the in-band noise power decreases in proportion to the cube of the oversampling frequency
resulting in improved in-band signal-to-noise performance. The high-frequency quantization noise in
the receive channel is removed by the digital decimation filters, whereas the high-frequency alias noise
due to the interpolation process in the transmit channel is removed by interpolation filters. The transmit
and receive channels are synchronous.

The decimation and interpolation operations are done in two stages: a low-ratio (n) stage and a high-
ratio (N) stage. The high-ratio stage is implemented with cascaded comb filters, which are simply moving
average filters having the following frequency response:

where i is the number of cascaded filters. For  modem applications, the order i of the cascade is generally
three. Comb filters are essentially linear phase finite impulse response (FIR) filters with unity coefficients
and, therefore, they do not require a multiplier to implement, which makes them silicon area efficient. The
low-ratio stage is usually implemented with cascaded second-order infinite impulse response (IIR) filters.
These filters do require a multiplier to implement. The frequency response of the IIR filters compensate for
the sin x/x droop of the comb filters and shape the pass-band to meet telephone specifications. The total
oversampling product, nN = fo, is typically greater than or equal to 128 with N = 32 or 64. For V.32bis
modems, fs is fixed at 9.6 kHz, whereas for V.34bis modems, fs varies from 9.6 to ~14 kHz.

26.5 Concluding Remarks

The PCM voice codec-filter has continuously evolved since the late 1950s. With each improvement in
performance and each reduction in cost, the number of applications has increased. The analog IC
technology incorporated in today’s PCM voice codec-filters represents one of the true bargains in the
semiconductor industry.

Sigma–delta-based PCM codec-filters have become the standard for implementing high-speed modems
because they can offer sufficient resolution at the lowest cost. Sigma–delta codecs are cost/performance
effective because they are 90% digital and digital circuitry scales with integrated circuit (IC) process
density improvements and associated speed enhancements. It is interesting to note that although the analog
portion of the sigma–delta codec-filter is small and does not require precision or matched components
like other converter technologies, it (the D/A output differential filter) limits the ultimate performance of
the codec-filter.
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Digital Hierarchy

27.1 Introduction 
27.2 North American Asynchronous Digital Hierarchy

Digital Signal Level 0 (DS0) • Digital Signal Level 1 
(DS1) • Digital Signal Level 1C Format • Higher Rate 
Formats • The Digital Signal Level 2 Rate • The Digital 
Signal Level 3 Rate

27.1 Introduction

Following the introduction of digital encoding and transmission of voice signals in the early 1960s,
multiplexing schemes for increasing the number of channels that could be transported were developed
by the Consultative Committee on International Telephony and Telegraphy (CCITT) in Europe and by
the Bell System in North America. The initial development of such systems was aimed at coaxial cable
and millimeter waveguide transmission systems. The advent of low-loss optical fiber and efficient mod-
ulation schemes for digital radio greatly increased the need to transport digital channels at rates higher
than the primary multiplexing rate.

Separate multiplexing schemes, called digital hierarchies, were developed by CCITT and by the Bell
System. During the period in which the two hierarchies were conceived, there was no reliable way to
distribute highly accurate clock signals to each central office that might serve as a multiplexing point.
Local clock signals were, therefore, provided by relatively inaccurate crystal oscillators, which were the
only economical signal sources available. Each hierarchy was, therefore, designed with the expectation
that the clocks controlling the various stages of the multiplexing and demultiplexing processes would
not be accurate and that means would be required for compensating for the asynchronicities among the
various signals.

The mechanism chosen to accomplish synchronization of the multiplexing process was positive bit
stuffing, as described elsewhere in this handbook. The CCITT development was termed the plesiochro-
nous digital hierarchy (PDH) and, in North America, the scheme was designated the asynchronous digital
hierarchy. The two differ significantly. The North American digital hierarchy will be described in the
sections that follow.

The advent of accurate and stable clock sources has made possible the deployment of multiplexing
schemes that anticipate that most of the signals involved will be synchronous. The North American
synchronous multiplexing scheme is the Synchronous Optical Network (SONET) and is described else-
where in this handbook. The International Telecommunications Union—Telecommunications Standard-
ization Sector (ITU-T) version is termed the synchronous digital hierarchy (SDH). In spite of the
development of these synchronous multiplexing hierarchies, the asynchronous hierarchies remain impor-
tant because there are substantial numbers of asynchronous legacy systems and routes that must be
maintained and that must support further growth. 
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27.2 North American Asynchronous Digital Hierarchy

Following dissolution of the Bell System in 1984, Committee T1—Telecommunications was formed to
take responsibility for maintenance and development of North American telecommunications standards.
The Alliance for Telecommunications Industry Solutions (ATIS) serves as the secretariat for Committee
T1. Committee T1 maintains standard T1.107 [T1.107, 1995] that describes the North American asyn-
chronous digital hierarchy.

The capacities of the bit streams of the various multiplexing levels in the North American digital
hierarchy are divided into overhead and payload. Overhead functions include framing, error checking,
and maintenance functions, which will be described separately for each level. Payload capacity is used
to carry signals delivered from the next lower level or delivered directly to the multiplexer by a customer.

The various rates in the digital hierarchy are termed digital signal n (DSn), where n is the specified
level in the hierarchy. The various rates are summarized in Table 27.1.

In addition, T1.107 provides standards for multiplexing various sub-DS0 digital data signals into a
64 kb/s DS0.

The relationships among the various signals are illustrated in Fig. 27.1. Note that DS1C is a dead-end
rate. It is useful for channeling paired cable plant but it cannot be multiplexed into higher level signals.
DM in Fig. 27.1 represents digital multiplexer.

Digital Signal Level 0 (DS0)

The DS0 signal is a 64-kb/s signal that is usually organized in 8-b bytes and which may be developed by
encoding analog signals as described elsewhere in this handbook. Alternatively, the DS0 may be built
from digital signals that are synchronous with the DS1 clock. There is no provision for handling asyn-
chronous signals at the DS0 rate, although lower rate asynchronous signals are sometimes oversampled
at 64 kb/s to accommodate them to the rate of the DS0 channel rate or to the rate of a lower rate
synchronous channel derived from the DS0.

TABLE 27.1 Rates in the North American Digital Hierarchy

DS0 64-kb/s signal that may contain digital data or µ = 255 
encoded analog signals

DS1 1.544 Mb/s signal that byte-interleaves 24 DS0s
DS1C 3.152 Mb/s signal that bit-interleaves 2 DS1s
DS2 6.312 Mb/s signal that bit-interleaves 4 DS1s
DS3 44.736 Mb/s signal that bit-interleaves 7 DS2s

FIGURE 27.1 Multiplexing in the North America digital hierarchy.



 

            
Digital Signal Level 1 (DS1)

The DS1 signal is built by interleaving 1.536 Mb/s of payload capacity with 8 kb/s of overhead. Following
each overhead bit, 8-b bytes from each of the 24 DS0 channels to be multiplexed are byte interleaved.
The resulting structure appears in Fig. 27.2. The DS0 bytes (channels) are numbered sequentially from
1 to 24 in Fig. 27.2, and that scheme is the standard method for interleaving DS0 channels. Other schemes,
which employ a nonsequential ordering of DS0 channels, have been used in the past.

This 193-b pattern is called a frame and is repeated 8000 times per second to coincide with the sampling
rate for encoding analog signals. Each 8-b encoded sample of a particular channel may be transmitted
in the appropriate channel position of a single frame.

Digital Signal Level 1 Overhead: Superframe Format

In the earliest 1.544 Mb/s systems, the framing pattern was simply used to identify the beginning of each
frame so that the channels could be properly demultiplexed by the receiver. With the advent of robbed-
bit signaling, it became necessary to identify the particular frames in which robbed-bit signaling occurs.
A superframe (SF) of twelve frames was developed in which robbed-bit signaling occurs in the 6th and
12th frames. The overhead capacity in the superframe format is organized into two streams. The pattern
carried by the overhead bits (Ft bits—terminal framing) in odd-numbered frames identifies the beginning
of the frame structure and serves to locate the overhead stream. The pattern in the even-numbered frames
(Fs bits—signaling framing) locates the beginning of each superframe so that the robbed-bit signaling
can be properly demultiplexed. The SF framing pattern is shown in Table 27.2.

Note that each frame in which the logical state of the Fs bit changes is a signaling frame that may
carry robbed-bit signaling.

There are two bits per superframe devoted to signaling. They are denoted A and B and may be used
to carry four-state signaling, although two-state signaling (on- and off-hook indications) is more common.

Digital Signal Level 1: Extended Superframe Format

Improvements in electronics and framing algorithms have made it possible for receivers to frame rapidly
and efficiently on patterns with less information than is contained in the 8-kb/s superframe overhead
stream. The extended superframe format (ESF) uses a 2-kb/s framing pattern to locate a 24-frame
extended superframe. The frame structure remains as for the SF format, and the ESF format therefore
provides 6 kb/s of overhead capacity which is not devoted to framing.

A communications channel [data link or (DL)] consumes 4 kb/s of overhead. This channel is used to
convey performance monitoring information from one DS1 terminal location to the other (scheduled
messages) and to send alarm messages and loopback requests (unscheduled messages). The use of this
channel is detailed in T1.403 [ANSI, 1999]. When no message is being sent in the DL, it is usually filled
with unconcatenated high-level data link control (HDLC) flags (01111110) although some older

TABLE 27.2 DS1 SF Overhead Bit Assignments

Frame Number: 1 2 3 4 5 6 7 8 9 10 11 12

Ft bits 1 – 0 – 1 – 0 – 1 – 0 –
Fs bits – 0 – 0 – 1 – 1 – 1 – 0
Composite pattern 1 0 0 0 1 1 0 1 1  1 0 0

FIGURE 27.2 DS1 frame structure.



 

                 
equipment may fill with an all ones pattern. HDLC frames for carrying performance information from
DS1 path terminations, as well as from intermediate points, are defined in T1.403 as the performance
report message (PRM), the network performance report message (NPRM), and the supplementary
performance report message (SPRM).

The remaining 2 kb/s of overhead in the ESF format carry a cyclic redundancy code with a 6-b
remainder (CRC-6) channel to provide error checking. The divisor polynomial is X6 + X + 1. Division
is carried out over all 4632 b of an extended superframe with all the overhead bits set to logical ones.
The 6-b remainder resulting from the division is written into the CRC-6 bits of the following extended
superframe.

Table 27.3 contains a summary of the overhead bit assignments in the ESF format where FAS represents
the frame alignment signal. The bits forming the 4 kb/s DL are represented by D and the six individual
bit positions for the CRC-6 remainder from the previous extended superframe are shown as C. 

Digital Signal Level 1C Format

Although, as mentioned previously, DS1C cannot be multiplexed to higher levels in the hierarchy, it has
proved useful for channelizing interoffice cable pairs with more channels than can be carried by a
comparable DS1 system. A transmission facility for DS1C, the T1C line, was introduced and deployed
during the 1970s. Although lightwave interoffice transmission has significantly diminished the impor-
tance of DS1C, a discussion of that rate provides a good starting point for discussing the higher levels
in the hierarchy. 

The DS1C format multiplexes two 1.544 Mb/s DS1 signals into a single 3.152 Mb/s stream. Unlike the
other levels in the digital hierarchy, DS1C signals cannot be multiplexed to higher levels. Two DS1Cs
together exceed the capacity of a single DS2, making such multiplexing impossible and making DS1C
an orphan rate.

As is the case for all the hierarchical rates above DS1, the DS1C format is organized into M-frames
and M-subframes. The length of a single M-frame is 1272 b. Overhead bits occur every 53 b, with 52
payload bits interspersed between adjacent overhead bits. Each M-frame is divided into 4 M-subframes
of 318 b each. Overhead assignments are shown in Table 27.4.

Digital Signal Level 1C Frame Alignment

The information in Table 27.4 is reorganized into columns by M-subframe in Table 27.5.
Note that certain of the overhead bits, including the F1 and F2 bits, recur in the same position in every

M-subframe. Typical framing practice, therefore, is to frame on the F bits to locate the boundaries of
the M-subframes and to then frame on the first bits of the M-subframes to locate the boundaries of the
M-frame structure.

Digital Signal Level 1C X Bit 

The X bit provides a communications channel between DS1C terminals that runs at just under 2500 b/s.
The usual use of the X bit channel is to provide a remote alarm indication (RAI) to the distant terminal.
When no alarm condition exists, the X-bit is set to logical one.

TABLE 27.3 DS1 Extended Superframe Overhead Bit Assignments

Frame 
Number: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

FAS 0 0 1  0  1  1
DL D D D D D D D  D  D  D  D  D
CRC C C C  C  C  C
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Digital Signal Level 1C Bit Stuffing and Stuffing Control Bits

Of the 1272 b in a DS1C M-frame, 24 are overhead bits. The bandwidth available for transporting payload
is therefore:

where:
PCmax = maximum payload capacity of the DS1C signal
Mfbits = number of bits per M-frame, 1272

OHbits = number of overhead bits per M-frame, 24
rate = DS1C bit rate, 3.152 Mb/s

TABLE 27.4 DS1C Overhead Bit Assignments

M-frame Bit 
Number

 M-subframe 
Number

Overhead Bit 
Assignment Logical Value of Bit

 0 1 M1 0
53 1 C1 first DS1 stuff control

106 1 F1 0
159 1 C2 first DS1 stuff control
212 1 C3 first DS1 stuff control
265 1 F2 1
318 2 M2 1
371 2 C1 second DS1 stuff control
424 2 F1 0
477 2 C2 second DS1 stuff control
530 2 C3 second DS1 stuff control
583 2 F2 1
636 3 M3 1
689 3 C1 first DS1 stuff control
742 3 F1 0
795 3 C2 first DS1 stuff control
848 3 C3 first DS1 stuff control
901 3 F2 1
954 4 X X

1007 4 C1 second DS1 stuff control
1060 4 F1 0
1113 4 C2 second DS1 stuff control
1166 4 C3 second DS1 stuff control
1219 4 F2 1

TABLE 27.5 DS1C M-subframe Structure

M-subframe 
1

 M-subframe 
2

 M-subframe 
3

 M-subframe  
4

Overhead Bit 
Assignment

0 318 636 954 M1/M2/M3/X
53 371 689 1007 C1
106 424 742 1060 F1
159 477 795 1113 C2
212 530 848 1166 C3
265 583 901 1219 F2

PCmax Mfb ts OHb ts–( )/ Mfb ts * rate( )=

 1272 24–( )/ 1272 * 3.152 Mb/s( )=

 3.092 Mb/s=
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Note that this is more than the payload required to transport two DS1s running at their nominal rates,
which is:

Each M-subframe, however, contains a payload bit that is designated as a stuff bit. It can be used to carry
a payload bit or it may be passed over and left unused. If it is unused in every M-subframe, the bandwidth
made available for the payload will be:

where:
 PCmin = minimum payload capacity of the DS1C signal

Sbits = number of stuff bits (opportunities) per M-frame

If all the stuff bits are skipped, the capacity of the DS1C channel is less than the amount required by two
DS1s.

Note that, by either using or skipping stuff bits, the actual payload capacity of the DS1C signal may
be varied between the extremes represented by PCmin and PCmax to handle the rate of the DS1 signal
to be transported. The range available between PCmin and PCmax exceeds the range of rates allowed for
DS1 signals by T1.102 [ANSI, 1999].

Stuff bits for the first DS1 occur in the first and third M-subframes and for the second DS1 in the
second and fourth M-subframes. The stuff bit for a particular M-subframe is always the third time slot
allocated to the DS1 involved following overhead bit C3. For DS1 number 1, this is the fifth bit after C3,
and for DS1 number 2, it is the sixth bit after C3. For a particular M-subframe, stuffing will be performed
if the C bits (C1, C2, and C3) for that M-subframe are all set to logical ones. If the C bits are set to
logical zeroes, no stuffing will occur in that M-subframe. The use of three C bits allows for majority
voting by the receiver where one of the C bits may have been corrupted by a line error. This makes the
process much more robust to such errors.

Digital Level 1C Payload

The two DS1s which are to be multiplexed are bit interleaved together to form the DS1C payload. Prior
to bit interleaving, DS1 number 2 is logically inverted. Prior to inserting the interleaved payload into the
DS1C overhead structure, the payload is scrambled in a single-stage scrambler. The output of the
scrambler is the modulo-2 sum of the current input bit and the previous output bit.

Higher Rate Formats

As does DS1C, the DS2 and DS3 formats use positive bit stuffing to reconcile the rates of the signals
being multiplexed. Both use the same M-frame and M-subframe structure with overhead bits assigned
to the same tasks as for DS1C. Each of the rates uses bit interleaving to insert subsidiary bit streams into
their payload bits. A synopsis of the characteristics of the various rates appears in Table 27.6. Each rate
will be discussed in the sections that follow.

The Digital Signal Level 2 Rate

The DS2 rate is summarized in Table 27.6. It operates in a manner very similar to DS1C except that the
rate is higher and four DS1s may be carried by a single DS2. A transmission system for carrying DS2
signals over paired copper cable called T2 was once available (1970s) but was never widely deployed.

PCreq 2*1.544 Mb/s=

3.088 Mb/s=

PCm n  Mfb ts OHb ts Sb ts––( )/ Mfb ts * rate( )=

 1272 24 4––( )/ 1272 * 3.152 Mb/s( )=

 3.083 Mb/s=
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DS2 serves today primarily as a bridge between DS1 and DS3 and is only rarely found outside the confines
of a single unit of equipment.

The Digital Signal Level 3 Rate

DS3 is heavily used as an interface to lightwave and digital radio systems. DS3 operates in much the same
way as DS1C and DS2. An additional feature of DS3 is the pair of parity bits carried by each M-frame.
They are used to transmit a parity error indication for the preceding M-frame. If the modulo-2 sum of
all the information bits in the preceding M-frame is one, then both P bits are set to one. If the modulo-2
sum of the information bits is zero, then the P bits are set to zero. The two P bits of an M-frame are
always set to the same value.

The same is true of the two X-bits in an M-frame. They are used as an alarm channel as for DS1C
but are always set to the same value.

C-Bit Parity Digital Signal Level 3

A DS3 that operates using positive bit stuffing to multiplex its constituent DS2s is known as an M23
application. Another DS3 application, C-bit parity, is also defined in T1.107 [ANSI, 1995a].

Since the DS2 rate is almost never used except internal to a multiplexer as a stepping stone from DS1
to DS3, it is possible to lock its rate to a particular value which is slaved to the DS3 signal generator in
the multiplexer. If the rate chosen for the DS2s provides for either no bit stuffing or for stuffing at every
opportunity, the receiver can be made to know that and will be able to demultiplex the DS2s without
reading the stuffing information that is normally carried by the C-bits.

The C-bit parity format operates the DS2 with stuffing at every opportunity and so frees up the control
bits for other uses. There are 21 C bits per M-frame, which provides a channel running at approximately
197 kb/s. The 21 C bits per M-frame, are assigned as shown in Table 27.7.

The C-bit parity identifier is always set to logical one and is used as a tag to identify the DS3 signal
as C-bit parity formatted. Note that the C-bit parity identifier is necessary but not sufficient for this
purpose because it may be counterfeited by a DS2 in DS3 timeslot number one running at minimum
rate, which, therefore, requires stuffing at every opportunity.

The Far End Alarm and Control Channel (FEAC) carries alarm and status information from one DS3
terminal to another and may be used as a channel to initiate DS1 and DS3 maintenance loopbacks at
the distant DS3 terminal.

The path parity (CP) bits are set to the same value as are the P-bits at the terminal that generates
them. The CP-bits are not to be changed by intermediate network elements and, therefore, provide a
more reliable end-to-end parity indication than do the DS3 P-bits.

TABLE 27.6 Characteristics of Levels in the Digital Hierarchy

DS1C DS2 DS3

Transmission rate, Mb/s 3.152 6.312 44.736
Subsidiary format DS1 DS1 DS2
Number of subsidiaries multiplexed 2 4 7
Ratio of payload bits to overhead bits 52:1 48:1 84:1
M-frame length, b 1272 1176 4760
Number of M-subframes per M-Frame 4 4 7
M-subframe length, b 318 294 680
Number of X bits per M-frame 1 1 2
Number of C bits per M-frame 12 12 21
Number of M bits per M-frame 3 3 3
Number of F bits per M-frame 2 2 4
Number of P bits per M-frame 0 0 2
Number of stuff opportunities per tributary 

channel per M-frame
2 1 1
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The Far-End Block Error (FEBE) bits are set to all ones (111) only when no framing bit or CP-bit
error has been detected in the incoming signal by the terminal generating the outgoing FEBE. When
errors are detected, the FEBE-bits are set to any combination of 1s and 0s except 111.

The data link (DL) bits are used as a 28.2 kb/s data channel between the two DS3 terminals. Messages
carried by this channel use the LAPD format. When no messages are carried, LAPD idle code (flags),
which consists of repetitions of 01111110, is sent. The DL is used to carry messages identifying the DS3
path, the source of a DS3 idle signal, or the source of a DS3 test signal.

A network performance report message (NPRM) for DS3 similar to that defined for DS1 in T1.403
[ANSI, 1999] is under development by Working Group T1E1.2 of Committee T1 at the time of this
writing. The NPRM will be transported by the C-bit parity data link.

Unchannelized Digital Signal Level 3

T1.107 also provides for the use of the DS3 payload for direct transport of data at the payload rate of
44.210 Mb/s.

Defining Terms

Alarm Indication Signal (AIS): A signal that is transmitted in the direction of a failure to indicate that
a network element has detected the failure. AIS provides a “keep alive” signal to equipment
downstream from the failure and prevents multiple network elements from issuing redundant and
confusing alarms about the same failure.

Alliance for Telecommunications Industry Solutions (ATIS): The body that serves as the secretariat
for Committee T1—Telecommunications.

Committee T1—Telecommunications: An accredited standards development body that develops and
maintains standards for telecommunications in North America. Note that the “T1” in the com-
mittee name above has no connection with the T1 line that operates at the DS1 rate.

Cyclic redundancy code (CRC) with an n-bit remainder (CRC-n): CRC codes provide highly reliable
error checking of blocks of transmitted information.

DL: Data link for transporting messages across a digital path using certain of the overhead bits as a
data channel. The DL is sometimes called the FDL, for facility data link.

DSn: DSn stands for digital signal level n and refers to one of the levels (rates) in the North American
digital hierarchy that are discussed in this chapter.

Extended superframe (ESF): A DS1 superframe that is 24 frames in length and that makes more
efficient use of the overhead bits than the older SF format.

Frame alignment signal (FAS): Serves to allow a receiver to locate significant repetitive points within
the received bit stream so that the information may be extracted.

FEAC: Far end alarm and control channel used in C-bit parity DS3. The FEAC uses repeated 16-bit
code words to send status messages alarm signals and requests for loopback.

TABLE 27.7 Assignment of C Bits in C-bit Parity Application

C bit Application C bit Application

1 C-bit parity identifier 12 FEBE
2 N = 1 (future network use) 13 DL (data link)
3 FEAC 14 DL (data link)
4 application specific 15 DL (data link)
5 application specific 16 application specific
6 application specific 17 application specific
7 CP (path parity) 18 application specific
8 CP (path parity) 19 application specific
9 CP (path parity) 20 application specific

10 FEBE 21 application specific
11 FEBE
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High level data link control (HDLC): A format used to implement layer 2 (the data link layer) of the
ISO seven-layer model.

Link access procedure—D channel (LAPD): A subset of HDLC used for transporting messages over
the data links (DL) in the North American digital hierarchy.

Network performance report message (NPRM): An HDLC frame that carries DS1 performance infor-
mation along the extended superframe data link. The NPRM is intended to allow transmission of
performance information from points intermediate to the DS1 path terminations in an ESF DL
that is already carrying performance information from the path terminations in PRMs.

Overhead: Bits in a digital signal that do not carry the information signals the signal is intended to
transport but that perform housekeeping functions such as framing, error detection, and the
transport of maintenance data from one digital terminal to the other.

Payload: The aggregate of the information bits the digital signal is intended to transport.
Performance report message (PRM): An HDLC frame that is intended to carry DS1 performance

information along the extended superframe data link.
Remote alarm indication (RAI): A Signal that indicates to the terminal at one end of a digital path

that the terminal at the other end has detected a failure in the incoming signal.
SF—DS1 superframe format: A format in which the superframe is twelve frames in length and in

which all the overhead bits are used for framing.
SPRM: A PRM that has been modified to use spare bits in the HDLC information field to carry

performance information from a point intermediate to the DS1 path terminations.
Superframe: The 12-frame superframe format for DS1 known as SF or an aggregation of frames that

provides a longer repetitive structure than a frame in any format. The latter definition of the term
is more often called a multiframe at rates other than DS1.
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Line Coding

28.1 Introduction
28.2 Common Line Coding Formats

Unipolar NRZ (Binary On-Off Keying) • Unipolar 
RZ • Polar NRZ • Polar RZ [Bipolar, Alternate Mark 
Inversion (AMI), or Pseudoternary] • Manchester Coding 
(Split Phase or Digital Biphase)

28.3 Alternate Line Codes 
Delay Modulation (Miller Code) • Split Phase 
(Mark) • Biphase (Mark) • Code Mark Inversion 
(CMI) • NRZ (I) • Binary N Zero Substitution 
(BNZS) • High-Density Bipolar N (HDBN) • Ternary 
Coding

28.4 Multilevel Signalling, Partial Response 
Signalling, and Duobinary Coding
Multilevel Signalling • Partial Response Signalling and 
Duobinary Coding

28.5 Bandwidth Comparison 
28.6 Concluding Remarks 

28.1 Introduction

The terminology line coding originated in telephony with the need to transmit digital information across
a copper telephone line; more specifically, binary data over a digital repeatered line. The concept of line
coding, however, readily applies to any transmission line or channel. In a digital communication system,
there exists a known set of symbols to be transmitted. These can be designated as {mi}, i = 1, 2,…,N, with
a probability of occurrence {pi}, i = 1, 2,…,N, where the sequentially transmitted symbols are generally
assumed to be statistically independent. The conversion or coding of these abstract symbols into real,
temporal waveforms to be transmitted in baseband is the process of line coding. Since the most common
type of line coding is for binary data, such a waveform can be succinctly termed a direct format for serial
bits. The concentration in this section will be line coding for binary data.

Different channel characteristics, as well as different applications and performance requirements, have
provided the impetus for the development and study of various types of line coding [1,2]. For example,
the channel might be AC coupled and, thus, could not support a line code with a DC component or
large DC content. Synchronization or timing recovery requirements might necessitate a discrete compo-
nent at the data rate. The channel bandwidth and crosstalk limitations might dictate the type of line
coding employed. Even such factors as the complexity of the encoder and the economy of the decoder
could determine the line code chosen. Each line code has its own distinct properties. Depending on the
application, one property may be more important than the other. In what follows, we describe, in general,
the most desirable features that are considered when choosing a line code.

Joseph L. LoCicero
Illinois Institute of Technology

Bhasker P. Patel
Illinois Institute of Technology
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It is commonly accepted [1,2,5,8] that the dominant considerations effecting the choice of a line code
are: (1) timing, (2) DC content, (3) power spectrum, (4) performance monitoring, (5) probability of
error, and (6) transparency. Each of these are detailed in the following paragraphs.

(1) Timing: The waveform produced by a line code should contain enough timing information such
that the receiver can synchronize with the transmitter and decode the received signal properly. The timing
content should be relatively independent of source statistics, i.e., a long string of 1s or 0s should not
result in loss of timing or jitter at the receiver.

(2) DC content: Since the repeaters used in telephony are AC coupled, it is desirable to have zero DC
in the waveform produced by a given line code. If a signal with significant DC content is used in AC
coupled lines, it will cause DC wander in the received waveform. That is, the received signal baseline
will vary with time. Telephone lines do not pass DC due to AC coupling with transformers and capacitors
to eliminate DC ground loops. Because of this, the telephone channel causes a droop in constant signals.
This causes DC wander. It can be eliminated by DC restoration circuits, feedback systems, or with specially
designed line codes.

(3) Power spectrum: The power spectrum and bandwidth of the transmitted signal should be matched
to the frequency response of the channel to avoid significant distortion. Also, the power spectrum should
be such that most of the energy is contained in as small bandwidth as possible. The smaller the bandwidth,
the higher the transmission efficiency.

(4) Performance monitoring: It is very desirable to detect errors caused by a noisy transmission channel.
The error detection capability in turn allows performance monitoring while the channel is in use (i.e.,
without elaborate testing procedures that require suspending use of the channel).

(5) Probability of error: The average error probability should be as small as possible for a given transmitter
power. This reflects the reliability of the line code.

(6) Transparency: A line code should allow all the possible patterns of 1s and 0s. If a certain
pattern is undesirable due to other considerations, it should be mapped to a unique alternative
pattern.

28.2 Common Line Coding Formats

A line coding format consists of a formal definition of the line code that specifies how a string of binary
digits are converted to a line code waveform. There are two major classes of binary line codes: level codes
and transition codes. Level codes carry information in their voltage level, which may be high or low for
a full bit period or part of the bit period. Level codes are usually instantaneous since they typically encode
a binary digit into a distinct waveform, independent of any past binary data. However, some level codes
do exhibit memory. Transition codes carry information in the change in level appearing in the line code
waveform. Transition codes may be instantaneous, but they generally have memory, using past binary
data to dictate the present waveform. There are two common forms of level line codes: one is called
return to zero (RZ) and the other is called nonreturn to zero (NRZ). In RZ coding, the level of the pulse
returns to zero for a portion of the bit interval. In NRZ coding, the level of the pulse is maintained
during the entire bit interval.

Line coding formats are further classified according to the polarity of the voltage levels used to represent
the data. If only one polarity of voltage level is used, i.e., positive or negative (in addition to the zero
level), then it is called unipolar signalling. If both positive and negative voltage levels are being used,
with or without a zero voltage level, then it is called polar signalling. The term bipolar signalling is used
by some authors to designate a specific line coding scheme with positive, negative, and zero voltage levels.
This will be described in detail later in this section. The formal definition of five common line codes is
given in the following along with a representative waveform, the power spectral density (PSD), the
probability of error, and a discussion of advantages and disadvantages. In some cases specific applications
are noted.
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Unipolar NRZ (Binary On-Off Keying)

In this line code, a binary 1 is represented by a non-zero voltage level and a binary 0 is represented by
a zero voltage level as shown in Fig. 28.1(a). This is an instantaneous level code. The PSD of this code
with equally likely 1s and 0s is given by [5,8]

(28.1)

where V is the binary 1 voltage level, T = 1/R is the bit duration, and R is the bit rate in bits per second.
The spectrum of unipolar NRZ is plotted in Fig. 28.2a. This PSD is a two-sided even spectrum, although
only half of the plot is shown for efficiency of presentation. If the probability of a binary 1 is p, and the
probability of a binary 0 is (1 - p), then the PSD of this code, in the most general case, is 4p(1 - p)S1( f ).
Considering the frequency of the first spectral null as the bandwidth of the waveform, the bandwidth of
unipolar NRZ is R in hertz. The error rate performance of this code, for equally likely data, with additive
white Gaussian noise (AWGN) and optimum, i.e., matched filter, detection is given by [1,5]

(28.2)

where Eb/N0 is a measure of the signal-to-noise ratio (SNR) of the received signal. In general, Eb is the
energy per bit and N0/2 is the two-sided PSD of the AWGN. More specifically, for unipolar NRZ, Eb is
the energy in a binary 1, which is V2T. The performance of the unipolar NRZ code is plotted in Fig. 28.3.

The principle advantages of unipolar NRZ are ease of generation, since it requires only a single power
supply, and a relatively low bandwidth of R Hz. There are quite a few disadvantages of this line code. A
loss of synchronization and timing jitter can result with a long sequence of 1s or 0s because no pulse
transition is present. The code has no error detection capability and, hence, performance cannot be
monitored. There is a significant DC component as well as a DC content. The error rate performance is
not as good as that of polar line codes.

Unipolar RZ

In this line code, a binary 1 is represented by a nonzero voltage level during a portion of the bit duration,
usually for half of the bit period, and a zero voltage level for rest of the bit duration. A binary 0 is
represented by a zero voltage level during the entire bit duration. Thus, this is an instantaneous level
code. Figure 28.1(b) illustrates a unipolar RZ waveform in which the 1 is represented by a nonzero voltage
level for half the bit period. The PSD of this line code, with equally likely binary digits, is given by [5,6,8]

(28.3)

where again V is the binary 1 voltage level, and T = 1/R is the bit period. The spectrum of this code is drawn
in Fig. 28.2a. In the most general case, when the probability of a 1 is p, the continuous portion of the PSD
in Eq. (28.3) is scaled by the factor 4p(1 - p) and the discrete portion is scaled by the factor 4p2. The first
null bandwidth of unipolar RZ is 2R Hz. The error rate performance of this line code is the same as that
of the unipolar NRZ, provided we increase the voltage level of this code such that the energy in binary 1,
Eb, is the same for both codes. The probability of error is given by Eq. (28.2) and identified in Fig. 28.3. If
the voltage level and bit period are the same for unipolar NRZ and unipolar RZ, then the energy in a binary
1 for unipolar RZ will be V2T/2 and the probability of error is worse by 3 dB.
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FIGURE 28.1 Waveforms for different line codes.
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The main advantages of unipolar RZ are, again, ease of generation since it requires a single power
supply and the presence of a discrete spectral component at the symbol rate, which allows simple timing
recovery. A number of disadvantages exist for this line code. It has a nonzero DC component and nonzero
DC content, which can lead to DC wander. A long string of 0s will lack pulse transitions and could lead
to loss of synchronization. There is no error detection capability and, hence, performance monitoring is
not possible. The bandwidth requirement (2R Hz) is higher than that of NRZ signals. The error rate
performance is worse than that of polar line codes.

Unipolar NRZ as well as unipolar RZ are examples of pulse/no-pulse type of signalling. In this type of
signalling, the pulse for a binary 0, g2(t), is zero and the pulse for a binary 1 is specified generically as g1(t) =
g(t). Using G(f ) as the Fourier transform of g(t), the PSD of pulse/no-pulse signalling is given as [6,7,10]

(28.4)

where p is the probability of a binary 1, and R is the bit rate. 

Polar NRZ

In this line code, a binary 1 is represented by a positive voltage +V and a binary 0 is represented by a
negative voltage -V over the full bit period. This code is also referred to as NRZ (L), since a bit is repre-
sented by maintaining a level (L) during its entire period. A polar NRZ waveform is shown in
Fig. 28.1(c). This is again an instantaneous level code. Alternatively, a 1 may be represented by a -V

FIGURE 28.2a Power spectral density of different line codes, where R = 1/T is the bit rate.
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voltage level and a 0 by a +V voltage level, without changing the spectral characteristics and performance
of the line code. The PSD of this line code with equally likely bits is given by [5,8]

(28.5)

This is plotted in Fig. 28.2b. When the probability of a 1 is p, and p is not 0.5, a DC component exists,
and the PSD becomes [10]

(28.6)

The first null bandwidth for this line code is again R Hz, independent of p. The probability of error of
this line code when p = 0.5 is given by [1,5]

(28.7)

FIGURE 28.2b Power spectral density of different line codes, where R = 1/T is the bit rate.
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The performance of polar NRZ is plotted in Fig. 28.3. This is better than the error performance of the
unipolar codes by 3 dB.

The advantages of polar NRZ include a low-bandwidth requirement, R Hz, comparable to unipolar NRZ,
very good error probability, and greatly reduced DC because the waveform has a zero DC component when
p = 0.5 even though the DC content is never zero. A few notable disadvantages are that there is no error
detection capability, and that a long string of 1s or 0s could result in loss of synchronization, since there
are no transitions during the string duration. Two power supplies are required to generate this code.

Polar RZ [Bipolar, Alternate Mark Inversion (AMI), or Pseudoternary]

In this scheme, a binary 1 is represented by alternating the positive and negative voltage levels, which
return to zero for a portion of the bit duration, generally half the bit period. A binary 0 is represented
by a zero voltage level during the entire bit duration. This line coding scheme is often called alternate
mark inversion (AMI) since 1s (marks) are represented by alternating positive and negative pulses. It is

FIGURE 28.3 Bit error probability for different line codes.
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also called pseudoternary since three different voltage levels are used to represent binary data. Some
authors designate this line code as bipolar RZ (BRZ). An AMI waveform is shown in Fig. 28.1(d). Note
that this is a level code with memory. The AMI code is well known for its use in telephony. The PSD of
this line code with memory is given by [1,2,7]

(28.8)

where G( f ) is the Fourier transform of the pulse used to represent a binary 1, and p is the probability
of a binary 1. When p = 0.5 and square pulses with amplitude ±V and duration T/2 are used to represent
binary 1s, the PSD becomes

(28.9)

This PSD is plotted in Fig. 28.2a. The first null bandwidth of this waveform is R Hz. This is true for RZ
rectangular pulses, independent of the value of p in Eq. (28.8). The error rate performance of this line
code for equally likely binary data is given by [5]

(28.10)

This curve is plotted in Fig. 28.3 and is seen to be no more than 0.5 dB worse than the unipolar codes.
The advantages of polar RZ (or AMI, as it is most commonly called) outweigh the disadvantages. This

code has no DC component and zero DC content, completely avoiding the DC wander problem. Timing
recovery is rather easy since squaring, or full-wave rectifying, this type of signal yields a unipolar RZ
waveform with a discrete component at the bit rate, R Hz. Because of the alternating polarity pulses for
binary 1s, this code has error detection and, hence, performance monitoring capability. It has a low-
bandwidth requirement, R Hz, comparable to unipolar NRZ. The obvious disadvantage is that the error
rate performance is worse than that of the unipolar and polar waveforms. A long string of 0s could result
in loss of synchronization, and two power supplies are required for this code.

Manchester Coding (Split Phase or Digital Biphase)

In this coding, a binary 1 is represented by a pulse that has positive voltage during the first-half of the
bit duration and negative voltage during second-half of the bit duration. A binary 0 is represented by a
pulse that is negative during the first-half of the bit duration and positive during the second-half of the
bit duration. The negative or positive midbit transition indicates a binary 1 or binary 0, respectively.
Thus, a Manchester code is classified as an instantaneous transition code; it has no memory. The code
is also called diphase because a square wave with a 0∞ phase is used to represent a binary 1 and a square
wave with a phase of 180∞ used to represent a binary 0; or vice versa. This line code is used in Ethernet
local area networks (LANs). The waveform for Manchester coding is shown in Fig. 28.1(e). The PSD of
a Manchester waveform with equally likely bits is given by [5,8]

(28.11)

where ±V are used as the positive/negative voltage levels for this code. Its spectrum is plotted in Fig. 28.2b.
When the probability p of a binary 1 is not equal to one-half, the continuous portion of the PSD is reduced
in amplitude and discrete components appear at integer multiples of the bit rate, R = 1/T. The resulting
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PSD is [6,10]

(28.12)

The first null bandwidth of the waveform generated by a Manchester code is 2R Hz. The error rate
performance of this waveform when p = 0.5 is the same as that of polar NRZ, given by Eq. (28.9), and
plotted in Fig. 28.3.

The advantages of this code include a zero DC content on an individual pulse basis, so no pattern of
bits can cause DC buildup; midbit transitions are always present making it is easy to extract timing
information; and it has good error rate performance, identical to polar NRZ. The main disadvantage of
this code is a larger bandwidth than any of the other common codes. Also, it has no error detection
capability and, hence, performance monitoring is not possible.

Polar NRZ and Manchester coding are examples of the use of pure polar signalling where the pulse
for a binary 0, g2(t), is the negative of the pulse for a binary 1, i.e., g2(t) = -g1(t). This is also referred to
as an antipodal signal set. For this broad type of polar binary line code, the PSD is given by [10]

(28.13)

where |G( f )| is the magnitude of the Fourier transform of either g1(t) or g2(t).
A further generalization of the PSD of binary line codes can be given, wherein a continuous spectrum

and a discrete spectrum is evident. Let a binary 1, with probability p, be represented by g1(t) over the
T = 1/R second bit interval; and let a binary 0, with probability 1 - p, be represented by g2(t) over the
same T second bit interval. The two-sided PSD for this general binary line code is [10]

(28.14)

where the Fourier transform of g1(t) and g2(t) are given by G1(f ) and G2(f ), respectively.

28.3 Alternate Line Codes

Most of the line codes discussed thus far were instantaneous level codes. Only AMI had memory, and
Manchester was an instantaneous transition code. The alternate line codes presented in this section all
have memory. The first four are transition codes, where binary data is represented as the presence or
absence of a transition, or by the direction of transition, i.e., positive to negative or vice versa. The last
four codes described in this section are level line codes with memory.

Delay Modulation (Miller Code)

In this line code, a binary 1 is represented by a transition at the midbit position, and a binary 0 is
represented by no transition at the midbit position. If a 0 is followed by another 0, however, the signal
transition also occurs at the end of the bit interval, that is, between the two 0s. An example of delay
modulation is shown in Fig. 28.1(f). It is clear that delay modulation is a transition code with memory.
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This code achieves the goal of providing good timing content without sacrificing bandwidth. The PSD
of the Miller code for equally likely data is given by [10]

(28.15)

This spectrum is plotted in Fig. 28.2b. The advantages of this code are that it requires relatively low
bandwidth and most of the energy is contained in less than 0.5R. However, there is no distinct spectral
null within the 2R-Hz band. It has low DC content and no DC component. It has very good timing
content, and carrier tracking is easier than Manchester coding. Error rate performance is comparable to
that of the common line codes. One important disadvantage is that it has no error detection capability
and, hence, performance cannot be monitored.

Split Phase (Mark)

This code is similar to Manchester in the sense that there are always midbit transitions. Hence, this code
is relatively easy to synchronize and has no DC. Unlike Manchester, however, split phase (mark) encodes
a binary digit into a midbit transition dependent on the midbit transition in the previous bit period [12].
Specifically, a binary 1 produces a reversal of midbit transition relative to the previous midbit transition.
A binary 0 produces no reversal of the midbit transition. Certainly this is a transition code with memory.
An example of a split phase (mark) coded waveform is shown in Fig. 28.1(g), where the waveform in the
first bit period is chosen arbitrarily. Since this method encodes bits differentially, there is no 180º -phase
ambiguity associated with some line codes. This phase ambiguity may not be an issue in most baseband
links but is important if the line code is modulated. Split phase (space) is very similar to split phase
(mark), where the role of the binary 1 and binary 0 are interchanged. An example of a split phase (space)
coded waveform is given in Fig. 28.1(h); again, the first bit waveform is arbitrary.

Biphase (Mark)

This code, designated as Bi φ-M, is similar to a Miller code in that a binary 1 is represented by a midbit
transition, and a binary 0 has no midbit transition. However, this code always has a transition at the beginning
of a bit period [10]. Thus, the code is easy to synchronize and has no DC. An example of Bi φ-M is given
in Fig. 28.1 (i), where the direction of the transition at t = 0 is arbitrarily chosen. Biphase (space) or Bi φ-S
is similar to Bi φ-M, except the role of the binary data is reversed. Here a binary 0 (space) produces a
midbit transition, and a binary 1 does not have a midbit transition. A waveform example of Bi φ-S is
shown in Fig. 28.1(j). Both Bi φ-S and Bi φ-M are transition codes with memory.

Code Mark Inversion (CMI)

This line code is used as the interface to a Consultative Committee on International Telegraphy and
Telephony (CCITT) multiplexer and is very similar to Bi φ-S. A binary 1 is encoded as an NRZ pulse with
alternate polarity, +V or -V. A binary 0 is encoded with a definitive midbit transition (or square wave
phase) [1]. An example of this waveform is shown in Fig. 28.1(k) where a negative to positive transition
(or 180∞ phase) is used for a binary 0. The voltage level of the first binary 1 in this example is chosen
arbitrarily. This example waveform is identical to Bi φ-S shown in Fig. 28.1(j), except for the last bit. CMI
has good synchronization properties and has no DC.
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NRZ (I)

This type of line code uses an inversion (I) to designate binary digits, specifically, a change in level or
no change in level. There are two variants of this code, NRZ mark (M) and NRZ space (S) [5,12]. In
NRZ (M), a change of level is used to indicate a binary 1, and no change of level is used to indicate a
binary 0. In NRZ (S) a change of level is used to indicate a binary 0, and no change of level is used to
indicate a binary 1. Waveforms for NRZ (M) and NRZ (S) are depicted in Fig. 28.1(l) and Fig. 28.1(m),
respectively, where the voltage level of the first binary 1 in the example is chosen arbitrarily. These codes
are level codes with memory. In general, line codes that use differential encoding, like NRZ (I), are
insensitive to 180∞ phase ambiguity. Clock recovery with NRZ (I) is not particularly good, and dc wander
is a problem as well. Its bandwidth is comparable to polar NRZ.

Binary N Zero Substitution (BNZS)

The common bipolar code AMI has many desirable properties of a line code. Its major limitation,
however, is that a long string of zeros can lead to loss of synchronization and timing jitter because there
are no pulses in the waveform for relatively long periods of time. Binary N zero substitution (BNZS)
attempts to improve AMI by substituting a special code of length N for all strings of N zeros. This special
code contains pulses that look like binary 1s but purposely produce violations of the AMI pulse conven-
tion. Two consecutive pulses of the same polarity violate the AMI pulse convention, independent of the
number of zeros between the two consecutive pulses. These violations can be detected at the receiver
and the special code replaced by N zeros. The special code contains pulses facilitating synchronization
even when the original data has a long string of zeros. The special code is chosen such that the desirable
properties of AMI coding are retained despite the AMI pulse convention violations, i.e., DC balance and
error detection capability. The only disadvantage of BNZS compared to AMI is a slight increase in crosstalk
due to the increased number of pulses and, hence, an increase in the average energy in the code.

Choosing different values of N yields different BNZS codes. The value of N is chosen to meet the
timing requirements of the application. In telephony, there are three commonly used BNZS codes: B6ZS,
B3ZS, and B8ZS. All BNZS codes are level codes with memory.

In a B6ZS code, a string of six consecutive zeros is replaced by one of two the special codes according
to the rule:

Here a zero indicates a zero voltage level for the bit period; a plus designates a positive pulse, and a minus
indicates a negative pulse.

This special code causes two AMI pulse violations: in its second bit position and in its fifth bit position.
These violations are easily detected at the receiver and zeros resubstituted. If the number of consecutive
zeros is 12, 18, 24,…, the substitution is repeated 2, 3, 4,… times. Since the number of violations is even, the
B6ZS waveform is the same as the AMI waveform outside the special code, i.e., between special code
sequences.

There are four pulses introduced by the special code that facilitates timing recovery. Also, note that
the special code is DC balanced. An example of the B6ZS code is given as follows, where the special code
is indicated by the bold characters.

The computation of the PSD of a B6ZS code is tedious. Its shape is given in Fig. 28.4, for comparison
purposes with AMI, for the case of equally likely data.

Original data: 0 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1
B6ZS format: 0 + 0 + - 0 - + - + 0 - 0 - + 0 + - + -

If the last pulse was positive +( ), the special code is: 0 + - 0 - +.

If the last pulse was negative -( ), the special code is: 0 - + 0 + -.
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In a B3ZS code, a string of three consecutive zeros is replaced by either B0V or 00V, where B denotes
a pulse obeying the AMI (bipolar) convention and V denotes a pulse violating the AMI convention. B0V
or 00V is chosen such that the number of bipolar (B) pulses between the violations is odd. The B3ZS
rules are summarized in Table 28.1.

Observe that the violation always occurs in the third bit position of the substitution code, and so it
can be easily detected and zero replacement made at the receiver. Also, the substitution code selection
maintains DC balance. There is either one or two pulses in the substitution code, facilitating synchroni-
zation. The error detection capability of AMI is retained in B3ZS because a single channel error would
make the number of bipolar pulses between violations even instead of being odd. Unlike B6ZS, the B3ZS
waveform between violations may not be the same as the AMI waveform. B3ZS is used in the digital
signal-3 (DS-3) signal interface in North America and also in the long distance-4 (LD-4) coaxial trans-
mission system in Canada. Next is an example of a B3ZS code, using the same symbol meaning as in the
B6ZS code.

The last BNZS code considered here uses N = 8. A B8ZS code is used to provide transparent channels
for the Integrated Services Digital Network (ISDN) on T1 lines and is similar to the B6ZS code. Here a

TABLE 28.1 B3ZS Substitution Rules

Number of B Pulses 
Since Last Violation

Polarity of Last
B Pulse

Substitution
Code

Substitution 
Code Form

Odd Negative (-) 00 −−−− 00V
Odd Positive (+) 00++++ 00V
Even Negative (-) ++++0 ++++ B0V
Even Positive (+) −−−−0 −−−− B0V

FIGURE 28.4 Power spectral density of different line codes, where R = 1/T is the bit rate.

Original data: 1 0 0 1 0 0 0 1 1 0 0 0 0 1 0 0 0 1
B3ZS format:
Even No. of B pulses: + 0 0 - + 0 + - + - 0 - 0 + 0 0 + -
Odd No. of B pulses: + 0 0 - 0 0 - + - + 0 + 0 - 0 0 - +
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string of eight consecutive zeros is replaced by one of two special codes according to the following rule:

There are two bipolar violations in the special codes, at the fourth and seventh bit positions. The code
is DC balanced, and the error detection capability of AMI is retained. The waveform between substitutions
is the same as that of AMI. If the number of consecutive zeros is 16, 24,…, then the substitution is repeated
2, 3,…, times.

High-Density Bipolar N (HDBN)

This coding algorithm is a CCITT standard recommended by the Conference of European Posts and
Telecommunications Administrations (CEPT), a European standards body. It is quite similar to BNZS
coding. It is thus a level code with memory. Whenever there is a string of N + 1 consecutive zeros, they
are replaced by a special code of length N + 1 containing AMI violations. Specific codes can be constructed
for different values of N. A specific high-density bipolar N (HDBN) code, HDB3, is implemented as a
CEPT primary digital signal. It is very similar to the B3ZS code. In this code, a string of four consecutive
zeros is replaced by either B00V or 000V. B00V or 000V is chosen such that the number of bipolar (B)
pulses between violations is odd. The HDB3 rules are summarized in Table 28.2.

Here the violation always occurs in the fourth bit position of the substitution code, so that it can be
easily detected and zero replacement made at the receiver. Also, the substitution code selection maintains
DC balance. There are either one or two pulses in the substitution code facilitating synchronization. The
error detection capability of AMI is retained in HDB3 because a single channel error would make the
number of bipolar pulses between violations even instead of being odd.

Ternary Coding

Many line coding schemes employ three symbols or levels to represent only one bit of information, like
AMI. Theoretically, it should be possible to transmit information more efficiently with three symbols,
specifically the maximum efficiency is log2 3 = 1.58 bits per symbol. Alternatively, the redundancy in the
code signal space can be used to provide better error control. Two examples of ternary coding are described
next [1,2]: pair selected ternary (PST) and 4 binary 3 ternary (4B3T). The PST code has many of the
desirable properties of line codes, but its transmission efficiency is still 1 bit per symbol. The 4B3T code
also has many of the desirable properties of line codes, and it has increased transmission efficiency.

In the PST code, two consecutive bits, termed a binary pair, are grouped together to form a word.
These binary pairs are assigned codewords consisting of two ternary symbols, where each ternary symbol
can be +, -, or 0, just as in AMI. There are nine possible ternary codewords. Ternary codewords with
identical elements, however, are avoided, i.e., ++, --, and 00. The remaining six codewords are transmitted
using two modes called + mode and - mode. The modes are switched whenever a codeword with a single
pulse is transmitted. The PST code and mode switching rules are summarized in Table 28.3.

PST is designed to maintain DC balance and include a strong timing component. One drawback of
this code is that the bits must be framed into pairs. At the receiver, an out-of-frame condition is signalled

TABLE 28.2 HDB3 Substitution Rules

Number of B Pulses 
Since Last Violation

Polarity of Last 
B Pulse

Substitution 
Code

Substitution 
Code Form

Odd Negative (-) 000−−−− 000V
Odd Positive (+) 000++++ 000V
Even Negative (-) ++++00++++ B00V
Even Positive (+) −−−−00−−−− B00V

If the last pulse was positive +( ), the special code is: 0 0 0 + - 0 - +.

If the last pulse was negative -( ), the special code is: 0 0 0 - + 0 + -.
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when unused ternary codewords (++, --, and 00) are detected. The mode switching property of PST
provides error detection capability. PST can be classified as a level code with memory.

If the original data for PST coding contains only 1s or 0s, an alternating sequence of +- +- … is
transmitted. As a result, an out-of-frame condition cannot be detected. This problem can be minimized
by using the modified PST code as shown in Table 28.4.

It is tedious to derive the PSD of a PST coded waveform. Again, Fig. 28.4 shows the PSD of the PST
code along with the PSD of AMI and B6ZS for comparison purposes, all for equally likely binary data.
Observe that PST has more power than AMI and, thus, a larger amount of energy per bit, which translates
into slightly increased crosstalk.

In 4B3T coding, words consisting of four binary digits are mapped into three ternary symbols. Four
bits imply 24 = 16 possible binary words, whereas three ternary symbols allow 33 = 27 possible ternary
codewords. The binary-to-ternary conversion in 4B3T insures DC balance and a strong timing compo-
nent. The specific codeword assignment is as shown in Table 28.5.

TABLE 28.3 PST Codeword Assignment and 
Mode Switching Rules

Ternary Codewords Mode 
SwitchingBinary Pair +Mode -Mode

11 + - + - No
10 + 0 - 0 Yes
01 0 + 0 - Yes
00 - + - + No

TABLE 28.4 Modified PST Codeword 
Assignment and Mode Switching Rules

Binary Pair

Ternary Codewords Mode 
Switching+ Mode - Mode

11 + 0 0 -  Yes
10 0 - 0 -  No
01 - + - +  No
00 0 + - 0  Yes

TABLE 28.5 4B3T Codeword Assignment

Ternary Codewords

Binary Words Column 1 Column 2 Column 3

0000 - - - + + +
0001 - - 0 + + 0
0010 - 0 - + 0 +
0011 0 - - 0 + +
0100 - - + + + -
0101 - + - + - +
0110 + - - - + +
0111 - 0 0 + 0 0
1000 0 - 0 0 + 0
1001 0 0 - 0 0 +
1010 0 + -
1011 0 - + 
1100 + 0 -
1101 - 0 +
1110 + - 0
1111 - + 0
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There are three types of codewords in Table 28.5, organized into three columns. The codewords in the
first column have negative DC, codewords in the second column have zero DC, and those in the third
column have positive DC. The encoder monitors the integer variable

(28.16)

where Np is the number of positive pulses transmitted and Nn are the number of negative pulses trans-
mitted. Codewords are chosen according to following rule:

Note that the ternary codeword 000 is not used, but the remaining 26 codewords are used in a comple-
mentary manner. For example, the column 1 codeword for 0001 is - -0, whereas the column 3 codeword
is ++0. The maximum transmission efficiency for the 4B3T code is 1.33 bits per symbol compared to 1 bit
per symbol for the other line codes. The disadvantages of 4B3T are that framing is required and that
performance monitoring is complicated. The 4B3T code is used in the T148 span line developed by ITT
Telecommunications. This code allows transmission of 48 channels using only 50% more bandwidth than
required by T1 lines, instead of 100% more bandwidth.

28.4 Multilevel Signalling, Partial Response Signalling,
and Duobinary Coding

Ternary coding, such as 4B3T, is an example of the use of more than two levels to improve the transmission
efficiency. To increase the transmission efficiency further, more levels and/or more signal processing is
needed. Multilevel signalling allows an improvement in the transmission efficiency at the expense of an
increase in the error rate, i.e., more transmitter power will be required to maintain a given probability
of error. In partial response signalling, intersymbol interference is deliberately introduced by using pulses
that are wider and, hence, require less bandwidth. The controlled amount of interference from each pulse
can be removed at the receiver. This improves the transmission efficiency, at the expense of increased
complexity. Duobinary coding, a special case of partial response signalling, requires only the minimum
theoretical bandwidth of 0.5R Hz. In what follows, these techniques are discussed in slightly more detail.

Multilevel Signalling

The number of levels that can be used for a line code is not restricted to two or three. Since more levels
or symbols allow higher transmission efficiency, multilevel signalling can be considered in bandwidth-
limited applications. Specifically, if the signalling rate or baud rate is Rs and the number of levels used
is L, the equivalent transmission bit rate Rb is given by

(28.17)

Alternatively, multilevel signalling can be used to reduce the baud rate, which in turn can reduce crosstalk
for the same equivalent bit rate. The penalty, however, is that the SNR must increase to achieve the same
error rate. The T1G carrier system of AT&T uses multilevel signalling with L = 4 and a baud rate of 3.152
mega-symbols/s to double the capacity of the T1C system from 48 channels to 96 channels. Also, a four

I Np Nn–=

If I 0, choose the ternary codeword from columns 1 and 2.<

If I 0, choose the ternary codeword from columns 2 and 3.>

If I 0, choose the ternary word from column 2, and from column 1=

if the previous I 0 or from column 3 if the previous I> 0.<

Rb Rs log2 L[ ]=
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level signalling scheme at 80-kB is used to achieve 160 kb/s as a basic rate in a digital subscriber loop
(DSL) for ISDN.

Partial Response Signalling and Duobinary Coding

This class of signalling is also called correlative coding because it purposely introduces a controlled or
correlated amount of intersymbol interference in each symbol. At the receiver, the known amount of
interference is effectively removed from each symbol. The advantage of this signalling is that wider pulses
can be used requiring less bandwidth, but the SNR must be increased to realize a given error rate. Also,
errors can propagate unless precoding is used.

There are many commonly used partial response signalling schemes, often described in terms of the delay
operator D, which represents one signalling interval delay. For example, in (1 + D) signalling the current
pulse and the previous pulse are added. The T1D system of AT&T uses (1 + D) signalling with precoding,
referred to as duobinary signalling, to convert binary (two level) data into ternary (three level) data at the
same rate. This requires the minimum theoretical channel bandwidth without the deleterious effects of
intersymbol interference and avoids error propagation. Complete details regarding duobinary coding are
found in Lender [9] and Schwartz [11]. Some partial response signalling schemes, such as (1 - D), are used
to shape the bandwidth rather than control it. Another interesting example of duobinary coding is a (1 - D2),
which can be analyzed as the product (1 - D)(1 + D). It is used by GTE in its modified T carrier system.
AT&T also uses (1 - D2) with four input levels to achieve an equivalent data rate of 1.544 Mb/s in only a
0.5-MHz bandwidth.

28.5 Bandwidth Comparison

We have provided the PSD expressions for most of the commonly used line codes. The actual bandwidth
requirement, however, depends on the pulse shape used and the definition of bandwidth itself. There are
many ways to define bandwidth, for example, as a percentage of the total power or the sidelobe suppres-
sion relative to the main lobe. Using the first null of the PSD of the code as the definition of bandwidth,
Table 28.6 provides a useful bandwidth comparison.

The notable omission in Table 28.6 is delay modulation (Miller code). It does not have a first null in
the 2R-Hz band, but most of its power is contained in less than 0.5R Hz.

28.6 Concluding Remarks

An in-depth presentation of line coding, particularly applicable to telephony, has been included in this
chapter. The most desirable characteristics of line codes were discussed. We introduced five common line
codes and eight alternate line codes. Each line code was illustrated by an example waveform. In most
cases expressions for the PSD and the probability of error were given and plotted. Advantages and
disadvantages of all codes were included in the discussion, and some specific applications were noted.
Line codes for optical fiber channels and networks built around them, such as fiber distributed data
interface (FDDI), were not included in this section. A discussion of line codes for optical fiber channels
and other new developments in this topic area can be found in [1,3,4].

TABLE 28.6 First Null Bandwidth Comparison

Bandwidth Codes

Unipolar NRZ BNZS
R Polar NRZ HDBN

Polar RZ (AMI) PST

2R Unipolar RZ Split Phase
Manchester CMI
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Defining Terms

Alternate mark inversion (AMI): A popular name for bipolar line coding using three levels: zero,
positive, and negative. 

Binary N zero substitution (BNZS): A class of coding schemes that attempts to improve AMI line
coding.

Bipolar: A particular line coding scheme using three levels: zero, positive, and negative.
Crosstalk: An unwanted signal from an adjacent channel.
DC wander: The DC level variation in the received signal due to a channel that cannot support DC.
Duobinary coding: A coding scheme with binary input and ternary output requiring the minimum

theoretical channel bandwidth.
4 Binary 3 Ternary (4B3T): A line coding scheme that maps four binary digits into three ternary

symbols.
High-density bipolar N (HDBN): A class of coding schemes that attempts to improve AMI.
Level codes: Line codes carrying information in their voltage levels.
Line coding: The process of converting abstract symbols into real, temporal waveforms to be trans-

mitted through a baseband channel.
Nonreturn to zero (NRZ): A signal that stays at a nonzero level for the entire bit duration.
Pair selected ternary (PST): A coding scheme based on selecting a pair of three level symbols.
Polar: A line coding scheme using both polarity of voltages, with or without a zero level.
Return to zero (RZ): A signal that returns to zero for a portion of the bit duration.
Transition codes: Line codes carrying information in voltage level transitions.
Unipolar: A line coding scheme using only one polarity of voltage, in addition to a zero level.
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29.1 Introduction

Today’s telecommunications network comprises customer premises equipment and telephone central
offices interconnected by suitable transmission facilities. Although analog technology still exists in the
customer loop, digital time-division multiplex (TDM) technology is more prevalent in the central office
switching and transmission systems.

A digital switch located within the interoffice network terminates TDM signals originating from many
other offices. It performs a combination of time-slot interchange and space switching to accomplish the
interconnect function amongst the individual channels of the multiplexed signals. In order to accomplish
this function without impairments, the average rates of all of the TDM signals terminating on the switch have
to be synchronized to within some achievable bound. Furthermore, the reference clock of the switch
itself must also be synchronized to the common rate of the incoming signals. These synchronization
requirements are also applicable to a digital cross-connect system since it realizes the channel intercon-
nection function in a similar manner.

Synchronous multiplexers, such as synchronous optical network (SONET) and synchronous digital
hierarchy (SDH) terminals, used in fiber optic systems, generate the high-speed output signal by interleaving
the time slots of the lower speed input signals. Again, to accomplish this function properly, the rates of the
incoming lines and that of the multiplexer clock have to be synchronized. Primary rate multiplexers (known
as channel banks) also employ synchronous time interleaving of the 64-kb/s, tributary signals, often gen-
erated by other network elements (digital switches and signalling transfer points, for example) within the
same office. For unimpaired information transfer in this case, the network elements that terminate these
64-kb/s signals have to be synchronized in both frequency and phase (bit and byte synchronization!).

Network synchronization is the background technology that enables the operating clocks of the various
network elements throughout the network to be synchronized. Robust and accurate synchronization
networks are essential to the proper functioning of these elements and the reliable transfer of information
between them. The growth of data services and the deployment of SONET and SDH transmission equip-
ment has further emphasized the need for such networks.

Madihally J. Narasimha
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29.2 Synchronization Distribution Networks

The goal of the synchronization distribution network is to provide reference clocks, traceable to a highly
accurate clock called a primary reference source (PRS), to all of the network elements. Since the transport
of timing signals over long distances incurs many impairments, the interoffice distribution of synchroni-
zation references is generally more difficult compared to the task of distributing these reference clocks
to the network elements within an office (intraoffice distribution).

One method of achieving synchronization in the interoffice network is to designate a single PRS as the
master clock for the entire network and transport this clock to every office using a master–slave hierarchical
discipline. This method is impractical for large networks because of noise accumulation through many
levels of cascaded slave clocks, delay variations caused by the rerouting of clock distribution paths under
failure conditions, and geopolitical problems. At the other extreme is the plesiochronous mode of
operation where each office has its own PRS, and no interoffice clock distribution is necessary. This strategy
is expensive to implement now, although it can be envisioned in the future because of the projected
availability of affordable PRSs. Therefore, a combination of the two techniques is typically employed in
practice. As shown in Fig. 29.1, the network is divided into small synchronization regions, each of which
has a duplicated set of PRSs as the master clock. Within each region, the timing distribution is accom-
plished by following a master-slave hierarchy of stratum clocks. A stratum 1 clock, normally implemented
with cesium beam technology, is required to have a long term accuracy of better than 1 ×  10-11, completely
autonomous of other references. The PRS is also required to have the same long-term accuracy as a
stratum 1 clock. However, it can be realized either as an autonomous cesium clock or as a nonautonomous
clock disciplined by precision global positioning system (GPS) or LORAN-C radio-navigational signals.
Stratum 2, 3, and 4 clocks have progressively lower accuracy and performance requirements. Synchro-
nization references are passed from higher performance master clocks to equivalent or lower performance
slave clocks. Path redundancy is achieved by providing primary and secondary reference sources at the
slave clocks.

FIGURE 29.1 Network synchronization distribution plan.
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Whereas the interoffice plan for distributing synchronization follows the regionalized master–slave
hierarchical strategy previously described, the distribution of reference clocks within an office is realized
with a discipline known as the building integrated timing supply (BITS) plan. As shown in Fig. 29.2, this
plan calls for the deployment of a properly stratified slave clock called the BITS in each office, which
distributes reference timing to all of the network elements. It is the only clock in the office that is directly
synchronized to an external reference traceable to a PRS. For robustness, it accepts two external reference
feeds and contains duplicated stratum oscillators. If both the external reference feeds are disrupted, the
BITS enters the holdover mode of operation where the output reference timing signals are generated
using the data acquired during the normal (synchronized) mode.

The master–slave synchronization distribution scheme functions well within a (small) region if the
underlying network topology is of the star or tree type. However, self-healing ring topologies are popular
with fiber optic networks using the SONET and SDH technology, especially in the loop environment.
Feeding multiple synchronization references to slave clocks, or directly to the network elements at the
nodes where the BITS plan is not implemented, in such networks can lead to timing loops under failure
conditions [Bellcore, 1992]. Timing loops are undesirable since they lead to isolation of the clocks within
the loop from the PRS and can also cause frequency instabilities due to reference feedback. Providing
only a single-synchronization reference source at the nodes is one method of avoiding the possibility of
timing loops [Bellcore, 1992]. However, this compromises the path redundancy provided by dual feeds.
An alternate procedure is the use of synchronization messages embedded in the overhead channels of
the reference signals. Here the nodes indicate the synchronization status (e.g., reference traceable to
stratum 1, traceability unknown, etc.) of the transmitted signals to neighboring nodes. The slave clocks
(or the network elements) at the other nodes can then avoid the inadvertent creation of timing loops by
deciding intelligently, based on the embedded messages, whether or not to switch to the secondary
synchronization reference source upon failure of the primary.

29.3 Effect of Synchronization Impairments

The severity of impact on network traffic due to disruptions in the synchronization distribution system
or accumulation of phase noise depends on many factors. These include buffering techniques employed
to manage the incoming phase variations at the network elements, the type of information transported
through the traffic network, and the architecture of the synchronization distribution system itself.

Figure 29.3 shows the situation where the reference clocks of the two interconnected digital switches
(or two digital cross-connect systems) are operating at different frequencies due to disruptions in the
synchronization distribution network, for example. The receiver at switch 2 has a 125-µs slip buffer to

FIGURE 29.2 Intraoffice synchronization distribution plan.
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absorb the phase variations of the incoming line with respect to its clock. Since the rates of the write
and read clocks at the slip buffer are different, however, an eventual overflow or underflow of the buffer
is inevitable. This results in a frame of data either being repeated or deleted at the output of the buffer.
Such an event is called a controlled slip. The duration between slips is given by (125/ε) µs, where ε is
the fractional frequency deviation |Df |/f. As an example, the duration between slips for plesiochronous
operation (ε = ±10-11) is about 72 days. The impact of slips on various network services is delineated in
Table 29.1.

Slips occur infrequently when there are no synchronization disruptions since the 125-µs slip buffers
can readily absorb the phase noise caused by the existing transmission systems. However, excessive phase
noise either in the incoming lines or in the reference clock at a synchronous multiplexer can cause
impairments to the transported data. To understand this, consider the operation of a SONET multi-
plexer, shown in Fig. 29.4, that combines three 51.84-Mb/s synchronous transport system level 1 (STS-1)
signals to form a 155.52-Mb/s STS-3 signal. Data is written into the small-capacity (8-16 bytes) receive
buffer in the pointer processor at the rate of the incoming line. If the buffer is near its normal half-full
capacity, it is read out at the rate of the local reference clock. However, if the buffer shows signs of
filling up or emptying (determined by the upper and lower threshold settings), its read clock is modified
by either augmenting or deleting eight pulses from the reference clock. This event, known as a pointer
adjustment, results in a phase jump of eight unit intervals for the data read out of the buffer and
multiplexed onto the STS-3 signal. Occasional pointer adjustments occur even in a synchronized
network because of short-term phase variations of the incoming signals, and they cause no harm since
data is not lost. However, existing asynchronous equipment may not function properly when receiving

TABLE 29.1 Impact of Slips on Network Service

Service Observed Effect

PCM voice No noticeable degradation for moderate slip 
rates

Voice-band data Serious degradation with some modems 
needing up to 6 s to recover from a slip

Group III fax Each slip can wipe out 0.08 in. of vertical space
Encrypted voice Serious degradation requiring retransmission 

of the encryption key
Compressed video Serious degradation resulting in freeze frames 

or missing lines
Digital data (e.g., SS7) Loss of messages resulting in requests for 

retransmission and degraded throughput

FIGURE 29.3 Slips in the digital network. 
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severely jittered signals, caused by frequent pointer adjustments, at gateway points between the syn-
chronous and the asynchronous networks. Furthermore, the rate of pointer adjustments is not allowed
to exceed certain limits in SONET and SDH networks. Severe phase noise may cause these limits to be
exceeded resulting in a buffer overflow or underflow situation, which leads to loss or repetition of data
as in the case of a slip.

29.4 Characterization of Synchronization Impairments

The synchronization performance of a telecommunications signal is typically determined from measured
values of the deviations in time between when the signal transitions actually occur and when they are
ideally expected. The master clock that provides the ideal time positions should be significantly more
accurate than the signal under test. The measurement yields the raw phase error signal, also known as
the time delay or simply phase, in units of time as a function of elapsed time. Postprocessing of this raw
data is, however, necessary to extract useful parameters that help define the underlying synchronization
impairment model.

The current synchronization impairment model used for the telecommunications signal is based
mainly on the source of the impairments. It refers to the higher frequency components of the phase
(error) oscillations as jitter and to the lower frequency components as wander, with 10 Hz being the
demarcation frequency. Jitter is produced mainly by regenerative repeaters and asynchronous multiplex-
ers, and normal levels of it can readily be buffered and filtered out. However, excessive jitter is a potential
source of bit errors in the digital network. Wander, on the other hand, has many causes. These include
temperature cycling effects in cables, waiting time effects in asynchronous multiplexers, and the effects
of frequency and phase quantization in slave clocks which employ narrowband filters in their servocontrol
loops. Since it contains very low-frequency components, wander cannot be completely filtered out and,

FIGURE 29.4 SONET multiplexer.
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hence, is passed on. Excessive wander adversely affects the slip performance of the network and can also
lead to an unacceptable rate of pointer adjustments in SONET and SDH multiplexers. Furthermore,
wander on an input reference signal compromises the holdover performance of a slave clock during
reference interruptions.

Although jitter and wander are adequate descriptors of synchronization impairments in the existing
digital network, a more comprehensive model is necessary to characterize the phase variations caused
by the newly introduced SONET and SDH equipment and to appropriately specify the limits on timing
noise at network interfaces. Recently, there has been renewed interest in adapting the traditional noise
model used with precision oscillators and clocks in time and frequency metrology to the telecommuni-
cations applications. This model permits the characterization of the complex timing impairments with
a handful of parameters classified into systematic components (phase offset, frequency offset, and fre-
quency drift) and stochastic power-law noise components (white PM, flicker PM, white FM, flicker FM,
and random walk FM).

Maximum time interval error (MTIE) and time variance (TVAR) are two parameters [ANSI, 1994]
for specifying the synchronization performance of telecommunications signals that are defined to capture
the essential features of the traditional model. MTIE is effective in characterizing peak-to-peak phase
movements, which are primarily due to systematic components, whereas TVAR is useful in characterizing
the stochastic power-law noise components of the phase noise.

The algorithm for computing the MTIE from N time delay (phase error) samples xi, i = 1, 2,º,N,
measured at time intervals τ0, is illustrated in Fig. 29.5. For a given observation interval S spanning n
samples, the peak-to-peak phase excursion values are noted for all possible positions of the observation
window that can be accommodated by the collected data. The maximum of all such values yields MTIE(S).
This computation can be expressed as

where

FIGURE 29.5 Computation of the MTIE from measured time delay samples.

MTIE S( ) max  xppj S( )
j=1,… ,N-n+1

=

xppj S( ) max xi min xi, i– j,…, j n 1–+= =
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The calculation of TVAR for the same set of time delay samples is expressed by the equation:

where the independent variable τ = nτ0 and spanning n samples is known as the integration time. This
calculation may be viewed as a spectral estimation process with a nonuniform bandpass filter bank. The
magnitude response of the bandpass filter corresponding to the integration time τ at frequency f  is given by

A standard variance estimate of the filtered samples then yields TVAR(τ). The square root of TVAR is
denoted by time deviation (TDEV).

The graphs of MTIE plotted as a function of the observation interval S and TDEV plotted as a function
of the integration time τ are primarily used to characterize the synchronization performance of a
telecommunications signal.

29.5 Synchronization Standards

Standards for synchronization in telecommunications systems are set by the American National Standards
Institute (ANSI) in the U.S. and by the Consultative Committee on International Telephony and Teleg-
raphy (CCITT), now known as the International Telecommunications Union (ITU), for international
applications. In addition, Bellcore issues technical references and technical advisories that specify the
requirements from the viewpoint of the regional Bell operating companies (RBOCs). These documents
are listed in the References. Some highlights of these standards are reviewed here.

The various standards deal with two categories of specifications: the characteristics of the clocks used
in the synchronization distribution network, and the synchronization performance of the reference signals
at network interfaces.

The free-run accuracy, the holdover stability, and the pull-in range requirements of the stratum
clocks employed in the synchronized network are delineated in Table 29.2. (The ITU uses a different
terminology for the stratum levels. Refer to Annex D of the revised ANSI standard T1.101 for the
differences.) In addition to the pull-in range requirements, the slave clocks should be able to tolerate
certain amounts of jitter, wander, and phase transients at their reference inputs. Moreover, there are other
performance constraints, besides accuracy and stability, on the output signal. These include wander gener-
ation, wander transfer, jitter generation, and phase transients. These are detailed in the Bellcore [1993b]
Technical Reference TR-NWT-00 1244.

As an illustration, Fig. 29.6 shows the MTIE specification mask for a PRS. Also shown are the measured
performance curves of typical PRS clocks based on GPS and LORAN-C receiver technology.

TABLE 29.2 Performance Requirements of Stratum Clocks

Stratum Free-Run Accuracy Holdover Stability Pull-In Range

1 ±1 ×  10-11 — —
2 ±1.6 ×  10-8 ±1 ×  10-10/day ±1.6 ×  10-8

3E ±4.6 ×  10-6 ±1 ×  10-8/day ±4.6 ×  10-6

3 ±4.6 ×  10-6 ±3.7 ×  10-7/day ±4.6 ×  10-6

4/4E ±32 ×  10-6 — ±32 ×  10-6

TVAR t( )
1
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The performance requirements of synchronization references at network interfaces depend on whether
optical rate signals [i.e., optical carrier level N (OC-N)] or primary rate electrical signals [e.g., digital
signal level 1 (DS1)] are being considered. The specifications for optical interfaces are tighter because
SONET and SDH pointer adjustments are sensitive to short-term phase noise. The MTIE and TDEV spec-
ification masks for DS1 and OC-N signals are shown in Figs. 29.7 and 29.8.

These reference signals also have to satisfy certain constraints on the magnitude of phase transients.
The revised ANSI Standard T1.101-1987 [ANSI, 1994] specifies these details.

FIGURE 29.6 MTIE specification mask and measured performance of GPS and LORAN PRSs.

FIGURE 29.7 MTIE specification for synchronization reference signals at network interfaces.
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29.6 Summary and Conclusions

The deployment of digital switching exchanges and cross-connect equipment in telecommunications sys-
tems created the necessity for robust synchronization distribution networks. These networks were originally
designed to guarantee satisfactory slip performance for an end-to-end connection. However, recently intro-
duced high-speed synchronous multiplexing and transmission systems based on SONET and SDH tech-
nology have emphasized the need for enhancing their accuracy and reliability. A disciplined approach to
the design of such networks is delineated in many of the synchronization standards issued so far.

Our current understanding of the sources of synchronization impairments in telecommunications
networks has not yet reached a mature point. The adaption of traditional clock noise models, such as
those used in time and frequency metrology, to describe these impairments is a step in the right direction.
However, much work is necessary to first evaluate reliably the parameters of this model from the phase
error measurements, and then to identify the actual sources of impairments from them. As newer
transport technologies such as asynchronous transfer mode (ATM) are introduced, the distribution of
accurate synchronization references will be more complicated, and the impact of synchronization dis-
ruptions on network services will be harder to predict. These and other issues are currently being
investigated by the various standards organizations.

Defining Terms

Free-run accuracy: The maximum long-term (20 years) deviation limit of a clock from the nominal
frequency with no external frequency reference.

Holdover stability: The maximum rate of change of the clock frequency with respect to time upon
loss of all input frequency references.

Jitter: The short-term variations of the significant instants (e.g., zero level crossings) of a digital signal
from their ideal positions in time, where short term implies phase variations of frequency greater
than or equal to 10 Hz.

Master–slave hierarchy: The hierarchical method where synchronization references are distributed
from offices with higher performance master stratum clocks to offices with the same or lower
performance slave stratum clocks.

FIGURE 29.8 TDEV specification for synchronization reference signals at network interfaces.
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Phase transient: Perturbations in phase of limited duration (typically several time constants of the
slave clock which produces it) seen at synchronization interfaces.

Plesiochronous: Two signals are plesiochronous if their corresponding significant instants (e.g., zero
level crossings) occur at nominally the same rate, any variation in rate being constrained within
specified limits.

Pull-in range: Measure of the maximum reference frequency deviation from the nominal rate that can
be overcome by a slave clock to pull itself into synchronization.

Stratum clocks: A classification of clocks in the synchronization network based on performance.
Stratum 1 is the highest and stratum 4 is the lowest level of performance.

Timing loop: The situation where a slaved clock receives input reference timing from itself via a chain
of other slaved clocks.

Wander: The long-term variations of the significant instants (e.g., zero level crossings) of a digital signal
from their ideal positions in time, where long term implies phase variations of low frequency (less
than 10 Hz).
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Further Information

The ANSI, Bellcore, and ITU (CCITT) documents listed under the references are the most suitable sources
for the synchronization standards. Information regarding the revisions to these standards and newer
standards being contemplated is available from the recent contributions to the T1X1.3 working group
of the ANSI and to the SG XIII/WP6 of the ITU. Zampetti’s paper [1992] provides a synopsis of the
performance parameters MTIE and TVAR for characterizing synchronization impairments in the network
and also proposes an additional parameter to gain further insights.
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30.1 Introduction

Full-duplex data transmission over a single twisted-pair cable permits the simultaneous flow of infor-
mation in two directions when the same frequency band is used. Examples of applications of this
technique are found in digital communications systems that operate over the telephone network. In a
digital subscriber loop, at each end of the full-duplex link, a circuit known as a hybrid separates the two
directions of transmission. To avoid signal reflections at the near- and far-end hybrid, a precise knowledge
of the line impedance would be required. Since the line impedance depends on line parameters that, in
general, are not exactly known, an attenuated and distorted replica of the transmit signal leaks to the
receiver input as an echo signal. Data-driven adaptive echo cancellation mitigates the effects of impedance
mismatch.

A similar problem is caused by crosstalk in transmission systems over voice-grade unshielded twisted-
pair cables for local-area network applications, where multipair cables are used to physically separate the
two directions of transmission. Crosstalk is a statistical phenomenon due to randomly varying differential
capacitive and inductive coupling between adjacent two-wire transmission lines. At the rates of several
megabits per second that are usually considered for local-area network applications, near-end crosstalk
(NEXT) represents the dominant disturbance; hence, adaptive NEXT cancellation must be performed to
ensure reliable communications.

In voiceband data modems, the model for the echo channel is considerably different from the echo
model adopted in baseband transmission. The transmitted signal is a passband signal obtained by
quadrature amplitude modulation (QAM), and the far-end echo may exhibit significant carrier-phase
jitter and carrier-frequency shift, which are caused by signal processing at intermediate points in the
telephone network. Therefore, a digital adaptive echo canceller for voiceband modems needs to embody
algorithms that account for the presence of such additional impairments.

In this chapter, we describe the echo channel models and adaptive echo canceller structures that are
obtained for various digital communications systems, which are classified according to the employed
modulation techniques. We also address the tradeoffs between complexity, speed of adaptation, and
accuracy of cancellation in adaptive echo cancellers.
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30.2 Echo Cancellation for Pulse-Amplitude
Modulation (PAM) Systems

The model of a full-duplex baseband data transmission system employing pulse-amplitude modulation
(PAM) and adaptive echo cancellation is shown in Fig. 30.1. To describe system operations, we consider
one end of the full-duplex link. The configuration of an echo canceller for a PAM transmission system is
shown in Fig. 30.2. The transmitted data consist of a sequence {an} of independent and identically distributed
(i.i.d.) real-valued symbols from the M-ary alphabet A = {±1, ±3,…,±(M − 1)}. The sequence {an} is
converted into an analog signal by a digital-to-analog (D/A) converter. The conversion to a staircase signal
by a zero-order hold D/A converter is described by the frequency response HD/A(f ) = Tsin(π f T)/(π f T),
where T is the modulation interval. The D/A converter output is filtered by the analog transmit filter
and is input to the channel through the hybrid.

The signal x(t) at the output of the low-pass analog receive filter has three components, namely, the
signal from the far-end transmitter r(t), the echo u(t), and additive Gaussian noise w(t). The signal x(t)
is given by

(30.1)

where  is the sequence of symbols from the remote transmitter, and h(t) and hE(t) = {hD/A ⊗  gE}(t)
are the impulse responses of the overall channel and the echo channel, respectively. In the expression of
hE(t), the function hD/A(t) is the inverse Fourier transform of HD/A(f ), and the operator ⊗  denotes convo-
lution. The signal obtained after echo cancellation is processed by a detector that outputs the sequence of
estimated symbols  In the case of full-duplex PAM data transmission over multi-pair cables for

FIGURE 30.1 Model of a full-duplex PAM transmission system.

FIGURE 30.2 Configuration of an echo canceller for a PAM transmission system.
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local-area network applications, where NEXT represents the main disturbance, the configuration of a
digital NEXT canceller is also obtained as shown in Fig. 30.2, with the echo channel replaced by the
crosstalk channel. For these applications, however, instead of mono-duplex transmission, where one pair
is used to transmit only in one direction and the other pair to transmit only in the reverse direction,
dual-duplex transmission may be adopted. Bi-directional transmission at rate  over two pairs is then
accomplished by full-duplex transmission of data streams at /2 over each of the two pairs. The lower
modulation rate and/or spectral efficiency required per pair for achieving an aggregate rate equal to 
represents an advantage of dual-duplex over mono-duplex transmission. Dual-duplex transmission
requires two transmitters and two receiver at each end of a link, as well as separation of the simultaneously
transmitted and received signals on each pair, as illustrated in Fig. 30.3. In dual-duplex transceivers, it
is therefore necessary to suppress echoes returning from the hybrids and impedance discontinuities in
the cable, as well as self NEXT, by adaptive digital echo and NEXT cancellation [3]. Although a dual-
duplex scheme might appear to require higher implementation complexity than a mono-duplex scheme,
it turns out that the two schemes are equivalent in terms of the number of multiply-and-add operations
per second that are needed to perform the various filtering operations.

One of the transceivers in a full-duplex link will usually employ an externally provided reference clock
for its transmit and receive operations. The other transceiver will extract timing from the receive signal
and use this timing for its transmitter operations. This is known as loop timing, also illustrated in Fig. 30.3.
If signals were transmitted in opposite directions with independent clocks, signals received from the
remote transmitter would generally shift in phase relative to the also received echo signals. To cope with
this effect, some form of interpolation would be required that can significantly increase the transceiver
complexity [2].

In general, we consider baseband signalling techniques such that the signal at the output of the overall
channel has non-negligible excess bandwidth, i.e., non-negligible spectral components at frequencies
larger than half of the modulation rate, | f | ≥ 1/2T. Therefore, to avoid aliasing, the signal x(t) is sampled
at twice the modulation rate or at a higher sampling rate. Assuming a sampling rate equal to m/T, m > 1,
the ith sample during the nth modulation interval is given by

(30.2)

where {hnm+i, i = 0,…,m − 1} and {hE,nm+i, i = 0,…,m − 1} are the discrete-time impulse responses of the
overall channel and the echo channel, respectively, and {wnm+i, i = 0,…,m − 1} is a sequence of Gaussian
noise samples with zero mean and variance  Equation (30.2) suggests that the sequence of samples
{xnm+i, i = 0,…,m − 1} be regarded as a set of m interleaved sequences, each with a sampling rate equal
to the modulation rate. Similarly, the sequence of echo samples {unm+i, i = 0,…,m − 1} can be regarded
as a set of m interleaved sequences that are output by m independent echo channels with discrete-time
impulse responses {hE,nm+i}, i = 0,…,m − 1, and an identical sequence {an} of input symbols [8]. Hence,
echo cancellation can be performed by m interleaved echo cancellers, as shown in Fig. 30.4. Since the

FIGURE 30.3 Model of a dual-duplex transmission system.
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performance of each canceller is independent of the other m − 1 units, in the remaining part of this
section we will consider the operations of a single echo canceller.

The echo canceller generates an estimate  of the echo signal. If we consider a transversal filter
realization,  is obtained as the inner product of the vector of filter coefficients at time t = nT, cn =
(cn,0,…,cn,N−1)′ and the vector of signals stored in the echo canceller delay line at the same instant, an =
(an,…,an−N+1)′, expressed by

(30.3)

where  denotes the transpose of the vector cn. The estimate of the echo is subtracted from the received
signal. The result is defined as the cancellation error signal

(30.4)

The echo attenuation that must be provided by the echo canceller to achieve proper system operation
depends on the application. For example, for the Integrated Services Digital Network (ISDN) U-Interface
transceiver, the echo attenuation must be larger than 55 dB [11]. It is then required that the echo signals
outside of the time span of the echo canceller delay line be negligible, i.e., hE,n � 0 for n < 0 and n > N − 1.
As a measure of system performance, we consider the mean square error  at the output of the echo
canceller at time t = nT, defined by

(30.5)

where {zn} is the error sequence and E{⋅} denotes the expectation operator. For a particular coefficient
vector cn, substitution of Eq. (30.4) into Eq. (30.5) yields

(30.6)

where q = E{xnan} and R =  With the assumption of i.i.d. transmitted symbols, the correlation
matrix R is diagonal. The elements on the diagonal are equal to the variance of the transmitted symbols,

 = (M2 − 1)/3. The minimum mean square error is given by

 (30.7)

FIGURE 30.4 A set of m interleaved echo cancellers.
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ûn
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where the optimum coefficient vector is copt = R−1q. We note that proper system operation is achieved
only if the transmitted symbols are uncorrelated with the symbols from the remote transmitter. If this
condition is satisfied, the optimum filter coefficients are given by the values of the discrete-time echo
channel impulse response, i.e., copt,k = hE,k, k = 0,…,N − 1.

By the decision-directed stochastic gradient algorithm, also known as the least mean square (LMS)
algorithm, the coefficients of the echo canceller converge in the mean to copt. The LMS algorithm for an
N-tap adaptive linear transversal filter is formulated as follows:

(30.8)

where α is the adaptation gain and

is the gradient of the squared error with respect to the vector of coefficients. The block diagram of an
adaptive transversal filter echo canceller is shown in Fig. 30.5.

If we define the vector pn = copt − cn, the mean square error can be expressed as

(30.9)

where the term  represents an excess mean square distortion due to the misadjustment of the
filter settings. The analysis of the convergence behavior of the excess mean square distortion was first
proposed for adaptive equalizerss [14] and later extended to adaptive echo cancellers [10]. Under the
assumption that the vectors pn and an are statistically independent, the dynamics of the mean square
error are given by

(30.10)

FIGURE 30.5 Block diagram of an adaptive transversal filter echo canceller.
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where  is determined by the initial conditions. The mean square error converges to a finite steady-
state value  if the stability condition  is satisfied. The optimum adaptation gain
that yields fastest convergence at the beginning of the adaptation process is  =  The
corresponding time constant and asymptotic mean square error are τopt = N and  =  respectively.

We note that a fixed adaptation gain equal to  could not be adopted in practice, since after echo
cancellation the signal from the remote transmitter would be embedded in a residual echo having
approximately the same power. If the time constant of the convergence mode is not a critical system
parameter, an adaptation gain smaller than  will be adopted to achieve an asymptotic mean square
error close to  On the other hand, if fast convergence is required, a variable gain will be chosen.

Several techniques have been proposed to increase the speed of convergence of the LMS algorithm. In
particular, for echo cancellation in data transmission, the speed of adaptation is reduced by the presence
of the signal from the remote transmitter in the cancellation error. To mitigate this problem, the data
signal can be adaptively removed from the cancellation error by a decision-directed algorithm [6].

Modified versions of the LMS algorithm have been also proposed to reduce system complexity. For
example, the sign algorithm suggests that only the sign of the error signal be used to compute an
approximation of the stochastic gradient [5]. An alternative means to reduce the implementation com-
plexity of an adaptive echo canceller consists of the choice of a filter structure with a lower computational
complexity than the transversal filter.

At high data rates, very large-scale integration (VLSI) technology is needed for the implementation
of transceivers for full-duplex data transmission. High-speed echo cancellers and near-end crosstalk can-
cellers that do not require multiplications represent an attractive solution because of their low complexity.
As an example of an architecture suitable for VLSI implementation, we consider echo cancellation by a
distributed-arithmetic filter, where multiplications are replaced by table lookup and shift-and-add oper-
ations [13]. By segmenting the echo canceller into filter sections of shorter lengths, various tradeoffs con-
cerning the number of operations per modulation interval and the number of memory locations needed
to store the lookup tables are possible. Adaptivity is achieved by updating the values stored in the lookup
tables by the LMS algorithm.

To describe the principles of operations of a istributed-arithmetic echo canceller, we assume that the
number of elements in the alphabet of input symbols is a power of two, M = 2W. Therefore, each symbol is
represented by the vector  where  are independent binary random
variables, i.e.,

(30.11)

where  =  ∈  {−1, +1}. By substituting Eq. (30.11) into Eq. (30.1) and segmenting the
delay line of the echo canceller into L sections with K = N/L delay elements each, we obtain

(30.12)

Equation (30.12) suggests that the filter output can be computed using a set of L2K values that are
stored in L tables with 2K memory locations each. The binary vectors  =  w =
0,…,W − 1, � = 0,…,L − 1, determine the addresses of the memory locations where the values that are
needed to compute the filter output are stored. The filter output is obtained by WL table lookup and
shift-and-add operations.

We observe that  and its binary complement  select two values that differ only in their sign.
This symmetry is exploited to halve the number of values to be stored. To determine the output of a

e0
2

e∞
2 0 a 2/(Nsa

2)< <
aopt 1/(Nsa

2).
e∞

2 2emin
2 ,

aopt

aopt

emin
2 .

(an
(0),…,an

(W−1)), an
(i), i 0,…,W 1,–=

an 2an
w( ) 1–( )2w

w=0

W−1

∑ bn
w( )2w

w=0

W−1

∑= =

bn
(w) (2an

w( ) 1)–
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distributed-arithmetic filter with reduced memory size, we reformulate Eq. (30.12) as

(30.13)

where k0 can be any element of the set {0,…,K − 1}. In the following, we take k0 = 0. Then the binary
symbol  determines whether a selected value is to be added or subtracted. Each table has now 2K−1

memory locations, and the filter output is given by

(30.14)

where dn(k, �), k = 0,…,2K−1 − 1, � = 0,…,L − 1, are the lookup values, and  w = 0,…,W − 1, � =
0,…,L − 1, are the look up indices computed as follows:

(30.15)

We note that, as long as Eqs. (30.12) and (30.13) hold for some coefficient vector (cn,0,…,cn,N−1), a
distributed-arithmetic filter emulates the operation of a linear transversal filter. For arbitrary values
dn(k, �), however, a nonlinear filtering operation results.

The expression of the LMS algorithm to update the values of a distributed-arithmetic echo canceller
takes the form

(30.16)

where  = …,  with  = …,  and  = …,
 with 

are L2K−1 × 1 vectors and where δi,j is the Kronecker delta. We note that at each iteration, only those values
that are selected to generate the filter output are updated. The block diagram of an adaptive distributed-
arithmetic echo canceller with input symbols from a quaternary alphabet is shown in Fig. 30.6.

The analysis of the mean square error convergence behavior and steady-state performance has been
extended to adaptive distributed-arithmetic echo cancellers [1]. The dynamics of the mean square error
are, in this case, given by

(30.17)

The stability condition for the echo canceller is 0 < α <  For a given adaptation gain, echo
canceller stability depends on the number of tables and on the variance of the transmitted symbols.
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Therefore, the time span of the echo canceller can be increased without affecting system stability, provided
that the number L of tables is kept constant, In that case, however, mean square error convergence will
be slower. From Eq. (30.17), we find that the optimum adaptation gain that permits the fastest mean
square error convergence at the beginning of the adaptation process is αopt =  The time constant
of the convergence mode is τopt = L2K−1. The smallest achievable time constant is proportional to the total
number of values. The realization of a distributed-arithmetic echo canceller can be further simplified by
updating at each iteration only the values that are addressed by the most significant bits of the symbols
stored in the delay line. The complexity required for adaptation can thus be reduced at the price of a
slower rate of convergence.

30.3 Echo Cancellation for Quadrature-Amplitude 
Modulation (QAM) Systems

Although most of the concepts presented in the preceding sections can be readily extended to echo
cancellation for communications systems employing QAM, the case of full-duplex transmission over a
voiceband data channel requires a specific discussion. We consider the system model shown in Fig. 30.7.
The transmitter generates a sequence {an} of i.i.d. complex-valued symbols from a two-dimensional
constellation A, which are modulated by the carrier  where T and fc denote the modulation interval
and the carrier frequency, respectively. The discrete-time signal at the output of the transmit Hilbert filter
may be regarded as an analytic signal, which is generated at the rate of m/T samples/s, m > 1. The real
part of the analytic signal is converted into an analog signal by a D/A converter and input to the channel.
We note that by transmitting the real part of a complex-valued signal, positive- and negative-frequency
components become folded. The image band attenuation of the transmit Hilbert filter thus determines
the achievable echo suppression. In fact, the receiver cannot extract aliasing image-band components from
desired passband frequency components, and the echo canceller is able to suppress only echo arising from
transmitted passband components.

The output of the echo channel is represented as the sum of two contributions. The near-end echo
uNE(t) arises from the impedance mismatch between the hybrid and the transmission line, as in the case
of baseband transmission. The far-end echo uFE(t) represents the contribution due to echos that are
generated at intermediate points in the telephone network. These echos are characterized by additional

FIGURE 30.6 Block diagram of an adaptive distributed-arithmetic echo canceller.
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impairments, such as jitter and frequency shift, which are accounted for by introducing a carrier-phase
rotation of an angle φ(t) in the model of the far-end echo.

At the receiver, samples of the signal at the channel output are obtained synchronously with the
transmitter timing, at the sampling rate of m/T sample/s. The discrete-time received signal is converted
to a complex-valued baseband signal {xnm′+i, i = 0, …, m′ − 1}, at the rate of m′/T samples/s, 1 < m′ < m,
through filtering by the receive Hilbert filter, decimation, and demodulation. From delayed transmit
symbols, estimates of the near- and far-end echo signals after demodulation,  i = 0,… ,m′ − 1}
and  i = 0,… ,m′ − 1}, respectively, are generated using m′ interleaved near- and far-end echo
cancellers. The cancellation error is given by

(30.18)

A different model is obtained if echo cancellation is accomplished before demodulation. In this case, two
equivalent configurations for the echo canceller may be considered. In one configuration, the modulated
symbols are input to the transversal filter, which approximates the passband echo response. Alternatively,
the modulator can be placed after the transversal filter, which is then called a baseboard transversal filter
[15].

In the considered realization, the estimates of the echo signals after demodulation are given by

(30.19)

and

(30.20)

where  and  are the coefficients of the m′ interleaved near- and
far-end echo cancellers, respectively,  i = 0,… ,m′ − 1} is the sequence of far-end echo phase
estimates, and DFE denotes the bulk delay accounting for the round-trip delay from the transmitter to
the point of echo generation. To prevent overlap of the time span of the near-end echo canceller with
the time span of the far-end echo canceller, the condition DFE > NNE must be satisfied. We also note that,

FIGURE 30.7 Configuration of an echo canceller for a QAM transmission system.
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{ûnm ′+ i

FE
,

z� x� û�
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because of the different nature of near- and far-end echo generation, the time span of the far-end echo
canceller needs to be larger than the time span of the near-end canceller, i.e., NFE > NNE.

Adaptation of the filter coefficients in the near- and far-end echo cancellers by the LMS algorithm
leads to

(30.21)

and

(30.22)

respectively, where the asterisk denotes complex conjugation.
The far-end echo phase estimate is computed by a second-order phase-lock loop algorithm, where the

following stochastic gradient approach is adopted:

(30.23)

where � = nm′ + i, i = 0,…, m′ − 1, γFE and ζFE are step-size parameters, and

(30.24)

We note that algorithm (30.23) requires m′ iterations per modulation interval, i.e., we cannot resort to
interleaving to reduce the complexity of the computation of the far-end echo phase estimate.

30.4 Echo Cancellation for Orthogonal Frequency
Division Multiplexing (OFDM) Systems

Orthogonal frequency division multiplexing (OFDM) is a modulation technique whereby blocks of M
symbols are transmitted in parallel over M subchannels by employing M orthogonal subcarriers. We
consider a real-valued discrete-time channel impulse response {hi, i = 0,… ,L} having length L + 1  M.
To illustrate the basic principles of OFDM systems, let us consider a noiseless ideal channel with impulse
response given by {hi} = {δi}, where {δi} is defined as the discrete-time delta function. Modulation of the
complex-valued input symbols at the nth modulation interval, denoted by the vector An = {An(i), i =
0,…, M − 1}, is performed by an inverse discrete Fourier transform (IDFT), as shown in Fig. 30.8. We
assume that M is even, and that each block of symbols satisfies the Hermitian symmetry conditions, i.e.,
An(0) and An(M/2) are real valued, and An(i) = (M − i), i = 1,…, M/2 − 1. Then the signals an = {an(i),

FIGURE 30.8 Block diagram of an OFDM system.
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i = 0,…,M − 1} obtained at the output of the IDFT are real valued. After parallel-to-serial conversion,
the M signals are sent over the channel at the given transmission rate, M/T, where T denotes the
modulation interval. At the output of the channel, the noiseless signals are received without distortion.
Serial-to-parallel conversion yields blocks of M elements, with boundaries placed such that each block
obtained at the modulator output is also presented at the demodulator input. Then demodulation
performed by a discrete Fourier transform (DFT) will reproduce the blocks of M input symbols.
The overall input–output relationship is therefore equivalent to that of a bank of M parallel,
independent subchannels.

In the general case of a noisy channel with impulse response having length greater than one, M
independent subchannels are obtained by a variant of OFDM also known as discrete multitone modulation
(DMT) [12]. In a DMT system, modulation by the IDFT is performed at the rate 1/T ′ = M/(M + L)T <
1/T. After modulation, each block of M signals is cyclically extended by copying the last L signals in front
of the block and converted from parallel to serial. The resulting L + M signals are sent over the channel.
At the receiver, blocks of samples with length L + M are taken. Block boundaries are placed such that
the last M samples depend only on the elements of one cyclically extended block of signals. The first L
samples are discarded, and the vector xn of the last M samples of the block received at the nth modulation
interval can be expressed as

(30.25)

where h is the vector of the impulse response extended with M − L − 1 zeros, wn is a vector of additive
white Gaussian noise samples, and Γn is a M × M circulant matrix given by

(30.26)

Recalling that FMΓn  = diag(An), where FM is the M × M DFT matrix defined as FM = , k,
m = 0,… ,M − 1, and diag(An) denotes the diagonal matrix with elements on the diagonal given by An,
we find that the output of the demodulator is given by

(30.27)

where H denotes the DFT of the vector h, and Wn is a vector of independent Gaussian random variables.
Equation (30.27) indicates that the sequence of transmitted symbol vectors can be detected by assuming
a bank of M independent subchannels, at the price of a decrease in the data rate by a factor (M + L)/M.
Note that in practice the computationally more efficient inverse fast Fourier transform and fast Fourier
transform are used instead of IDFT and DFT.

We discuss echo cancellation for OFDM with reference to a DMT system [7], as shown in Fig. 30.9.
The real-valued discrete-time echo impulse response is {hE,i, i = 0,… ,N − 1}, having length N < M. We
initially assume N ≤ L + 1. Futhermore, we assume that the boundaries of the received blocks are placed
such that the last M samples of the nth received block are expressed by the vector 

(30.28)

where  is the circulant matrix with elements given by the signals from the remote transmitter, and
hE is the vector of the echo impulse response extended with M − N zeros. In the frequency domain, the
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echo is expressed as Un = diag(An)HE, where HE denotes the DFT of the vector hE. In this case, the echo
canceller provides an echo estimate that is given by n = diag(An)Cn, where Cn denotes the DFT of the
vector cn of the N coefficients of the echo canceller filter extended with M − N zeros. In practice, however,
we need to consider the case N > L + 1. The expression of the cancellation error is then given by

zn = xn − Ψn,n −1cn (30.29)

where the vector of the last M elements of the nth received block is now xn = h + Ψn,n−1hE + wn, and
Ψn,n−1 is an M × M Toeplitz matrix given by

(30.30)

In the frequency domain, the cancellation error can be expressed as

(30.31)

where χn,n−1 = Ψn,n−1 − Γn is an M × M upper triangular Toeplitz matrix. Equation (30.31) suggests a
computationally efficient, two-part echo cancellation technique. First, in the time domain, a short
convolution is performed and the result is subtracted from the received signals to compensate for the
insufficient length of the cyclic extension. Second, in the frequency domain, cancellation of the residual
echo is performed over a set of M independent echo subchannels. Observing that Eq. (30.31) is equivalent
to Zn = Xn − Cn, where  = FM  the echo canceller adaptation by the LMS algorithm
in the frequency domain takes the form

(30.32)

where α is the adaptation gain, and  denotes the transpose conjugate of  We note that,
alternatively, echo canceller adaptation may also be performed by the algorithm Cn+1 = Cn + α diag
Zn, which entails a substantially lower computational complexity than the LMS algorithm, at the price
of a slower rate of convergence.

FIGURE 30.9 Configuration of an echo canceller for a DMT transmission system.
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In DMT systems, it is essential that the length of the channel impulse response be much less than the
number of subchannels, so that the reduction in data rate due to the cyclic extension may be considered
negligible. Therefore, time-domain equalization is adopted in practice to shorten the length of the channel
impulse response. From Eq. (30.31), however, we observe that transceiver complexity depends on the
relative lengths of the echo and of the channel impulse responses. To reduce the length of the cyclic
extension as well as the computational complexity of the echo canceller, various methods have been
proposed to shorten both the channel and the echo impulse responses jointly [9].

Recently, multitone modulation techniques based on filter banks have been proposed, where the M-
branch filters yield very high spectral containment of individual subchannel signals [4]. The filters are
frequency-shifted versions of a prototype filter, designed to reduce the interchannel interference to a level
that is negligible compared to the level of other noise signals, without having to resort to time-domain
equalization. Echo cancellation can be performed in this case entirely in the frequency domain by taking
into account, for each subchannel, only the echo generated by transmission in the opposite direction on
the same subchannel. The implementation of per-subchannel echo cancellation then requires M adaptive
echo cancellers.

30.5 Summary and Conclusions

Digital signal processing techniques for echo cancellation provide large echo attenuation and eliminate
the need for additional line interfaces and digital-to-analog and analog-to-digital converters that are
required by echo cancellation in the analog signal domain. 

The realization of digital echo cancellers in transceivers for high-speed full-duplex data transmission
today is possible at a low cost thanks to the advances in VLSI technology. Digital techniques for echo
cancellation are also appropriate for near-end crosstalk cancellation in transceivers for transmission over
voice-grade cables at rates of several megabits per second for local-area network applications.

In voiceband modems for data transmission over the telephone network, digital techniques for echo
cancellation also allow a precise tracking of the carrier phase and frequency shift of far-end echos. 
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31.1 Computer Communications Requirements

Although in many instances computers are used to perform their intended role in a stand-alone mode,
in others there is a need to interwork and exchange data with other computers—in financial applications,
for example, to carry out fund transfers from one institution computer to another, in travel applications
to access the reservation systems belonging to various airlines, and so on. The general requirement in all
of these applications is for application programs running in different computers to cooperate to achieve
a specific distributed application function. To achieve this, three basic issues must be considered. These
are shown in diagrammatic form in Fig. 31.1.

The fundamental requirement in all applications that involve two or more computers is the provision
of a suitable data communications facility. This may comprise a local area network (LAN), if the
computers are distributed around a single site, a wide area network (WAN), if the computers are situated
at different sites, or an internetwork, if multiple interconnected network types are involved. Associated
with these different network types is a set of access protocols which enables a communications path
between two computers to be established and for data to be transferred across this path. Typically, these
protocols differ for the different network types. In addition to these access protocols, the communication
subsystem in each computer must provide additional functionality. For example, if the communicating
computers are of different types, possibly with different word sizes and character sets, then a means of
ensuring the transferred data is interpreted in the same way in each computer must be incorporated.
Also, the computers may use different file systems and, hence, functionality to enable application
programs, normally referred to as application processes (APs), to access these in a standardized way
must also be included. All of these issues must be considered when communicating data between two
computers.

Frederick Halsall
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31.2 Standards Evolution

Until recently, the standards established for use in the computer industry by the various international
bodies were concerned primarily with either the internal operation of a computer or the connection of
a local peripheral device. The result was that early hardware and software communication subsystems
offered by manufacturers only enabled their own computers, and so-called plug-compatible systems, to
exchange information. Such systems are known as closed systems since computers from other manufac-
turers cannot exchange information unless they adhere to the (proprietary) standards of a particular
manufacturer.

In contrast, the various international bodies concerned with public-carrier telecommunication net-
works have, for many years, formulated internationally agreed standards for connecting devices to these
networks. The V-series recommendations, for example, are concerned with the connection of equipment,
normally referred to as a data terminal equipment (DTE), to a modem connected to the public switched
telephone network (PSTN); the X-series recommendations for connecting a DTE to a public data network;
and the I-series recommendations for connecting a DTE to the integrated services digital networks
(ISDNs). The recommendations have resulted in compatibility between the equipment from different
vendors, enabling a purchaser to select suitable equipment from a range of manufacturers.

Initially, the services provided by most public carriers were concerned primarily with data trans-
mission, and, hence, the associated standards only related to the method of interfacing a device to these
networks. More recently, however, the public carriers have started to provide more extensive distributed
information services, such as the exchange of electronic messages (teletex) and access to public databases
(videotex). To cater to such services, the standards bodies associated with the telecommunications industry
have formulated standards not only for interfacing to such networks but also so-called higher level
standards concerned with the format (syntax) and control of the exchange of information (data) between
systems. Consequently, the equipment from one manufacturer that adheres to these standards can be
interchangeable with equipment from any other manufacturer that complies with the standards. The
resulting system is then known as an open system or, more completely, as an open systems interconnection
environment (OSIE).

In the mid-1970s, as different types of distributed systems (based on both public and private data
networks) started to proliferate, the potential advantages of open systems were acknowledged by the
computer industry. As a result, a range of standards started to be introduced. The first was concerned
with the overall structure of the complete communication subsystem within each computer. This was
produced by the International Standards Organization (ISO) and is known as the ISO reference model
for open systems interconnection (OSI).

The aim of the ISO reference model is to provide a framework for the coordination of standards
development and to allow existing and evolving standards activities to be set within a common framework.

FIGURE 31.1  Computer communication schematic.
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The aim is to allow an application process in any computer that supports a particular set of standards
to communicate freely with an application process in any other computer that supports the same
standards, irrespective of its origin of manufacture.

Some examples of application processes that may wish to communicate in an open way are the
following:

• a process (program) executing in a computer and accessing a remote file system

• a process acting as a central file service (server) to a distributed community of (client) processes

• a process in an office workstation (computer) accessing an electronic mail service

• a process acting as an electronic mail server to a distributed community of (client) processes

• a process in a supervisory computer controlling a distributed community of computer-based
instruments or robot controllers associated with a process or automated manufacturing plant

• a process in an instrument or robot controller receiving commands and returning results to a
supervisory system

• a process in a bank computer that initiates debit and credit operations on a remote system

Open systems interconnection is concerned with the exchange of information between such processes.
The aim is to enable application processes to cooperate in carrying out a particular (distributed) infor-
mation processing task irrespective of the computers on which they are running.

31.3 International Standards Organization Reference Model

A communication subsystem is a complex piece of hardware and software. Early attempts at implementing
the software for such subsystems were often based on a single, complex, unstructured program (normally
written in assembly language) with many interacting components. The resulting software was difficult
to test and often very difficult to modify.

To overcome this problem, the ISO has adopted a layered approach for the reference model. The
complete communication subsystem is broken down into a number of layers, each of which performs a
well-defined function. Conceptually, these layers can be considered as performing one of two generic
functions, network-dependent functions and application-oriented functions. This, in turn, gives rise to
three distinct operational environments:

1. The network environment is concerned with the protocols and standards relating to the different
types of underlying data communication networks.

2. The OSI environment embraces the network environment and adds additional application-
oriented protocols and standards to allow end systems (computers) to communicate with one
another in an open way.

3. The real systems environment builds on the OSI environment and is concerned with a manu-
facturer’s own proprietary software and services which have been developed to perform a particular
distributed information processing task.

This is shown in diagrammatic form in Fig. 31.2.
Both the network-dependent and application-oriented (network-independent) components of the OSI

model are implemented as a number of layers. The boundaries between each layer and the functions
performed by each layer have been selected on the basis of experience gained during earlier standardiza-
tion activity.

Each layer performs a well-defined function in the context of the overall communication subsystem.
It operates according to a defined protocol by exchanging messages, both user data and additional control
information, with a corresponding peer layer in a remote system. Each layer has a well-defined interface
between itself and the layer immediately above and below. Consequently, the implementation of a
particular protocol layer is independent of all other layers.
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The logical structure of the ISO reference model is made up of seven protocol layers, as shown in
Fig. 31.3. The three lowest layers (1–3) are network dependent and are concerned with the protocols
associated with the data communication network being used to link the two communicating computers.
In contrast, the three upper layers (5–7) are application oriented and are concerned with the protocols
that allow two end user application processes to interact with each other, normally through a range of
services offered by the local operating system. The intermediate transport layer (4) masks the upper
application-oriented layers from the detailed operation of the lower network-dependent layers. Essen-
tially, it builds on the services provided by the latter to provide the application-oriented layers with a
network-independent message interchange service.

The function of each layer is specified formally as a protocol that defines the set of rules and conventions
used by the layer to communicate with a similar peer layer in another (remote) system. Each layer provides
a defined set of services to the layer immediately above. It also uses the services provided by the layer
immediately below it to transport the message units associated with the protocol to the remote peer layer.
For example, the transport layer provides a network-independent message transport service to the session
layer above it and uses the service provided by the network layer below it to transfer the set of message

FIGURE 31.2  Operational environments.

FIGURE 31.3  Overall structure of the ISO reference model.
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units associated with the transport protocol to a peer transport layer in another system. Conceptually,
therefore, each layer communicates with a similar peer layer in a remote system according to a defined
protocol. However, in practice, the resulting protocol message units of the layer are passed by means of
the services provided by the next lower layer. The basic functions of each layer are summarized in Fig. 31.4.

The Application-Oriented Layers 

The Application Layer 

The application layer provides the user interface, normally an application program/process, to a range
of networkwide distributed information services. These include file transfer access and management, as
well as general document and message interchange services such as electronic mail. A number of standard
protocols are either available or are being developed  for these and other types of service.

Access to application services is normally achieved through a defined set of primitives, each with
associated parameters, which are supported by the local operating system. The access primitives are the
same as other operating system calls (as used for access to, say, a local file system) and result in an
appropriate operating system procedure (process) being activated. These operating system procedures
use the communication subsystem (software and hardware) as if it is a local device, similar to a disk
controller, for example. The detailed operation and implementation of the communication subsystem is
thus transparent to the (user) application process. When the application process making the call is

FIGURE 31.4 Protocol layer summary.
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rescheduled (run), one (or more) status parameters are returned, indicating the success (or otherwise)
of the network transaction that has been attempted.

In addition to information transfer, the application layer provides such services as:

• identification of the intended communication partner(s) by name or by address

• determination of the current availability of an intended communication partner

• establishment of authority to communicate

• agreement on privacy (encryption) mechanisms

• authentication of an intended communication partner

• selection of the dialogue discipline, including the initiation and release procedures

• agreement on responsibility for error recovery

• identification of constraints on data syntax (character sets, data structures, etc.)

The Presentation Layer

The presentation layer is concerned with the representation (syntax) of data during transfer between two
communicating application processes. To achieve true open systems interconnection, a number of common
abstract data syntax forms have been defined for use by application processes together with associated
transfer (or concrete) syntaxes. The presentation layer negotiates and selects the appropriate transfer
syntax(es) to be used during a transaction so that the syntax (structure) of the messages being exchanged
between two application entities is maintained. Then, if this form of representation is different from the
internal abstract form, the presentation entity performs the necessary conversion.

To illustrate the services provided by the presentation layer, consider a telephone conversation between
a French speaking person and a Spanish speaking person. Assume each uses an interpreter and that the
only language understood by both interpreters is English. Each interpreter must translate from their local
language to English, and vice versa. The two correspondents are thus analogous to two application processes
with the two interpreters representing presentation layer entities. French and Spanish are the local syntaxes
and English is the transfer or concrete syntax. Note that there must be a universally understood language
which must be defined to allow the agreed transfer language (syntax) to be negotiated. Also note that the
interpreters do not necessarily understand the meaning (semantics) of the conversation.

Another function of the presentation layer is concerned with data security. In some applications, data
sent by an application is first encrypted (enciphered) using a key, which is (hopefully) known only by
the intended recipient presentation layer. The latter decrypts (deciphers) any received data using the
corresponding key before passing it on to the intended recipient.

The Session Layer

The session layer provides the means that enables two application layer protocol entities to organize and
synchronize their dialogue and manage their data exchange. It is thus responsible for setting up (and
clearing) a communication (dialogue) channel between two communicating application layer protocol
entities (presentation layer protocol entities in practice) for the duration of the complete network
transaction. A number of optional services are provided, including the following:

• Interaction management: The data exchange associated with a dialogue may be duplex or half-
duplex. In the latter case, it provides facilities for controlling the exchange of data (dialogue units)
in a synchronized way.

• Synchronization: For lengthy network transactions, the user (through the services provided by the
session layer) may choose periodically to establish synchronization points associated with the
transfer. Then, should a fault develop during a transaction, the dialogue may be restarted at an
agreed (earlier) synchronization point.

• Exception reporting: Nonrecoverable exceptions arising during a transaction can be signaled to
the application layer by the session layer.
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The Transport Layer

The transport layer acts as the interface between the higher application-oriented layers and the underlying
network-dependent protocol layers. It provides the session layer with a message transfer facility that is
independent of the underlying network type. By providing the session layer with a defined set of message
transfer facilities, the transport layer hides the detailed operation of the underlying network from the
session layer.

The transport layer offers a number of classes of service which cater to the varying quality of service
(QOS) provided by different types of network.

There are five classes of service ranging from class 0, which provides only the basic functions needed
for connection establishment and data transfer, to class 4, which provides full error control and flow
control procedures. As an example, class 0 may be selected for use with a packet-switched data network
(PSDN), whereas class 4 may be used with a local area network (LAN) providing a best-try service; that
is, if errors are detected in a frame, then the frame is simply discarded.

The Network-Dependent Layers

As the lowest three layers of the ISO reference model are network dependent, their detailed operation
varies from one network type to another. In general, however, the network layer is responsible for estab-
lishing and clearing a networkwide connection between two transport layer protocol entities. It includes
such facilities as network routing (addressing) and, in some instances, flow control across the computer-
to-network interface. In the case of internetworking, it provides various harmonizing functions between
the interconnected networks.

The link layer builds on the physical connection provided by the particular network to provide the
network layer with a reliable information transfer facility. It is thus responsible for such functions as
error detection and, in the event of transmission errors, the retransmission of messages. Normally, two
types of service are provided:

1. Connectionless service treats each information frame as a self-contained entity that is transferred
using a best-try approach.

2. Connection-oriented service endeavors to provide an error-free information transfer facility.

Finally, the physical layer is concerned with the physical and electrical interfaces between the user
equipment and the network terminating equipment. It provides the link layer with a means of transmit-
ting a serial bit stream between the two equipments. 

31.4 Open System Standards

The ISO reference model has been formulated simply as a template for the structure of a communication
subsystem on which standards activities associated with each layer may be based. It is not intended
that there should be a single standard protocol associated with each layer. Rather, a set of standards is
associated with each layer, each offering different levels of functionality. Then, for a specific open
systems interconnection environment, such as that linking numerous computer-based systems in a fully
automated manufacturing plant, a selected set of standards is defined for use by all systems in that
environment.

The three major international bodies actively producing standards for computer communications are
the ISO, the American Institute of Electrical and Electronic Engineers (IEEE), and the International
Telegraph and Telephone Consultative Committee (CCITT). Essentially, the ISO and IEEE produce
standards for use by computer manufacturers, whereas the CCITT defines standards for connecting
equipment to the different types of national and international public networks. As the degree of overlap
between the computer and telecommunications industries increases, however, there is an increasing level
of cooperation and commonality between the standards produced by these organizations.
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In addition, prior to and concurrent with ISO standards activity, the U.S. Department of Defense has
for many years funded research into computer communications and networking through its Defense
Advanced Research Projects Agency (DARPA). As part of this research, the computer networks associated
with a large number of universities and other research establishments were linked to those of DARPA.
The resulting internetwork, known as ARPANET, has been extended to incorporate internets developed
by other government agencies. The combined internet is now known simply as the Internet.

The protocol suite used with the Internet is known as transmission control protocol/internet protocol
(TCP/IP). It includes both network-oriented protocols and application support protocols. Because
TCP/IP is in widespread use with an existing internet, many of the TCP/IP  protocols have been used as
the basis for ISO standards. Moreover, since all of the protocol specifications associated with TCP/IP are
in the public domain, and hence no licence fees are payable, they have been used extensively by commercial
and public authorities for creating open system networking environments. In practice, therefore, there
are two major open system (vendor-independent) standards: the TCP/IP protocol suite and those based
on the evolving ISO standards.

Figure 31.5 shows some of the standards associated with the TCP/IP protocol suite. As can be seen,
since TCP/IP has developed concurrently with the ISO initiative, it does not contain specific protocols
relating to all of the seven layers in the OSI model.

Moreover, the specification methodology used for the TCP/IP protocols differs from that used for the
ISO standards. Nevertheless, most of the functionality associated with the ISO layers is embedded in the
TCP/IP suite. A range of standards has been defined by the ISO/CCITT and a selection of these is shown
in Fig. 31.5. Collectively, they enable the administrative authority that is establishing the open system

FIGURE 31.5 TCP/IP protocol suite.
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environment to select the most suitable set of standards for the application. The resulting protocol suite
is known as the open system interconnection profile. A number of such profiles have now been defined,
including TOP, a protocol set for use in technical and office environments, MAP, for use in manufacturing
automation, U.S. and U.K. GOSIP, for use in U.S. and U.K. government projects, respectively, and a
similar suite used in Europe known as the CEN functional standards. The latter has been defined by the
Standards Promotion and Application Group (SPAG), a group of 12 European companies.

As Fig. 31.6 shows, the lower three layers vary for different network types. CCITT has defined V, X,
and I series standards for use with public-carrier networks. The V series is for use with the existing
switched telephone network (PSTN), the X series for use with existing switched data networks (PSDN),
and the I series for use with the integrated services digital networks (ISDN). Those produced by ISO/IEEE
for use with local area networks are known collectively as the 802 (IEEE) or 8802 (ISO) series.

31.5 Summary

This chapter has reviewed the requirements for the communications subsystem in each of a set of
interconnected computers that enables them to communicate in an open way to perform various dis-
tributed application functions. The philosophy behind the structure of the ISO reference model for open
systems interconnection has been presented and the functionality of the seven layers that make up the
reference model has been described. Finally, a selection of the ISO/CCITT standards that were defined
have been identified.

Defining Terms

Internetwork: A collection of different network types that are linked together.
Local area network (LAN): Network used to link computers that are distributed around a single site.
Open system interconnection (OSI): A standard set of communication protocols that are independent

of a specific manufacturer.

FIGURE 31.6 Standards summary.
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Transmission control protocol/Internet protocol (TCP/IP): The standard set of communication pro-
tocols that are used by each computer that is connected to the Internet.

Wide area network (WAN): Network used to link computers that are situated at different sites.

Further Information

Further coverage of the material covered in this chapter can be found in:

Halsall, F., Data Communications, Computer Networks and Open Systems, 4th ed., Addison Wesley, Read-
ing, MA, 1996.
©2002 CRC Press LLC



 

                         
32
Ethernet Networks

32.1 Overview
32.2 Historical Development
32.3 Standards

10BASE5 • 10BASE2 • 10BROAD36 • 1BASE5
• 10BASET • 100BASET

32.4 Operation

32.1 Overview

The term ethernet describes a collection of hardware, software, and control algorithms that together
provide a technique for interconnecting dozens of nodes, spread over hundreds of meters, at aggregate
rates ranging from 1 to 100 Mb/s. These nodes are typically computer work stations or peripheral devices
that are part of a community of users that frequently exchange files, messages, and other types of data
among each other. Shielded coaxial cables and unshielded twisted pairs have been used for the physical
interconnection.

The primary hardware element used in an ethernet network is the network interface card (NIC). These
cards are attached to a computer bus at one end and to a media attachment unit (MAU) at the other end
via an attachment unit interface (AUI) cable. An MAU is an active device that includes transceivers and
other elements matched to the nature of the physical transmission medium. Some vendors consolidate
two or more of these elements into a single package, thereby rendering certain elements, such as AUI
cables, unnecessary. Repeaters are sometimes used to regenerate signals to ensure reliable communication.
The NICs perform a number of control functions in software; chief amongst these is the execution of a
random access protocol for exchanging packets of information.

Nodes attached to an ethernet network exchange packets of information by broadcasting on a common
communication channel. Simultaneous transmission by two or more nodes results in a detectable collision
that triggers a collision resolution protocol. This decentralized protocol induces a stochastic rescheduling
of the retransmission instants of the colliding nodes. If the overall traffic on the network is below a
certain threshold, eventual delivery of all new and previously collided messages is guaranteed. The value
of the threshold establishes the maximum aggregate information transfer rate that can be sustained. This
threshold is influenced by the span of the network, the length of the packets, latency in collision detection,
and the dynamics of the external traffic, as well as the rate at which bits can be transported over the
physical medium. The aggregate information transfer rate can never exceed the bit transfer rate on the
physical medium, but understanding the impact of the other variables has been the subject of many
studies.

Standards bodies stipulate the values of some of these variables. For example, both the 10BASE2 and
1BASE5 versions of the IEEE 802.3 standards restrict packet lengths to values between 512 and 12,144 b.
The 10BASE2 version restricts the network span to 925 m and relies on a bit transfer rate of 10 Mb/s
over 50-W coaxial cable with a diameter of 5 mm, whereas 1BASE5 restricts the span to 2.5 kms and
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relies on a bit transfer rate of 1 Mb/s over unshielded twisted pair. It is not uncommon to observe
aggregate information transfer rates of 1.5 Mb/s or less in a 10BASE2 installation.

32.2 Historical Development

Ethernet evolved from a random access protocol that was developed at the University of Hawaii in the
1970s for use in the packet-switched Aloha broadcast radio network. The Aloha network was meant to
serve many users that generated infrequent and irregularly spaced bursts of data. Techniques such as
synchronous time-division multiplexing that require nodes to access a common channel only during
precoordinated, nonoverlapping intervals of time are ill suited to serving many bursty users. This draw-
back motivated the development of the Aloha random access protocol, in which users access a common
channel freely and invoke a collision resolution process only when collisions occur.

Spurred by the success of Aloha, efforts were undertaken to make the protocol more efficient. Early
refinements included the use of a common clock to avoid partial collisions (slotted Aloha) as well as the
development of hybrid protocols that combined elements of random access with reservations (reservation
Aloha). Another series of refinements became possible in the context of limited span local area networks
(LANs) that use low-noise communication links, such as coaxial cables, for the transmission medium.
In such environments, a node can accurately and quickly sense ongoing transmissions on the cable. This
first led to the development of carrier sense multiple access (CSMA) in which nodes withhold transmis-
sions whenever they sense activity on the channel, thereby reducing the occurrence of collisions and
improving efficiency. The next refinement for the LAN environment was based on a node’s ability to
detect a collision in less time than is required for a complete packet transmission. Early collision detection
allows the colliding users to abort the transmission of colliding packets, thereby reducing the duration
of collisions and further improving efficiency.

The ethernet protocol uses carrier sense multiple access with collision detection (CSMA/CD). The
topology of an ethernet network may differ from the Aloha packet radio network. The Aloha packet
radio network was configured with a controller node at the center of the network. The member nodes
transmitted to the controller on a common inbound frequency band. On a different outbound frequency
band, the controller broadcasts to the member nodes all of the packets it received as well as information,
from which the occurrence of a collision could be inferred. In contrast, in some types of ethernet networks,
nodes attach to a common communication channel and directly monitor it for carrier sensing and
collision detection, as well as to transmit and receive packets. There is, thus, no central controller in some
ethernet networks.

Ethernet was conceived at Xerox Palo Alto Research Center (PARC) in 1973 and described in a 1976
Association for Computing Machinery (ACM) article by Robert M. Metcalfe and David R. Boggs. The
first prototype, also developed at Xerox PARC, operated at a speed of 3 Mb/s. In 1980, the Digital-Intel-
Xerox 10 Mb/s ethernet was announced. The non-proprietary nature of the technology contributed to
its widespread deployment and use in local area networks. By the mid-1980s, the Institute of Electrical
and Electronics Engineers/American National Standards Institute (IEEE/ANSI) standards effort resulted
in a set of CSMA/CD standards that were all based on the original ethernet concept.

32.3 Standards

In the terminology of the open systems interconnections (OSI) protocol architecture, the 802.3 series of
standards are media access control (MAC) protocols. There exists a separate logical link control (LLC)
sublayer, called the 802.2, which is above the MAC layer and, together with the MAC layer, forms a data
link layer.

Currently, there are five IEEE/ANSI MAC standards in the 802.3 series. They are designated as 10BASE5,
10BASE2, 10BROAD36, 1BASE5, and 10BASET. A new version called 100BASET is currently under study.
The numeric prefix in these designations refers to the speed in megabits per second. The term BASE refers
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to baseband transmissions and the term BROAD refers to transmission over a broadband medium. The
numeric suffix, when it appears, is related to limits on network span.

All 802.3 MAC standards share certain common features. Chief among them is a common MAC framing
format for the exchange of information. This format includes a fixed preamble for synchronization,
destination and source addresses for managing frame exchanges, a start of frame delimiter and length of
frame field to track the boundaries of the frames, a frame check sequence to detect errors, and a data field
and pad field, which have a role related to collision detection, which is explained further in the section
on operation. In addition to a common framing format, all of the 802.3 MAC protocols constrain the
frame lengths to be between 512 and 12,144 b. A 32-b jam pattern is used to enforce collisions. An
interframe gap of 9.6 µs is used with the the 10-Mb/s standard and a gap of 96 µs is used with the 1 Mb/s
standard. The parameters that characterize the retransmission backoff algorithm are also the same.

The primary difference between the various 802.3 standards is with regard to the physical com-
munication medium used and consequences thereof.

10BASE5

This was the first of the IEEE /ANSI 802.3 standards to be finalized. A 10-mm coaxial cable with a
characteristic impedance of 50 W is the physical medium. The length of any one segment cannot exceed
500 m, but a maximum of five segments can be attached together, through the use of four repeaters, to
create a network span of 2.5 km. There can be no more than 100 attachments to a segment, and the
distance between successive attachments to this cable must be at points that are multiples of 2.5 m to
prevent reflections from adjacent taps from adding in phase. In view of the inflexibility of the 10-mm
cable, a separate transceiver cable is used to connect the network interface cards to the coaxial cable.
Transmitting nodes detect collisions when voltages in excess of the amount that can be attributed to their
transmission are measured. Nontransmitting nodes can detect collisions when voltages in excess of the
amount that can be produced by any one node is detected.

10BASE2

10BASE2 networks are based on a coaxial cable that has a characteristic impedance of 50 W and a diameter
of 5 mm. The flexibility of the thinner cable makes it possible to dispense with the transceiver cable and
directly connect the coaxial cable to the network interface card through the use of a t-connector. Fur-
thermore, nodes can be spaced as close as 0.5 m. On the other hand, signals on the thinner cable are less
immune to noise and suffer greater degradation. Consequently, segment lengths cannot exceed 185 m
and no more than 30 nodes can be attached to a segment. As with 10BASE5, up to five segments can be
attached together with repeaters to create a maximum network span of 925 m. The 10BASE2 and 10BASE5
segments can be attached together as long as the less robust 10BASE2 segments are at the periphery of
the network.

10BROAD36

The 10BROAD36 networks are based on standard cable TV coaxial cables with a characteristic impedance
of 75 W. The 10BROAD36 networks operate in a manner that is closer to the original Aloha network
than 10BASE2 or 10BASE5. Nodes on a 10BROAD36 generate differential phaseshift keyed (DPSK) RF
signals. A head-end station receives these signals and repeats them on a different frequency band. Thus,
sensing and transmissions are done on two different channels just as in the Aloha network. The distance
between a node and the head-end station can be as much as 1.8 km for a total network span of 3.6 km.
A separate band of frequencies is set aside for the transmission of a collision enforcement signal. Inter-
estingly, in this environment, there is a possibility that when two signals collide, one of the two may be
correctly captured by some or even all of the stations. Nonetheless, 10BROAD36 requires that transmitting
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stations compare their uplink transmissions with the downlink head-end transmission and broadcast a
collision enforcement signal whenever differences are observed.

1BASE5

Also referred to as StarLAN, 1BASE5 networks operate at the lower rate of 1 Mb/s over unshielded twisted
pair cables whose diameters range between 0.4 and 0.6 mm. The 1BASE5 networks are physically
configured in the shape of a star. Each node is attached to a hub via two separate pairs of unshielded
twisted wires: one pair is for transmissions to the hub, and the other pair is for receptions from the hub.
Neither of these pairs is shared with any other node. A hub has multiple nodes attached to it and detects
collisions by sensing activity on more than one incoming port. It is responsible for broadcasting all
correctly received packets on all outgoing links or broadcasting a collision presence signal when one is
detected. The 1BASE5 standard does not constrain the number of nodes that can be attached to a hub.

It is also possible to cascade hubs in a five-layer hierarchy with one header hub and a number of
intermediate hubs. The node-to-hub distance and the inter-hub distances are limited to 250 m and,
therefore the largest network span that can be created is limited to 2.5 kms. In view of the lower speed
of 1BASE5 networks, they can not be easily integrated with the other IEEE 802.3 networks.

10BASET

The 10BASET network is similar to the older 1BASE5 network in that both use unshielded twisted pairs,
but 10BASET networks can sustain data rates of 10 Mb/s. This is accomplished partly by limiting
individual segment lengths to 100 m. Instead of the hierarchical hubs used in 1BASE5, 10BASET uses
multiport repeater sets, which are connected together in exactly the same way as nodes are connected to
a repeater set. Two nodes on a 10BASET network can be separated by up to four repeater sets and up to
five segments. Of the five segments, no more than three can be coaxial cable-based 10BASE2 or 10BASE5
segments; the remaining segments can be either unshielded twisted pair, point-to-point links of length
less than 100 m each, or fiber optic point-to-point links of length less than 500 m each. The network
span that can be supported depends on the mix of repeater sets and segments used.

100BASET

Currently, there is an effort to create a 100-Mb/s standard in the 802.3 series. The 100 BASET network
will use multiple pairs of unshielded twisted pairs, a more efficient code for encoding the data stream,
and a slightly faster clock rate to generate the tenfold increase in bit transfer rates.

32.4 Operation

The core algorithm used in all of the 802.3 series of MAC standards and the original ethernet is essentially
the same. The MAC layer receives LLC data and encapsulates into MAC frames. Of particular interest
in the MAC frame is the pad field, whose role is related to collision detection and will be explained.
Prior to transmitting frames, the MAC layer senses the physical channel. If transmission activity is
detected, the node continues to monitor until a break is detected, at which time the node transmits its
frame. In spite of the prior channel sensing performed, it is possible that the frame will collide with
one or more other frames. Such collisions may occur either because two or more nodes concurrently
initiate transmissions following the end of the previous transmission or because propagation delays
prevent a node from sensing the transmission initiated by another node at an earlier instant.

Colliding users detect collisions through physical mechanisms that depend on the nature of the
attachment to the underlying communication medium. As described in the section on standards, in
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10BASE2 and 10BASE5 networks, transmitting nodes recognize electrical currents in excess of what they
injected into the coaxial cable. In 1BASE5 and 10BASET networks, nodes recognize activity on both the
transmitter and receiver ports, and in 10BROAD36 networks, nodes spot differences in the transmitted
and received waveforms. All of these collision sensing methods rely on a node’s knowledge of its own
transmission activity. Since this information is not available to all of the other nodes, the disposition of
some partially received MAC frames may be in doubt. Therefore, to enforce a common view of the
channel outcome, colliding users transmit a jam pattern as soon as they sense a collision.

Thus, the full duration of a collision is the sum of the maximum collision detect time and the jam
pattern. The first of these two components, the time to detect a collision, is primarily determined by the
time it takes for signals to propagate between any two nodes on the cable. By constraining the span of a
network, standards such as the IEEE 802.3 limit the maximum collision detect time. The second com-
ponent, the jam pattern length, is also constrained by standards. Thus, the longest period of collision
activity, which can be thought of as an invalid frame, is limited. The pad field of the MAC frame can
then be used to ensure that valid frames are larger than the longest invalid frame that may occur as a
result of collisions. This provides a simple mechanism by which nodes that were not involved in a collision
can also sense the collision.

In order to resolve collisions, ethernet nodes retransmit after a randomly chosen delay. Further more,
the probability distribution of the retransmission delay of a given packet is updated each time the packet
experiences a collision. The choice of the initial probability distribution of the retransmission delay and
the dynamics of its updates determines whether or not the total population of new and retransmitted
users can transmit successfully. Thus, the retransmission algorithm lies at the heart of the ethernet
protocol.

The IEEE 802.3 standard specifies the use of a truncated binary exponential backoff algorithm. In this
algorithm, a packet that has collided n times is withheld for a duration that is proportional to a quantity
that is uniformly distributed between 0 and 2m - 1, where m = min(10, n). The constant of proportionality
is chosen to be large enough to ensure that nodes that choose to withhold for different durations do not
collide, regardless of their location on the cable. Furthermore, when the number of times a packet has
collided exceeds a user-defined threshold, which is commonly chosen to be 16, it is rejected by the MAC
layer and has to be resubmitted at a later time by a higher layer.

As a consequence of the collision resolution process, the order in which ethernet serves packets depends
on the traffic intensity. During periods of very light traffic, service is first come first served. During periods
of heavy contention, some colliding users will defer their transmissions into the future even as some later
arrivals transmit sooner. Because of this, packet delivery in ethernet may occur out of sequence and has
to be rectified at the receiver.

The lack of first come first served service and the stochastic nature of the rescheduling algorithm are some-
times considered to be weaknesses of the ethernet network. On the other hand, the ability to use un-
shielded twisted pair wires for 10-Mb/s communication, the large installed base of users, and the promise
of even faster communication at rates of 100 Mb/s over multiple pairs of unshielded twisted pair wires
makes ethernet networks very attractive.
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Further Information

The Ethernet Source Book (1985) is a compilation of papers on various aspects of ethernet including the
first published paper on ethernet entitled “Ethernet: Distributed Packet Switching for Local Computer
Networks” by R.M. Metcalfe and D.R. Boggs. The Ethernet Source Book includes an introduction by Robert
M. Metcalfe who, along with David Boggs, Chuck Thacker, and Tat Lampson, holds the patent on “Multi-
point Data Communications System with Collision Detection.” The Handbook of Computer Communi-
cation Standards, Vol. 2, by William Stallings, describes most of the details of the IEEE 802.3 standards.
N. Abramson described the ALOHA system in an article entitled “The ALOHA System—Another Alter-
native for Computer Communications.” Communication Networks—A First Course, by Jean Walrand, is
an accessible introductory book on all aspects of networks.
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33.1 Introduction

Fiber distributed data interface (FDDI) is an American National Standards Institute (ANSI) standard for
a 100-Mb/s fiber optic token ring network. High-transmission speed and a bounded access time [Sevcik
and Johnson, 1987] make FDDI very suitable for supporting real-time applications. Furthermore, FDDI
employs a dual-loop architecture, which enhances its reliability; in the event of a fault on one loop, the
other loop can be used for transmission. Several new civil and military networks have adopted FDDI as
the backbone network.

In order to achieve efficiency, a high-speed network such as an FDDI network requires simple (i.e.,
low overhead) protocols. In a token ring network, the simplest protocol is the token passing protocol. In
this protocol, a node transmits its message whenever it receives the token. After it completes its trans-
mission, the node passes on the token to the next neighboring node. Although it has the least overhead,
the token passing protocol cannot bound the time between two consecutive visits of the token to a node
(called the token rotation time), which makes it incapable of guaranteeing message delay requirements.
The timed token protocol, proposed by Grow [1982], overcomes this problem. This protocol has been
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adopted as a standard for the FDDI networks. The idea behind the timed token protocol is to control
the token rotation time. As a result, FDDI is able to support real-time applications.

In the rest of this chapter, we will first introduce the architecture of FDDI networks and discuss its
fault management capabilities. We then address how to use FDDI to support time-critical applications.

33.2 Architecture and Fault Management

FDDI is a token ring network. The basic architecture of an FDDI network consists of nodes connected by
two counter-rotating loops, as illustrated in Fig. 33.1(a). A node in an FDDI network can be a single attach-
ment station (SAS), a dual attachment station (DAS), a single attachment concentrator (SAC), or a dual attach-
ment concentrator (DAC). Whereas stations constitute the sources and destinations for user frames, the
concentrators provide attachments to other stations. The single attachment stations and concentrators are so
called because they connect to only one of the two loops. The two fiber loops of an FDDI network are usually
enclosed in a single cable. These two loops will be collectively referred to as the FDDI trunk ring.

The FDDI standards have been influenced by the need to provide a certain degree of built-in fault
tolerance. The station management (SMT) layer of the FDDI protocol deals with initialization/control,
monitoring, and fault isolation/recovery in FDDI networks [Jain, 1994]. In ring networks such as FDDI,
faults are broadly classified into two categories: node faults and link faults. The FDDI standard specifies
explicit mechanisms and procedures for detection of and recovery from both kinds of faults. These fault
management capabilities of FDDI provide a foundation for capabilities of FDDI enabled fault-tolerant
operation. We present here a brief sketch of FDDI’s fault management capabilities. For a comprehensive
discussion, see ANSI [1992].

To deal with node faults, each node in FDDI is equipped with an optical bypass mechanism. Using
this mechanism, a faulty node can be isolated from the ring, thus letting the network recover from a
node fault. Link faults are handled by exploiting the dual-loop architecture of FDDI. Many FDDI networks
use one loop as the primary loop and the other as a backup. In the event of a fault on the primary loop,
the backup loop is used for transmission [Fig. 33.1(b)].

FIGURE 33.1 Architecture and fault management: (a) FDDI trunk ring consists of primary and secondary loops;
(b) a fault on the primary loop, secondary loop used for transmission; (c) single trunk link fault, primary and
secondary loops wrap up to form a new operational loop; and (d) two trunk link faults segment the network, no
loop connects all the nodes.
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Because of the proximity of the two fiber loops, a link fault on one loop is quite likely to be accompanied
by a fault on the second loop as well, at approximately the same physical location. This is particularly
true of faults caused by destructive forces. Such link faults, with both loops damaged, may be termed as
trunk link faults.

An FDDI network can recover from a single trunk link fault using the so called wrap-up operation.
This operation is illustrated in Fig. 33.1(c). The wrap-up operation consists of connecting the primary
loop to the secondary loop. Once a link fault is detected, the two nodes on either side of the fault perform
the wrap-up operation. This process isolates the fault and restores a single closed loop.

The fault detection and the wrap-up operation is performed by a sequence of steps defined by FDDI’s
link fault management. Once the network is initialized, each node continuously executes the link fault
management procedure. The flow chart of the link fault management procedure is shown in Fig. 33.2.
Figure 33.2 only presents the gist of the fault management procedure. For details, the reader is referred

FIGURE 33.2 Flow chart of FDDI link fault management procedure.
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to ANSI [1992]. The major steps of this procedure are as follows:

• An FDDI node detects a fault by measuring the time elapsed since the previous token visit to that
node. At network initialization time, a constant value is chosen for a protocol parameter called the
target token rotation time (TTRT). The FDDI protocol ensures that under fault-free operating
conditions, the duration between two consecutive token visits to any node is not more than 2TTRT.
Hence, a node initiates the fault tracing procedure when the elapsed time since the previous token
arrival at the node exceeds 2TTRT.

• The node first tries to reinitialize the network (using claim frames). If the fault was temporary,
the network will recover. Several nodes may initiate the reinitialization procedure asynchronously.
However, the procedure converges within TTRT time (which is usually on the order of a few
milliseconds). The details of this procedure are beyond the scope of this chapter. The reader is
referred to ANSI [1992].

• If the reinitialization procedure times out, then the node suspects a permanent fault in the trunk
ring. The nodes then execute a series of further steps in order to locate the ring’s fault domain.
The nodes within the fault domain perform link tests to check the status of the links on all their
ports. If a link is faulty, the ring is wrapped up at the corresponding port. The node then tries to
reinitialize the wrapped up ring. Once again, note that these operations are carried out concur-
rently and asynchronously by all the nodes in the trunk ring. That is, any of them may initiate
the series of fault recovery steps, but their actions will eventually converge to locate and recover
from the fault(s).

• In the event that the last step has also failed, the network is considered unrecoverable. It is possible
that operator intervention is required to solve the problem.

With the basic fault management mechanism just described, an FDDI network may not be able to
tolerate two or more faults. This is illustrated in Fig. 33.1(d), where two trunk link faults leave the network
disconnected. Hence, the basic FDDI architecture needs to be augmented to meet the more stringent
fault tolerance requirements of mission-critical applications. In addition, the bandwidth of a single FDDI
ring may not be sufficient for some high-bandwidth applications. FDDI-based reconfigurable networks
(FBRNs) provide increased fault tolerance and transmission bandwidth as compared to standard FDDI
networks. See Agrawal, Kamat, and Zhao [1994]; Chen, Kamart, and Zhao [1995]; and Kamat, Agrawal,
and Zhao [1994] for a discussion of this subject.

33.3 The Protocol and Its Timing Properties

FDDI uses the timed token protocol [Grow, 1982]. The timed token protocol is a token passing protocol
in which each node gets a guaranteed share of the network bandwidth. Messages in the timed token
protocol are segregated into two separate classes: the synchronous class and the asynchronous class [Grow,
1982]. Synchronous messages are given a guaranteed share of the network bandwidth and are used for
real-time communication.

The idea behind the timed token protocol is to control the token rotation time. During network initial-
ization, a protocol parameter called the target token rotation time (TTRT) is determined, which indicates
the expected token rotation time. Each node is assigned a portion of the TTRT, known as its synchronous
bandwidth (Hi), which is the maximum time a node is permitted to transmit synchronous messages every
time it receives the token. When a node receives the token, it transmits its synchronous messages, if any,
for a time no more than its allocated synchronous bandwidth. It can then transmit its asynchronous messages
only if the time elapsed since the previous token departure from the same node is less than the value of
TTRT, that is, only if the token arrives earlier than expected.

In order to use the timed token protocol for real-time communications, that is, to guarantee that the
deadlines of synchronous messages are met, parameters such as the synchronous bandwidth, the target
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token rotation time, and the buffer size must be chosen carefully.

• The synchronous bandwidth is the most critical parameter in determining whether message deadlines
will be met. If the synchronous bandwidth allocated to a node is too small, then the node may not
have enough network access time to transmit messages before their deadlines. Conversely, large syn-
chronous bandwidths can result in a long token rotation time, which can also cause message dead-
lines to be missed.

• Proper selection of TTRT is also important. Let τ be the token walk time around the network.
The proportion of time taken due to token walking is given by τ /TTRT. The maximum network
utilization available to user applications is then 1 - τ /TTRT [Ulm, 1982]. A smaller TTRT results
in less available utilization and limits the network capacity. On the other hand, if TTRT is too
large, the token may not arrive at a node soon enough to meet message deadlines.

• Each node has buffers for outgoing and incoming synchronous messages. The sizes of these buffers
also affect the real-time performance of the network. A buffer that is too small can result in
messages being lost due to buffer overflow. A buffer that is too large is wasteful of memory.

In Section 33.4, we will discuss parameter selection for real-time applications. Before that, we need to
define network and message models and investigate protocol properties.

The Network and the Message Models

The network contains n nodes arranged in a ring. Message transmission is controlled by the timed token
protocol, and the network is assumed to operate without any faults. Outgoing messages at a node are
assumed to be queued in first-in-first-out (FIFO) order.

Recall that the token walk time is denoted by τ , which includes the node-to-node delay and the token
transmission time. Hereτ is the portion of TTRT that is not available for message transmission. Let α
be the ratio of τ to TTRT, that is, α = τ /TTRT. Then α represents the proportion of time that is not
available for transmitting messages.

There are n streams of synchronous messages, S1,…,Sn , with stream Si originating at node i . Each
synchronous message stream Si may be characterized as Si = (Ci , Pi , Di):

• Ci is the maximum amount of time required to transmit a message in the stream. This includes
the time to transmit both the payload data and the message headers.

• Pi is the interarrival period between messages in the synchronous message stream. Let the first
message in stream Si arrive at node i at time ti,ji . The jth message in stream Si will arrive at node i
at time ti, j = ti, j + ( j - 1) Pi, where j ≥ 1.

• Di is the relative deadline of messages in the stream. The relative deadline is the maximum amount
of time that may elapse between a message arrival and completion of its transmission. Thus, the
transmission of the jth message in stream Si, which arrives at ti,j, must be completed by ti, j + Di,
which is the absolute deadline of the message. To simplify the discussion, the terms relative and
absolute will be omitted in the remainder of the chapter when the meaning is clear from the
context.

Throughout this chapter, we make no assumptions regarding the destination of synchronous message
streams. Several streams may be sent to one node. Alternatively, multicasting may occur in which messages
from one stream are sent to several nodes.

If the parameters (Ci, Pi, Di) are not completely deterministic, then their worst-case values must be
used. For example, if the period varies between 80 and 100 ms, a period of 80 ms must be assumed.
Asynchronous messages that have time constraints can have their deadlines guaranteed by using pseu-
dosynchronous streams. For each source of time-constrained asynchronous messages, a corresponding
synchronous message stream is created. The time-constrained asynchronous messages are then promoted
to the synchronous class and sent as synchronous messages in the corresponding synchronous message
stream.
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Each synchronous message stream places a certain load on the system. We need a measure for the
load. We define the effective utilization Ui of stream Si as follows:

(33.1)

Because a message of length Ci arrives every Pi time, Ui = Ci/Pi is usually regarded as the load presented
by stream Si. An exception occurs when Di < Pi. A message with such a small deadline must be sent
relatively urgently, even if the period is very large. Thus, Ui = Ci/Di is used to reflect the load in this case.

The total effective utilization U of a synchronous message set can now be defined as

(33.2)

The total effective utilization is a measure of the demands placed on the system by the entire synchronous
message set. In order to meet message deadlines, it is necessary that U ≤ 1.

Constraints

The timed token protocol requires several parameters to be set. The synchronous bandwidths, the target
token rotation time, and the buffer sizes parameters are crucial in guaranteeing the deadlines of synchro-
nous messages. Any choice of these parameters must satisfy the following constraints.

The Protocol Constraint

This constraint states that the total bandwidth allocated to synchronous messages must be less than the
available network bandwidth, that is,

(33.3)

This constraint is necessary to ensure stable operation of the timed token protocol.

The Deadline Constraint

This constraint simply states that every synchronous message must be transmitted before its (absolute)
deadline. Formally, let si, j be the time that the transmission of the jth message in stream Si is completed.
The deadline constraint requires that for i = 1,… ,n and j = 1, 2,…,

(33.4)

where ti, j is the arrival time and Di is the (relative) deadline. Note that in this inequality, ti,j and Di are
given by the application, but si, j depends on the synchronous bandwidth allocation and the choice of
TTRT.

The Buffer Constraint

This constraint states that the size of the buffers at each node must be sufficient to hold the maximum
number of outgoing or incoming synchronous messages that could be queued at the node. This constraint
is necessary to ensure that messages are not lost due to buffer overflow.

Timing Properties

According to Eq. (33.4), the deadline constraint of message M is satisfied if and only if the minimum
synchronous bandwidth available to M within its deadline is bigger than or equal to its message size.
That is, for a given TTRT, whether or not deadline constraints can be satisfied is solely determined by
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bandwidth allocation. In order to allocate appropriate synchronous bandwidth to a message stream, we
need to know the worst-case available synchronous bandwidth for a stream within any time period.

Johnson and Sevcik [1987] showed that the maximum amount of time that may pass between two
consecutive token arrivals at a node can approach 2TTRT. This bound holds regardless of the behavior
of asynchronous messages in the network. To satisfy the deadline constraint, it is necessary for a node
to have at least one opportunity to send each synchronous message before the message deadline expires.
Therefore, in order for the deadline constraint to be satisfied, it is necessary that for i = 1,… ,n,

(33.5)

It is important to note that Eq. (33.5) is only a necessary but not a sufficient condition for the deadline
constraint to be satisfied. For all message deadlines to be met, it is also crucial to choose the synchronous
bandwidths Hi appropriately. 

Further studies on timing properties have been performed in Chen, Li, and Zhao [1994] and the results
can be summarized by the following theorem.

Theorem 33.1. Let Xi(t, t + I, H) be the minimum total transmission time available for node i to transmit
its synchronous message within the time interval (t, t + I) under bandwidth allocation H = (H1, H2,… ,
Hn)T then

(33.6)

where ri = I − 

Using Theorem 33.1, deadline constraint (33.4) is satisfied if and only if, for i = 1,…,n,

(33.7)

33.4 Parameter Selection for Real-Time Applications

To support real-time applications on FDDI, we have to properly set the following three types of param-
eters: synchronous bandwidth, TTRT, and buffer size. We address this parameter selection problem in
this section.

Synchronous Bandwidth Allocation

In FDDI, synchronous bandwidths are assigned by a synchronous bandwidth allocation scheme. This
subsection examines synchronous bandwidth allocation schemes and discusses how to evaluate their
effectiveness.

A Classification of Allocation Schemes

Synchronous bandwidth allocation schemes may be divided into two classes: local allocation schemes and
global allocation schemes. These schemes differ in the type of information they may use. A local synchro-
nous bandwidth allocation scheme can only use information available locally to node i in allocating Hi.
Locally available information at node i includes the parameters of stream Si (i.e., Ci , Pi , and Di). TTRT
and τ are also locally available at node i because these values are known to all nodes. On the other hand,
a global synchronous bandwidth allocation scheme can use global information in its allocation of syn-
chronous bandwidth to a node. Global information includes both local information and information
regarding the parameters of synchronous message streams originating at other nodes.
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A local scheme is preferable from a network management perspective. If the parameters of stream Si

change, then only the synchronous bandwidth Hi of node i needs to be recalculated. The synchronous band-
widths at other nodes do not need to be changed because they were calculated independently of Si . This
makes a local scheme flexible and suited for use in dynamic environments where synchronous message
streams are dynamically initiated or terminated.

In a global scheme, if the parameters of Si change, it may be necessary to recompute the synchronous
bandwidths for all nodes. Therefore, a global scheme is not well suited for a dynamic environment. In
addition, the extra information employed by a global scheme may cause it to handle more traffic than a
local scheme. However, it is known that local schemes can perform very closely to the optimal synchronous
bandwidth allocation scheme when message deadlines are equal to message periods. Consequently, given
the previously demonstrated good performance of local schemes and their desirable network management
properties, we concentrate on local synchronous bandwidth allocation schemes in this chapter.

A Local Allocation Scheme

Several local synchronous bandwidth allocation schemes have been proposed for both the case of Di =
Pi [Agrawal, Chen, and Zhao, 1993] and the case of Di ≠ Pi [Malcolm and Zhao, 1993; Zheng and Shin,
1993]. These schemes all have similar worst-case performance. Here we will consider the scheme proposed
in Malcolm and Zhao [1993]. With this scheme, the synchronous bandwidth for node i is allocated
according to the following formula:

(33.8)

Intuitively, this scheme follows the flow conservation principle. Between the arrival of a message and its
absolute deadline, which is Di time later, node i will have at least  Hi of transmission time
available for synchronous messages by Eq. (33.6). This transmission time is available regardless of the
number of asynchronous messages in the network. During the Di time, UiDi can loosely be regarded as
the load on node i. Thus, the synchronous bandwidth in Eq. (33.8) is just sufficient to handle the load
on node i between the arrival of a message and its deadline.

The scheme defined in Eq. (33.8) is a simplified version of those in Malcolm and Zhao [1993] and
Zheng and Shin [1993]. In the rest of this chapter, we assume this scheme is used because it is simple,
intuitive, and well understood. Another reason for concentrating on this scheme is that it has been
adopted for use with the SAFENET standard, and thus will be used in distributed real-time systems in
the future.

Schedulability Testing

We now consider schedulability testing. A message set is schedulable if the deadlines of its synchronous
messages can be satisfied. This can be determined by referring to the tests that both the protocol and
deadline constraints [Eqs. (33.3) and (33.4) or Eq. (33.7)] are satisfied.

Testing to see if the protocol constraint is satisfied is very straightforward. But the test of deadline
constraints is more complicated and requires more information. This test can be greatly simplified if the
bandwidths are allocated according to Eq. (33.8). It was shown that if this scheme is used, the protocol
constraint condition defined in Eq. (33.3) implies the deadline constraint condition Eq. (33.4). Testing
the protocol constraint alone is sufficient to ensure that both constraints are satisfied. This is a big
advantage of using the allocation scheme defined in Eq. (33.8).

A second method of schedulability testing is to use the worst-case achievable utilization criteria. This
criteria has been widely used in real-time systems. For a synchronous bandwidth allocation scheme, the
worst-case achievable utilization U ∗  defines an upper bound on the effective utilization of a message set:
if the effective utilization is no more than the upper bound, both the protocol and the deadline constraints

Hi

UiDi

Di

TTRT
--------------- 1–

----------------------------=

Di

TTRT
--------------- 1–
©2002 CRC Press LLC



 

are always satisfied. The worst-case achievable utilization U ∗  for the scheme defined in Eq. (33.8) is

(33.9)

where TTRT is the target token rotation time and Dmin is the minimum deadline. For any message set,
if its effective utilization Eq. (33.2) is less than U ∗ , both the protocol and deadline constraints are
guaranteed to be satisfied.

We would like to emphasize that, in practice, using this criteria can simplify network management
considerably. The parameters of a synchronous message set can be freely modified while still maintaining
schedulability, provided that the effective utilization remains less than U ∗ .

Let us examine the impact of TTRT and Dmin on the worst-case achievable utilization given in Eq.
(33.9). Figure 33.3 shows the worst-case achievable utilization vs. Dmin for several different values of TTRT.
This figure was obtained by plotting Eq. (33.9) with τ taken to be 1 ms (a typical value for an FDDI
network). Several observations can be made from Fig. 33.3 and formula (33.8).

1. For a fixed value of TTRT, the worst-case achievable utilization increases as Dmin increases. From
Eq. (33.9) it can be shown that when Dmin approaches infinity, U ∗  approaches (1 − α) = (1 −
τ /TTRT). That is, as the deadlines become larger, the worst-case achievable utilization approaches
the available utilization of the network.

2. In Agrawal, Chen, and Zhao [1993], it was shown that for a system in which all relative deadlines
are equal to the corresponding message periods (Di = Pi), a worst-case achievable utilization of

(1 − α) can be achieved. That result can be seen as a special case of Eq. (33.9): if Dmin = 2TTRT,
we have  and U ∗  = (1 − α).

3. TTRT clearly has an impact on the worst-case achievable utilization. From Fig. 33.3, we see that
when Dmin = 50 ms, the case of TTRT = 5 ms gives a higher worst-case achievable utilization than
the other plotted values of TTRT. When Dmin = 125 ms, the case of TTRT = 10 ms gives a higher
U ∗  than the other plotted values of TTRT. This observation provides motivation for maximizing
U ∗  by properly selecting TTRT once Dmin is given.

FIGURE 33.3 U ∗  vs. Dmin.
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Selection of Target Token Rotation Time

Recall that TTRT, the target token rotation time, determines the expected value of the token rotation
time. In contrast to the synchronous bandwidths of individual nodes, TTRT is common to all of the
nodes and should be kept constant during run time. As we observed in the last section, TTRT has an
impact on the worst-case achievable utilization. Thus, we would like to choose TTRT in an optimal
fashion so that the worst-case achievable utilization U ∗  is maximized. This will increase the amount of
real-time traffic that can be supported by the network.

The optimal value of TTRT has been derived in Malcolm and Zhao [1993] and is given by

(33.10)

The impact of an appropriate selection of TTRT is further evident from Fig. 33.4, which uses Eq. (33.10)
to show U ∗  vs. TTRT for several different values of Dmin. As with Fig. 33.3, τ is taken to be 1 ms. From
Fig. 33.4, the following observations can be made:

1. The curves in Fig. 33.4 verify the prediction of the optimal TTRT value given by Eq. (33.10). For
example, consider the case of Dmin = 40 ms. By Eq. (33.10), the optimal value of TTRT is 5 ms.
The curve clearly indicates that at TTRT = 5 ms, the worst-case achievable utilization is maximized.
Similar observations can be made for the other cases.

2. As indicated in Eq. (33.10), the optimal TTRT is a function of Dmin. This coincides with the
expectations from the observations of Fig. 33.3. A general trend is that as Dmin increases, the
optimal TTRT increases. For example, the optimal values of TTRT are approximately 2.5 ms for
Dmin = 10 ms, 4 ms for Dmin = 20 ms, 5 ms for Dmin = 40 ms, and 6.67 ms for Dmin = 80 ms.

3. The choice of TTRT has a large effect on the worst-case achievable utilization U ∗ . Consider the
case of Dmin = 40 ms shown in Fig. 33.4. If TTRT is too small (say, TTRT = 2 ms), U ∗  can be as
low as 45%. If TTRT is too large (say, TTRT = 15 ms), U ∗  can be as low as 31%.

However, when the optimal value of TTRT is used (i.e., TTRT = 5 ms), U ∗  is 62%. This is an improve-
ment of 17% and 31%, respectively, over the previous two cases.

FIGURE 33.4 U ∗  vs. TTRT.

TTRT
Dmin

3– 9
8Dmin

t
--------------++

2
-----------------------------------------

---------------------------------------=
©2002 CRC Press LLC



 

The effect of choosing an optimal value for TTRT is also shown in Fig. 33.5. Figure 33.5 shows the
worst-case achievable utilization vs. Dmin when an optimal value of TTRT is used. For ease of comparison,
the earlier results of Fig. 33.3 are also shown in Fig. 33.5.

Buffer Requirements

Messages in a network can be lost if there is insufficient buffer space at either the sending or the receiving
node. To avoid such message loss, we need to study the buffer space requirements.

There are two buffers for synchronous messages on each node. One buffer is for messages waiting to
be transmitted to other nodes and is called the send buffer. The other buffer is for messages that have
been received from other nodes and are waiting to be processed by the host. This buffer is called the
receive buffer.

We consider the send buffer first.

• Case of Di ≤ Pi. In this case, a message must be transmitted within the period in which it arrives.
At most, one message will be waiting. Hence, the send buffer need only accommodate one message.

• Case of Di > Pi . In this case, a message may wait as long as Di time without violating its deadline
constraint. At node i, messages from stream Si arrive every Pi time, requesting transmission. During
the Di time following the arrival of a message, there will be further  message arrivals. Thus, the
send buffer may potentially have to accommodate  + 1 messages. When the deadline is very
large (tens or hundreds times larger than the period, for example, which can occur in voice transmis-
sion), this might become a problem in practice due to excessive buffer requirements.

However, when the synchronous bandwidths are allocated as in Eq. (33.8), the impact of Di on required
buffer size is limited: it can be shown that if Eq. (33.8) is used, the waiting time of a message from stream
Si is bounded by min(Di , Pi + 2TTRT) [Malcolm, 1994]. Thus, the maximum number of messages from
Si that could be queued at node i is no more than . This allows us to reduce the required
size of the send buffer. Let BSi denote the send buffer size at node i. The send buffer will never overflow if

(33.11)

where Bi is the number of bytes in a message of stream Si.

FIGURE 33.5 U ∗  vs. Dmin with optimal TTRT.
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An interesting observation is that if Di ≥ Pi + 2TTRT, then

(33.12)

That is, the send buffer requirements for stream Si are independent of the deadline Di. As mentioned
earlier, one would expect that increasing the deadline of a stream could result in increased buffer
requirements. When the scheme in Eq. (33.8) is used, however, the buffer requirements are not affected
by increasing the deadline once the deadline reaches certain point.

Now let us consider the receive buffer size. Suppose that node j is the destination node of messages
from nodes j1,… , jk. This means that messages from streams Sj1,…,Sjk are being sent to node j. The size
of the receive buffer at node j depends not only on the message traffic from these streams but also on
the speed at which the host of node j is able to process incoming messages from other nodes. The host
at node j has to be able to keep pace with the incoming messages, otherwise the receive buffer at node j
can overflow. When a message from stream Sji arrives at node j, we assume that the host at node j can
process the message within Pji time.

Assuming that the host is fast enough, then it can be shown that the number of messages from Si

that could be queued at the destination node is bounded by  + 1. With this bound,
we can derive the space requirements for the receive buffer at node j. Let BRj denote the receive buffer
size at node j. The receive buffer will never overflow if

(33.13)

As in the case of the send buffer, we can observe from Eq. (33.13) that if the deadlines are large, the
required size of the receive buffer will not grow as the deadlines increase.

33.5 Final Remarks

In this chapter, we introduced the architecture of FDDI and discussed its fault-tolerant capability. We
presented a methodology for the use of FDDI networks for real-time applications. In particular, we con-
sidered methods of selecting the network parameters and of schedulability testing. The parameter selection
methods are compatible with current standards. The synchronous bandwidth allocation method has the
advantage of only using information local to a node. This means that modifications in the characteristics
of synchronous message streams, or the creation of new synchronous message streams, can be handled
locally without reinitializing the network. Schedulability tests that determine whether the time constraints
of messages will be met were presented. They are simple to implement and computationally efficient.

The materials presented in this chapter complement much of the published work on FDDI. Since the
early 1980s, extensive research has been done on the timed token protocol and its use in FDDI networks
[Albert and Jayasumana, 1994; Jain, 1994; Mills, 1995; Shah and Ramakrishnan, 1994]. The papers by
Ross [1989], Iyer and Joshi [1985], and others [Mccool, 1988; Southard, 1988; Stallings, 1987] provided
comprehensive discussions on the timed token protocol and its use in FDDI. Ulm [1982] discussed the
protocol performance with respect to parameters such as the channel capacity, the network cable length,
and the number of stations. Dykeman and Bux [1988] developed a procedure for estimating the maximum
total throughput of asynchronous messages when using single and multiple asynchronous priority levels.
The analysis done by Pang and Tobagi [1989] gives insight into the relationship between the bandwidth
allocated to each class of traffic and the timing parameters. Valenzo, Montuschi, and Ciminiera [1990]
concentrated on the asynchronous throughput and the average token rotation time when the asynchronous
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traffic is heavy. The performance of the timed token ring depends on both the network load and the
system parameters. A study of FDDI by Jain [1991] suggests that a value of 8 ms for TTRT is desirable
as it can achieve 80% utilization on all configurations and results in around 100 ms maximum access
delay on typical rings. Further studies have been carried out by Sankar and Yang [1989] to consider the
influence of the target token rotation time on the performance of varying FDDI ring configurations.
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34.7 Conclusion

34.1 Introduction

The local area network (LAN) became a permanent fixture of the computer world during the 1980s,
having achieved penetration primarily in the form of the Institute of Electrical and Electronics Engineers
(IEEE) 802.3 ethernet* LAN. Thereafter, other types of LANs, such as the IEEE 802.5 token ring and the
American National Standards Institute (ANSI) X3T9.5 fiber distributed data interface (FDDI), also
established themselves as lesser—though potent—players. These LANs now form the dominant commu-
nications infrastructures that connect computers and related devices within individual enterprises. They
provide the transmission substrate for common services such as file transfer, network file services, network
window service, electronic mail, hypertext transfer, and others.

The installed base of ethernet, token ring, and FDDI LANs consists fundamentally of shared-media
broadcast networks in which each node’s transmission may be heard by all other nodes on the LAN. In
any such shared-media LAN, a media-access control protocol must be provided to coordinate the
different nodes’ transmissions, lest they interfere adversely with one another. The most serious drawback
of shared-media LANs is that, as more nodes are added, each node receives a proportionally smaller
share of the media’s bandwidth. The bandwidth of the media is, therefore, a limiting resource. This
inability to scale up to meet increased demands for bandwidth makes shared-media LANs inherently unsuit-
able for new classes of communications services, such as the transmission of high-resolution image and
video data. Furthermore, the nature of their media-access control protocols, which can introduce sub-
stantial and variable delays into transmissions, often makes shared-media LANs unable to meet the tight
latency and jitter requirements of real-time video and audio transmission.

To address the problems of bandwidth scalability and real-time transmission, a new type of LAN, called
the broadband local area network (BLAN), has been steadily taking root. BLANs are designed to accom-
modate increases in traffic demand by modular expansion. They are also capable of dedicating a set amount

*Originally, ethernet referred to a specific product offering, whereas the IEEE 802.3 LAN was formally known as
the carrier sense multiple access with collision detection LAN. The two LANs differ minutely, and henceforth we
consider them to be the same.

Joseph A. Bannister
The Aerospace Corporation
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of bandwidth to a requesting application, guaranteeing that the latency of the application’s transmissions
is bounded and unvarying, if required. The BLAN will thus carry integrated traffic, comprising data, voice,
and video. In this respect, the BLAN is a local manifestation of the broadband integrated services digital
network (BISDN), which is intended for deployment in the global telecommunications system. The
common ground of the BLAN and the BISDN is their reliance on asynchronous transfer mode (ATM).
Special considerations, however, distinguish the BLAN from the BISDN, including different cost structures,
the need to support different services, and different approaches to network management and security.

This chapter will describe the common approaches to BLANs, including discussion of the major
requirements and the hardware and software technologies essential to their operation. The central role
of ATM networks in BLANs as well as other less well-known network technologies, will be covered. The
protocols used in BLANs themselves will also be discussed. Finally, some of the new applications being
enabled by BLANs will be presented.

34.2 User Requirements

BLAN users expect to run network-based applications that require services not provided by conventional
LANs. These requirements include bandwidth scalability, integrated support for different traffic classes,
multicasting, error recovery, manageability, and security.

To meet the increased demand for bandwidth that accompanies the addition of new nodes and the
replacement of old nodes by more-capable equipment, bandwidth scalability in shared-media LANs has
been achieved by segmenting users into distinct collision domains, which are interconnected by bridges
and routers so that intrasegment traffic is filtered out before leaving its originating domain, and inter-
segment traffic is forwarded to its destination. This approach is, however, not truly scalable, and the
resulting web of LANs becomes fundamentally unmanageable. To overcome this difficulty, packet switches
replace the collision domains, and each node is connected to its switch by a dedicated link. Growth of
the network is then accomplished by adding switches or selectively replacing the interfaces between
switches and nodes with higher speed interfaces.

Network traffic is traditionally divided into three classes: isochronous, synchronous, and asynchro-
nous traffic. Isochronous traffic flows at a constant rate and has a strict timing relationship between any
consecutively transmitted units of data. An example is periodically sampled fixed-size data blocks such
as one would encounter in the transmission of a video frame buffer every 1/30 of a second. Synchronous
traffic flows at a variable rate and has a loose timing relationship between consecutively transmitted units
of data. An example is the transmission of a compressed video frame buffer every 1/30 of a second.
Asynchronous traffic flows at a variable rate but has no definite timing relationship among its data units.
An example is file transfer. Although all conventional LANs provide support for asynchronous traffic,
few support synchronous traffic. Support for isochronous traffic is not common in conventional LANs.
Currently, only BLANs support all three classes of traffic.

Users who desire to run video applications will use a BLAN that supports multicasting, a gener-
alization of broadcasting in which a sender may transmit the same message to a number of different
receivers without sending multiple copies. Easily supported in shared-media LANs, this capability must
be designed in to switch-based networks. Multicasting is not only used in disseminating video broadcasts,
but has become entrenched into the way that shared-media LANs operate, for example, in registering
addresses. Thus, it must be supported in BLANs to accommodate legacy protocols.

As components of a complex system—such as a BLAN—fail, the system should continue to provide
service with a minimum of interruption. Having assumed the responsibility for transporting nearly all
of the traffic in an enterprise, the BLAN of necessity must be robust enough to provide continuous service
even in the face of failures. Given that a BLAN can fail in many different ways, it is essential that error-
recovery procedures are integrated into its design. The BLAN must detect transmission errors and notify
the system administrator of them. Failures of resource (e.g., a switch or link) must also be recognized
and bypassed. Since failures or oversubscription can cause congestion, there must be the means to
recognize and clear congestion from the network.
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Owned and operated by a single enterprise, the BLAN usually falls under the responsibility of a
specialized department charged with its management. It is often necessary to track all resources within
the BLAN so that the network manager knows the precise disposition of all equipment at any given time.
Each resource also must be monitored continuously to assess its level of performance. Resources also are
controlled and configured by the network manager. For the convenience of the network manager, these
functions are normally concentrated in a network-management platform. The dynamically changing
state of all resources within the BLAN is referred to as the management information base (MIB), which
may be viewed as a readable and writeable distributed database through which the network is monitored
and controlled. User information may be extracted from the MIB in order to produce usage and billing
information.

Although the BLAN resides within the relatively friendly confines of an enterprise, external and internal
attacks on the BLAN’s computers are a threat that cannot be ignored. External attacks on a BLAN
connected to a larger public network are effectively controlled by use of a network firewall, which bars
unauthorized outside access to the enterprise’s computers. Because sensitive information might have to
be denied to internal users, it is also necessary to provide for privacy within some BLANs. Techniques
for encrypting stored or transmitted data and for providing access controls are then required. To enhance
security further, it also could be necessary to provide intrusion-detection software, which passively
monitors BLAN resources for internal and external attacks.

34.3 BLAN Technologies

The spread of BLANs has been promoted by technological advances on several fronts. Fast packet
switching has been one of the enabling technologies. So, too, has been high-speed transmission technol-
ogy. Other important software technologies in BLANs are routing, signalling, and network management.

Packet switching networks are composed of switching nodes connected by links. The switches forward
input packets to the appropriate output links after reading the packets’ header information and possibly
buffering packets temporarily to resolve contention for common output links. The move to packet
switching LANs was motivated by the realization that shared-media LANs do not scale, because the total
throughput of all nodes can never exceed the bandwidth of the media. Similarly, latency and jitter grow
as nodes are added to a shared-media LAN because the media-access control protocol tends to perform
like a single-server queueing system, in which the mean and variance of delay increase as the server’s
workload increases. Switching plays a key role in BLANs because a mesh topology, which consists of
switches connected by links, is necessary to overcome the bandwidth bottleneck of the shared-media
LAN, as illustrated in Fig. 34.1. In the shared-media LAN only one node at a time can transmit

FIGURE 34.1 The mesh-topology LAN provides higher bandwidth and supports more nodes than the shared-
media LAN.
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information, but in the mesh-topology LAN several nodes can transmit information simultaneously. The
result is a dramatic increase in the throughput of the mesh-topology LAN, compared to the shared-media
LAN. If one can build a packet switch with a sufficient number of input/output ports, then a mesh
network may be easily expanded by adding new nodes, switches, and links without significantly reducing
the amount of bandwidth that is available to other nodes. It is also true that latency and jitter in a mesh
topology may be kept low, since the capacity of the network is an increasing function of the number of
nodes.

Paced by advances in integrated circuits, switch technology has progressed rapidly. Packet switching
fabrics based on high-speed backplane buses, shared memory, or multistage interconnection networks
(MINs), such as delta, omega, shuffle-exchange, or Clos networks [Tobagi, 1990], can be constructed to
switch pre-established connections with a throughput of several gigabits per second. Examples of each
of these switch architectures are shown in Fig. 34.2. To increase switch throughput, buses may be replicated
and shared memories interleaved. Although backplane-bus fabrics cannot switch more than a few dozen
input and output ports, because the electrical limits on bus length restrict the number of modules that
may be attached, two-by-two switching elements can be combined in very deep configurations to imple-
ment MINs with arbitrary numbers of input and output ports. Switch latency can be reduced by the use
of cut-through routing, which permits the head of a packet to emerge from the switch before its tail has
even entered the switch. This is especially beneficial for long packets, but the switch design is more
complex and special facilities must often be added to prevent deadlock. Bus-based switching fabrics
support multicasting easily. MIN-based switching fabrics have also been implemented to support mul-
ticasting by forking copies of a packet at various stages or using a separate copy network [Turner, 1987].
Today’s nonblocking, output-queued MIN-based fabrics can achieve very low latency and high through-
put [Hluchyj and Karol, 1988].

High-performance microprocessors—increasingly with reduced instruction set computer architectures—
often form an integral part of switch and interface architectures. These provide necessary decision-making
and housekeeping functions such as routing-table maintenance and call processing. They also may be
used for such functions as segmenting messages into smaller transmission units at the sender and then
reassembling the message at the receiver. Such segmentation and reassembly functions are sometimes
performed by special-purpose hardware under the control of the microprocessor. High-speed random-
access and first-in-first-out memories are also critical for storage and packet buffering.

Examples of chipsets that support high-speed switching are found in Denzel, Engbersen, and Iliadis
[1995] and Collivignarelli et al. [1994]. Supporting chipsets are generally implemented as complementary
metal-oxide-semiconductor devices. As higher switching and transmission speeds are needed, however,
it is expected that supporting chipsets will be implemented as gallium arsenide or bipolar devices, which
operate in a much faster regime.

Hand in hand with fast packet switching technology comes high-speed transmission technology. The
enabling technology in this area has been optical fiber technology, which can achieve link speeds of several
gigabits per second. The principal transmission technology for BLANs is multimode optical fibers
(MOFs). Using infrared signals with a 1.3-µm wavelength, BLANs can achieve data rates of more than

FIGURE 34.2 Packet switch architectures.
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100 Mb/s over distances of up to 2000 m. Transmitters are usually light-emitting diodes, receivers are
photodiodes, and fibers are 125-µm cladding/62.5-µm core multimode silica fibers. To transmit over
greater distances or at higher data rates, 100-µm cladding/9-µm core single-mode silica fibers are used
with 1.3- or 1.5-µm wavelength laser-diode transmitters. Because LANs are of limited geographical reach,
single-mode optical fibers can carry information at rates of several gigabits per second without the need
for optical amplification or regeneration. Optical fiber BLAN links typically operate with direct direction
and return-to-zero, 4B/5B, or 8B/10B encoding (nB/mB denotes a scheme in which n data bits are encoded
as m transmission bits). Error-detecting or -correcting codes are used sparingly because the transmission
quality is normally very high.

The relatively high cost of optical systems and the installed base of metallic-wire systems make the use
of inexpensive metallic-wire media very desirable. Most conventional LANs now use category-3 twisted-
pair 24-gauge insulated wires, deployed in a manner similar to telephone wires. By upgrading to category-
5 wires or using multiple category-3 wires, it is possible to transmit data at rates up to 155 Mb/s. BLANs
are beginning to use category-5 twisted-pair wires for transmission at data rates greater than 100 Mb/s.
This is especially attractive for linking office or laboratory equipment to telecommunications closets,
which are designed to be situated no more than 100 m away from their users. Switches located inside
distinct telecommunications closets are then usually connected to each other by means of optical fibers,
which enjoy a greater geographical span and lower error rates than electronic links. To reduce electro-
magnetic interference, it is sometimes necessary to scramble high-speed data traveling over twisted-pair
wires. Higher data rates can be achieved more easily by shielding wires to reduce crosstalk and electro-
magnetic emission. However, unshielded twisted-pair wires are desirable for BLANs because they are
compatible with the type of wire used to connect desktop telephones to telecommunications closet
equipment.

LANs, being complex systems, require substantial software to operate properly. This is even more true
of BLANs, which require more sophisticated control to support all features of conventional LANs, as
well as traffic integration. Common software technologies for BLANs include routing, signalling, and
network management. Routing implies the ability to discover paths to a destination, signalling the ability
to reserve resources along the best path, and network management implies the ability to monitor and
control the state of those resources.

Wireless and mobile technologies are on the verge of being introduced into BLANs, but prototypes
have yet to appear.

34.4 ATM  BLANs

ATM occupies the dominant position among BLANs. Originally conceived as a method for transferring
information over the public telecommunications network, ATM was quickly accepted as a way to provide
high bandwidth within the premises of a private enterprise. Vendors arose to provide ATM products
specialized for LAN use. This includes inexpensive switches, computer-interface cards, and software.

A factor that militates against the spread of ATM BLANs is the incomplete state of ATM stan-
dardization. ATM standards are officially under the aegis of the International Telecommunications
Union—Telecommunications Standardization Sector (ITU-T). The overall framework of BISDN falls
within the ITU’s purview. The ATM Forum, a large consortium of organizations whose purpose is to
accelerate the acceptance of ATM networking by producing agreements among its members on how to
implement specific standards, augments the contributions of the ITU-T. The ATM Forum has defined
many of the physical- and link-layer standards for ATM, including 100/140-Mb/s transparent asynchro-
nous transceiver interface (TAXI) and 25-Mb/s Desktop 25 link protocols, which operate on MOFs and
twisted pairs, respectively. The Internet Engineering Task Force (IETF) also plays a role in ATM BLANs
by its consideration of how to integrate ATM into the Internet protocol suite. It produced the standard
for running the classical internet protocol (IP) over ATM.

ATM is a connection-oriented protocol, in which a caller requests to exchange data with a recipient. The
network is responsible for finding the route and reserving any resources needed to complete the exchange.
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Once the call has been established, each hop of the call is associated with a virtual path identifier/virtual
circuit identifier (VPI/VCI). The VPI/VCI has only local significance at switches or interfaces and is used
to map an incoming cell (the 53-octet [an octet equals 8 bits] fixed-length ATM packet) to its output
port. The connection guarantees a specific quality of service (QOS), which specifies a contract between
the network and the user that the network will satisfy the bandwidth, delay, and jitter requirements of
the user provided that the user’s traffic meets the constraints of the contract. Several QOS classes may
be specified:

• Constant bit rate (CBR), which supports isochronous traffic

• Variable bit rate/real time (VBR/RT), which supports synchronous traffic

• Variable bit rate/nonreal time (VBR/NRT), which supports asynchronous traffic that requires a
minimum bandwidth guarantee

• Available bit rate (ABR), which supports asynchronous traffic with no QOS guarantees (best effort)
but increases and reduces bandwidth according to competing demands of other connections

• Unspecified bit rate (UBR), which supports asynchronous traffic but possibly also drops cells

ABR and UBR correspond most closely to the QOS provided by existing LANs. CBR will be needed to
carry uncompressed video, whereas VBRRT will be used to carry compressed video.

An important consideration is to be able to coexist with existing software packages. For IP-based
networks, this largely means supporting applications that have been written using the UNIX sockets
application program interface. This type of BLAN uses the classical-IP-over-ATM approach defined by
the IETF. For other networks, such as those based on Novell Netware or AppleTalk protocols, the answer
is to use the LAN emulation (LANE) standard developed by the ATM forum. Both of these approaches
attempt to hide from the application the fact that its underlying network is a connection-oriented ATM
BLAN rather than a connectionless ethernet or token ring shared-media LAN. One of the central
difficulties in achieving this is that ATM must mimic the broadcasting that is used by the older LANs.

ATM BLANs may use a variety of media. Currently, the most popular media are optical fibers, but
unshielded twisted pair (UTP) is fast becoming the media of choice for ATM desktop connection. MOFs
frequently use the synchronous digital hierarchy (SDH) to carry synchronous transport signal (STS) level-3
concatenated (STS-3c) frames, which consist of 2430 octets sent every 125 µs for an overall transmission
rate of 155.5 Mb/s. In the U.S., SDH is known as synchronous optical network (SONET) and SDH-3c is
known as optical carrier level 3 concatenated (OC-3c). The maximum reach of a segment must be less than
2000 m. STS-3c may also be used with UTP, but the maximum reach of a segment is only 100 m.

Many ATM BLAN devices were based on the TAXI standard, a 100-Mb/s MOF interface with 4B/5B
encoding that was made popular by the FDDI standard. The appeal of TAXI for ATM reflected the fact
that several TAXI chipsets were available at the time of initial ATM BLAN introduction. Also used were
140-Mb/s TAXI devices. The TAXI devices, however, have rapidly been supplanted by SDH devices
because of their more universal appeal.

A host of other physical interfaces have been defined for ATM BLANs. These include the Fibre
Channel—compatible 155.5-Mb/s MOF and shielded twisted-pair interfaces with 8B/l0B encoding. The
STS-1/2 interface—also known as Desktop 25—is a 25.9-Mb/s category-3 UTP interface. An STS-1 UTP
interface operates at 51.8 Mb/s. None of these interfaces is widely used in BLANs at this time.

Two principal types of ATM BLAN interfaces are the private user-network interface (PUNI) and the
private network–node interface (PNNI), where private designates that the interfaces do not impinge on
public networks. The PUNI is an interface between user equipment and BLAN switches, whereas the
PNNI is an interface between BLAN switches. Each type of interface has a protocol associated with it to
implement signalling, routing, connection admission control, traffic shaping, traffic policing, and con-
gestion control. These protocols use reserved VCIs to communicate among peers.

Because of their popularity, a great deal of effort has gone into developing special protocols for ATM
BLANs. As most networks use IP, the classical-IP-over-ATM protocol was designed to permit connection-
less IP to establish a new ATM virtual connection or bind to an existing one by means of an address
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resolution protocol similar to that used in shared-media LANs. To support multicasting, the ATM forum
has also defined leaf-initiated join protocols that allow point-to-multipoint multicast trees to be grown
from the destination leaves to the source root; this is important for LANE operations, which rely heavily
on multicasting. Security is also an important concern for BLAN administrators, and the U.S. government-
sponsored Fastlane device allows key-agile end-to-end encryption and decryption of cells on a virtual-
connection-by-virtual-connection basis [Stevenson, 1995].

34.5 Other BLANs

Although ATM offers the most capable and widely deployed approach to implementing BLANs, several
other approaches are available. These approaches are IEEE 802.3 ethernet, IEEE 802.9 isochronous
ethernet, and IEEE 802.12 100VG-AnyLAN.

Given ethernet’s popularity, it is not surprising that there should be ethernet-based BLANs. Ethernet
originally was designed to use the carrier sense multiple access with collision detection protocol, which
allows a node to share a LAN segment with other nodes by transmitting only when the medium is inactive
and randomly deferring transmission in the event of a collision (simultaneous transmission by two or
more nodes). The inefficiency and nondeterminism that accompany this protocol can be partially over-
come by partitioning the LAN so that each node resides on its own dedicated segment. The simplest
ethernet BLAN consists of 10-Mb/s IEEE 802.3 10BaseT dedicated links connecting nodes to switching
hubs. Using ethernet in this way, one can implement a BLAN that delivers 10 Mb/s of bandwidth directly
to each user if the switch has adequate packet buffers and the user interface can keep up. Although they
provide no mechanisms for supporting specific levels of QOS, such switched ethernets are able to support
high and scalable throughput. Nevertheless, the need of some applications for more than 10 Mb/s of
bandwidth justifies the same switched-ethernet approach but with 100-Mb/s IEEE 802.3 links. The IEEE
802.3 100-Mb/s ethernet (sometimes called fast ethernet) is virtually identical to the 10-Mb/s standard,
except that the data rate has been increased tenfold and almost all time constants have been decimated.
User nodes are attached to switching or nonswitching hubs (the latter of which merely acts as a shared
medium) either by UTPs or MOFs. The 100BaseTX option uses two category-5 UTPs with 4B/5B
encoding, the 100BaseT4 option uses four category-3 UTPs with 8B/6T encoding (which encodes 8 b as
six ternary digits), and the 100BaseFX option uses two MOFs with 4B/5B encoding. Moreover, all of
these options (including 10BaseT) may be mixed in a single switching hub. Fast ethernet is rapidly gaining
wide acceptance, and several vendors supply ethernet and fast ethernet BLAN equipment.

A drawback of using switched ethernet for a BLAN is that there is no explicit support for isochronous
traffic. Isochronous ethernet (isoethernet), as defined by IEEE 802.9, overcomes those drawbacks. Iso-
ethernet maintains compatibility with the 10BaseT wiring infrastructure and interoperates with 10BaseT
at the hub level. Isoethernet multiplexes onto a category-3 UTP a 10-Mb/s ethernet and a 6.14-Mb/s
ISDN stream. Using 4B/5B encoding, these streams are mapped into a 125-µs frame, which dedicates
specific quartet (a quartet equals 4 bit) positions of the frame to ethernet or ISDN traffic. The ethernet
subframe is subject to the usual collision-backoff-retransmit cycle, but the ISDN subframe can be
allocated to several CBR connections, which have a fundamental frequency of 8000 Hz. Its signalling
protocol is similar to ATM’s. The isoethernet BLAN has not yet been widely deployed.

The IEEE 802.12 100VG-AnyLAN standard is designed to be run over voice-grade (hence, VG) wiring
infrastructure. It uses four category-3 bidirectional UTPs to connect user nodes to repeaters, which may
be cascaded in a tree configuration. Repeaters poll user nodes for transmission requests, which are granted
in a round-robin discipline. Transmissions are not restricted to any single protocol (hence, AnyLAN)
and can, therefore, support traffic integration. Transmission requests have either a low or high priority,
with high-priority requests pre-empting those of lower priority. The 100VG-AnyLAN BLAN has not been
widely deployed.

The complete replacement of a legacy LAN being impractical, it is not uncommon to build a BLAN
with a mix of technologies. A backbone ATM network is frequently the point of access for 802.3 LANs,
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which can provide from 10 to 100 Mb/s bandwidth to the desktop. User nodes that have higher bandwidth
requirements or need a specific QOS may be attached directly to the ATM backbone. The attachment
equipment in the backbone—called an edge device—provides ATM and other BLAN interfaces. Working
together, these edge devices have the capability to form virtual LANs (VLANs) of nodes logically joined
regardless of their physical locations, as shown in Fig. 34.3. Each VLAN forms a unique broadcast domain,
in which broadcasts of a node in the VLAN are forwarded to all other members of the VLAN but prevented
from propagating to nonmembers. In principle, VLANs should simplify BLAN administration and
enhance security and performance. The edge devices and the configurations of VLANs that they support
may be managed through MIB variables specially designed to manipulate VLANs. VLAN creation by
address, by attachment port, or by several other attributes is currently supported.

34.6 New Applications

Conventional LANs are used principally for a narrow range of client–server applications. BLANs open
the door to new computing applications.

Multimedia computing, which processes data, video, image, and audio, is the driving application area
for BLANs. The local distribution of video to computer users requires the bandwidth and QOS of a
BLAN. With the use of corporate video servers growing, it is essential to have a BLAN that can transport
several simultaneous video streams. Such servers are commonly used in training and film production.
Other applications include videoconferencing, with workstation-based frame grabbers, cameras, micro-
phones, and electronic whiteboards.

The success of hypermedia browsers, especially those based on the hypertext transport protocol
(HTTP), has given rise to the phenomenon of intranetworking, in which enterprises use HTTP to share
data among members. As HTTP browsers embrace more functions such as audio, animation, video, and
image transfer, the need for higher bandwidth LANs grows. Given the unparalleled traffic growth on the
Internet that resulted from HTTP usage, it is reasonable to expect an intranet to experience similar
growth. Deployment of BLANs within these intranets thus becomes imperative.

Today, most enterprise LANs are collections of segmented collision domains interconnected by bridges
and hubs. A cost-effective strategy for expanding a LAN is to use an ATM BLAN as the backbone. In this
manner, existing LANs can be attached to the ATM backbone and power users can also be attached as
the need arises. The use of VLAN technology and edge devices just described makes it relatively simple
to link existing LANs through an ATM BLAN.

Coupled with high-performance workstations, BLANs make it possible to approximate the power of
special-purpose supercomputers for a small fraction of the cost. Needing high throughput and low latency
between communicating processes, parallel–distributed computations of hundreds of processes can tax

FIGURE 34.3 Virtual LANs.
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conventional LANs. The use of networks of workstations (NOWs) to perform tasks formerly delegated
to expensive supercomputers demands the power of a BLAN. Experimental NOWs based on ATM BLANs
are proving the effectiveness of this approach.

34.7 Conclusion

Although still in its infancy, the BLAN is gaining wide acceptance for upgrading legacy LANs and enabling
new applications that require a range of QOS. A wide variety of technologies is used to implement the
BLAN, including high-speed integrated circuits, electronic and optical links, and high-level protocol
software. By providing guaranteed bandwidth on demand, BLANs enable the integration of different
classes of traffic in a single network. This, in turn, makes possible a host of new applications, such as
video servers, image servers, hypermedia browsing, and parallel-distributed computing. 

ATM has taken the early lead in the race to become the leading BLAN technology. Strong contenders,
however, are fast ethernet, isoethernet, and 100BaseVG-AnyLAN. Moreover, these different technologies
are often mixed together in edge switches to realize hybridized BLANs.

Although much of the hardware technology behind the BLAN is relatively mature, the complex
software-based protocols needed to support broadband applications are only partially complete. Advances
in signalling, QOS management, resource reservation, and internetworking must continue before BLANs
become permanently established.

Defining Terms

Asynchronous traffic: Traffic with no particular timing relationship between successive transmission
units.

Asynchronous transfer mode: A broadband network technology based on fast cell switching.
Broadband integrated services digital network: The cell-relay based technology upon which the next-

generation telecommunications infrastructure is to be based.
Broadband local area network: A high-speed LAN that carries integrated traffic.
Collision domains: A group of nodes that share a single broadcast medium.
Connection-oriented protocol: A protocol that must establish a logical association between two com-

municating peers before exchanging information and then release the association after the exchange
is complete.

Desktop 25: A low-speed (25-Mb/s) link protocol for use in desktop ATM networks.
Isochronous traffic: Constant-rate traffic in which successive transmisson units have a strictly fixed

timing relationship.
Jitter: The amount of variation in the time between successive arrivals of transmission units of a data

stream.
Latency: The delay from transmission of a packet by the source until its reception by the destination.
Management information base: The collection of a network’s parameters monitored and controlled

by a network management system.
Media-access control protocol: The link-layer protocol in a shared-media LAN that guarantees fair

and orderly access to the media by nodes with packets to transmit.
Mesh topology: An arrangement of packet switches connected by dedicated links.
Multicasting: Transmitting a packet within a network so that it will be received by a specified group

of nodes.
Quality of service: The bandwidth, latency, and error characteristics provided by a network to a group

of users.
Shared-media topology: Refers to a network in which any transmission is heard by all nodes.
Synchronous traffic: Variable-rate traffic in which successive transmission must be delivered within a

specific deadline.
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Transparent asynchronous transceiver interface: A 100-Mb/s link protocol originally developed for
FDDI and later adopted for use in ATM networks.

Virtual path/circuit identifier: A pair of designators in an ATM cell which uniquely identifies within
a switch the logical connection to which the cell belongs.
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Further Information

Two leading textbooks on ATM networks and fast ethernet are:

• M. Händel, N. Huber, and S. Schröder, ATM Networks: Concepts, Protocols, Applications, 2nd ed.,
Addison–Wesley, Reading, MA, 1994.

• W. Johnson, Fast Ethernet: Dawn of a New Network, Prentice–Hall, Englewood Cliffs, NJ, 1995.

Several conferences and workshops cover topics in BLANs, including:

• IEEE INFOCOM (Conference on Computer Communications)

• ACM SIGCOMM (Conference on Applications, Technologies, Architectures, and Protocols for
Computer Communications)

• IEEE Conference on Local Computer Networks

• IEEE LAN/MANWorkshop

The important journals that cover BLANs are:

• IEEE/ACM Transactions on Networking

• IEEE Network Magazine

• Computer Communications Review

• Computer Networks and ISDN Systems

• Internetworking Research and Experience

Three prominent organizations that create and maintain BLAN standards are:

• ATM Forum

• IETF

• IEEE Project 802
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35.1 Introduction

Modern computer communications networks, particularly local area networks (LANs) and  metropolitan
area  networks (MANs), employ  multiple access communications methods to share their communications
resources. A multiple-access communications channel is a network system whose communications media
are shared among distributed stations (terminals, computers, users). The stations are distributed in the
sense that there exists no relatively low-cost and low-delay mechanism for a single controlling station to
gain access to the status of all stations. If such a mechanism exists, the resulting sharing mechanism is
identified as a multiplexing system.
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The procedure used to share a multiple access communications medium is the multiple access algo-
rithm. The latter provides for the control, coordination, and supervision of the sharing of the system’s
communications resources among the distributed stations, which transport information across the under-
lying multiple access communications network system.

In the following, we present a categorization of the various medium access control (MAC) methods
employed for the sharing of multiple access communications channel systems. We demonstrate these
schemes by considering applications to many different classes of computer communication networks,
including wired and wireless local and metropolitan area networks, satellite communications networks,
and local area optical communications networks.

35.2 Features of Medium Access Control Systems

Typically employed topologies for shared-medium communications networks are shown in Fig. 35.1 and
are characterized as follows [Rubin and Baker, 1990].

A star topology, under which each station can directly access a single central node, is shown in Fig. 35.1(a).
A switching star network results when the star node provides store and forward buffering and switching
functions, whereas a broadcast star network involves the employment of the star node as an unbuffered
repeater, which reflects all of the incoming signals into all outgoing links. A wired star configuration is
shown in Fig. 35.1(a1). In Fig. 35.1(a2), we show a wireless cell which employs radio channels for the
mobile terminals to communicate with a central base station. The terminals use a multiple access algorithm

FIGURE 35.1 Multiple-access network topologies: (a) star, (b) bus, (c) ring, (d) mesh, and (e) broadcast radio net.
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to gain access to the shared (mobile to base station, reverse access) radio channel(s), whereas the base-
station employs a multiplexing scheme for the transmission of its messages to the mobile terminals across
the (base-station to terminals, forward access) communications channels.

A bus topology, under which stations are connected to a bus backbone channel, is shown in Fig. 35.1(b).
Under a logical bus topology, each station’s message transmissions are broadcast to all network stations.
Under a physical bus implementation, the station is passively connected to the bus, so that a station’s
failure does not interfere with the operation of the bus network. The station is then able to sense and
receive all transmissions that cross its interface with the bus; however, it is not able to strip information
off the bus or to properly overwrite information passed along the bus; it can transmit its own messages
across the bus when assigned to do so by the employed MAC protocol.

It is noted that when fiber links are used, due to the unidirectional nature of the channel, to achieve
full station-to-station connectivity, a bus network implementation necessitates the use of two buses. As
depicted in Fig. 35.1(b2), a common approach is to employ two separate counterdirectional buses.
Stations can then access each fiber bus through the use of a proper read (sense) tap followed by a write tap.

A ring topology, under which the stations are connected by point-to-point links in, typically, a closed-
loop topology, is shown in Fig. 35.1(c). In a physical ring network implementation, each station connects
to the ring through an active interface, so that transmissions across the ring pass through and are delayed
in the register of the ring interface units (RIUs) they traverse. To increase network reliability, such imple-
mentations include special circuits for ensuring a rapid elimination of a failed RIU, to prevent such a
failure from leading to a prolonged overall network failure. Because of the use of an active interface, the
station is now able to strip characters or messages it receives off the medium, as well as to overwrite onto
symbols and messages transmitted across the medium, when the latter pass its interface.

An active interface into the medium further enables the station to amplify the signals it passes along,
thus leading to considerable reduction of the insertion loss. This is of particular importance in interfacing
a fiber optic medium, whereby a passive interface causes a distinct insertion loss, thus leading to a
significant limitation in the number of stations that can be passively connected to a fiber bus, without
the incorporation of optical amplifiers.

For fiber optic links, electrical amplification and MAC processing at the active interface involve double
conversion: optical-to-electronic of the received signal and electronic-to-optical of the amplified transmit-
ted signal. As a result, the station’s access burst rate needs to be selected so that it is compatible with the
electronics processing rate at the station interface, so that no rate mismatch exists at the electronics/optics
interfaces between the potentially very high transmission burst rate across the optical channel and the
limited processing rate capacity of the electronically based very large-scale integrated (VLSI) access pro-
cessor at the station’s medium interface unit.

A mesh topology is one under which the stations are connected by point-to-point links in a more diverse
and spatially distributed (mesh) topology [Fig. 35.1(d)]. To traverse a mesh topology, switching nodes
are required. Through the use of cross-connect switches, multiple embedded multiple-access subnetworks
are constructed. These subnetworks can be dynamically reconfigured (by adjusting the cross-connect
matrices at the switches) to adapt to variations in network loading conditions and in interconnection
patterns and to allow the support of private virtual networks. Such an architecture, as demonstrated by
the SMARTNet optical network, is presented in Section. 35.7.

A broadcast multiaccess radio net, as shown in Fig. 35.1(e) provides, by the physical features of the radio
propagation across the shared medium, a direct link between any pair of nodes (assuming the terrain
topography to induce no blockages in the node-to-node line-of-sight clearances). A packet transmitted
by a single station (node) will be received directly by all other stations. Note that this broadcast property
is physically achieved also by the wireline two-way bus network systems shown in Figs. 35.1(bl) and
35.1(b2). In turn, the other network topologies shown in Fig. 35.1 require signal repeating or retransmis-
sion protocols to be used to endow them with the broadcast property. 

In considering general high-speed local and metropolitan area networks, the following frame distri-
bution topologies can be distinguished for basic implementations: broadcast (logical bus) topology and
mesh (switching) topology.
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Broadcast (Logical Bus) Topology

Under such a distribution method, station messages are routed through the use of a broadcasting method.
Since each message frame (the MAC level protocol data unit) contains addressing information, it is copied
automatically from the medium by the intended destination station or stations, so that MAC routing is
automatically achieved. Typically, bus, ring, or broadcast star topologies are used to simplify the charac-
terization of the broadcasting path.

The communications link is set up as a bus (for a physical bus implementation), or as a point-to-
point link (for a physical ring implementation). The corresponding station interface unit (SIU) acts as
a passive or active MAC repeater. A passive MAC node does not interfere with ongoing transmissions
along the bus, while being able to copy the messages transmitted across the bus system.

An active MAC station interface unit operates in one out of two possible modes: (1) repeat mode,
whereby it performs as a repeater, serving to repeat the frame it receives, and (2) nonrepeat mode, under
which the SIU is not repeating the information it receives from the medium. In the latter case, under a
logical bus configuration, the SIU is also typically set to be in a stripping mode, stripping from the medium
the information it receives. During this time, the SIU is able to transmit messages across the medium,
provided it gains permission to do so from the underlying MAC protocol. Note that if the SIU is provided
with a store-and-forward capability, it can store all of the information it receives while being in a nonrepeat
mode and retransmit this information, if so desired, at a subsequent time.

A logical-bus topology can also be associated with an active interface of the station onto the fiber
bus/buses. This is, for example, the case for the Institute of Electrical and Electronics Engineers (IEEE)
802.6 distributed queue dual bus (DQDB) implementation [Rubin and Baker, 1990]. Under DQDB, the
station can overwrite each passing bus bit through optical to electrical conversion, an electrical OR write
operation, and an electrical to optical reconversion. The active interface of the station can provide it with
the capacity to also strip bits, and thus message frames, off the bus.

MAC procedures for logical bus configurations can also be characterized by the following features
relating to the method used for removing message frames and the constraints imposed upon the number
of simultaneous transmissions carried along the medium. As to the latter feature, we differentiate between
the following implementations.

Frame Transmission Initiations in Relation to the Number 
of Simultaneous Transmissions Along the Logical Bus

Single Message Frame Transmission Across the Medium

A single MAC-frame transmission is permitted across the medium at any time instant; thus, no more
than one station can initiate a transmission onto the medium at any given time instant, and no other
station can initiate a transmission until this later transmission is removed from the medium.

This is the technique employed by the IEEE 802.5 token ring LAN under a late token release mode,
whereby a station holding the token does not release it until it receives its own frame (following the latter’s
full circulation around the ring). This simplifies the operation of the protocol and provides the station
with the ability to review its acknowledged message frame prior to releasing the token, thus enabling it to
immediately retransmit its MAC message frame if the latter is determined to have not been properly
received by the destination.

The latter token ring LAN uses twisted-pair or coaxial media at transmission rates of 4–16 Mb/s. At
10 Mb/s, the transmission time of a 1000-b frame is equal to 100 µs, which is longer than the typical
propagation time across the medium when the overall LAN length is shorter than 20 km, considering a
propagation rate of about 5 µs/km.

In turn, when considering a 100-Mb/s LAN or MAN fiber-optic based system, such as the fiber
distribution data interface (FDDI) token ring or the DQDB reservation bus systems, which can span
longer distances of around 100 km, the corresponding frame transmission time and networkwide prop-
agation delay are equal to 10 and 500 µs, respectively. For a corresponding MAN system, which operates
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at a channel rate of 1 Gb/s, the propagation delay of 500 µs is much larger than the frame transmission
time of 1 µs. Thus, under such high-transmission rate conditions, each message transmission occupies
only a small physical length of the logical bus network medium. Therefore, it is not efficient, from message
delay and channel bandwidth MAC utilization considerations, to provide for only a single transmission
at a time across the logical bus medium. The following mode of operation is thus preferred. [The following
mode, single transmission initiation, can also be used for the token-ring network under the early token
release option, which can lead to performance improvements at the higher data rate levels.]

Multiple Simultaneous Frame Transmissions Along the Logical Bus Medium

While permitting multiple frame transmissions across the medium, we can consider two different pro-
cedures as it relates to whether a single or multiple simultaneous message frame transmission initiations
are allowed.

A single transmission initiation is allowed at any instant of time. When a fiber optic-based token ring
MAC scheme, such as FDDI, is used, the station releases the token immediately following the transmis-
sion of the station’s message, rather than waiting to fully receive its own message prior to releasing the
token. In this manner, multiple simultaneous transmissions can take place across the bus, allowing for
a better utilization of the bus spatial-bandwidth resources.

A slotted access scheme is often used for logical bus linear topologies. Under such a scheme, a bus
controller is responsible for generating successive time slots within recurring time cycles. A slot propagates
along the unidirectional fiber bus as an idle slot until captured by a busy station; the slot is then designated
as busy and is used for carrying the inserted message segment. A busy station senses the medium and
captures an available idle slot, which it then uses to transmit its own message segment. For fairness
reasons, a busy station may be allowed to transmit only a single segment (or a limited maximum number
of segments) during each time cycle. In this manner, such a MAC scheme strives to schedule busy station
accesses onto the medium such that one will follow the other as soon as possible, so that a message train
is generated efficiently utilizing the medium bandwidth and space (length) dimensions. However, note
that no more than a single station is allowed at any time to initiate transmissions onto the unidirectional
medium; transmission initiations occur in an order that matches the positional location of the stations
along the fiber. As a result, the throughput capacity of such networks is limited by the shared medium’s
data rate.

Multiple simultaneous frame transmission initiations are included in the MAC protocol. In using such
a MAC scheduling feature, multiple stations are permitted to initiate frame transmissions at the same
time, accessing the medium at sufficiently distant physical locations, so that multiple transmissions can
propagate simultaneously in time along the space dimension of the shared medium. The underlying
MAC algorithm needs to ensure that these simultaneous transmissions do not cause any frame overlaps
(collisions).

In a ring system, such a procedure can involve the proper use of multiple tokens or ring buffer insertions
at each station’s interface. In a logical bus operation, when a slotted channel structure is employed, such
an operation can be implemented through the designation of slots for use by a proper station or group
of stations, in accordance with various system requests and interconnectivity conditions. For example,
in the DQDB MAN, stations indicate their requests for channel slots so that propagating idle slots along
each fiber bus can be identified with a proper station to which they are oriented; in this manner, multiple
simultaneous frame transmission initiations and on-going message propagations can take place. Similarly,
when time-division multiple access (TDMA) and demand-assigned circuit or packet-switched TDMA
MAC schemes are used.

Further enhancements in bandwidth and space utilization can be achieved by incorporating in the
MAC scheme an appropriate message frame removal method, as indicated in the following.

Frame Removal Method

When considering a logical bus network with active SIUs, the removal of frames from the logical bus
system can be carried out in accordance with the following methods.
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Source Removal

Considering loop topologies, under a source removal method the source station is responsible for the
removal of its own transmitted frames. This is, as previously noted, the scheme employed by the IEEE
802.5 and fiber-based FDDI token ring systems. Such a MAC feature permits the source station (following
the transmission of a frame) to receive an immediate acknowledgment from its destination station (which
is appended as a frame trailer), or to identify immediate no-response when the destination station is not
operative.

Destination Removal

Under such a scheme, a station, upon identifying a passing frame destined for itself, removes this frame
from the medium. Under such a removal policy, a frame is not broadcast across the overall length of
medium but just occupies a space segment of the medium that spans the distance between the source
and destination stations. Such a method can lead to a more complex MAC protocol and management
scheme. Improvement in delay and throughput levels can, however, be realized through spatial reuse,
particularly when a noticeable fraction of the system traffic flows among stations that are closely located
with respect to each other’s position across the network medium.

To apply such a scheme to a token ring system, multiple tokens are allowed and are properly distributed
across the ring. When two closely located stations are communicating, other tokens can be used by other
stations, located away from the occupied segment(s), to initiate their own nonoverlapping communica-
tions paths. Concurrent transmissions are also attained by the use of a slotted access scheme or through
the use of a buffer insertion ring architecture, as illustrated later.

When such a scheme is applied to a bus system with actively connected SIUs, which is controlled by
a slotted access scheme, the destination station is responsible for stripping the information contained in
the slot destined to itself from the bus and for releasing the corresponding slot for potential use by a
downstream station.

Removal by Supervisory Nodes

It can be beneficial to employ special supervisory nodes, located across the medium, to remove frames
from the medium. In this manner, the frame destination removal process can be implemented in only
supervisory nodes, relieving regular nodes of this task.

Using such frame removal supervisor nodes, the system interconnectivity patterns can be divided
(statically or dynamically) into a number of modes. Under an extensively divisive mode, the supervisory
stations allow only communications between stations that are located between two neighboring super-
visory stations to take place. Under a less divisive connectivity mode, the system is divided into longer
disjoint communications segments. Under a full broadcast mode, each frame is broadcast to all network
stations. Depending on the network traffic pattern, time cycles can be defined such that a specific mode
of operation is invoked during each time cycle.

If such supervisory stations (or any station) are operated as store-and-forward buffered switching
units, then clearly the distribution processes across the medium segments can be isolated, and inter-
segment message frames would then be delivered across the logical bus system in a multiple-hop (multi-
retransmission) fashion. This is the role played by buffer-insertion ring architectures for the specialized
ring topology and, in general, by the mesh switching architectures discussed in the following.

Mesh (Switching) Topology

Under a mesh (switching) topology, the network topology can be configured as an arbitrary mesh graph.
The network nodes provide buffering and switching services. Communications channels are set up as
point-to-point links interconnecting the network nodes. Messages are routed through the network through
the use of specially developed routing algorithms.

Depending on whether the switching node performs store-and-forward or cross-connect switching
functions, we distinguish between the following architectures.
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Store-and-Forward Mesh Switching Architecture

Under a store-and-forward mesh switching architecture, the nodal switches operate in a store-and-forward
fashion as packet switches. Thus, each packet received at an incoming port of the switch is examined, and
based on its destination address it is queued, switched, and forwarded on the appropriate outgoing port.
Each point-to-point channel in such a mesh network needs to be efficiently shared among the multitude
of messages and connections that are scheduled to traverse it. A statistical multiplexing scheme is selected
(and implemented at each switch output module) for dynamically sharing the internodal links.

Cross-Connect Mesh Switching Architecture

In this case, each switching node operates as a cross-connect switch. The latter serves as a circuit (or
virtual circuit) switch, which transfers the messages belonging to an established circuit (or virtual circuit)
from their incoming line and time slot(s) [or logical connection groups for cross-connect virtual path
switches used by asynchronous transfer mode (ATM) networks] to their outgoing line and time slot(s)
(or logical group connections). The cross-connect matrix used by the node to implement this switching
function is either preset and kept constant, or it can be readjusted periodically, as traffic characteristics
vary, or even dynamically in response to the setup and establishment of end-to-end connections. (See
also Section 35.7 for such an optical network identified as SMARTNet.)

Hybrid Mesh Switching Architecture

The nodal switch can integrate fixed assigned and statistical operations in multiplexing traffic across the
mesh topology links. For example, in supporting an integrated circuit switched and packet-switched
implementation, a time cycle (time frame) is typically defined, during which a number of slots are allocated
to the supported circuits that use this channel, while the remainder of the cycle slots are allocated for the
transmission of the packets waiting in the buffers feeding this channel. Frequently, priority-based disci-
plines must be employed in statistically multiplexing the buffered packets across the packet-switched
portion of the shared link, so that packets belonging to different service classes can be guaranteed their
desired quality of service, as it relates to their characteristic delay and throughput requirements. For
example, voice packets must subscribe to strict end-to-end time delay and delay jitter limits, whereas
video packets induce high throughput support requirements. Asynchronous transfer mode network
structures, which employ combined virtual path and virtual circuit switches, serve as another example.

Hybrid Logical Bus and Buffered Switching Topologies

High-speed multigigabit communications networking architectures that cover wider areas often need to
combine broadcast (logical bus) and mesh (switching) architectures to yield an efficient, reliable, and
responsive integrated-services fiber-based network.

In considering logical-bus topologies with active SIUs, we previously noted that certain nodes can be
designated to act as store-and-forward processors and to also serve as frame removal supervisory nodes.
Thus, such nodes actually operate as MAC bridge gateways. These gateways serve to isolate the segments
interconnecting them, each segment operating as an independent logical bus network. These gateways
act to filter MAC bridge interconnections between these segments. The individual segments can operate
efficiently when they serve a local community of stations, noting that each segment spans a shorter distance,
thus reducing the effect of the end-to-end propagation delay on message performance. To ensure their
timely distribution, it can be effective to grant access priority, in each segment, to the intersegment
packets that traverse this segment.

Layered Protocols and the Medium Access Control Sublayer

In relation to the open systems interconnect (OSI) reference model, the data link layer of multiple access
(such as typical LAN and MAN) networks is subdivided into the MAC lower sublayer and the logical
link control (LLC) upper sublayer. Services provided by the MAC layer allow the local protocol entity to
exchange MAC message frames (which are the MAC sublayer protocol data units) with remote MAC
entities.
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In considering typical LAN and MAN systems, we note that the MAC sublayer provides the following
services:

1. MAC sublayer services are provided to the higher layer (such as the LLC sublayer for LAN and
MAN systems). LLC service data units (SDUs) are submitted to the MAC sublayer for transmission
through proper multiple-access medium sharing. In turn, MAC protocol data units (PDUs)
received from the medium and destined to the LLC are transferred to the LLC sublayer as proper
LLC-SDUs. The underlying LLC SDUs include source and destination addresses, the data itself,
and service class and quality of service parameters.

2. MAC sublayer services are similarly provided to directly connected isochronous and nonisochro-
nous (connection-oriented circuit and packet-switched) channel users (CUs) allowing a local CU
entity to exchange CU-data units with peer CU entities. These are connection-oriented services,
whereby after an initial connection set-up, the channel user is able to directly access the commu-
nications channel through the proper mediation of the MAC sublayer. The CU generates and
receives its data units through the MAC sublayer over an existing connection on an isochronous
or nonisochronous basis. Such CU-SDUs contain the data itself and possibly service quality
parameters; no addressing information is needed since an established connection is involved.

Corresponding services are provided for connectionless flows.

3. MAC sublayer services are provided to the local MAC station management entity via the local
MAC layer management interface.

Examples of services include: the opening and closing of an isochronous or nonisochronous connec-
tion; its profile, features, and the physical medium it should be transmitted on; and the establishment
and disestablishment of the binding between the channel user and the connection endpoint identifier.

The MAC sublayer requires services from the physical layer that provide for the physical transmission
and reception of information bits. Thus, in submitting information (MAC frames) to the physical layer,
the MAC sublayer implements the medium access control algorithm, which provides its clients (the LLC
or other higher layer messages) access to the shared medium. In receiving information from the physical
layer, the MAC sublayer uses its implemented access control algorithm to select the MAC frames destined
to itself and then to provide them to the higher layer protocol entities. MAC layer addresses are used by
the MAC layer entity to identify the destination(s) of a MAC frame.

Figure 35.2 shows the associated layers as implemented by various local and metropolitan area net-
works, as they relate to the OSI data link and physical layers.

35.3 Categorization of Medium Access Control Procedures

A multitude of access control procedures are used by stations to share a multiaccess communications
channel or network system. We provide in this section a classification of MAC schemes.

Medium Access Control Dimensions

The multiple-access communications medium resource can be shared among the network stations
through the allocation of a number of key resource dimensions. The assignment space considered is the
(T, F, C, S) = {time, frequency, code, space} space. The allocation of access to the shared medium is provided
to stations’ messages and sessions/calls through the assignment of slots, segments, and cells of the time,
frequency, code, and space dimensions.

1. Time-division scheduling. Stations share a prescribed channel frequency band by having their
transmissions scheduled to take place at different segments of time. Typically, only a single message
can be transmitted successfully across the designated channel at any instant of time.

2. Frequency- and wavelength-division allocation. The bandwidth of the communications channel
is divided into multiple disjoint frequency bands (and wavelength channels for an optical channel)
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so that a station can be allocated a group, consisting of one or more frequency/wavelength
bands, for use in accessing the medium. Multiple time-simultaneous transmissions can take
place across the channel, whereby each message transmission occupies a distinct frequency/
wavelength channel.

3. Code-division multiple access (CDMA). Each station’s message is properly encoded so that multiple
messages can be transmitted simultaneously in time in a successful manner using a single frequency
band of the shared communications channel, so that each message transmission is correctly
received by its destined station. Typically, orthogonal (or nearly orthogonal) pseudonoise
sequences are used to randomly spread segments of a message over a wide frequency band (fre-
quency hopping method) or to time correlate the message bit stream (direct sequencing method).
A message can be encoded by an address-based key sequence that is associated with the identity
of the source, the destination, the call/connection, or their proper combination. A wider frequency
band is occupied by such code-divided signals. In return, a common frequency band can be used
by network stations to successfully carry, simultaneously in time, multiple message transmissions.

4. Space-division multiple access. Communications channels are shared along their space dimension.
For example, this involves the sharing of groups of physically distinct links or multiple space
segments located across a single high-speed logical bus network.

Considering the structure of the access control procedure from the dimensional allocation point of view,
note the similarity between the space-division and frequency/wavelength-division methods in that they
induce a channel selection algorithm that provides an allocation of distinct frequency/wavelength or physical
channels to a user or to a group of users. In turn, once a user has been assigned such a frequency/wavelength
band, the sharing of this band can be controlled in accordance with a time-division and/or a code-division
MAC method. Thus, under a combined use of these dimensions, the medium access control algorithm
serves to schedule the transmission of a message by an active station by specifying the selected channel
(in a frequency/wavelength-division or space-division manner) and subsequently specifying the time
slot(s) and/or multiple-access codes to be used, in accordance with the employed time-division and/or
code-division methods.

FIGURE 35.2 The MAC sublayer and its interfacing layers across the OSI data link and physical layers.
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Medium Access Control Categories

In Fig. 35.3, we show our categorization of medium access control procedures over the previously defined
(T, F, C, S) assignment space. Three classes of access control policies are identified: fixed assignment
(FA), demand assignment (DA), and random access (RA). Within each class, we identify the signalling
(SIG) and control component and the information transmission (IT) method used. Note that within
each class, circuit-switching as well as packet-switching mechanisms (under connectionless and/or con-
nection-oriented modes) can be used, in isolation or in an integrated fashion.

Under a fixed-assignment scheme,  a station is dedicated, over the (T, F, C, S) space, a communications
channel resource, which it can permanently use for accessing the channel. Corresponding access control
procedures thus include time-division multiple access (TDMA), frequency-division multiple access
(FDMA), wavelength-division multiple access (WDMA), code-division multiple access (CDMA), and
space-division multiple access (SDMA) schemes. A corresponding signalling/control procedure is imple-
mented to ensure that station transmission boundaries are well recognized by the participating stations
along the respective (T, F, C, S) dimensions.

Medium resources (along each dimension) can be assigned on a fixed basis to specified sessions/
connections, to a station, or to a group of stations. When allocated to a connection/call, such schemes
provide the basis for the establishment of isochronous circuits and can lead to efficient sharing of the
medium-bandwidth resources for the support of many voice, video, high-speed data, and real-time
session connections, when a steady traffic stream of information is generated. Effective channel sharing
can also result when such channel resources are dedicated for the exclusive use by a station or a group
of stations, provided the latter generate steady traffic streams which can efficiently utilize the dedicated
resources at an acceptable quality of service level.

For example, under a TDMA procedure, a station is allocated a fixed number of slots during each
frame. Under a packet-switched TDMA (PS-TDMA) operation, the station is accessing the shared
medium by multiplexing its packets into the allocated slots. In turn, under a circuit-switched TDMA
(CS-TDMA) operation, the station uses its allocated time slots to establish circuits. A circuit can consist
of a fixed number of the station’s time slots allocated in each time frame (e.g., a single slot per frame).
Connections are assigned by the station’s available circuits at the requested rate. The messages generated
by a connection are then transmitted in the time slots belonging to the circuit allocated to this connection.

Under a random-access scheme, stations contend for accessing the communications channel in accor-
dance with an algorithm that can lead to time-simultaneous (overlapping, colliding) transmissions by
several stations across the same frequency band, causing at times the retransmission of certain packets.

FIGURE 35.3 Classes of medium access control schemes with illustrative access procedures noted for each class.
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Under fixed random-access schemes, a station transmits its message frame across the channel at a
random time, in a slotted or unslotted fashion, without coordinating its access with other stations. A
station that detects (through channel sensing, or through nonreceipt of a positive acknowledgment from
its destination) its transmission to collide with another transmission, will retransmit its message after a
properly computed random retransmission delay (whose duration may depend on the estimated channel
state of congestion). Under an adaptive channel-sensing random-access algorithm, a ready station first
senses the channel to gain certain channel state information and then uses this information to schedule
its message for transmission in accordance with the underlying protocol, again without undertaking full
access coordination with all other network stations. Various fixed (such as ALOHA [Abramson, 1973]
and group random access [Rubin, 1978]) and adaptive channel-sensing random-access algorithms such
as carrier sense multiple access (CSMA) [Kleinrock and Tobagi, 1975], carrier sense multiple access/
collision detection (CSMA/CD), dynamic group random access (DGRA) [Rubin, 1983], tree-random-
access collision resolution-based [Capetanakis, 1979] and others [Sachs, 1988; Maxemchuk, 1982; Stall-
ings, 1993] can be invoked.

In general, random-access schemes are not well suited as information transmission methods for gov-
erning the access of information messages onto a very high-speed fiber communications channel, unless
provisions are made to considerably limit the extent of message overlaps due to collisions or to limit the
use of this access technique to certain low-throughput messaging classes.

A random-access procedure is typically employed for supporting packet-switching services. At higher
normalized throughput levels, high packet delay variances can occur. A proper flow control regulation
mechanism must be employed to guarantee maximum delay limits for  packets associated with isochro-
nous and real-time based services.

Nonchannel-sensing random-access procedures yield low channel utilization levels. In turn, the
efficiency of a channel-sensing random-access procedure critically depends upon the timeliness of
the sensed channel occupancy information and, thus, upon the overhead durations associated with
sensing the channel. For high-speed logical-bus systems, when channel-sensing type random-access
schemes are used, performance degradation is caused by the very high ratio of the channel propa-
gation delay to the packet transmission time. An active station is required to obtain the channel state
prior to initiating a transmission. However, since a station’s transmission must propagate across the
total logical-bus medium before its existence can be sensed by all network stations, and since stations
make uncoordinated access decisions under a random-access scheme, these decisions can be based
on stale channel state information; as a result, this can lead to the occurrence of excessive message
collisions.

The degrading effects of the propagation delay to message transmission time ratio can be somewhat
reduced by the following approaches.

Limit the overall propagation delay by dividing the overall network  into multiple tiers or segments,
as illustrated by the double-tier LAN and MAN architecture presented in Rubin and Tsai [1987]. The
network stations are divided into groups. A shared backbone medium can be used to provide intercon-
nection between groups (on a broadcast global basis using repeaters as gateways, or on a store-and-
forward bridged/routing basis) using a noncontention (nonrandom-access)-based MAC algorithm. A
random-access MAC strategy can be used for controlling the access of messages across the shared group
(segment) medium, which now spans a much shorter distance and thus involves considerably reduced
propagation delays. Similarly, such a network configuration is realized by interconnecting LAN (such as
ethernet) segments by routers, bridges, or switches.

While the propagation delay depends on the conducting medium and is independent of the transmis-
sion speed, the packet transmission time is reduced as the transmission speed is increased. The MAC
message frame transmission time can be increased by using FDMA/WDMA or SDMA methods to replace
the single-band high-bandwidth medium with a group of shared multiple channels, each of lower
bandwidth [Chlamtac and Ganz, 1988]. Clearly, this will provide an improvement only if the underlying
services can be efficiently supported over such a reduced bandwidth channel when a random-access (or
other MAC) scheme is used.
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Random-access schemes can serve, as part of other MAC architectures, as effective procedures for trans-
mitting signalling packets for demand-assigned schemes. Random-access schemes can also be used in con-
junction with CDMA and spread spectrum multiple access (SSMA) procedures over high-speed channels.

Random-access protocols are further presented and discussed in Section 35.5.
Under a demand-assigned scheme, a signalling procedure is implemented to allow certain network

entities to be informed about the transmission and networking needs and demands of the network
stations. Once these network entities are informed, a centralized or distributed algorithm is used to allo-
cate to the demanding stations communications resource segments over the (T, F, C, S) assignment space.

The specific methods used in establishing the signalling channel and in controlling the access of
individual demanding stations onto this channel characterize the features of the established demand-
assignment scheme.

The signalling channel can be established as an out-of-band or in-band fixed channel to which
communications resources are dedicated, as is the case for many DA/TDMA, DA/FDMA, or DA/WDMA
schemes. In turn, a more dynamic and adaptive procedure can be used to announce the establishment
of a signalling channel at certain appropriate times, as is the case for the many polling, implicit polling,
slotted, and packet-train-type access methodologies.

The schemes used to provide for the access of stations onto the signalling channel can be divided into
two categories: polling and reservation procedures.

Under a reservation scheme, it is up to the individual station to generate a reservation packet and
transmit it across the signalling (reservation) channel to inform the network about its needs for com-
munications resources. The station can identify its requirements as they occur or in advance, in accor-
dance with the type of service required (isochronous vs. asynchronous, for example) and the precedence
level of its messages and sessions/connections. Reservation and assignment messages are often trans-
mitted over an in-band or out-of-band multiple-access channel so that a MAC procedure must be
implemented to control the access of these MAC-signalling messages. 

Under a polling procedure, it is the responsibility of the network system to query the network stations
so that it can find out their transmission needs, currently or in advance. Polling and polling-response
messages can be transmitted over an in-band or out-of-band multiple-access channel, so that a MAC
procedure must be implemented to control the access of these MAC-signalling messages.

Under an implicit polling procedure, stations are granted access into the medium (one at a time or
in a concurrent noninterfering fashion) when certain network state conditions occur; such conditions
can be deduced directly by each station without the need to require the station to capture an explicit
polling message prior to access initiation. Such schemes are illustrated by slotted bus systems whereby
the arrival of an idle slot at a station serves as an implicit polling message, and by buffer-insertion schemes
whereby a station is permitted to access the ring if its ring buffer is empty. Additional constraints are
typically imposed on the station regarding utilizing these implicit polling messages for access to the
channel to ensure a fair allocation of communications network bandwidth resources. Such constraints
often guarantee that a station can transmit a quota of packets within a properly defined cycle.

A multitude of access policies can be adopted in implementing integrated services polling and reser-
vation algorithms. Note that polling techniques are used in implementing the IEEE 802.4 token bus and
IEEE 802.5 token ring LANs, the FDDI fiber LAN, and many other fiber bus and ring network systems.
Reservation techniques are employed by the IEEE 802.6 DQDB metropolitan area network (whereby a
slotted positional priority implicit polling access procedure is used to provide access to reservation bits
[Newman and Hullett, 1986]), by demand-assigned TDMA, FDMA, CDMA, and WDMA systems, and
many other multiple-access network systems. Integrated reservation and polling schemes are also used.
See the following section for further discussion of polling and implicit polling methods.

35.4 Polling-Based Multiple Access Networks

In this section, we describe a number of multiple-access networks whose medium access control archi-
tectures are based on polling procedures.
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Token-Ring Local Area Network

The token-ring network is a local area network whose physical, MAC, and link layer protocol structures
are based on the IEEE 802.5 Standard. The ring interface units are connected by point-to-point directional
links, which operate at data rates of`4 Mb/s or 16Mb/s. A distributed polling mechanism, known as a
token passing protocol, is used as the medium access control scheme. A polling packet, known as a token,
is used to poll the stations (through their RIUs). When a station receives the token (buffering it for a
certain number of bit times to allow the station to identify the packet as a token message and to react
to its reception), it either passes the token along to its downstream neighboring station (when it has no
message waiting for transmission across the ring network) or it seizes the token. A captured token is thus
removed from the ring so that only a single station can hold a token at a time. The station holding the
token is then allowed to transmit its ready messages. The dwell time of this station on the ring is limited
through the setting of the station’s token holding timer. When the latter expires, or when the station
finishes transmitting its frames, whichever occurs first, the station is required to generate a new token
and pass it to its downstream neighboring station. The transmitted frames are broadcasted to all stations
on the ring: they fully circulate the ring and are removed from the ring by their source station. Such a
procedure is also known as a source removal mechanism. The token-ring protocol permits a message
priority-based access control operation. For this purpose, the token contains a priority field. A token of
a certain priority level can be captured by only those stations which wish to transmit across the medium
a message of a priority level equal to or higher than the token’s priority level. Furthermore, stations can
make a reservation for the issue of a token of a higher priority level by setting a priority request tag in
a reservation field contained in circulating frames (such tags can also be marked in the reservation field
of a busy token, which is a token that has been captured but not yet removed from the ring, and tagged
as busy by the station which has seized it). Upon its release of a new idle token, the releasing station
marks the new token at a priority level which is the highest of all of those levels included in the recently
received reservations. At a later time, when no station is interested in using a token of such a high-priority
level, this station is responsible for downgrading the priority of the token. In setting priority-based
timeout levels for the token holding timer, different timeout values can be selected for different priority
levels.

The throughput capacity attainable by a polling scheme, including a token passing distributed polling
mechanism such as the token ring LAN, is dependent on the walk time parameter. The system walk time
is equal to the total time it takes for the polling message (the token) to circulate around the network (the
ring) when no station is active. For a token ring network, the walk time is thus calculated as the sum of
the transmission times, propagation delay, and ring buffer delays incurred by the token in circulating
across an idle ring. Clearly, the throughput inefficiency of the network operation is proportional to the
ratio between the walk time and the overall time occupied by message transmissions during a single
rotation of the token around the ring. The network’s maximum achievable throughput level, also known
as the network’s throughput capacity, is denoted as L(C) (b/s); the normalized throughput capacity index
is set to s(C) = L(C)/R, where R (b/s) denotes the data rate of each network link, noting that 0 £ s(C) £
1. Thus, if S(C) = 0.8, the network permits a maximum throughput level that is equal to 80% of the
link’s data rate. To assess the network’s throughput capacity level, we assume the network to be highly
loaded so that all stations have frames ready for transmission across the ring. In this case, each cycle
(token circulation around the ring) has an average length of E(C) = NK(F/R) + W, where N denotes the
number of ring stations (RIUs), K denotes the maximum number of frames that a station is allowed to
transmit during a single visit of the token, F is the frame’s average length (in bits), so that F/R represents
the average frame transmission time across a ring’s link, whereas W denotes the average duration (in
seconds) of the token’s walk time. The network’s normalized throughput capacity index is thus given by
s(C) = NK(F/R)/E(C). Clearly, higher throughput levels are attained as the walk time durations (W) are
reduced. Note that W = R(p)L + (T/R) + N(M/R), where R(p) denotes the propagation delay per unit-
distance across the medium (typically equal to 5 µs/km for wired links); L (km) is the distance spanned
by the ring network so that R(p)L represents the overall propagation delay around the ring; T is the
token’s length, so that T/R represents the token’s transmission time; M denotes the number of bit time
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delays incurred at the RIU’s interface buffer, so that N(M/R) expresses the overall delay incurred by a
frame in being delayed at each interface around the ring.

The delay-throughput performance behavior exhibited by polling systems, such as the distributed
polling token-passing scheme of the token-ring LAN, follows the behavior of a single server queueing
system in which the server dynamically moves from one station to the next, staying (for a limited time)
only at those stations that have messages requiring service (i.e., transmission across the shared medium).
This is a stable operation for which message delays increase with the overall loading on the network, as
long as the latter is lower than the throughput capacity level L(C). As the loading approaches the latter
capacity level, message delays rapidly increase and buffer overflows can be incurred.

The Fiber Data Distribution Interface Network

The fiber data distribution interface network also employs a token passing access control algorithm. It
also uses a ring topology. Two counter-rotating fiber optic rings are used (one of which is in a standby
mode) so that, upon the failure of a fiber segment, the other ring is employed to provide for a closed-
loop topology. The communications link operates at a data rate of 100 Mb/s. The network can span a
looped distance of up to 200 km.

As previously described for the token ring network, on the receipt of a token, an idle station passes it
to its downstream station after an interface delay. If the station is busy, it will capture the token and
transmit its frames until its token holding timer times out. As for the token-ring network, a source removal
mechanism is used so that the transmitted frames are broadcasted to all stations on the ring; they fully
circulate the ring and are removed from the ring by their source station. The timeout mechanism and
the priority support procedure used by FDDI are different than those employed by the token ring network
and are described subsequently. When a station terminates its dwell time on the medium, it immediately
releases the token. This is identified as an early token release operation. For lower speed token-ring
implementations, a late token release operation can be selected. Under the latter, the token is released
by the station only after it has received all of its transmitted messages and removed them from the ring.
Such an operation leads to throughput performance degradations when the network uses higher speed
links since then the station holds the token for an extra time, which includes as a component the ring’s
propagation delay. The latter can be long relative to the frame’s transmission time. As a result, higher
speed token-ring networks are generally set to operate in the early token release mode.

The FDDI MAC scheme distinguishes between two key FDDI service types: synchronous and asyn-
chronous. Up to eight priority levels can be selected for asynchronous services. To date, most commonly
employed FDDI adapter cards implement only the asynchronous priority 1 service; some also provide a
synchronous priority service.

The access of frames onto the medium is controlled by a timed token rotation (TTR) protocol. Each
station continuously records the time elapsed since it has last received the token (denoted as the token
rotation time). An initialization procedure is used to select a target token rotation time (TTRT) through
a bidding process whereby each station bids for a token rotation time (TRT) and the minimum such
time is selected. As previously noted, two classes of service are defined: synchronous, under which a
station can capture the token whenever it has synchronous frames to transmit, and asynchronous, which
permits a station to capture a token only if the current TRT is lower than the established TTRT. To
support multiple priority levels for asynchronous frames, additional time thresholds are defined for each
priority level. In this manner, a message of a certain priority level is allowed to be transmitted by its
station, when the latter captures the token, only if the time difference between the time this station has
already used (at this ring access) for transmitting higher priority messages and the time since the token
last visited this station is higher than the corresponding time threshold associated with the underlying
message priority level. This priority-based access protocol is similar to the one used for the IEEE 802.4
token bus LAN system.

Using this procedure, stations can request and establish guaranteed bandwidth and response time for
synchronous frames. A guaranteed maximum cycle latency-based response time is established for the
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ring, since the arrival time between two successive tokens at a station can be shown to not exceed the
value of 2 × TTRT.

As a polling scheme, the performance of the FDDI network is limited by the ring walk (W) time. The
ring throughput is thus proportional to 1 - W/TTRT. While lower TTRT values (such as 4–8 ms) yield
lower guaranteed cycle response times (token intervisit times lower than 8–16 ms), higher TTRT values
need to be selected to provide for better bandwidth utilization under higher load conditions. The ring
latency varies from a small value of 0.081 ms for 50 stations, 10-km LAN, to a value of 0.808 ms for 500
stations, 100-km LAN. Using a TTRT value of 50 ms for a LAN that supports 75 stations and 30 km of
fiber, and having a ring latency W = 0.25 ms, a maximum utilization of 99.5% can be achieved [Ross,
1986].

To provide messages their desired delay performance behavior across the FDDI ring network, it is
important to calibrate the FDDI network so that acceptable levels of queueing delays are incurred at the
stations’ access queues for each service class [Shah et al., 1992]. This can be achieved by the proper
selection of the network’s MAC parameters, such as the TTRT level, the timeout threshold levels when
multipriority asynchronous services are used, and the station synchronous bandwidth allocation level
when a station’s FDDI adapter card is set also to provide a synchronous FDDI service. The latter service
is effective in guaranteeing quality of service support to real-time streams, such as voice, compressed
video, sensor data, and high-priority critical message processes, which require strictly limited network
delay jitter levels [Shah et al., 1992]. Note that when a token is received by a station that provides an
FDDI synchronous service, the station is permitted to transmit its frames that receive such a service (for
a limited time, which is equal to a guaranteed fraction of the TTRT) independently of the currently
measured TRT. When no such messages are queued at the station at the arrival of the token, the token
immediately starts to serve messages which receive asynchronous service, so that the network’s bandwidth
is dynamically shared among all classes of service.

The delay-throughput performance features of the FDDI networks follow the characteristics of a
distributed polling scheme already discussed. The FDDI performance results reported in Shah et al.
[1992] were obtained by using the PLANYSTTM tool developed by the IRI Corporation. This tool has
been also used to calibrate the parameters of FDDI networks through the use of its expert-based analytical
routines.

Implicit Polling Schemes

Under an implicit polling multiple-access mechanism, the network stations monitor the shared medium
and are then granted access to it by identifying proper status conditions or tags. To illustrate such
structures, we consider the slotted channel, register-insertion, positional-priority, and collision-avoidance
access protocols.

Under a slotted channel access protocol, the shared medium link(s) are time shared through the gener-
ation of time slots. Each time slot contains an header which identifies it as busy or idle. In addition, time
slots may also be reserved to connections, so that a circuit-switched mode can be integrated with the
packet-switched multiple-access mode described in the following. To regulate station access rates, to
assign time circuits, and to achieve a fair allocation of channel resources, the time slots are normally
grouped into recurring time frames (cycles). A ready station, with packets to transmit across the medium,
monitors the medium. When this station identifies an idle slot, which it is allowed to capture, it marks
it to be in a busy state and inserts a single segment into this slot. Clearly, in transmitting a packet, a
station must break it into multiple segments, whereby the maximum length of a segment is selected such
that it fits into a single slot. The packet segments must then be assembled into the original packet at the
destination station.

To be able to insert packets into moving slots, the station must actively interface the medium by
inserting an active buffer into the channel. A common configuration for such a network is the slotted
ring topology. A slotted access protocol can also be used in sharing a linear logical bus topology with
active station interfaces. The later configuration is used by the distributed queue dual-bus MAN defined
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by the IEEE 802.6 standard. The latter uses a fiber optic-based dual-bus configuration so that each station
is connected to two counterdirectional buses.

To regulate the maximum level of bandwidth allocated to each station, in accordance with the class
of service provided to the station, and to control the fair allocation of network resources among stations
that receive the same class of service, the access algorithm can limit (statically or dynamically) the number
of slots that can be captured by a station during each frame. For the DQDB network, a reservation
subchannel is established for stations to insert reservation tags requesting for slots to be used for the
transmission of their packets. A station is allowed to capture an idle slot which passes its interface only
if it has satisfied all of the earlier requests it has received signifying slot reservations made by other
stations. The DQDB network also integrates a circuit-switched mode through the establishment of
isochronous circuits as part of the call setup procedure. A frame header is used to identify the slots that
belong to dedicated time circuits.

Under a register-insertion configuration, each station’s medium interface card includes a register (buffer),
which is actively inserted into the medium. Each packet is again broken down into segments. A station is
permitted to insert its segment(s) into the medium when its register contains no in-transit segments (thus
deferring the transmission of its own segments until no in-transit segments are passing by) or when the
gap between in-transit segments resident in its register is sufficiently long. In-transit packets arriving at
the station’s interface when the station is in the process of transmitting its own segment are delayed in the
register. To avoid register overflows, its size is set to be equal to at least the maximum segment length. The
IBM Metaring/Orbit [Cidon and Ofek, 1989] network is an example of such a network system which
employs a ring topology as well as the destination removal spatial reuse features to be presented.

At higher speeds, to further increase the throughput efficiency of the shared medium network, a
destination removal mechanism is used. This leads to spatial reuse since different space segments of
the network’s medium can be used simultaneously in time by different source–destination pairs. For
example, for a spatial-reuse slotted channel network (such as slotted ring or bus-based topologies),
once a segment has reached its destination station, the latter marks the slot as idle, allowing it to be
reused by subsequent stations it visits. Similarly, the use of an actively inserted buffer (as performed
by the register-insertion ring network) allows for operational isolation of the network links, providing
spatial reuse features.

To assess the increase in throughput achieved by spatial reuse ring networks, assume the traffic ma-
trix to be uniform (so that the same traffic loading level is assumed between any source–destination
pair of stations). Also assume that the system employs two counter-rotating rings, so that a station
transmits its segment across the ring that offers the shortest path to the destination. Clearly, the
maximum path length is equal to half the ring length, while the average path length is equal to one-
quarter of the ring length. Hence, an average of four source–destination station pairs simultaneously
communicate across the dual ring network. As a result, the normalized throughput capacity achieved
by the spatial reuse dual ring network is equal to 400% (across each one of the rings), as compared
with a utilization capacity of 100% (per ring) realized when a destination removal mechanism is used.
Hence, such spatial reuse methods lead to substantial throughput gains, particularly when the network
links operate at high speeds. They are thus especially important when used in ultra-high-speed optical
networks, as noted in Section 35.7.

Positional-Priority and Collision Avoidance Schemes

Under a hub-polling (centralized polling) positional-priority scheme, a central station (such as a com-
puter controller) polls the network stations (such as terminals) in an order which is dictated by their
physical position in the network (such as their location on a ring network with respect to the central
station), or by following a service order table [Baker and Rubin, 1987]. Stations located in a higher
position in the ordering list are granted higher opportunities for access to the network’s shared medium.
For example, considering a ring network, the polling cycle starts with the controller polling station 1
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(the one allocated highest access priority). Subsequently, station 2 is polled. If the latter is found to be
idle, station 1 is polled again.

In a similar manner, a terminal priority-based distributed implicit polling system is implemented.
Following a frame start tag, station 1 is allowed to transmit its packet across the shared medium. A ready
station 2 must wait a single slot of duration T (which is sufficiently long to allow station 1 to start
transmitting and for its transmission to propagate throughout the network so that all stations moni-
toring the shared channel can determine that this station is in the process of transmission) before it can
determine whether it is allowed to transmit its packet (or segment). If this slot is monitored by station
2 to be idle, it can immediately transmit its packet (segment). Similarly, station i must wait for (i - 1)
idle slots (giving a chance to the i - 1 higher priority terminals to initiate their transmissions) following
the end of a previous transmission (or following a frame start tag when the channel has been idle) before
it can transmit its packet across the shared communications channel.

Such a multiple-access mechanism is also known as a collision avoidance scheme. It has been im-
plemented as part of a MAC protocol for high-speed back-end LANs (which support a relatively small
number of nodes) such as HyperChannel. It has also been implemented by wireless packet radio net
works, such as the TACFIRE field artillery military nets. In assessing the delay-throughput behavior
of such an implicit polling distributed control mechanism, we note that the throughput efficiency
of the scheme depends critically on the monitoring slot duration T, whereas the message delay
behavior depends on the terminal’s priority level [Rubin and Baker, 1986]. At lower loading levels,
when the number of network nodes is not too large, acceptable message delays may be incurred by
all terminals. In turn, at higher loading levels, only higher priority terminals will manage to attain
timely access to the network while lower priority ones will be effectively blocked from entering the
shared medium.

Probing Schemes

When a network consists of a large number of terminals, each generating traffic in a low duty cycle
manner, the polling process can become highly inefficient in that it will require relatively high bandwidth
and will occupy the channel with unproductive polling message transmissions for long periods of time.
This is induced by the need to poll a large number of stations when only a few of them will actually have
a packet to transmit.

A probing [Hayes, 1984] scheme can then be employed to increase the efficiency of the polling process.
For this purpose, rather then polling individual stations, groups of stations are polled. The responding
individual stations are then identified through the use of a collision resolution algorithm. For example,
the following tree-random-access [Capetanakis, 1979; Hayes, 1984] algorithm can be employed. Following
an idle state, the first selected polling group consists of all of the net stations. A group polling message
is then broadcasted to all stations. All stations belonging to this group which have a packet to transmit
then respond. If multiple stations respond, a collision will occur. This will be recognized by the controller,
which will subsequently subdivide the latest group into two equal subgroups. The process will proceed
with the transmission of a subgroup polling message. Using such a binary search type algorithm, all
currently active stations are eventually identified. At this point, the probing phase has been completed
and the service phase is initiated. All stations which have been determined to be active are then allocated
medium resources for the transmission of their messages and streams.

Note that this procedure is similar to a reservation scheme in that the channel use temporally alternates
between a signalling period (which is used to identify user requests for network support) and a service
period (during which the requesting stations are provided channel resources for the transmission of their
messages). Under a reservation scheme, the stations themselves initiate the transmission of their requests
during the signalling periods. For this purpose, the stations may use a random-access algorithm or other
access methods. When the number of network stations is not too large, dedicated minislots for the
transmission of reservation tags can be used.
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35.5 Random-Access Protocols

In this section, we describe a number of random-access protocols which are commonly used by many
wireline and wireless networks. Random-access protocols are used for networks which require a dis-
tributed control multiple-access scheme, avoiding the need for a controller station which distributes
(statically or dynamically) medium resources to active network stations. This results in a survivable
operation, which avoids the need for investment of significant resources into the establishment and
operation of a signalling subnetwork. This is of particular interest when the shared communications
medium supports a relatively large number of terminals, operating each at a low duty cycle. When a
station has just one or a few packets, it needs to transmit in a timely manner (at low delay levels) on
infrequent occasions; it is not effective to allocate to the station a fixed resource of the network (as per-
formed by a fixed assignment scheme). It is also not effective to go through a signalling procedure to
identify the station’s communications needs prior to allocating it a resource for the transport of its few
packets (as performed by demand-assigned polling and reservation schemes). As a consequence, for many
network systems, particularly for wireless networks, it is effective to use random-access techniques for
the transport of infrequently generated station packets or, when active connections must be sustained,
to use random-access procedures for the multiaccess transport of signalling packets.

The key differences among the random-access methods described subsequently are reflected by the
method used in performing shared medium status monitoring.

When stations use full-duplex radios and the network is characterized by a broadcast communications
medium (so that every transmission propagates to all stations), each station receives the transmissions
generated by the transmitting station, including the transmitting station itself. Stations can then rapidly
assess whether their own transmission is successful (through data comparison or energy detection). This
is the situation for many local area network implementations. In turn, when stations are equipped with
half-duplex transceivers (so that they need to turn around their radios to transition between a reception
mode and a transmission mode) and/or when a fully broadcast channel is not available (as is the case
for mobile radio nets for which topographical conditions lead to the masking of certain stations, lacking
line-of-sight connections between certain pairs of stations), the transmitting station cannot automatically
determine the status of its transmission. The station must then rely on the receipt of a positive acknowl-
edgment packet from the destination station.

ALOHA Multiple Access

Under the ALOHA random-access method, the network stations do not monitor the status of the
shared communications channel. When a ready station receives a packet, it transmits it across the
channel at any time (under an unslotted ALOHA scheme) or at the start of time slot (under a slotted
ALOHA algorithm, where the length of a slot is set equal to the maximum MAC frame length). If two
or more stations transmit packets (frames) at the same time (or at overlapping times), the correspond-
ing receivers will not usually be able to correctly receive the involved packets, resulting in a destructive
collision. (Under communications channel capture conditions, the stronger signal may capture the
receiver and may be received correctly, while the weaker signals may be rejected.) When a station has
determined that its transmitted packet has collided, it then schedules this packet for retransmission
after a random retransmission delay. The latter delay can be selected at random from an interval whose
length is dynamically determined based on the estimated level of congestion existing across the shared
communications channel. Under a binary exponential backoff algorithm, each station adapts this
retransmission interval on its own by doubling its span each time its packet experiences an additional
collision.

The throughput capacity of an unslotted ALOHA algorithm is equal to s(C) = 1/(2e) = 18.4%, whereas
that of a slotted ALOHA scheme is equal to s(C) = 1/e = 36.8%. The remainder of the shared channel’s
used bandwidth is occupied by original and retransmitted colliding packets. In effect, to reduce the packet
delay level and the delay variance (jitter), the loading on the medium must be reduced significantly below
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the throughput capacity level. Hence, the throughput efficiency of ALOHA channels is normally much
lower than that attainable by fixed-assigned and demand-assigned methods. The random-access network
system is, however, more robust to station failures and is much simpler to implement, not requiring the
use of complex signalling subnetworks.

The ALHOA shared communications channel exhibits a bistable system behavior. Two distinctly
different local equilibrium points of operation are noted. Under sufficiently low-loading levels the system
state resides at the first point, yielding acceptable delay-throughput behavior. In turn, under high-loading
levels, the system can transition to operate around the second point. Loading fluctuations around this
point can lead to very high packet delays and diminishing throughput levels. Thus, under high-loading
bursts, the system can experience a high level of collisions, which in turn lead to further retransmissions
and collisions, causing the system to produce very few successful transmissions. To correct this unstable
behavior of the random-access multiaccess channel, flow control mechanisms must be used. The latter
regulate admission of new packets into the shared medium at times during which the network is congested.
Of course, this in turn induces an increase in the packet blocking probability or in the delay of the packet
at its station buffer.

Carrier Sense Multiple-Access

Under the CSMA random-access method, the network stations monitor the status of the shared com-
munications channel to determine if the channel is busy (carrying one or more transmissions) or is idle.
A station must listen to the channel before it schedules its packet for transmission across the channel.

If a ready station senses the channel to be busy, it will avoid transmitting its packet. It then either
(under the nonpersistent CSMA algorithm) takes a random delay, after which it will remonitor the
channel, or (under the 1-persistent CSMA algorithm) it will keep persisting on monitoring the channel
until it becomes idle.

Once the channel is sensed to be idle, the station proceeds to transmit its packet. If this station is the
only one transmitting its packet at this time, a successful transmission results. Otherwise, the packet
transmission normally results in a destructive collision. Once the station has determined that its packet
has collided, it schedules its packet for retransmission after a random retransmission delay.

Many local and regional area packet-radio multiaccess networks supporting stationary and mobile
stations, including those using half-duplex radio transceivers, have been designed to use a CSMA protocol.
The performance efficiency of CSMA networks is determined by the acquisition delay index a = t(a)/T(P),
where T(P) denotes the average packet transmission time and t(a) denotes the system’s acquisition time
delay. The latter is defined as the time elapsed from the instant that the ready station initiates its
transmission (following the termination of the last activity on the channel) to the instant that the packet’s
transmission has propagated to all network stations so that the latter can sense a transmitting station
and thus avoid initiating their own transmissions. The acquisition delay t(a) includes as components the
network’s end-to-end propagation delay, the radio turn-around time, radio detection times of channel
busy-to-idle transitions, radio attack times (times to build up the radio’s output power), various packet
preamble times, and other components. As a result, for half-duplex radios, the network’s acquisition
delay t(a) may assume a relatively large value. The efficiency of the operation is, however, determined
by the factor a, which is given as the ratio of t(a) and the packet transmission time T(P), since once the
station has acquired the channel and is the only one currently active on the channel [after a period of
length t(a)], it can proceed with the uninterrupted transmission of its full packet [for a period of duration
T(P)].

Clearly, this can be a more efficient mechanism for packet radio networks which operate at lower
channel transmission rates. As the transmission rate increases, T(P) decreases while the index a increases
so that the delay-throughput efficiency of the operation rapidly degrades. A CSMA network will attain
good delay-throughput performance behavior for acquisition delay index levels lower than about 0.05.
For index levels around or higher than 0.2, the CSMA network exhibits a throughput level that is lower
than that obtained by a slotted (or even unslotted) ALOHA multiaccess net. Under such conditions, the
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channel sensing mechanism is relatively ineffective since the window of vulnerability for collisions [t(a)]
is now relatively too long. It is thus highly inefficient to use a CSMA mechanism for higher data rate
channels as well as for channels which induce relatively long-propagation delays (such as a satellite com-
munication network) or for systems which include other mechanisms that contribute to an increase in
the value of the acquisition delay index.

As for the ALOHA scheme, a CSMA network exhibits a bistable behavior. Thus, under loading bursts,
the channel can enter a mode under which the number of collisions is excessive so that further loading
of the channel results in diminishing throughput levels and higher packet delays. A flow control-based
mechanism can be used to stabilize the behavior of the CSMA dynamic network system.

CSMA/CD Local Area Networks

A local area network that operates by using a CSMA/CD access control algorithm incorporates into the
CSMA multiple-access scheme previously described the capability to perform collision detection (CD).
The station’s access module uses a full-duplex radio and appends to its CSMA-based sensing mechanism
a CD operation. Once the ready station has determined the channel to be idle, it proceeds to transmit
its packet across the shared channel while at the same time it is listening to the channel to determine
whether its transmission has resulted in a collision. In the latter case, once the station has determined
its packet to be involved in a process of collision, the station will immediately abort transmission. In this
manner, colliding stations will occupy the channel with their colliding transmissions only for a limited
period of time, the collision detection time T(CD). Clearly, if T(CD) < T(P), where T(P) denotes the
transmission time of a packet (MAC frame) across the medium, the CSMA/CD operation leads to
improved delay-throughput performance over that of a CSMA operation.

The ethernet LAN developed by Xerox Corporation is a bus-based network operating at a channel
data rate of 10 Mb/s and using a 1-persistent CSMA/CD medium access control algorithm. The physical,
MAC, and link layers of such a CSMA/CD network are defined by the IEEE 802.3 standard (and a
corresponding ISO standard). Ethernet nets can employ different media types: twisted pair, coaxial cable,
fiber optic line, as well as radio links (in the case of an ethernet-based wireless LAN system). The
configuration of the ethernet LAN is that of a logical bus so that a frame transmission by a station
propagates across the bus medium to all other stations. In turn, the physical layout of the medium can
assume a bus or a star topology. Under the latter configuration, all stations are connected to a central
hub node, at which point the access lines are connected by a reflecting repeater module so that a
transmission received from an access line is repeated into all other lines. Typical ethernet layouts are
limited in their geographical span to an overall distance of about 500–2000 m.

The delay-throughput efficiency of the CSMA/CD network operation is determined by the acquisition
time delay t(a) and index a, as for the CSMA network. In addition, the network efficiency also depends
on the CD time T(CD). It is noted that T(CD) can be as long as twice the propagation delay across the
overall span of the bus medium, plus the time required by the station to establish the occurrence of a
collision. To ensure that a collision is reliably detected, the power levels of received packets must be
sufficiently high. This also serves as a factor limiting the length of the bus and of the distance at which
repeaters must be placed. As a result, the network stations are attached to several ethernet segments, each
assuming a sufficiently short span. The different ethernet segments are interconnected by gateways or
routers. The latter act as store-and-forward switches which serve to isolate the CSMA/CD multiaccess
operation of each segment.

As for the random-access mechanisms previously discussed, burst loads applied to the CSMA/CD
network can cause large delay-throughput degradations. In supporting application streams which require
limited packet delay jitters, it is thus required to prevent the bus from being excessively loaded. Many
implementations thus plan the net’s offered traffic loading levels to be no higher than 40% (or 4 Mb/s).
Also note that, as for other random access schemes, large loading variations can induce an unstable
behavior. A flow control mechanism must then be employed to regulate the maximum loading level of
the network.
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When shorter bus spans are used, or when shorter access link distances are employed in a star
configuration, it is possible to operate this network at higher channel data rates. Under such conditions,
an ethernet operation at a data rate of 100 Mb/s (or higher) has been implemented.

35.6  Multiple-Access Schemes for Wireless Networks

Under a cellular wireless network architecture, the geographical area is divided into cells. Each cell
contains a central base station. The mobile terminals communicate with the base station controlling the
cell in which they reside. The terminals use the reverse traffic and signalling channel(s) to transmit their
messages to the base station. The base station multiplexes the messages it wishes to send to the cell’s
mobile terminals across the forward traffic and signalling channels.

First-generation cellular wireless networks are designed to carry voice connections employing a circuit
switching method. Analog communications signals are used to transport the voice information. The under-
lying signalling subnetwork is used to carry the connection setup, termination, and handover signalling
messages. The voice circuits are allocated through the use of a reservation based demand-assigned/FDMA
scheme. A ready mobile uses an allocated signalling channel for its handset to transmit to its cell’s base
station a request message for the establishment of a voice circuit. If a frequency channel is available for
the allocation of such a circuit (traffic channel), the base station will make this allocation by signalling
the requesting handset.

Second-generation cellular wireless networks use digital communications channels. A circuit-switching
method is still employed, with the primary service providing for the accommodation of voice connections.
Circuits are formed across the shared radio medium in each cell by using either a TDMA-access control
scheme (through the periodic allocation of time slots to form an established circuit, as performed by the
European GSM and the U.S. IS-54 standards) or by employing a CDMA procedure (through the allocation
of a code sequence to a connection’s circuit, as carried out by the IS-95 standard). A signalling subnetwork
is established. Reverse signalling channels (RSCs) are multiple-access channels which are used by the
mobile terminals to transmit to their cells’ base station their channel-request packets (for a mobile
originating call), as well as for the transmission of paging response packets (by those mobiles which
terminate calls). Forward signalling channels (FSCs) are multiplexing channels configured for the trans-
mission of packets from the base station to the mobiles. Such packets include channel-allocation messages
(which are sent in response to received channel request packets) and paging packets (which are broad-
casted in the underlying location area in which the destination mobile may reside).

For the reverse signalling channels, a random access algorithm such as the ALOHA scheme is frequently
employed. For TDMA systems, time circuit(s) are allocated for the random access transmission of signal-
ling packets. For CDMA systems, codes are allocated for signalling channels; each code channel is time
shared through the use of a random access scheme (employing, for example, a slotted or unslotted
ALOHA multiple-access algorithm).

Paging and channel allocation packets are multiplexed (in a time-shared fashion) across the forward
signalling channels. To reduce battery consumption at the mobile terminals, a slotted mode operation
can be invoked. In this case, the cell mobiles are divided into groups, and paging messages destined to
a mobile belonging to a certain group are transmitted within that group’s allocated channels (time slots)
[Rubin and Choi, 1996]. In this manner, an idle mobile handset needs to be activated for the purpose
of listening to its FSC only during its group’s allocated slots.

Under the IEEE 802.11 protocol, terminals access the base station by sharing the radio channel through
the use of a CSMA/CA (collision avoidance) scheme.

Third-generation cellular wireless networks are planned to provide for the support of both voice and
data services. These networks employ packet-switching principles. Many of the multiple-access schemes
described in the previous sections can be employed to provide for the sharing of the mobile-to-base-
station multiple-access reverse communications channels. In particular, random-access polling (or
implicit polling) and reservation protocols can be effectively implemented. For example, the following
versions of a reservation method have been investigated. Under the packet reservation multiple access
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(PRMA) [Goodman et al., 1989] or random-access burst reservation procedure, a random-access mech-
anism is used for the mobile to reserve a time circuit for the transmission of a burst (which consists of
a number of consecutively generated packets). For voice bursts, a random-access algorithm is used to
govern the transmission of the first packet of the burst across the shared channel (by randomly selecting
an unused slot, noting that, in each frame, the base station notifies all terminals as to which slots are
unoccupied). If this packet’s transmission is successful, its terminal keeps the captured slot’s position in
each subsequent frame until the termination of the burst’s activity. Otherwise, the voice packet is discarded
and the next voice packet is transmitted in the same manner. In selecting the parameters and capacity
levels of such a multiaccess network, it is necessary to ensure that connections receive acceptable through-
put levels and that the packet discard probability is not higher than a prescribed level ensuring an acceptable
voice quality performance [Rubin and Shambayati, 1995].

For connection-oriented packet-switching network implementations which also provide data packet
transport, including wireless ATM networks, it is necessary to avoid frequent occurrences of packet
discards to reduce the rate of packet retransmissions and to lower the chances for packet reordering
procedures needed to guarantee the ordered delivery of packets. Reverse and forward signalling channels
are established to set up the virtual-circuit connection. Channel resources can then be allocated to
established connections in accordance with the statistical features of such connections. For example, real-
time connections can be accommodated through the periodic allocation of time slots (or frequency/code
resources), whereas burst sources can be supported by the allocation of such resources only for the limited
duration of a burst activity. A mechanism must then be employed to identify the start and end times of
burst activities. For example, the signalling channels can be used by the mobiles to signal the start of
burst activity, whereas the in-band channel is used to detect the end of activity (directly and/or through
the use of tagging marks).

35.7 Multiple Access Methods for Spatial-Reuse
Ultra-High-Speed Optical Communications Networks

As we have seen above, token-ring and FDDI LANs use token-passing methods to access a shared medium.
Furthermore, these networks use a source removal procedure so that each station is responsible for
removing its own transmitted frames from the ring. In this manner, each transmitted frame circulates
the ring and is then removed by its source station. As a result, the throughput capacity of such networks
is limited to a value which is not higher than the ring’s channel data rate.

In turn, as observed in Section 35.4 (in connection with implicit polling-based multiple-access net-
works), the bandwidth utilization of shared medium networks, with particular applications to local and
metropolitan area networks operating at high speed using generally fiber optic links, can be significantly
upgraded through the employment of spatial-reuse methods. For example, consider a ring network which
consists of two counter-rotating unidirectional fiber optic ring topologies. Each terminal (station) is
connected to both rings through ring interface units. The bandwidth resources of the rings are shared
among the active stations. Assume now that a destination removal method is employed. Thus, when a
frame reaches its destination node (RIU), it is removed from the ring by the latter. The network com-
munications resources occupied by this frame (such as a time slot) can then be made available to source
nodes located downstream to the removing station (as well as to the removing station itself).

A source station which has a frame to transmit selects the ring that offers the shortest path to the
destination node. In this manner, the length of a path will be no longer than 1/2 the ring’s length. If we
assume a uniform traffic matrix (so that traffic flows between the network terminal nodes are symmet-
rically distributed), the average path length will be equal to 1/4 the ring’s length. As a result, using such
a destination removal technique, we conclude that an average of four source-destination flows will be
carried simultaneously in time by each one of the two rings. Therefore, the throughput capacity of such
a spatial reuse network can reach a level which is equal to 400% the ring’s channel data rate for each one
of the two rings.
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Spatial reuse ring networks can be used to carry traffic on a circuit-switched or packet-switched
(connectionless or connection-oriented) basis. For packet-switched network implementations, the fol-
lowing two distributed implicit polling multiple-access methods have been used. Under a slotted ring
operation, time slots are generated and circulated across the ring. Each time slot contains a header which
identifies it as either empty or busy. A station which senses an empty time slot can mark it as busy and
insert a segment (a MAC frame which, for example, can carry an ATM cell) into the slot. The destination
station will remove the segment from its slot and will designate the slot as idle so that it can be reused
by itself or other stations. Under a buffer-insertion ring multiple-access scheme, each station inserts a
buffer into the ring. A busy station will defer the transmission of its packet to packets currently being
received from an upstream station. In turn, when its buffer is detected to be empty, the station will insert
its segment into the ring. The buffer capacity is set equal to a maximum size packet so that a packet
received by a station while it is in a process of transmission of its own packet can be stored in the station’s
inserted buffer. Each packet is removed from the ring by its destination node.

As previously noted, the DQDB MAN is a slotted dual-bus network which employs active station
interfaces. To achieve spatial bandwidth reuse gains of the bus’ bandwidth resources, frame removal
stations can be positioned across the bus. These stations serve to remove frames which have already
reached their destinations so that their slots can be reused by downstream stations. Note that such stations
must use an inserted buffer of sufficient capacity to permit reading of the frame’s destination node(s) so
that they can determine whether a received frame has already reached its destination(s).

In designing optical communications networks, it is desirable to avoid the need for executing store-
and-forward switching and operations at the network nodes. Such operations are undesirable due to the
large differences existing between the optical communications rates across the fiber optic links and the
electronic processing speeds at the nodes, as well as due to the difficulty involved in performing intelligent
buffering and switching operations in the optical domain. Networks that avoid such operations (at least
to a certain extent) are known as all-optical networks.

Systems commonly used for the implementation of a shared medium local area all-optical network
employ a star topology. At the center of the star, an optical coupler is used. The coupler serves to repeat
the frame transmissions received across any of its incoming fiber links to all of its outgoing fiber links.
The coupler can be operated in a passive transmissive mode or in an active mode (using optical amplifi-
cation to compensate for power losses incurred due to the distribution of the received optical signal across
all output links). Each station is then connected by a fiber link to the star coupler so that the stations share
a multiple-access communications channel. A multiple-access algorithm must then be employed to control
the sharing of this channel among all active stations. Typical schemes employed for this purpose use
random-access, polling, and reservation methods. Furthermore, multiple wavelengths can be employed
so that a WDMA component can be integrated into the multiple-access scheme. The wavelengths can be
statically assigned or dynamically allocated. To illustrate the latter case, consider a reservation-based
DA/WDMA procedure. Under a connection-oriented operation, wavelengths are assigned to source-
destination nodes involved in a connection. Both transmitter and receiver based wavelength assignment
configurations can be used: the transmitter’s or receiver’s (or both) operating wavelengths can be selected
dynamically to accommodate a configured connection.

Because of its broadcast feature, the star-configured optical network does not offer any spatial or
wavelength reuse advantages. In turn, the meshed-ring scalable multimedia adaptable meshed-ring terabit
(SMARTNet) optical network introduced by Rubin [1994] capitalizes on the integrated use of spatial-
reuse and wavelength-reuse methods. In the following, we illustrate the architecture of the SMARTNet
configuration. Two counter-rotating fibers make up the ring periphery. The stations access the network
through their RIUs, which  are actively connected to the peripheral fiber rings. The fiber link resources
are shared through the use of a wavelength-division scheme. Multiple wavelengths are used, and each
station has access to all wavelengths (or to a limited number of them). The rings are divided into segments.
Each segment provides access to multiple stations through their connected RIUs. Each segment is
connected to its neighboring segments through the use of wavelength cross-connect routers. Such a
router switches messages received at multiple wavelengths from its incoming ports to its outgoing ports.
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No store-and-forward switching operations are performed. The switching matrix is preset (on a static
or adjustable basis) so that messages arriving across an incoming link at a certain wavelength are always
immediately switched to a prescribed outgoing link (at the same wavelength, although wavelength
translations can also take place). The wavelength routers are also connected (to certain other wavelength
routers) by chord links (each consisting of a pair of counterdirectional fiber links). The routers and their
chord links form the chord graph topology.

For each configuration of the chord graph, for each assignment of wavelengths, and for each switching
table configuration of the routers, the SMARTNet topology can be divided into wavelength graphs. Each
wavelength graph represents a subnetwork topology and is associated with a specific wavelength; all
stations accessing this subnetwork (which is set here to be a ring or a bus topology) can communicate
to each other across this subnetwork by using the associated wavelength. Within each subnetwork,
destination-removal spatial-reuse techniques are used. Among the subnetworks, wavelengths can be
reused by a number of subnetworks which do not share links. 

As previously discussed for the spatial-reuse ring networks, a SMARTNet system can be used to support
connection-oriented circuit-switching and packet-switching (including ATM) architectures as well as
connectionless packet-switching networking modes. For packet-switching networks, the links (with each
wavelength channel) can be time shared by using slotted or buffer-insertion implicit polling schemes or
through the use of other multiple-access methods.

As a network which internally employs cross-connect switches, no random delays or packet discards
are incurred within the network. Such a performance behavior is advantageous for the effective support
of multimedia services, including voice and video streams (which require low network delay jitter levels)
and data flows (which prefer no network packet discards, avoiding the need for packet and segment
retransmission and reordering operations). An integrated circuit and packet-switched operation is also
readily implemented through the allocation of time, wavelength, and subnetwork channels. Such alloca-
tions can also be used to support and isolate virtual subnetworks and their associated user communities.

The SMARTNet configuration illustrated in Fig. 35.4 consists of six wavelength routers; each router
has a nodal degree of 4, connected to four incoming and outgoing pairs of counterdirectional links. The
chord topology is such that every router is connected to its second-neighboring router (rather than to
its neighboring router). Analysis shows the network to require the use of a minimum of five wavelengths
[Rubin and Hua, 1995]. Five different groups of wavelength graphs are noted. Each group includes three
wavelength graph subnetworks (rings) which reuse the same wavelength. Hence, a wavelength reuse factor
of 3 is attained. Each ring subnetwork offers a spatial reuse gain of 2.4 (rather than 4, due to the nonuniform

FIGURE 35.4 SMARTNet all-optical network: (a) the network layout; nodes represent wavelength routers;
(b) group of wavelength graphs. Five groups are defined, and each group contains three wavelength graphs.
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distribution of the traffic across the wavelength graph). Hence, this SMARTNet configuration provides
a throughput capacity level of 3 × 2.4 = 720% of the data rate across each wavelength channel, multiplied
by the number of wavelengths used (equal to at least five, and can be selected to be any integral multiple
of five to yield the same throughput efficiency factor) and by the number of parallel fiber links employed
(two for the basic configuration previously discussed).

It can be shown that an upper bound on the throughput gain achieved by a SMARTNet configuration,
which employs wavelength routers of degree four, is equal to 800%. Hence, the illustrated configuration,
which requires only six wavelength routers and a minimum of only five wavelengths, yields a throughput
gain efficiency which reaches 90% of the theoretical upper bound. Clearly, higher throughput gains can
be obtained when the router nodes are permitted to support higher nodal degrees (thus increasing the
number of ports sustained by each router). Furthermore, it can be shown that such a network structure
offers a throughput performance level which is effectively equal to that obtained when store-and-forward
switching nodes are employed for such network configurations.

Defining Terms

Carrier sense multiple access (CSMA): A random access scheme that requires each station to listen to
(sense) the shared medium prior to the initiation of a packet transmission; if a station determines
the medium to be busy, it will not transmit its packet.

Carrier sense multiple access with collision avoidance (CSMA/CA): A CSMA procedure under which
each station uses the sensed channel state and an a priori agreed upon scheduling policy to
determine whether it is permitted, at the underling instant of time, to transmit its packet across
the shared medium; the scheduling function can be selected so that collision events are reduced
or avoided.

Carrier sense multiple access with collision detection (CSMA/CD): A CSMA procedure under which
each station is also equipped with a mechanism that enables it to determine if its ongoing packet
transmission is in the process of colliding with other packets; when a station detects its transmission
to collide, it immediately acts to stop the remainder of its transmission.

Code-division multiple access (CDMA): A multiple access procedure under which different messages
are encoded by using different (orthogonal) code words while sharing the same time and frequency
resources.

Demand assignment multiple access (DAMA): A class of multiple access schemes that allocate dynam-
ically (rather than statically) a resource of the shared medium to an active station; polling and
reservation policies are protocols used by DAMA systems; reservation-based TDMA and FDMA
systems are also known as demand assigned (DA)/TDMA and DA/FDMA systems.

Fixed assignment multiple access scheme: A multiple access procedure that allocates to each station
a resource of the communications medium on a permanent dedicated basis.

Frequency-division multiple access (FDMA): A multiple access method under which different stations
are allocated different frequency bands for the transmission of their messages.

Multiple access algorithm: A procedure for sharing a communications resource (such as a communi-
cations medium) among distributed end users (stations).

Multiplexing scheme: A system that allows multiple colocated stations (or message streams) to share
a communications medium.

Polling scheme: A multiple access method under which the system controller polls the network stations
to determine their information transmission (or medium resource) requirements; active stations
are then allowed to use the shared medium for a prescribed period of time.

Random access algorithm: A multiple access procedure that allows active stations to transmit their
packets across the shared medium without first coordinating their selected access time (or other
selected medium’s resource) among themselves; this can result in multiple stations contending for
access to the medium at overlapping time periods (or other overlapping resource sets), which may
lead to destructive collisions.
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Reservation scheme: A multiple access method under which a station uses a signalling channel to
request a resource of the shared medium when it becomes active; also known as demand assigned
scheme.

Time-division multiple access (TDMA): A multiple access scheme under which a station is assigned
dedicated distinct time slots within (specified or recurring) time frames for the purpose of trans-
mitting its messages; different stations are allocated different time periods for the transmission of
their messages.

Token passing scheme: A polling multiple access procedure that employs a distributed control access
mechanism; a token (query) message is passed among the network stations; a station that captures
the token is permitted to transmit its messages across the medium for a specified period of time.
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36.1 Introduction

There are a large number of issues relating to routing and flow control, and we cannot hope to discuss
the subject comprehensively in this short chapter. Instead, we outline generic concepts and highlight
some important issues from a high-level perspective. We limit our discussion to the context of packet
switched networks.

Routing and flow control are concerned with how information packets are transported from their
source to their destination. Specifically, routing is concerned with where packets travel, that is, the paths
traveled by packets through the network. Flow control is concerned with when packets travel, that is, the
timing and rate of packet transmissions.

The behavior of routing and flow control can be characterized by a number of interrelated per-
formance measures. These performance measures can be categorized into two groups: user metrics and
network metrics. User metrics characterize performance from the perspective of a single user. Common
user metrics are throughput (rate of information transfer), average delay, maximum delay, delay jitter
(variations in delay), and packet loss probability. Network metrics characterize performance from the
perspective of the network as a whole and all users of it. Common network metrics are network through-
put, number of users that can be supported, average delay (averaged over all users), and buffer require-
ments. Fairness issues may also arise from the perspective of the network.

The goals of routing and flow control are to balance these different performance measures. Optimi-
zation of user metrics is often at the expense of network metrics, and vice versa. For example, if the
number of users allowed to access the network is too large, the quality of service seen by some users
might fall below acceptable levels.

In reality, it is often even difficult to optimize a single performance measure due to the uncertainty
of demand placed on the network. Statistical models can be used, but the appropriate parameters of the
models are often unknown. Even with an accurate model of demand, the problem of predicting perfor-
mance for a given routing or flow control strategy is often intractable. For this reason, routing and flow
control algorithms are typically based on several simplifying assumptions, approximations, and heuristics.

Rene L. Cruz
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Before we discuss routing and flow control in more detail, we begin by classifying different modes of
operation common in packet switched networks.

36.2 Connection-Oriented and Connectionless 
Protocols, Services, and Networks

In a connection-oriented protocol or service between two network terminals, the two terminals interact
with one another prior to the transport of data, to set up a connection between them. The interaction
prior to the exchange of data is required, for example, to identify the terminals to each other and to
define the rules governing the exchange of data. For example, users of the telephone network engage in
a connection-oriented protocol in the sense that a phone number must first be dialed, and, typically, the
parties involved must identify themselves to each other before the essential conversation can begin. The
transport control protocol (TCP) used on the Internet is an example of a connection-oriented protocol.
Examples of connection-oriented services are rlogin and telnet, which can be built upon TCP. Connection-
oriented protocols and services typically involve the exchange of data in both directions. In addition,
connection-oriented protocols are frequently used to provide reliable transport of data packets between
network endpoints, whereby the network endpoints continue to interact during the data exchange phase
in order to manage retransmission of lost or errored packets.

In connectionless protocols or services between two network terminals, no interaction between the
terminals takes place prior to the exchange of data. For example, when a letter is mailed over the postal
network, a connectionless protocol is used in the sense that the recipient of the letter need not interact
with the sender ahead of time. An example of a connectionless protocol is the current Internet protocol
(IP) used to transport packets on the Internet. Electronic mail provides a connectionless service, in the same
sense that the postal network provides a connectionless service. Because of the lack of interaction between
terminals engaging in a connectionless protocol, retransmission of lost or errored packets is not possible,
and, hence, connectionless protocols are not considered intrinsically reliable. On the other hand, connec-
tionless protocols are often appropriate in environments where lost or errored packets are sufficiently rare.

A connection-oriented network is a network specifically designed to support connection-oriented
protocols. When a connection request is made to a connection-oriented network, the network establishes
a path between the source and destination terminal. The switching nodes are then configured to route
packets from the connection along the established path. Each switching node is aware of the connections
that pass through it and may reserve resources (e.g., buffers and bandwidth) on a per-connection basis.
A packet switched network that is connection oriented is also referred to as a virtual circuit switched
network. Asynchronous transfer mode (ATM) networks are an example of virtual circuit switched networks.

A connectionless network is a network designed to support connectionless protocols. Each node of a
connectionless network typically knows how to route packets to each possible destination since there is
no prior coordination between terminals before they communicate. Connectionless networks are some-
times referred to as datagram networks.

The terminology as defined is not standard, and indeed there does not appear to be widespread
agreement on terminology. We have made a distinction between a connection-oriented protocol and a
connection-oriented network, and a distinction connectionless protocol and a connectionless network.
The reason for these distinctions is because of the many ways in which protocols and networks can be
layered. In particular, connection-oriented protocols can be built upon connectionless networks and
protocols, and connectionless protocols can be built upon connection-oriented networks and protocols.
For example, TCP is in widespread use on end hosts in the Internet, but the Internet itself is inherently
a connectionless network which utilizes IP. Another example that has received attention recently is in
using an ATM network (connection oriented) as a lower layer transport mechanism to support the IP
protocol between Internet nodes. This may be considered somewhat odd, since IP will, in turn, often
support the connection-oriented TCP.

Packet switched networks can be further classified as lossy or lossless according to whether or not
network nodes will sometimes be forced to drop (destroy) packets without forwarding them to their
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intended destination. Connectionless networks are inherently lossy, since the lack of coordination of data
sources creates the possibility that buffers inside the network will overflow. Connection-oriented networks
can be designed to be lossless. On the other hand, connection-oriented networks can also be lossy,
depending on if and how flow control is exercised.

36.3 Routing in Datagram Networks

We will first confine our discussion on routing to the context of connectionless networks. A common
approach to routing in connectionless networks is for each node in the network to have enough intelli-
gence to route packets to every possible destination in the network.

A common approach to route computation is shortest path routing. Each link in the network is assigned
a weight, and the length of a given path is defined as the sum of the link weights along the path. The
weight of a link can reflect the desirability of using that link and might be based on reliability or queueing
delay estimates on the link, for example. However, another common choice for link weights is unity, and
shortest paths in this case correspond to minimum hop paths.

We now briefly review some popular algorithms for computing shortest paths. Suppose there are n nodes
in the network, labeled 1, 2,…,n. The label (i, j) is assigned to a link that connects node i to node j. The
links are assumed to be oriented, that is, link (i, j) is distinct from (j, i). We assume that if there is a link
(i, j) in the network, then there is also a link (j, i) in the network. We say that node i is a neighbor of node
j if the link (i, j) exists. Let N(i) be the set of nodes for which node i is a neighbor. Let wij denote the
weight assigned to link (i, j), and define wij = +∞ if node i is not a neighbor of node j. We assume that
wij > 0 for all i and j. Formally, a path from node i1, to node ik is a sequence of nodes (i1, i2,…,ik). The
length of such a path is the sum of the weights of links between successive nodes, and the path is said to
have k – 1 hops. We assume that the network is strongly connected, that is, there exists a path between all
ordered pairs of nodes with finite length.

Consider the problem of finding shortest (i.e., minimum length) paths from each node to a given
destination node. Since each node in the network is a potential destination, this problem will be solved
separately for each destination. Without loss of generality, assume that the destination node is node 1.
The distance from a node i to the destination node is defined to be the length of the shortest path from
node i to the destination node and is denoted as Di. Define D1 = 0.

Consider a shortest path from a node i to the destination: (i, j, k,…,1). Note that the subpath that
begins at node j, ( j, k,…,1), must be a shortest path from node j to the destination, for otherwise there
exists a path from node i to the destination that is shorter than (i, j, k,…,1). Thus, this subpath has
length Dj, and Di = wij + Dj . Furthermore, since Di is the length of a shortest path, we have Di ≤ wik + Dk

for any k. Thus, we have D1 = 0 and

This is known as Bellman’s equation and forms the basis of an optimization technique known as dynamic
programming. Let D = (D1, D2,…,Dn) denote the vector of shortest path lengths, and let f denote the
vector valued mapping in Bellman’s equation. With these definitions, Bellman’s equation says that D is
a fixed point of the mapping f, that is, D = f(D). It can be shown that under our assumption of positive
link weights, there is only one solution x to the equation x = f(x), that is, D is the unique solution to
Bellman’s equation. 

The Bellman–Ford algorithm for shortest paths finds the solution to Bellman’s equation iteratively.
Specifically, let D0 = (0, ∞, ∞,…,∞). In the first iteration of the Bellman–Ford algorithm, D1 = f (D0) is
computed. In the mth iteration, Dm = f(Dm−1) is computed. It can be shown by induction on m that Dm

is the vector of shortest path lengths, where the paths are constrained to have at most m hops. Since link
weights are positive, any shortest path visits a node at most once, and, hence, any shortest path has at
most n − 1 hops. Thus, it follows that the Bellman–Ford algorithm converges within n − 1 iterations. In
other words, we have f(Dn−1) = Dn−1 = D. The shortest paths can be generated from D by examining the
argument of the minimum in Bellman’s equation. Specifically, for each i, let Next(i) = j, where j is an

Di min wij Dj : 1 j n≤ ≤+{ } , 1 i n≤<=
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argument of the minimum in the equation for Di, that is, Di = wij + Dj . With this definition, Next(i) is
clearly the first node along a shortest path from node i to the destination. The worst case time complexity
of the Bellman–Ford algorithm is easily seen to be O(n3).

The Bellman–Ford shortest path algorithm is sometimes called a distance vector routing algorithm. The
algorithm lends itself easily to a distributed, asynchronous implementation that forms the basis for many
commonly used routing algorithms. In such an implementation, each node i is responsible for computing
the distance from itself to the destination Di . Each node initially has an estimate of Di . These initial
estimates may be arbitrary, except the destination itself always knows the correct distance from itself to
itself, that is, node 1 knows that D1 = 0. Each node i sends, or advertises, to its neighbors the estimate of
Di that it currently has. This advertisement is either done periodically or whenever the estimate changes.
Whenever a node receives an estimate from a neighbor, it updates its own estimate in accordance with
Bellman’s equation. Specifically, if Di(t) is the estimate of Di at time t and if Dj(t − τj) is the estimate of
Dj from node j that was most recently advertised to node i, then Di(t) = min{wij + Dj(t − τj): j ∈ N(i)}.
Note that this minimum can be taken over only nodes j which are neighbors of node i, since wij = ∞ if
node i is not a neighbor of node j. It can be shown that each node’s estimate converges to the actual
distance to the destination under essentially arbitrary assumptions regarding propagation delays of adver-
tisements and delays associated with computing estimates [Bertsekas and Gallager, 1992].

In the preceding discussion, we assumed that the link weights were constant. In practice, however, the
link weights may change with time. For example, this may be as a result of link failures or changing traffic
characteristics on the links. If the link weights change slowly enough, the distributed asynchronous Bellman–
Ford algorithm will track the shortest paths correctly as the link weights change. However, if the link
weights change fast enough so that the algorithm does not have a chance to converge, problems may arise.
For example, if link weights change quickly in response to changing traffic characteristics, it may be possible
for packets to travel around in loops indefinitely. In such a scenario, the link weights oscillate as the traffic
pattern on the links change due to oscillating estimates of shortest paths [Bertsekas and Gallager, 1992].

Another popular approach to finding shortest paths is for each node to independently compute the
shortest paths. Each node i broadcasts the link weight wij for all outgoing links (i, j) to all other nodes.
Each node then has complete information about the network and can compute shortest paths indepen-
dently. Networks that use this approach are sometimes said to use link state routing. Each node could
use the Bellman–Ford algorithm as described to compute shortest paths. However, with link state routing,
it is common to use Dijkstra’s algorithm for shortest paths, described next.

Dijkstra’s algorithm for finding shortest paths first finds the closest node to the destination node (i.e.,
the node i other than the destination node with the smallest value of Di), then the second closest node,
then the third closest node, and so on. Let us assume again without loss of generality that node 1 is the
destination node. Dijkstra’s algorithm is summarized as follows:

Initialization: m ← 1, Pm ← {1}, D1 ← 0.
For all i not in Pm:
Xi ← wi1 + D1

Next  ← 1
Iteration:
i ∗ ← argmin {Xi : i not in Pm}

Pm+1 ← Pm 

 ← 

For all k not in Pm+1:

If Xk >  +  then

 ←  + 

Next  ← i ∗

m ← m + 1
If m = n, then terminate, Otherwise, execute iteration again.

i( )

i∗{ }∪
Di∗ Xi∗

wki∗ Di∗

Xk wki∗ Di∗

k( )
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The set Pm consists of the m closest nodes to the destination, including the destination. In other words,
for each m we have |Pm | = m, and Di ≥ Dj if j belongs to Pm and i does not belong to Pm . To see why
Dijkstra’s algorithm works, assume after executing the iteration m times that  is the set of m + 1
closest nodes, that Xk = min{wkj + Dj : j ∈  Pm+1}, and that Dj has been computed correctly for all j ∈ Pm+1.
Clearly this is true for m = 0, and we now show by induction that it is true for all m. Consider the (m + 1)st
iteration. Suppose that node  is a node that could be added to  to yield  with the desired
property and that node k is an arbitrary node that cannot be added to  to yield  with the
desired property. Note that Dk > . By the induction hypothesis and the fact that all link weights are
positive, it thus follows from Bellman’s equation that  = . Furthermore, we have Xk ≥ Dk > Di ∗  =

. Thus, in the (m + 1)st iteration, node  is chosen correctly to form  and  = . Furthermore,
we see that Xk is updated correctly to preserve the induction hypothesis.

It is seen that the time complexity of Dijkstra’s algorithm is O(n2), which is less than the worst case-
time complexity of O(n3) for the Bellman–Ford algorithm. The description of Dijkstra’s algorithm can
also easily be adapted to address the computation of shortest paths from a given source node to all
possible destinations, which makes it well suited for link state routing.

Deflection routing [Maxemchuk, 1987] has been proposed for high-speed networks. With deflection rout-
ing, each node attempts to route packets along a shortest path. If a link becomes congested, however, a node
will intentionally send a packet to a node which is not along a shortest path. Such a packet is said to be
deflected. If the number of links incoming to a node is equal to the number of outgoing links, and the capacity
of all links is the same, packet buffering can be essentially eliminated with deflection routing. It is possible
for packets to circulate in loops with deflection routing. With a suitable priority structure, however, delay can
be bounded. Deflection routing has also been proposed within high-speed packet switches [Cruz and Tsai, 1996].

In another approach to routing, sometimes called optimal routing, the rate of traffic flow between each
possible source–destination pair is estimated. Suppose that r(w) is the estimated rate (bits per second)
of traffic flow for a given source–destination pair w. A number of possible paths for routing traffic between
each source–destination pair are identified, say path 1 through Pw for source–destination pair w. The
total flow r(w) is allocated among all of the Pw paths according to a vector ( f1, f2,… , ) such that r(w) =
f1 + f2 + … + , and such that fp flows on path p. Typically, bifurcation is allowed, so that fp may be
positive for more than one path p. The path flow allocation for all source–destination pairs is determined
simultaneously in order to minimize some cost function. Typically, the cost function is of the form Σ Ce(fe),
where the sum is taken over all links e in the network and fe denotes the total flow over all paths which
cross link e. A common choice for Ce( fe) is Ce( fe) = fe/(C – fe), where C is the capacity in bits per second
of link e. This would correspond to the average delay on link e if the output queue for link e were an
M/M/1 queue. Nonlinear optimization techniques can be used to optimize the path flow allocations with
respect to the cost function. The disadvantage of the optimal routing approach is that it is difficult to
estimate the rates r(w) a priori. In addition, the choice of the cost function to minimize is somewhat arbitrary.

Typically, in connectionless networks, the network nodes will determine where to route a packet so that
it gets forwarded to its destination. In such an environment, the source places the address of the destination
in a header field of each packet. Upon receiving a packet, a network node examines the destination address
and uses this to index into a lookup table to determine the outgoing link that the packet should be forwarded on.

In contrast, source routing describes the situation where the route that a packet travels is determined
by the source. In this case, the source explicitly specifies what route the packet should take within a
header field of the packet. Typically, this specification consists of the list of node addresses along the path
that the packet should travel. This eliminates the need for large lookup tables within each network node.
For example, link state routing can be used, where the sources compute shortest paths.

36.4 Routing in Virtual Circuit Switched Networks

In connection-oriented networks, sources make connection requests to the network, transmit data to the
destinations through the connection, and then terminate the connection. Since connection requests
are distributed in time, a routing decision is typically made for each connection request as it is made.

Pm+1

i∗ Pm+1 Pm+2

Pm+1 Pm+2

Di∗

Di∗ Xi∗

Xi∗ i∗ Pm+2 Di∗ Xi∗

fpw

fpw
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In other words, the sequence of connection requests that will be made is unknown, and a routing decision
for a connection is not made until the connection request occurs.

Shortest path routing is still a viable approach in connection-oriented networks. The network nodes
calculate shortest paths to all possible destinations. When a connection request is made, the connection
request is forwarded along a shortest path to the destination, and the switching nodes along the path
can determine if they have the resources (e.g., bandwidth, buffers) to support the connection request. If
all network nodes determine that they can support the request, the network accepts the connection, link
weights are updated to reflect the newly formed connection, and data for the connection is forwarded
along the established path. If a network node along the shortest path is not able to support the connection
request, the network would then reject the connection request.

It is possible for the network to attempt to route a connection request along another path if the first
attempted path fails. However, this should be done carefully, since routing a connection on a path with
many hops may use up bandwidth that could be better used to support other connection requests. Trunk
reservation techniques may be used to advantage in this regard.

Alternatively, the sources might be responsible for specifying a desired path in a connection request,
which would be a form of source routing. Obviously in this case, the sources would need knowledge of
the network topology in order to make intelligent choices for the routes they request.

In connection-oriented networks, the source need not place the destination address into each packet.
Rather, it could put a virtual circuit identifier (VCI) in each packet, which labels the connection that the
packet belongs to. This can result in a savings of bandwidth if there are a large number of potential
destinations and a comparatively smaller number of connections passing through each link. A given con-
nection can have a different VCI assigned on every link along the path assigned to it. When a connection
is set up through a node, the node assigns a VCI to the connection to be used on the outgoing link, which
may be different from the VCI used for the connection on the incoming link. The node then establishes a
binding between the VCI used on the incoming link, the VCI assigned on the outgoing link, as well as the
appropriate output link itself. Upon receiving a packet, the network node reads the VCI used on the incoming
link and uses this as an index into a lookup table. In the lookup table, the node determines the appropriate
outgoing link to forward the packet on, as well as the new VCI to use. This is sometimes referred to as VCI
translation.

36.5 Hierarchical Routing

In a network with a very large number of nodes, lookup tables for routing can get very large. It is possible
to reduce the size of the lookup tables, as well as the complexity of route computation, by using a hierarchical
routing strategy. One approach to a hierarchical routing strategy is as follows. A subset of the network
nodes are identified as backbone nodes. A link connecting two backbones is called a backbone link. The set
of backbone nodes and backbone links is called the backbone network. The nonbackbone nodes are
partitioned into clusters of nodes called domains. Each backbone node belongs to a distinct domain and
is called the parent of all nodes in the domain. The nodes within a domain are typically geographically
close to one another. Routes between pairs of nodes in the same domain are constrained not to go outside
the domain. Routes between pairs of nodes in different domains are constrained to be a concatenation of
a path completely within the source domain, a path completely within the backbone network, and a path
completely within the destination domain. Routes are computed at two levels, the backbone level and the
domain level. Route computations at the backbone level need only information about the backbone network
and can proceed independently of route computations at the domain level. Conversely, route computations
at the domain level need only information about the specific domain for which routes are computed.
Because of this decoupling, the problem of route computation and packet forwarding can be considerably
simplified in large networks.

With a hierarchical routing approach it is often convenient to have a hierarchical addressing strategy
as well. For example, for the hierarchical routing strategy just described, a node address could be grouped
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into two parts, the domain address and the address of the node within the domain. Packet forwarding
mechanisms at the backbone level need only look at the domain part of the node address, and packet
forwarding mechanisms at the domain level can ignore the domain part of the node address. Of course,
it is possible to have hierarchical routing strategies with more than two levels as described.

36.6 Flow Control in Datagram Networks

Since sources in a connectionless network do not interact with the network prior to the transmission of
data, it is possible that the sources may overload the network, causing buffers to overflow and packets
to be lost. The sources may become aware that their packets have been lost and, as a result, retransmit
the lost packets. In turn, it is possible that the retransmission of packets will cause more buffers to
overflow, causing more retransmissions, and so on; the network may be caught in a traffic jam where
the network throughput decreases to an unacceptable level. It is also possible that buffers may overflow
at the destinations if the sources send data too fast. The objective of flow control in connectionless
networks is to throttle the sources, but only as necessary, so that rate of packet loss due to buffer overflow
is at an acceptably low level.

A number of schemes have been proposed for flow control in connectionless networks. One technique
that has been proposed is that network nodes that experience congestion (e.g., buffer overflow) should
send the network nodes causing the congestion special control packets, which, in effect, request that the
offending nodes decrease the rate at which packets are injected into the network. This has been imple-
mented in the Internet, and the control packets are called source quench packets. A practical problem
with this approach is the lack of accepted standards that specify under what conditions source quench
packets are sent and exactly how network nodes should react to receiving a source quench packet.

We now focus our discussion on a common flow control technique used on connectionless networks,
whereby the network carries traffic predominately from connection-oriented protocols, and window flow
control is exercised within the connection-oriented protocols.

Window flow control is a technique where a source may have to wait for acknowledgements of packets
previously sent before sending new packets. Specifically, a window size W is assigned to a source, and the
source can have at most W unacknowledged packets outstanding. Typically, window flow control is exercised
end-to-end, and the acknowledgements are sent back to the source by the destination as soon as it is ready
to receive another packet. By delaying acknowledgements, the destination can slow down the source to
prevent buffer overflow within the destination.

Another motivation behind window flow control is that if the network becomes congested, packet
delays will increase. This will slow down the delivery of acknowledgements back to the source, which
will cause the source to decrease its rate of transmissions. The window size W is typically chosen large
enough so that in the absence of congestion, the source will not be slowed down by waiting for acknowl-
edgements to arrive.

Although it is possible to prevent buffer overflow by choosing the window sizes small enough and
appropriately managing the creation of connections, this is typically not how datagram networks operate.
In many cases, packet loss due to buffer overflow is possible, and window flow control is combined with
an automatic repeat request (ARQ) protocol to manage the retransmission of lost packets. In particular,
the source will wait only a limited time for an acknowledgement to arrive. After this amount of time
passes without an acknowledgement arriving, the source will timeout and assume that the packet has
been lost, causing one or more packets to be retransmitted. The amount of time that the source waits is
called the timeout value.

As already mentioned, retransmissions should be carefully controlled to prevent the network through-
put from becoming unacceptably low. We now provide an explanation of how this is commonly handled
within the current Internet, specifically within the TCP protocol. The explanation is oversimplified, but
it should give a rough idea of how congestion control mechanisms have been built into the TCP protocol.
This is the primary method of flow control within the current Internet.
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The first idea [Jain, 1986] is that a timeout indicates congestion, and sources should wait for the
congestion to clear and not add to it. In the TCP protocol [Jacobson, 1988], each timeout causes the
timeout value to be doubled. This is called exponential backoff, and is similar to what happens on ethernet
networks. In practice, so that the timeout values do not get unacceptably large, exponential backoff is
stopped when the timeout value reaches a suitable threshold. After acknowledgements begin to arrive at
the source again, the source can reset the timeout value appropriately.

In addition to exponential backoff, the TCP protocol dynamically adjusts the window size in response
to congestion. In particular, a congestion window W ′ is defined. Initially, W ′ is set to the nominal window
size W , which is appropriate for noncongestion conditions. After each timeout, W ′ is reduced by a factor
of two, until W ′ = 1. This is called multiplicative decrease.

The window size used by the TCP protocol is at most W ′, and could be less. The idea is that after a
period of congestion, a large number of sources could still retransmit a large number of packets and
cause another period of congestion. To prevent this, each time a timeout occurs, the window size is reset
to one. Hence, a source is then allowed to send one packet. If the source receives an acknowledgement
of this packet, it increases the window size by one, and, hence, is then allowed to send two packets. In
general, the source will increase the window size by one for each acknowledgement it receives, until the
window size reaches the congestion window size W ′. This is called slow start and is also used for new
connections. After the window size reaches W ′, the window size is increased by one for every roundtrip
delay, assuming no timeouts occur, until the original window size appropriate for noncongestion con-
ditions is reached. This has been called slower start.

36.7 Flow Control in Virtual Circuit Switched Networks

In connection-oriented networks, flow control, in a broad sense, can be exercised at two different levels.
At a coarse level, when a connection request is made, the network may assess whether it has the resources
to support the requested connection. If the network decides that it cannot support the requested con-
nection, the request is blocked (rejected). This is commonly called admission control. A connection request
may carry information such as the bandwidth of the connection that is required, which the network can
use to assess its ability to carry the connection. Some sources do not formally require any specified
bandwidth from the network, but would like as high a bandwidth as possible. Such sources are not acutely
sensitive to delay; as an example, a file transfer might be associated with such a source. These types of
sources have been recently named available bit rate (ABR) sources. If all sources are ABR, it may be
unnecessary for the network to employ admission control.

At a finer level, when a connection is made, flow control may be exercised at the packet level. In
particular, the rate as well as the burstiness of sources may be controlled by the network. We focus our
discussion on flow control entirely at the packet level. Proposals have also been made to exercise flow
control at an intermediate level, on groups of packets called bursts, but we do not discuss that here.

We first discuss flow control for ABR sources. Given that the bandwidth allocated to an ABR source
is variable, the issue of fairness arises. There are many possible ways to define fairness. One popular
definition of fairness is max–min fairness, which is defined as follows. Each link in the network has a
given maximum total bandwidth that is allocated to ABR sources using that link. Each ABR source has
an associated path through the network that is used to deliver data from the source to the associated
destination. An allocation of bandwidths to the ABR sources is called max–min fair if the minimum
bandwidth that is allocated is as large as possible. Given that constraint, the next lowest bandwidth that
is allocated is as large as possible, and so on.

A simple algorithm to compute the max–min fair allocation of bandwidths to the ABR sources is as
follows. A link is said to be saturated if the sum of the bandwidths of all ABR sources using that link
equals the total bandwidth available to ABR sources on that link. Each ABR source is initially assigned
a bandwidth of zero. The bandwidth of all ABR sources is increased equally until a link becomes saturated.
The bandwidth allocated to each ABR source that crosses a saturated link is then frozen. The bandwidth
of all remaining ABR sources are then increased equally until another link becomes saturated, and the
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bandwidth of each ABR source that crosses a newly saturated link is then frozen. The algorithm repeats
this process until the bandwidth of each ABR source is frozen.

One proposed way to impose flow control on ABR sources is to use window flow control for each
ABR connection at the hop level. That is, each ABR connection is subject to a window flow control
algorithm for each hop along the path of the connection. Thus, each ABR connection is assigned a
sequence of window sizes which specify the window size to be used at each hop along the path for the
connection. Each node along the path of a connection reserves buffer space to hold a number of packets
equal to the window size for the link incoming to that node. Packet loss is avoided by sending acknowl-
edgements only after a packet has been forwarded to the next node along the path. This scheme results
in backpressure that propagates toward the source in case of congestion. For example, if congestion occurs
on a link, it inhibits acknowledgements from being sent back on the upstream link, causing the buffer
space allocated to the connection at the node feeding the upstream link to fill. This will cause that node
to delay sending acknowledgements to the node upstream to that node, and so forth. If congestion persists
long enough, the source will eventually be inhibited from transmitting packets. It has been shown that
if each node transmits buffered packets from ABR connections that pass through it on a round robin
basis, that if window sizes are sufficiently large, and that if each source always has data to send, then the
resulting bandwidths that the ABR sources receive are max–min fair [Hahne, 1991]. This scheme is also
known as credit-based flow control [Kung and Morris, 1995], and algorithms have been proposed for
adaptively changing the window sizes in response to demand.

Another way to achieve max–min fairness (or fairness with respect to any criterion for allocated
bandwidths) is to explicitly compute the bandwidth allocations and enforce the allocations at the entry
points of the network. Explicit enforcement of bandwidth allocations is known as rate-based flow control.

Bandwidth is defined in a time-average sense, and this needs to be specified precisely in order to
enforce a bandwidth allocation. Suppose packet sizes are fixed. One way to precisely define conformance
to a bandwidth allocation of ρ packets per unit time is as follows. In any interval of time of duration x,
a source can transmit at most ρx + σ packets. The packet stream departing the source is then said to be
(σ, ρ) smooth. The parameter σ is a constant positive integer and is a measure of the potential burstiness
of the source. Over short intervals of time, the bandwidth of the source can be larger than ρ, but over
sufficiently large (depending on the value σ) intervals of time, the bandwidth is, essentially, at most ρ.
The source or network can ensure conformance to this by using leaky bucket flow control [Turner, 1986],
defined as follows.

A source is not allowed to transmit a packet unless it has a permit, and each transmitted packet by
the source consumes one permit. As long as the number of permits is less than σ, the source receives
new permits once every (1/ρ) units of time. Thus, a source can accumulate up to σ permits. A packet
that arrives when there are no permits can either be buffered by the source or discarded. Each ABR source
could be assigned the parameters (σ, ρ), where ρ is the allocated bandwidth of the source, and σ  represents
the allocated burstiness of the source, in some sense.

Non-ABR sources require a certain minimum bandwidth from the network for satisfactory operation
and may also require that latency be bounded. Examples are multimedia sources, interactive database
sources, distributed computing applications, and real-time applications. Leaky bucket flow control can
also be applied to non-ABR sources. The parameter ρ specifies the maximum average bandwidth of the
source, and the parameter σ measures the potential burstiness of the source, in some sense. If leaky
bucket rate control is applied to all of the sources in the network, delay and buffering requirements can
be controlled, and packet loss can be reduced or eliminated. Some recent analyses of this issue are
presented in Cruz [1995, 1991a, 1991b]. We now briefly describe one important idea in these analyses.

A packet stream may become more bursty as it passes through network nodes. For example, suppose
a packet stream arriving to a node is (σ, ρ) smooth, and that each packet has a delay in the node of at
most d seconds. Consider the packet stream as it departs the node. Over any interval of length x, say,
[t, t + x], the packets that depart must have arrived to the switch in the interval [t – d, t + x] since the delay
is bounded by d. The number of these packets is bounded by ρ(x + d ) + σ = ρx + (σ + ρd), since the
packet stream is (σ, ρ) smooth as it enters the node. Hence, the packet stream as it departs the node is
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(σ + ρd, ρ) smooth and is potentially more bursty than the packet stream as it entered the node. Thus,
as a packet stream passes through network nodes, it can get more bursty at each hop, and the buffering
requirements will increase at each hop.

We note that buffer requirements at intermediate nodes can be reduced by using rate control (with
buffering) to govern the transmission of packets within the network [Cruz, 1991b; Golestani, 1991]. This
limits the burstiness of packet flow within the network, at the expense of some increase in average delay.
It is also possible to reduce delay jitter by using this approach.

Defining Terms

ARQ protocol: An automatic repeat request (ARQ) protocol ensures reliable transport of packets
between two points in a network. It involves labeling packets with sequence numbers and man-
agement of retransmission of lost or errored packets. It can be exercised on a link or an end-to-
end basis.

Datagram network: A packet switched network that treats each packet as a separate entity. Each packet,
or datagram, is forwarded to its destination independently. The data sources do not coordinate
with the network or the destinations prior to sending a datagram. Datagrams may be lost in the
network, without notification of the source.

Header field: A packet is generally divided into a header and a payload. The payload carries the data
being transported, whereas the header contains control information for routing, sequence numbers
for ARQ, flow control, error detection, etc. The header is generally divided into fields, and a header
field contains information specific to a type of control function.

Packet switched network: A network where the fundamental unit of information is a packet. To achieve
economy, the communication links of a packet switched network are statistically shared. Buffering
is required at network nodes to resolve packet contentions for communication links.

Trunk reservation: A technique used in telephone networks whereby some portion of a communica-
tions link is reserved for circuits (trunks) that make most efficient use of the link. A link may reject
a circuit request because of trunk reservation so that other circuits, which make better use of the
link, may later be accepted.

Virtual circuit switched network: A packet switched network that organizes data packets according to
the virtual circuit that they belong to. Packets from a given virtual circuit are routed along a fixed
path, and each node along the path may reserve resources for the virtual circuit. A virtual circuit
must be established before data can be forwarded along it.
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37.1 Introduction

The transport layer of a computer network is situated above the network layer and provides reliable
communication service between any two users on the network. The users of the transport service are
e-mail, remote login, file transfer, Web browsers, etc. Within the transport layer are transport entities,
one for each user. The entities execute distributed algorithms, referred to as transport protocols, that
make use of the message-passing service of the network layer to offer the transport service. The most
well-known transport protocols today are the Internet Transmission Control Protocol (TCP), the
original transport protocol, and the ISO TP4.

Historically, transport protocol design has been driven by the need to operate correctly in spite of unreliable
network service and failure-prone networks and hosts. The channels provided by the network layer
between any two entities can lose, duplicate, and reorder messages in transit. Entities and channels can fail
and recover. An entity failure is fail-stop, that is, a failed entity performs no actions and retains no state
information except for stable storage. A channel failure means that the probability of message delivery
becomes negligible; that is, even with retransmissions, a message is not delivered within a specified time.
These fault-tolerance considerations are still valid in today’s internetworks.

To a first approximation, we can equate transport service to reliable data transfer between any two users.
But reliable data transfer requires resources at the entities, such as buffers and processes for retransmitting
data, reassembling data, etc. These resources typically cannot be maintained across failures. Furthermore,
maintaining the resources continuously for every pair of users would be prohibitively inefficient because
only a very small fraction of user pairs in a network exchange data with any regularity, especially in a large
network such as the Internet.

Therefore, a transport service has two parts: connection management and data transfer. Data transfer
provides for the reliable exchange of data between connected users. Connection management provides for
the establishment and termination of connections between users. Users can open and close connections to
other users and can accept or reject incoming connection requests. Resources are acquired when a user
enters a connection and released when the user leaves the connection. An incoming connection request is
rejected if the user has failed or its entity does not have adequate resources for new connections.

A key concern of transport protocols is to ensure that a connection is not infiltrated by old messages
that may remain in the network from previous terminated connections. The standard techniques are to
use the 3-way handshake mechanism for connection management and the sliding window mechanism
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for data transfer within a connection. These mechanisms use cyclic sequence numbers to identify the
connection attempts of a user and the data blocks within a connection. The protocol must ensure that
received cyclic sequence numbers are correctly interpreted, and this invariably requires the network to
enforce a maximum message lifetime.

In the following section, we describe the desired transport service. We then describe a simplified
transport protocol that illustrates the core of TCP and ISO TP4. We conclude with a brief mention of
performance issues and minimum-latency transport protocols.

Unless explicitly mentioned, we consider a client–server architecture. That is, the users of the transport
layer are partitioned into clients and servers, and clients initiate connections to servers. Every user has a
unique identity (id).

37.2 Transport Service

This section explains the correctness properties desired of the transport layer. We first define the notion
of incarnations. An incarnation of a client is started whenever the client requests a connection to any
server. An incarnation of a server is started whenever the server accepts a (potentially new) connection
request from any client. Every incarnation is assigned an incarnation number when it starts; the incar-
nation is uniquely distinguished by its incarnation number and entity id.

Once an incarnation x of an entity c is started in an attempt to connect to an entity s, it has one of
two possible futures. The first possibility is that at some point x becomes open and acquires an incarnation
number y of some incarnation of s—we refer to this as “x becomes open to incarnation y of s”; at some
later point, x becomes closed. The second possibility is that x becomes closed without ever becoming
open. This can happen to a client incarnation either because its connection request was rejected by the
server or because of failure (in the server, the client, or the channels). It can happen to a server incarnation
either because of failure or because it was started in response to a connection request that later turns out
to be a duplicate request from some old, now closed, incarnation.

Because of failures, it is also possible that an incarnation x of c becomes open to incarnation y of s
but y becomes closed without becoming open. This is referred to as a half-open connection.

A connection is an association between two open incarnations. Formally, a connection exists between
incarnation x of entity c and incarnation y of entity s if y has become open to x and x has become open
to y. The following properties are desired of connection management:

• Consistent connections: If an incarnation x of entity c becomes open to an incarnation y of entity s,
then incarnation y is either open to x or will become open to x unless there are failures.

• Consistent data transfer: If an incarnation x of entity c becomes open to an incarnation y of entity s,
then x accepts received data only if sent by y.

• Progress: If an incarnation x of a client requests a connection to a server, then a connection
is established between x and an incarnation of the server within some specified time, provided
the server does not reject x’s request and neither client, server, nor channels fail within that
time.

• Terminating handshakes: An entity cannot stay indefinitely in a state (or set of states) where it is
repeatedly sending messages expecting a response that never arrives. (Such infinite chatter is worse
than deadlock because in addition to not making progress, the protocol is consuming precious
network resources.)

Given a connection between incarnations x and y, the following properties are desired of the data transfer
between x and y:

• In-sequence delivery: Data blocks are received at entity y(x) in the same order as they were sent
by x(y).

• Progress: A data block sent by x(y) is received at y(x) within some specified time, provided the
connection is not terminated (either intentionally or due to failures) within that time.
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37.3 Data-Transfer Protocol

This section describes the sliding-window method for achieving reliable flow controlled data transfer,
assuming that users are always connected and correctly initialized. Later we add connection management
to this protocol.

Consider two entities c and s connected by unreliable network channels. The user at c produces data
blocks to be delivered to the user at s. Because the channels can lose messages, every data block has to
be retransmitted until it is acknowledged. For throughput reasons, entity c should be able to have several
data blocks outstanding, that is, sent but not acknowledged. Similarly, entity s should be able to buffer
data blocks received out-of-sequence (due to retransmissions or network reordering).

Let us number the data blocks produced by user c with successively increasing sequence numbers,
starting from 0. The sliding window mechanism maintains two windows of sequence numbers, one at
each entity.

Entity c maintains the following variables:

• na: {0, 1,… }; initially 0. This is the number of data blocks sent and acknowledged.

• ns: {0, 1,…}; initially 0. This is the number of data blocks produced by the local user.

• sw: {0, 1,…,SW }; initially 0. This is the maximum number of outstanding data blocks that the
entity can buffer.

Data blocks na to ns - 1 are outstanding and must be buffered. The entity can accept an additional
sw - ns + na data blocks from its user, that is, data blocks ns to na + sw - 1. The sequence numbers
na to na + sw - 1 constitute the send window, and sw is its size.

Entity s maintains the following variables:

• nr: {0, 1,…}; initially 0. This is the number of data blocks delivered to the user.

• rw: {0, 1,…,RW}; initially 0. This is the maximum number of data blocks that the entity can buffer.

Data blocks 0 to nr - 1 have been delivered to the user in sequence. A subset, perhaps empty, of the data
blocks nr to nr + rw - 1 has been received and the blocks are buffered. The sequence numbers nr to nr +
rw - 1 constitute the receive window, and rw is its size.

The easiest way for an entity to identify a received data block or acknowledgement is for the message
to include the sequence number of the concerned data block. But such a sequence number field would
grow without bound. Instead, the protocol uses cyclic sequence numbers; that is, j mod N, for some N,
instead of the unbounded sequence number j.

To ensure that a received cyclic sequence number is correctly interpreted, it is necessary for the network
to enforce a maximum message lifetime, that is, no message older than the lifetime remains in the
network. It then suffices if N satisfies

where SW and RW are the maximum sizes of the send and receive windows, L is the maximum message
lifetime, and δ is the minimum time between successive data block productions.

Flow control is another issue in data transfer, that is, entity c should not send data faster than the network
or entity s can handle. By dynamically varying the send window size, the sliding window mechanism can
also achieve flow control. In particular, consumer-directed flow control works as follows: entity s dynam-
ically varies its receive window size to reflect local resource constraints and regularly requests entity c to set
its send window size to the receive window size. Note that in this case, the previous condition on N reduces
to N ≥ 2RW + L/δ.

We finish this section with a specification of the sliding window protocol. The data messages of the
protocol have the form (D, sid, rid, data, cj), where sid is the sender’s id, rid is the intended receiver’s id,
data is a data block, and cj is its cyclic sequence number.

N SW RW
L

d
---+ +≥
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The acknowledgment (ack) messages of the protocol have the form (ACK, sid, rid, cj, w), where sid
and rid are as defined previously, cj is a cyclic sequence number, and w is a window size. When the
message is sent, cj and w are set to the values of nr mod N and rw, respectively. Thus, the message indicates
the data block next expected in sequence. Because it acknowledges all earlier data blocks, it is referred
to as a cumulative ack.

The events of the producer and consumer entities are shown in Fig. 37.1. There are two types of events.
A nonreceive event has an enabling condition, denoted ec, and an action, denoted ac; the action can be
executed whenever the event is enabled. A receive event for a message has only an action; it is executed
whenever the message is received.

37.4 Connection-Management Protocol

This section describes a connection-management protocol. Traditional transport protocols, including
TCP and TP4, identify successive incarnations by increasing, though not necessarily successively, incar-
nation numbers from some modulo-N space. Every entity uses a counter or a real-time clock to generate
incarnation numbers for local incarnations.

Another feature of traditional transport protocols is that an entity stores a remote incarnation’s number
only while it is connected to the remote incarnation. This necessitates a 3-way handshake for connection
establishment. A client that wants to connect to a server sends a connection request with its incarnation
number, say, x. When the server receives this, it responds by sending a response containing x and a server
incarnation number, say, y. When the client receives the response, it becomes open to y and responds by
sending an ack containing x and y. The server becomes open when it receives the ack. The server could
not become open when it received the connection request containing only x because it may have been a
duplicate from a previous, now terminated, connection.

A 2-way handshake suffices for connection closing. An open entity sends a disconnect request that is
acknowledged by the other entity. A 2-way handshake also suffices for connection rejection. It is obvious
that a server may have to reject a connection request of a client. What is not so obvious is that a client
may have to reject a “connection request” of a server. Specifically, if a server receives an old connection
request from a terminated incarnation of the client, the server attempts to complete the second stage of
the 3-way handshake. In this case, the client has to reject the server.

Entity c

Accept datablock from user (data)
ec: ns-na < sw
ac: buffer data as datablock ns;

ns:= ns+1

Send datablock (j) //also resends
ec: 0 ≤ j ≤ ns-na-1
ac: Send (D, c, s, datablock j, j mod N)

Reception of (ACK, s, c, cj, w)
ac: tmp := (cj-na) mod N;

if 1 ≤ tmp ≤ ns-na then
delete datablocks na to na+tmp

from send window;
na := na+tmp;
sw := w

else if tmp = 0 then sw := max(sw, w)
// else tmp > ns-na; do nothing 

Entity s

Expand receive window
ec: rw < RW
ac: rw := rw+1

Deliver datablock to user (data)
ec: datablock nr in receive window
ac: data := datablock nr;

nr := nr+1;
rw := rw-1

Send acknowledgement
ec: true // also resends
ac: Send (ACK, s, c, nr mod N, rw)

Reception of (D, c, s, data, cj)
ac: tmp := (cj-nr) mod N;

if 0 ≤ tmp < rw then
buffer data as datablock nr+tmp;

// else tmp≥rw; do nothing

FIGURE 37.1 Events of sliding window protocol.
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The unreliable channels imply that a k-way handshake has the following structure: In every stage except
the last, a message is sent repeatedly until the message of the next stage is received. The message of the
last stage is sent only in response, otherwise the handshake would never terminate.

It is convenient to think of the protocol as a distributed system that is driven by user requests. Each
user request causes the associated entity to initiate a 2- or 3-way handshake with the other entity. At each
stage of the handshake, one entity learns something about the other entity and may issue an appropriate
indication to its local user. At the end of the handshake, the protocol has served the user request. The
protocol’s behavior can be complex because two handshakes can be executing concurrently, with one of
them conveying information that is relevant to the other.

There is an intricate relationship between the modulo-N space of the incarnation numbers and the
handshaking algorithms, much more so than in the case of data transfer, since the latter assumes correctly
initialized users. To achieve correct interpretation of received cyclic incarnation numbers, it is necessary
to have bounds on message lifetime, incarnation lifetime, wait duration, and recovery duration. Under
the reasonable assumption that the incarnation lifetime dominates the wait and recovery durations, it is
sufficient and necessary to have 

where L is the maximum message lifetime, I is the maximum incarnation lifetime, and α is the minimum
time between successive incarnation creations at an entity. Most references in the literature incorrectly
assume that N ≥ 2L/α is sufficient.

This bound may not be satisfiable for exceedingly long-lived incarnations, say, of the order of days.
In that case, if we assume that the probability of two successive connections having identical modulo-N
client and server incarnation numbers is negligible (it is approximately 1/N2 under reasonable assump-
tions of incarnation lifetimes), then the following bound, which does not depend on I, suffices:

We now give a specification of the connection-management protocol. A client entity maintains the
following variables for each server s:

• status[s]: {CLOSED, OPENING, OPEN, CLOSING}; initially CLOSED. This is the status of the
client’s relationship with server s: CLOSED if client has no incarnation involved with s. OPENING
means client has an incarnation requesting a connection with s. OPEN means client has an incar-
nation open to s. CLOSING means client has an incarnation closing a connection with s.

• lin[s]: {NIL, 0, 1,…}; initially NIL. This is the local incarnation number: NIL if status[s] equals
CLOSED; otherwise identifies client incarnation involved with server s.

• din[s]: {NIL, 0, 1,…}; initially NIL. This is the distant incarnation number: NIL if status[s] equals
CLOSED or OPENING; otherwise identifies the incarnation of server s with which the client
incarnation is involved.

A server entity maintains the following state variables for each client c:

• status[c]: {CLOSED, OPENING, OPEN}; initially CLOSED. This is status of server’s relationship
with client c: CLOSED iff server has no incarnation involved with c. OPENING means server has
an incarnation accepting a connection request from c. OPEN means server has an incarnation
open to c.

• lin[c]: {NIL, 0, 1,…}; initially NIL. This is local incarnation number: NIL if status[c] equals CLOSED;
otherwise identifies server incarnation involved with client c.

• din[c]: {NIL, 0, 1,…}; initially NIL. This is the distant incarnation number. NIL if status[c] equals
CLOSED; otherwise identifies the incarnation of client c with which the server incarnation is
involved.

N
4L I+

a
--------------≥

N
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The messages of the protocol have the form (M, sid, rid, sin, rin), where M is the type of the message,
sid is the sender’s id, rid is the intended receiver’s id, sin is the sender’s incarnation number, and rin is
the intended receiver’s incarnation number. In some messages, sin or rin may be absent.

Each message is either a primary message or a secondary message. A primary message is sent repeatedly
until a response is received or the maximum wait duration has elapsed. A secondary message is sent only
in response to the reception of a primary message. Note that the response to a primary message may be
another primary message, as in a 3-way handshake.

The messages sent by clients are as follows:

• (CR, sid, rid, sin): Connection request; sent when opening; primary message.

• (CRRACK, sid, rid, sin, rin): Acknowledgement to connection request reply (CRR); secondary
message.

• (DR, sid, rid, sin, rin): Disconnect request; sent when closing; primary message.

• (REJ, sid, rid, rin): Reject response to a connection request reply that is received when closed. The
sin of the received CRR is used as the value of rin; secondary message.

The messages sent by servers are as follows:

• (CRR, sid, rid, sin, rin): Reply to connection request in 3-way handshake; sent when opening;
primary message.

• (DRACK, sid, rid, sin, rin): Response to disconnect request; secondary message.

• (REJ, sid, rid, rin): Reject response to a CR received when closed. The sin of the received message
is used as the value of rin, secondary message.

The events of the client and server entities are shown in Figs. 37.2 and 37.3, assuming unbounded in-
carnation numbers.

37.5 Transport Protocols

A transport protocol between a client entity c and a server entity s consists of a connection-management
protocol augmented with two data-transfer protocols, one for data transfer from c to s and another for
data transfer from s to c. At each entity, the data-transfer protocol is initialized each time the entity
becomes open and its events are executed only while open. The data-transfer messages are augmented
by incarnation number fields, which are used by receiving entities to filter out data-transfer messages of
old connections.

We illustrate with the protocols of the previous sections. Start with the connection-management
protocol of Section 37.4 between c and s. Add two sliding window protocols, one from c to s and one
from s to c, as follows:

• At each entity, introduce variables ns, na, sw, and the send window buffers for the outgoing data
transfer and nr, rw, and the receive window buffers for the incoming data transfer. These data-
transfer variables are initialized whenever the entity becomes open. Whenever the entity becomes
closed, these variables are deallocated.

• Modify the client as follows. Add status[s] = OPEN to the enabling condition of every data-
transfer event. Add sin and rin fields to the sliding window protocol messages. When a data-
transfer message is sent, sin is set to the local incarnation number lin[s] and rin is set to the remote
incarnation number din[s]. When a data-transfer message is received, first test for status[s] =
OPEN, sin = din[s] and rin = lin[s]. If the test fails, ignore the message, otherwise, process the
message as in the sliding window protocol specification.

• Modify the server similarly.

There are various ways to extend and integrate the data-transfer protocols. The messages of the two
data-transfer protocols can be combined. For example, the data messages sent by an entity can have
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additional fields to piggy-back acknowledgement information for incoming data, that is, fields for nr and
rw. This is done in TCP and ISO TP4.

The preceding protocol uses cumulative acknowledgments. We can also use reject messages to indicate a
gap in the received data. Rejects allow the data source to retransmit missing data sooner than cumulative
acks. The protocol can also use selective acknowledgements to indicate correctly received out-of-sequence
data. This allows the data source to retransmit only what is needed, rather than everything outstanding.
Selective acks and rejects are not used in TCP and ISO TP4, although there are studies indicating that they
can improve performance significantly.

Client entity c: events concerning server s

Connect Request(s)
ec: status[s] := CLOSED
ac: status[s] := OPENING ; lin[s] := new incarnation number

Disconnect Request(s)
ec: status[s] = OPEN
ac: status[s] := CLOSING

Abort(s)
ec: status[s] ≠ CLOSED & “response timeout”
ac: status[s] := CLOSED ; lin[s] := NIL ; din[s] := NIL

SendCR(s)
ec: status[s] = OPENING
ac: Send ( CR, c, s, lin[s] )

SendDR(s)
ec: status[s] = CLOSING
ac: Send ( DR, c, s, lin[s], din[s] )

Receive (CRR, s, c, sin, rin )
ac: if status[s] = OPENING & rin = lin[s] then

status[s] := OPEN ; din[s] := sin ;
Send (CRRACK, c, s, lin[s], din[s])

else if status[s] = OPEN & rin = lin[s] & sin = din[s] then
// duplicate CRR
Send (CRRACK, c, s, lin[s], din[s])

else if status[s] = OPEN & rin = lin[s] & sin>din[s] then
// server crashed, recovered, responding to old CR
Send ( REJ, c, s, sin ) ; status[s] := CLOSED ;
din[s] := NIL ; lin[s] := NIL

else if status[s] is CLOSED or CLOSING then Send ( REJ, c, s, sin )

Receive ( REJ, s, c, rin )
ac: if status[s] is OPENING or CLOSING & rin = lin[s] then

status[s] := CLOSED ; din[s] :=NIL ; lin[s] :=NIL
//else status[s] is OPEN or CLOSED; do nothing

Receive ( DRACK, s, c, sin, rin )
ac: if status[s] = CLOSING & rin = lin[s] & sin = din[s] then

status[s] := CLOSED ; din[s] := NIL; lin[s] := NIL
// else status[s] is OPENING or OPEN or CLOSED; do nothing

FIGURE 37.2 Client events of connection management protocol.
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The preceding protocol uses fixed-size data blocks. An alternative is to send variable-sized data blocks.
This can be done by augmenting the data messages with a field indicating the size of the data block. TCP
does this with an octet, or byte, as the basic unit. A similar modification would be needed for selective acks.

The connection-management protocol can be extended and integrated in several ways.
The preceding protocol allows either user to close a connection at any point, without waiting for data

transfer to be completed. An alternative is so-called graceful closing, where a user can close only its
outgoing data transfer. The user must continue to handle incoming data until the remote user issues a
close also. TCP has graceful closing, whereas ISO TP4 does not. It is a simple matter to add graceful
closing to a protocol that does not have it.

Server entity s: events concerning client c

Abort(c)
ec: status[c] ≠ CLOSED & “response timeout”
ac: status[c] := CLOSED ; lin[c] := NIL ; din[c] := NIL

Send CRR(c)
ec: status[s] = OPENING
ac: Send ( CRR, s, c, lin[c], din[c] )

Receive ( CR, c, s, sin )
ac: if status[c] = CLOSED & “rejecting connections” then

Send ( REJ, s, c, sin ) ;
else if status[c] = CLOSED & “accepting connections” then

lin[c] := new incarnation number ;
status[c] := OPENING ; din[c] := sin

else if status[c] = OPENING & sin>din[c] then
// previous din[c] value was from some old CR
din[c] := sin

else if status[c] = OPEN & sin>din[c] then
// client crashed, reconnecting
if “willing to reopen” then

lin[c] := new incarnation number ;
din[c] := sin ; status[c] := OPENING

else status[c] := CLOSED ; lin[c] := NIL ; din[c] := NIL
// else status[c] = OPEN & sin ≤ din[c]; do nothing

Receive ( CRRACK, c, s, sin,, rin, )
ac: if status[c] = OPENING & sin = din[c] & rin = lin[c] then

status[c] := OPEN
// else status[c] is OPEN or CLOSED; do nothing

Receive ( DR, c, s, sin, rin )
ac: if status[c] = OPEN & sin = din[c] & rin = lin[c] then

Send ( DRACK, s, c, lin[c], din[c] );
status[c] := CLOSED ; lin[c] := NIL ; din[c] := NIL

else if status[c] = CLOSED then Send ( DRACK, s, c, rin, sin ) ;
// else status[c] = OPENING; do nothing

Receive ( REJ, c, s, rin )
ac: if status[c] = OPENING & rin = lin[c] then

status[c] := CLOSED ; lin[c] := NIL ; din[c] := NIL
// else status[c] is OPEN or CLOSED; do nothing

FIGURE 37.3 Server events of connection management protocol.
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It is possible to merge connection establishment, data transfer, and connection termination. The
connection request can contain data, which would be delivered after the server becomes open. The
connection request can also indicate that after the data is delivered, the connection is to be closed. TCP
allows this.

TCP uses a single 32-b cyclic sequence number space to identify both incarnations and data blocks.
When an incarnation is created at an entity, an initial sequence number is chosen and assigned to the
incarnation. Successive new messages sent by the incarnation, whether of connection management or
data transfer, occupy increasing sequence numbers starting from this initial sequence number.

TCP messages integrate both data transfer and connection management. Every TCP message has fields
indicating the sequence number of the message, the next sequence number expected, the data segment
(if any), the segment length, and receive window size. A connection-management message that requires
an acknowledgement is considered to use up a sequence number, say, n. This means that the next new
connection-management message sent by the entity, whether or not it requires an acknowledgement,
would have the sequence number n + 1. The remote entity can acknowledge a connection-management
message by sending a message of any type with its next expected sequence number field equal to n + 1.

The TCP messages SYN, SYN-ACK, ACK, FIN, FIN-ACK, and RST correspond, respectively, to the
messages CR, CRR, CRRACK, DR, DRACK, and REJ of our protocol.

TCP provides balanced opening, a service that is outside the client–server paradigm. Here, if two
entities request connections to each other at the same time, a single connection is established. In the
client–server architecture, each entity would be considered to have a client-half and a server-half, and
two connections would be established. In fact, TCP’s algorithm for balanced opening is flawed: it may
result in valid connection requests being rejected and invalid connection requests leading to connections.
Fortunately, no application seems to use TCP’s balanced-opening service. ISO TP4 does not have
balanced opening.

37.6 Conclusions

This chapter has described the service expected of a transport layer and a distributed algorithm, or protocol,
that achieves this service. The protocol faithfully illustrates the inner workings of TCP and ISO TP4. We
conclude by outlining two currently active research areas in transport protocols.

One area is that of minimum-latency transport protocols. The delay in connection establishment
incurred by the 3-way handshake is unacceptable for many transaction-oriented applications such as
remote procedure calls (RPCs). Note that although transaction data can be sent with a connection request,
the server cannot process the transaction until it confirms that this is a new request. This has motivated
the development of transport protocols where the server can determine the newness of a connection
request as soon as it is received, thereby achieving connection establishment with a 2-way handshake.

To achieve this, the server has to retain information about clients even when it is not connected to
them. Consider a 3-way handshake between client incarnation x and server incarnation y. If the server
had remembered the incarnation number, say, z, that the client had previously used when it connected
to the server, then the server could determine that the connection request with x was new (because x
would be greater than z). In that case, the server could have become open at once, resulting in a 2-way
handshake connection establishment. A server cannot be expected to indefinitely remember the last
incarnation number of every client to which it was connected, due to the enormous number of clients in
a typical internetwork. However, a caching scheme is feasible, and several have been proposed, culminating
recently in a proposed modification to TCP.

An alternative to caching is to use timer-based mechanisms. Here also, a server is required to maintain
information on each client it has served for a duration comparable to that in cache-based mechanisms
(the major component in both is the message lifetime). In most timer-based protocols, if a client’s entry
is removed before the specified duration, for example, due to a crash or memory limitation, then the
server can incorrectly accept old connection requests of that client. Simple connection management
protocol (SCMP) is an exception: assuming synchronized clocks maintains correctness, but it may reject
©2002 CRC Press LLC



 

new connections for a period of time depending on clock skews and other parameters. In any case, timer-
based approaches do not have a backup 3-way handshake.

Another area of current research concerns the performance of transport protocols. As mentioned
earlier, transport protocol design has been historically driven by the need to operate correctly in spite of
unreliable network service and failure-prone networks and hosts. This has resulted in the premise that
transport protocols should have minimal knowledge of the network state. For example, message roundtrip
times are the only knowledge that TCP has of the current network state.

In recent years, Internet traffic has grown both in quantity and variety, resulting in increasing utili-
zation, delays, and often congestion. This has prompted the development of retransmission and win-
dowing policies to reduce network congestion, mechanisms to reduce processing time for transport
protocol messages, etc. However, this performance work is still governed by the premise, motivated by
fault tolerance, that a transport protocol should have minimal knowledge of the network state.

It is not clear whether this premise would be valid for the high-speed networks of the near and far
future. Current implementations of TCP use a very conservative flow control scheme: the source reduces
its send window by a multiplicative factor whenever roundtrip times indicate network congestion, and
increases the send window by an additive factor in the absence of such indication. Although this is very
robust, it tends to underutilize the network resources. It should be noted that most protocol proposals
for high-speed networks make use of some form of resource reservation to offer varying quality-of-service
guarantees. It is not clear how this can be incorporated within the current TCP framework, or even
whether it should be.

Defining Terms

3-way handshake: A handshake between two entities involving three messages, say m1, m2, m3. The
initiating entity repeatedly sends m1. The other entity responds by repeatedly sending m2. The
initiating entity responds by sending a single m3 for each m2 received.

Balanced-opening: Where two entities requesting connections to each other at the same time establish
a single connection.

Client–server architecture: A paradigm where the users of the transport layer consist of clients and
servers, connections are always between clients and servers, and connections are always initiated
by clients.

Connection: An association between two open incarnations.
Connection management: That portion of the transport service and protocol responsible for the

establishment and termination of connections between users.
Cyclic sequence numbers: The modulo-N sequence numbers used for identifying incarnations and

data blocks.
Data transfer: That portion of the transport service and protocol responsible for the reliable exchange

of data between connected users.
Incarnation: An instance of an entity created for a connection attempt.
Incarnation numbers: Sequence numbers for identifying incarnations.
Initial sequence numbers: The incarnation numbers of TCP.
Maximum message lifetime: The maximum duration for which a message can reside in the network.
Receive window: The data blocks that can be buffered at the consuming entity.
Send window: The data blocks that can be outstanding at the producing entity.
Sliding-window mechanism: A method for sending data reliably over unreliable channels, using cyclic

sequence numbers to identify data, a send window at the data producer, and a receive window at
the data consumer.

Transport entities: The processes within the transport layer.
Transport protocols: The distributed algorithm executed by the transport entities communicating over

the network service.
Transport service: The service expected of the transport layer.
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Further Information

The specification of TCP can be found in:
Postel, J. 1981. Transmission Control Protocol: DARPA Internet Program Protocol Specification. Request for

Comment RFC-793, STD-007, Network Information Center, Sept.
The specification of ISO TP4 can be found in:
International Standards Organization 1989. Information Processing System–Open Systems Interconnection–

Transport Protocol Specification Addendum 2: Class four operation over connectionless network service.
International Standard ISO 8073/DAD 2, ISO, April.

The full specification and analysis of the data-transfer protocol in Section 37.3, including selective acks
and rejects, can be found in:
Shankar, A.U. 1989. Verified data transfer protocols with variable flow control. ACM Trans. Comput. Syst.,

7(3):281–316.
The full specification and analysis of the connection management protocol in Section 37.4, as well as
caching-based protocols and references to timer-based protocols, can be found in:
Shankar, A.U. and Lee, D. 1995. Minimum latency transport protocols with modulo-N incarnation

numbers. IEEE/ACM Trans. Networking, 3(3):255–268.
Composing data transfer and connection management is explained in:
Shankar, A.U. 1991. Modular design principles for protocols with an application to the transport layer.

Proc. IEEE, 79(12):1687–1709.
Balanced opening and the flaws of TCP are described in:
Murphy, S.L. and Shankar, A.U. 1991. Connection management for the transport layer: service specifi-

cation and protocol verification. IEEE Trans. Commun., 39(12):1762–1775.
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Gigabit Networks*

38.1 Introduction
38.2 Host Interfacing 
38.3 Multimedia Services
38.4 The World-Wide Web
38.5 Conclusions

38.1 Introduction

This chapter summarizes what we have learned in the past decade of research into extremely high throughput
networks. Such networks are colloquially referred to as gigabit networks in reference to the billion bit per
second throughput regime they now operate in. The engineering challenges are in delivering this bandwidth
end-to-end from hosts, through access networks and fast transmission systems, to receiving hosts. Hosts
range through PCs, high-performance engineering workstations, to parallel supercomputing systems.

First, some history: high-throughput fiber optic networks, prototype high-speed packet switches, and
high-performance workstations were all available in the late 1980s. A major engineering challenge was
integrating these elements into a computer networking system capable of high application-to-application
throughput. As a result of a proposal from D. Farber and R. Kahn (the Kahn/Farber Initiative) the U.S.
Government [National Science Foundation (NSF) and DARPA] funded sets of collaborators in five gigabit
testbeds. [Computer Staff, 1990]. These testbeds were responsible for investigating different issues, such
as applications, metropolitan-area networks (MANs) vs. local-area networks (LANs), and technologies
such as high performance parallel interface (HIPPI), asynchronous transfer mode (ATM), and synchronous
optical network (SONET) [Partridge, 1993]. The Aurora gigabit testbed linked University of Pennsylvania
(Penn), Bellcore, IBM, and MIT, with gigabit transmission facilities provided by collaborators Bell Atlantic,
MCI, and Nynex (both Bell Atlantic and Nynex are part of Verizon), and was charged with exploring
technologies for gigabit networking, whereas the other four testbeds were applications-focused and,
hence, used off-the-shelf technologies. The results of Aurora work underpin most of today’s high-speed
network infrastructures.

Clark et al. [1993] set out the research goals and plans for the testbed and outlined major research
directions addressed by the testbed. Aurora uniquely addressed the issues of providing switched infra-
structure and high end-to-end throughput between workstation class machines. In contrast to supercom-
puters, these machines were, and are, the basis for most computing today.

Figures 38.1 and 38.2 provide illustrations of the Aurora geography and logical topologies, respectively.
Sections 38.2–38.4 describe network host interface architectures that can operate in gigabit ranges,

*Support for research reported by University of Pennsylvania came from Bellcore (which is now called Telcordia
Technologies) (through Project Dawn), IBM, Hewlett-Packard, National Science Foundation and Defense Advanced
Research Projects Agency (DARPA) through Corporation for National Research Initiavtive (CNRI) under cooperative
agreement NCR-89-19038, and the National Science Foundation under CDA-92-14924.

Jonathan M. Smith
University of Pennsylvania
©2002 CRC Press LLC



 

         
multimedia aspects of gigabit networks, and the World Wide Web as an applications programming
interface for gigabit (and beyond) networks. Section 38.5 summarizes our state of knowledge. Table 38.1
provides a compact summary of some major Aurora milestones.

38.2 Host Interfacing

Asynchronous transfer mode (ATM) networks were an attempt to use the same data units end-to-end,
from host to host through the network. These units were small packets called cells, which were fixed in
size (48 byte payloads and 5 byte headers). Aurora work showed that efficient, low-cost host/computer
interfaces to ATM networks could be built and incorporated into a hardware/software architecture for
workstation-class machines. This was believed to be problematic due to the nature of small, fixed-size
ATM cells and their mismatch with workstation memory architectures. Penn designed [Traw and Smith,
1991] and implemented an ATM host interface for the IBM RISC System/6000 workstation, which connects
to the machine’s micro channel bus. It translated variable-size application data units into streams of fixed-
size ATM cells using dedicated segmentation-and-reassembly logic. The novel application of a content-
addressable memory, hardware-implemented linked-list manager, and the reassembly pipeline structure
allowed use of a low clock speed and, hence, low-cost technologies. The cellification and decellification
logic have measured performance which could support data rates of 600–700 Mb/s [Traw, 1995].

What this research illustrated was that hosts could achieve substantial throughputs by appropriate choice
of protocol parameters (for example, by using large TCP/IP window sizes) over high performance wide-
area networks. The ATM adapters carried out the job of converting between the variable-sized packet

FIGURE 38.1 Aurora geography.

FIGURE 38.2 Partial Aurora logical topology.
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abstraction used by the hosts and applications and the cell abstraction used by the network infrastructure.
Today’s deployed infrastructures use 100 megabit or gigabit ethernet [Seifert, 1999]  local area networks as
interconnects rather than ATM switches, and, thus, the size conversions that take place are between the
application’s preferred data unit size and the approximately 1500 byte MTU resulting from limitations on
the size of ethernet frames. Such conversions, as they are on larger data units, are less frequent than with
ATM networks and so can be performed by host software.

A continuing concern with advanced applications such as medical imaging, e-commerce and commercial
teleconferencing is privacy. Privacy transformations have traditionally been rather slow due to the bit-
complexity of the substitution—and confusion—introducing operations. Augmentation of network host
interfaces with cryptographic hardware to achieve high performance [Smith, Traw, and Farber, 1992] has
been designed; this work was based on earlier observations by Broscius and  Smith [1991] describing the use
of parallelism to achieve high performance in an implementation of the National Bureau of Standards (NBS)

TABLE 38.1 Aurora Gigabit Testbed:  Selected  Milestones

Date Milestone

  5/6/93 2.4 Gb/s OC-48 SONET backbone operational Penn <=> Bellcore
  5/7/93 End-to-end data between workstations at Penn and Bellcore, interoperating Penn

and Bellcore ATM host interfaces
  5/19/93 Sunshine switches ATM cells between IBM RS/6000 at Penn and IBM RS/6000 at 

Bellcore
  6/7/93 Penn and Bellcore ATM interfaces interoperate through Sunshine
  6/8/93 End-to-end video over ATM from Penn workstation w/Penn video card to Bellcore 

workstation display
10/26/93 2nd Sunshine operational, at Penn
11/12/93 Full-motion A/V teleconference over packet transfer mode (PTM)/SONET, 

Penn <=> IBM
12/31/93 25 Mb/s TCP/IP over Aurora switched loopback
  2/25/94 Cheap Video ATM appliance running over Aurora
  3/15/94 Telementoring interactive distance learning over Aurora Penn <=> Bellcore using 

Cheap Video NTSC/ATM
  3/30/94 70 Mb/s  TCP/IP over Aurora between RS/6000s
  4/17/94 MNFS/AIX solving differential heat equations over Aurora
  4/21/94 Avatar, w/audio VC operational Penn <=> Bellcore, and IBM PVS IBM <=> over 

PlaNET, and VuNet Penn <=> MIT
  5/6/94 Avatar in operation Penn <=> MIT
12/31/94 Link to IBM and MIT taken out of operation
  7/5/95 HP PA-RISC/Afterburner ATM Link Adapter achieves 144 Mb/s TCP/IP
  8/22/95 ATM Link Adapter achieves 215 + Mb/s TCP/IP

FIGURE 38.3 Performance of distributed heat equation solution, DSM/ATM.
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data encryption standard. Smith, Traw, and Farber [1992] describe the history and motivation for the archi-
tecture and explain how to insert a high-performance cryptographic chip (for example, the VLSI Technol-
ogies VM007 data encryption standard (DES) chip, which operates at 192 Mb/s) into the ATM host interface
architecture. The resulting system is able to operate at full network speed while providing a per-cell (agile)
per virtual channel identifier (VCI) rekeying; both the performance and the operation are transparent to the
host computer while providing much greater key control than possible with link encryption approaches. A
current implementation using the new Advanced Encryption Standard (AES) based on the Rijndael cipher
may be able to operate up to 10 Gb/s. The difficulty of getting data to and from the encrypting hardware
through a bus remains—one attractive solution (which may or may not be economically feasible) is the use
of a cryptographic coprocessor attached directly to the CPU.

A key principle in interface design is to leave all but the most bit-intensive tasks to software. This is
one of the virtues of the ethernet design and is among the many reasons for its longevity. A number of
researchers in the early 1990s (in particular Van Jacobson) characterized this approach as WITLESS, for
workstation interface that’s low-cost efficient and stupid. This approach was adopted by Traw and Smith
[1991] and used no microcontrollers in a simple all-hardware adapter, with careful separation of functions
between hardware and software implementation. Traw and Smith [1993] report on the implementation of
the ATM host interface and its support software. The architecture is presented in detail, and design decisions
are evaluated. Later work [Smith and Traw, 1993] focused attention on the adapter to application path
through software, and some of the key design decisions embedded in the software are examined. Of
particular interest are the system performance measures where the adaptor operates with a significant
application workload present.

The initial software subsystem provided an application programmer interface roughly equivalent to a
raw Internet protocol (IP) socket and was able to achieve more than 90% of the hardware subsystem’s
performance, thus driving an optical carrier level 3 (OC-3) at its full 155 Mb/s rate. Key innovations were
the reduction of data copying (through use of virtual memory (VM) support; this direction was later
followed by others, including the University of Arizona team [Druschel, Peterson, and Davie, 1994]
designing software for the Osiris [Davie, 1993] interface developed at Bellcore by Bruce Davie) and the
partitioning of functions between hardware and software. As can be seen from Table 38.2 [Druschel et al.,
1993] this reduction in data copying was necessitated by the memory bandwidth limitations of early-
1990s workstations. The bottleneck on the IBM RS/6000 was initially the workstation’s system bus to I/O
bus interconnect [Traw and Smith, 1993], however, improvements to the I/O subsystem architecture
moved the bottleneck to the physical link. For the Hewlett-Packard (HP) PA-RISC implementation [Traw,
1995] designed to demonstrate scaling of the host interface architecture to higher speeds, the bottleneck
was the bus attachment (for this environment, the SGC graphics bus served as the attachment point).

The HP PA-RISC/afterburner ATM link adapter held a record for highest reported transport control
protocol (TCP)/IP/ATM performance of 215 + Mb/s for almost one year. This performance was measured
between two HP PA-RISC 755s, connected by a 320 Mb/s SONET-compliant null modem, using the
netperf test program. The best performance was achieved using a 32-kilobyte socket buffer size and 256-
kilobyte packets.

The lessons from this research have made their way into common use in all modern systems software.
As Table 38.2 illustrates, the memory bandwidths of the second generation of RISC workstations, with

TABLE 38.2 Workstation Memory Bandwidths, Early 1990s

Memory CPU/Memory (Mb/s, sustained)

(Mb/s, peak) Copy Read Write

IBM RS/6000 340 2133 405(0.19) 605(0.30) 590(0.28)
Sun SS 10/30 2300 220(0.10) 350(0.15) 330(0.14)
HP 9000/720 1600 160(0.10) 450(0.28) 315(0.20)
Dec 5000/200 800 100(0.13) 100(0.13) 570(0.71)

Source: Tabulation by Druschel, P., Abbott, M.B., Pagels, M.A., and Peterson, L.L., 1993.
Network subsystem design. IEEE Network special issue, 7(4):8–17.
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the exception of the RS/6000, were poor. The designers relied on effective caches to maintain high
instruction processing rates. While the architectures were effective on scientific workloads, they were far
less effective when the data was moved to and from memory as they are in moving to and from the
network. If anything, in the first decade of the 21st century, the ratio between CPU performance and
memory throughput has gotten worse rather than better, and thus the need for reducing memory copies
has increased. Pragmatically, if a modern host is achieving any approximation to a gigabit of throughput
through a Gb/s ethernet adapter, it is copying the data only once.

38.3 Multimedia Services

Multimedia services for a networking infrastructure capable of gigabit throughputs must be designed with
scale, endpoint heterogeneity, and application requirements as the key driving elements. For example, an
integrated multimedia architecture with which applications define which data are to be bundled together
for transport and select which data are unbundled from received packages can be far more receiver-driven
in nature. Later work in the Internet community took this approach by “layering” different qualities of
media delivery, so that receivers can select the quality of video which they choose to reproduce. This allows
sources to choose the degree of resource allocation they wish to provide; receivers choose which elements
of the package they wish to produce. Although potentially wasteful of bandwidth, the massive reduction
in the multiplicity of customized channels allows sources to service a far greater number of endpoints
and receivers to accommodate endpoint resources by reproducing what they are capable of. The scaling
advantage of this approach is that much of the complexity of customization is moved closest to the point
where customization is required, namely, the endpoint.

Multimedia appliances [Udani, 1992] were developed in anticipation of readily available bandwidth,
an approach which is now again revived with the model of “always-on” Webcams. For example, this led
to the all-hardware National Television Systems Committee (NTSC)/ATM Avatar ATM [Marcus and Traw,
1995] card, which supports NTSC video and CD-quality audio, and is the first example of an ATM
appliance, with a parts cost (in 1993) of under $300. Many of these cards were fabricated. They were
used for distance teaching when connecting experimental “Video Windows,” for collaborative work
between researchers at Penn and Bellcore, and for teleconferencing between Penn and Massachusetts
Institute of Technology (which had its own extensive research effort in ubiquitous ATM hardware, the
ViewStation, modeled after the Desk Area Network at Cambridge University).

Multimedia provision relies on the development of operating system abstractions which can support
high-speed applications. These abstractions use the hardware and low-level operating system support of
the operating system to provide an application-centered model of quality of service (QoS) requirements.
Novel technical means had to be developed for bandwidth allocation implementations, e.g., support from
the operating system scheduling mechanism for true end-to-end service delivery. Nahrstedt [1995] identified
the software support services needed to provide QoS guarantees to advanced applications that control the
characteristics of their networking system and adapt within parameterized limits. These services form a
kernel, or a least common subset of services, required to support advanced applications.

A logical relationship between applications-specified QoS [Nahrstedt and Smith, 1996], as well as
operating system policy and mechanism, and network-provided QoS was developed. An example
challenge is the kinematic data stream directing a robotic arm, which can tolerate neither packet drops
nor packet delays—unlike video or audio, which can tolerate drops but not delays. The approach used
is a bidirectional translator (like a compiler/uncompiler pair for a computer language) which resides
between the network service interface and the applications’ service primitives. This can dynamically
change QoS as application requirements or network capabilities change, allowing better use of network
capacity, which can be mapped more closely to application’s current needs than if a worst-case require-
ment is maintained. The implementation [Nahrstedt, 1995] outlined the complete requirements for
such a strategy, including communication primitives and data necessary for translation between net-
work and application. For example, an application request to zoom and refocus a camera on the busiest
part of a scene will certainly require peer-to-peer communication between the application and the
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camera management entity. The network may need to understand the implications for interframe com-
pression schemes and required bandwidth allocations. The translation method renegotiates QoS as
necessary.

These ideas were described in Nahrstedt and Smith [1995], which describes a mechanism to provide
bidirectional negotiation of quality-of-service parameters between applications and the other elements of
a workstation participant in advanced network applications. The scheme is modeled on a broker, a traditional
mechanism for carrying on back-and-forth negotiations while filtering implementation details irrelevant
to the negotiation. The QoS broker reflects both the dynamics of service demands for complex applications
and the treatment of both applications and service kernels as first-class participants in the negotiation
process. The QoS broker was implemented in the context of a system for robotic teleoperation. The broker
was implemented and evaluated as part of a complete end-to-end architecture Nahrstedt [1995].

Gigabit multimedia is much desired by the applications community. Applications include high-quality
(e.g., HDTV) movies, interactive games, and ultra-high-quality conferencing.

38.4 The World-Wide Web

One of the major questions addressed in the gigabit testbeds was what application programming interface
would be used. The connection-oriented model of telephony and TCP/IP was looking limited, especially
in the face of long latencies and clashes between the connection-oriented model and the object-access
paradigm (memory and files) used in computer systems. Farber [1995] had proposed distributed shared
memory (DSM) as a technology solution for integrating computation and communications more closely.
At about the same time that the gigabit testbed research was underway, a new paradigm for network
resource access was being developed, the World Wide Web. This model relied on a hypertext model—one
where documents are named and may link to other named documents. The naming paradigm, such as
http://my. location.edu/~me/myfile, incorporates both the object name and its location in its name, allowing
non-local objects to be referenced and fetched. In this sense, then, the Web can be seen as a very loosely
coupled distributed shared memory. Thus, the Web satisfies some interesting properties when viewed as a
memory. First, it can be searched—this is exemplified by various Web-crawling programs, such as http://
www.google.com, which make the Web into the equivalent of a large-scale content addressable memory.
Second, the objects referenced are often visual. As Shaffer’s thesis [Shaffer 1996] showed, the benefits of
high bandwidth accrue directly to applications requiring high throughput by reducing the perceived latency
to the application (such as a web browser) for remotely referencing the object. This advantage will continue
to accrue as Web caches are used to reduce the effects of other latencies such as disk accesses and round-trip
delays and will be amplified as protocols such as parallel HTTP and persistent HTTP are used to overcome
some of the delay inherent in TCP/IP’s slow-start behavior. 

The Web is a superb application for end-to-end gigabit networks, as the availability of bandwidth
makes more complex content and even the multimedia services of the previous section available to users.
Fortunately, the workstations, LANs, and core networks have been evolving rapidly. Less fortunately,
deployment of broadband to the home, where most people access the Web, has been far too slow.

38.5 Conclusions

There is an old network saying: Bandwidth problems can be cured with money. Latency problems are
harder because the speed of light is fixed—you can’t bribe God.

—D. Clark [Patterson and Hennessy, 1996]

The Aurora gigabit testbed research had a fundamental influence on the design and development of  network
technology. The host interface work answered concerns about the viability of ATM segmentation and
reassembly (SAR) and made the performance concerns expressed when the testbeds were begun nonissues.
Host interface work from Aurora has influenced all of today’s commercial products, both ATM and ethernet
[Chu, 1996]. 
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Operating systems research at Penn and later work at the University of Arizona showed how to reduce
copying between host interfaces and applications through careful management of DMA, buffer pools,
and process data access [Chu, 1996]. Operating systems can deliver gigabit range throughputs to appli-
cations with appropriate restructuring and rethinking of copying and protection boundary crossing. 

The still unanswered questions revolve around the discovery and evaluation of mechanisms that deliver
a practical reduction in latency to applications. These include better cache management algorithms for
shared objects as well as techniques for look-ahead referencing, or prefetching. Another important area
is the reduction in operating system induced costs in network latency. The multimedia work in the gigabit
networking research community [Steinmetz and Nahrstedt, 1995] has had impact on the operating
systems and robotics communities. It also pointed out some issues to be avoided in adapter design, such
as head-of-line blocking observed in serial DMA of large media objects.

The Web remains the most exciting frontier for high-speed networking, as user demand for bandwidth
appears insatiable. The increasing availability of home broadband, in the form of digital subscriber line
and ever-faster cable modem bandwidths, and eventually fiber-to-the-home, will make gigabit networking
for all a reality, a path illuminated by the early work in the Aurora gigabit testbed. 
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Local Area Networks

39.1 Introduction
39.2 Local Area Networks (LANs)

Ethernet • Token Ring • Token Bus • Wireless
LANs • IEEE 802.12 • ATM LANs and Backbones 

39.3 The Future

39.1 Introduction

Local area networks (LANs) are computer networks operating over a small area such as a single department
in a company. Typically, a single LAN will support a small number of users (say, less than 25). Most LANs
provide communications between terminals, PCs, workstations, and computers. Local area networks were
first created in the late 1970s and early 1980s. Today, LANs may carry a variety of traffic, such as voice,
video, and data.

In general, the elements of a computer or local area network must follow compatible rules of operation
together to function effectively. These rules of operation are known as protocols. A variety of LANs,
operating under different protocols, are available today. These are described below.

39.2 Local Area Networks (LANs)

There are a variety of local network architectures that have been commercially produced to date including
ethernets, token rings, wireless LANs, and others. A number of these have been standardized in the IEEE
802 series standards.

Ethernet

Ethernet is a very popular LAN technology that has several versions. The original IEEE 802.3 standard
deals with a network architecture and protocol first constructed at Xerox in the 1970s and termed
“ethernet.” All stations in the original ethernet protocol are connected, through interfaces, to a coaxial
cable that is run through the ceiling or floor near each user’s computer equipment.

The coaxial cable essentially acts as a private radio channel for the users. An interesting protocol called
Carrier Sense Multiple Access with Collision Detection (CSMA/CD) is used in such a network. Each station
constantly monitors the cable and can detect when it is idle (no user transmitting), when one user is trans-
mitting (successfully), or when more than one user is simultaneously transmitting (resulting in an unsuc-
cessful collision on the channel). The cable basically acts as a broadcast bus. Any station can transmit
on the cable if the station detects it to be idle. Once a station transmits, other stations will not interrupt
the transmission. As there is no central control in the network, occasionally two or more stations may
attempt to transmit at about the same time. The transmissions will overlap and be unintelligible (collision).

Thomas G. Robertazzi
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The transmitting stations will detect such a situation and each will retransmit at a randomly chosen later
time. Ethernet operates at 10 Mbps.

Computer capabilities have increased significantly since the introduction of standard 802.3. To keep
pace, a 100 Mbps version of Ethernet was standardized in 1995. Furthermore, gigabit ethernet became
available in the late 1990s. All versions of ethernet today are generally wired together using a star type-
wiring pattern with hubs at the center. Hubs are boxes that provide media sharing or switching capabilities
for interconnecting local computers. Moreover, all versions of ethernet today support the use of twisted
pair or fiber optics for wiring.

The 100 Mbps version of ethernet is known as fast ethernet (IEEE 802.3u). To maintain channel
utilization at a similar rate as 802.3, in spite of the ten-fold speed increase, the maximum segment length
is ten times smaller for 802.3u compared to 802.3. A combination of ternary signaling (i.e., three logic
levels) and parallel wiring is used to achieve a fast ethernet version 100 Base-T4 signaling speed only
25% higher (at 25 MHz) than that for 802.3. The 100-Base-TX version uses twisted pair wires and
handles full duplex 100 Mbps transmission with the use of 4B5B coding. The 4B5B coding provides
sufficient logic transitions, in spite of long message runs of 1s or 0s, for digital receivers to lock on to for
synchronization.

The gigabit (1000 Mbps) version of ethernet is known as gigabit ethernet. To maintain channel utili-
zation at a similar value as 802.3 and 802.3u in spite of the speed increase, the minimum frame length
has been increased to 512 bytes from 512 bits. Gigabit standard IEEE 802.3z allows the use of fiber optic
transmission while IEEE 802.ab allows the use of twisted pair wiring. Older PCs may not be able to keep
up with gigabit ethernet, and performance may actually degrade.

There is work on developing a 10 Gbps version of ethernet. This is a more difficult task than creating
some of the previous variants as it is not possible to reuse certain technology from other networks, as was
done in creating fast ethernet and gigabit ethernet. The forthcoming 10 Gbps ethernet standard is IEEE
802.3ae and should be finalized in 2002. Pre-standards products appeared in the market in late 2000/early
2001 and standards compliant products after the standards ratification. One version of the standard allows
single mode fiber optic transport for 40+ km. Another means of 10 Gbps ethernet transport is on SONET
OC-192 links.

There have been efforts to create a multimedia ethernet known as Iso-ethernet (IEEE 802.9). By using
4B5B (80% efficiency) instead of 802.3s Manchester encoding (50% efficiency), one can use 802.3 wiring
with a 60% boost in speed. Specifically, an Iso-ethernet has a speed of 16.384 Mbps. This can be allocated
either mostly to multimedia traffic (all isochronous mode) or split between 10 Mbps of regular ethernet
packet service and 6.144 Mbps of multimedia traffic (multiservice mode).

Ethernet, in all its variety, is the most popular LAN to date. For instance, a 1999 Sage Research survey
of 700 US organizations indicated that half the organizations planned to buy fast ethernet by the end of
1999.

Token Ring

Token rings are covered by the IEEE 802.5 standard. Token ring LANs were developed by IBM in the early
1980s. Logically, stations are arranged in a circle with point-to-point links between neighbors. Transmis-
sions flow in only one direction (clockwise or counter-clockwise). A message transmitted is relayed over
the point-to-point links to the receiving station and then forwarded around the rest of the ring and back
to the sender to serve as an acknowledgement.

Only a station possessing a single digital codeword known as a “token” may transmit. When a station
is finished transmitting, it passes the token to its downstream neighbor. Thus, there are no collisions in
a token ring and utilization can approach 100% under heavy loads.

Because of the use of point-to-point links, token rings can use various transmission media such as
twisted pair wire or fiber optic cables. The transmission speed of an 802.5 token ring is generally 4 or
16 Mbps. A standard for a 100 Mbps variant of token ring is 802.5t and a standard for a gigabit variant
is 802.5v. Token rings are often wired in star configurations for ease of installation.
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Token Bus

Token bus operation is standardized in the IEEE 802.4 standard. A token bus uses a coaxial cable along
with the token concept to produce a LAN with improved throughput compared to the 802.3 protocol.
That is, stations pass a token from one to another to determine which station currently has permission
to transmit. Also, in a token bus (and in a token ring), response times can be deterministically bounded.
This is important in factory automation where commands to machines must be received by set times. By
way of comparison, response times in an ethernet-like network can only be probabilistically defined. This
is one reason General Motor’s Manufacturing Automation Protocol made use of the token bus. Token
buses can operate at 1,5, and 10 Mbps.

Wireless LANs

Wireless LANs use a common radio channel to provide LAN connectivity without any physical wiring.
Protocols for wireless LANs include the IEEE 802.11 standard. One might consider the use of a CSMA/CD
protocol in this environment. However, it is not possible to implement the collision detection (CD) part
of CSMA/CD in a radio environment. Therefore, a modified protocol known as CSMA/CA is used.
CSMA/CA stands for Carrier Sense Multiple Access with Collision Avoidance. In this variant on CSMA,
a station requests permission from a station it wishes to transmit to.

An industrial, science, and medical (ISM) band (at 2.4 GHz) is used for 802.11 transmission. The two
architectures envisioned are tying stations to a local access point (i.e., base station) connected to a
backbone or direct “ad hoc” station to station communication. Spread spectrum technology is used in
802.11. Transmission speed is in the low megabit range. The 802.11 standard was finalized in 1997.

A newer standard, IEEE 802.11b, allows data transfer at up to 11Mbps. It uses WEP (wired equivalency
privacy) encryption for security.

There are also other wireless products such as bluetooth (802.15). Bluetooth establishes a wireless link
between devices such as laptops and printers.

An alternative wireless LAN technology uses infrared light as the transmission medium. There are both
direct infrared systems (range: 1-3 miles) and non-direct systems (bounced off walls or ceilings). For small
areas, data rates are consistent with those of existing ethernet and token ring networks with 100 Mbps
systems possible.

IEEE 802.12

As mentioned, in going from a speed of 10 Mbps to 100 Mbps in creating fast ethernet, it was necessary
to reduce the maximum LAN segment size by a factor of ten in order to maintain channel utilization at
a reasonable level. Some people considered this an undesirable compromise. A group of parties split off
from the 802.3 standardization effort and sought to develop a completely new protocol, known as 802.12.
This protocol operates at 100 Mbps. The standard makes use of hubs called repeaters. A station wishing
to transmit sends a request to a hub. The repeater arbitrates among requests using a round robin
algorithm. That is, each station requesting access is given some access in turn. Trees of repeaters are possible.
Either twisted pair or fiber optics can be used. There is a priority structure in 802.12. This protocol can
also be adapted to higher speeds.

ATM LANs and Backbones

ATM stands for asynchronous transfer mode. This is a packet switching technology utilizing relatively
short, fixed length packets to provide networking services. ATM was originally seen as a way to develop
the next generation wide area telephone network using packet switching, rather than the more conven-
tional circuit switching technology. It was envisioned as a way to transport video, voice, and data in an
integrated network. A short packet size was chosen to meet several requirements including minimizing
real time queueing delay.
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While progress on the original goal of using ATM technology in wide area telephone networks proceeded
slowly because of the complexity of the challenge and the large investments involved, a number of smaller
companies introduced ATM local area network and backbone products using much the same technology.
Backbones are high speed networks used to interconnect LANs.

An ATM network consists of one or more switches. There are several possibilities for the internal
architecture of the switch. A low cost switch may essentially be a computer bus in a box. More sophisticated
switches may use switching fabrics. These are VLSI implementations of patterned networks of simple
switching elements, sometimes referred to as space division switching. A great deal of effort has gone into
producing cost-effective ATM switches. It should be pointed out that many of the issues that are difficult
for wide area network ATM (i.e. traffic policing, billing) are more tractable in the private ATM LAN/back-
bone environment.

39.3 The Future

The future is likely to see an increase in data rates. This will spur the development of faster switching nodes
through the use of parallel processing and VLSI implementation. Protocols will have to be simplified to
increase processor throughput. Higher speed computer networks in general, and LANs in particular, will
continue to proliferate throughout the world, making possible ubiquitous communications between any
two points on the globe.

Defining Terms

Area networks: LAN, within single building; MAN, metropolitan sized region; WAN, national/inter-
national region.

Coaxial cable: A shielded cable that conducts electrical signals and is used in older bus type local area
networks.

Fiber-optic cable: A glass fiber cable that conducts light signals. Fiber optic cables can carry data at
very high speeds and are immune to electrical interference.

SONET: Synchronous optical network. A widely used fiber optic standard.
Twisted pair wire: Two thin wires that are twisted together. Wires with different numbers of twists per

unit length are available that provide different amounts of rejection to electromagnetic interference.

The following are the IEEE 802 series of standards related to local area networks.

IEEE 802.3: Ethernet (CSMA/CD bus) protocol standard.
IEEE 802.3u: Fast ethernet (100 Mbps).
IEEE 802.3z: Gigabit ethernet (fiber).
IEEE 802.3ab: Gigabit ethernet (twisted pair).
IEEE 802.3ae: Ten gigabit ethernet.
IEEE 802.4: Token bus standard.
IEEE 802.5: Token ring standard.
IEEE 802.5t: Token ring (100 Mbps).
IEEE 802.5v: Token ring (gigabit).
IEEE 802.9: Iso-ethernet.
IEEE 802.11: CSMA/CA wireless LAN standard.
IEEE 802.11b: Wireless LAN (11 Mbps).
IEEE 802.12: Demand priority protocol.
IEEE 802.15: Bluetooth.
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Further Information

Tutorial articles on LANs appear in IEEE Communications Magazine and IEEE Network Magazine. Tech-
nical articles on LANs appear in IEEE Transactions on Networking, IEEE Transactions on Communications,
IEEE Journal on Selected Areas in Communications, and the journal Wireless Networks.
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40.1 Introduction

In the last decades, separate communication networks have been deployed to support specific sets of services.
For example, voice communication services (and, transparently, some low-speed data services) are sup-
ported by circuit switched networks, whereas packet switched networks have been specifically designed for
low-to-medium speed data services. During the 1980s, a worldwide research effort was undertaken  to  show
the feasibility of packet switches capable of supporting narrowband services, such as voice and low-to-
medium speed communications, together with broadband services, such as high-speed data communica-
tions and those services typically based on video applications. 

The challenge of the forthcoming broadband-Integrated Services Digital Network (B-ISDN), as envi-
sioned by the International Telecommunication Union—Telecommunication Standardization Sector (ITU-
TSS), is to deploy a unique transport network based on asynchronous time-division (ATD) multiplexing and
switching that provides a B-ISDN interface flexible enough to support all of today’s services (voice and
data) as well as future narrowband (for data applications) and broadband (typically for video applications)
services to be defined. With ATD, the bandwidth is not preallocated in the transmission and switching
equipment of the broadband network so as to fully exploit by statistical multiplexing the available capacity
of communication resources. ITU-TSS has defined a standard for the transfer mode based on ATD switching
called the asynchronous transfer mode (ATM) [ITU, 1993].

This chapter is intended to present a brief review of the basic ATM concepts, as well as of the main
architectural and performance issues of ATM switching. The basic principles of the asynchronous transfer
mode are described in Section 40.2, whereas the model of an ATM switch is presented in Section 40.3
by discussing its main functions. Three main classes of ATM switching fabrics are identified therein based
on the characteristics of their interconnection network (IN), and the basic characteristics and properties
for each class are discussed in the following sections. ATM switches whose IN is blocking with minimum
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depth and arbitrary depth are dealt with in Sections 40.4 and 40.5, respectively, whereas architectures
with nonblocking IN are reported on in Section 40.6.

40.2 The ATM Standard

Time-division multiplexing (TDM) today is the most common technique used to transport on the same
transmission medium tens or hundreds of channels, each carrying an independent digital flow of infor-
mation, typically digitized voice signals. A preventive per-channel allocation of the transmission capacity,
in terms of a set of slots within a periodic frame, is done with TDM that time interleaves the supported
channels onto the same transmission medium. Therefore, a rigid allocation of the transmission resource
is obtained, in which the available bandwidth is fully used only if all of the channels are active at any
time; that is, all of the channel slots carry user information. Therefore, TDM is well suited to support
communication services with a high activity rate, as in the case of voice services, since other services
whose information sources are active only for a small percentage of time, typically data services, would
waste transmission bandwidth.

The asynchronous time division (ATD) technique is intended to overcome this problem by enabling
the sharing of transmission and switching resources by several channels without any preventive band-
width allocation to the single users. Therefore, by means of a suitable storage capability, information
from the single channels can be statistically multiplexed onto the same communication resource, thus
avoiding resource wastage when the source activity is low. Asynchronous time-division multiplexing
(ATDM) requires, however, each piece of information to be accompanied by the owner information,
which is no longer given by the position of the information within a frame, as in the case of TDM.
Switching ATDM channels requires the availability of ad-hoc packet switching fabrics designed to switch
enormous amount of information when compared to the switching fabrics of current narrowband packet
switched networks.

The B-ISDN envisioned by ITU-TSS is expected to support a heterogeneous set of narrowband and
broadband services by sharing as much as possible the functionalities provided by a unique underlying
transmission medium. ATM is the ATD-based transport mechanism to be adopted in the lower layers of
the protocol architecture for this purpose [ITU, 1993]. Two distinctive features characterize an ATM
network: (1) The user information is transferred through the network in small fixed-size units, called
ATM cells, each 53 bytes long, divided into a payload (48 bytes) for the user information and a header
(5 bytes) for control data. (2) It is a connection-oriented network, that is, cells are transferred onto
previously set-up virtual links identified by a label carried in the cell header. Both virtual connections
(VC) and virtual paths (VP) are defined in the B-ISDN. A logical connection between two end users
consists of a series of n + 1 virtual channels if n switching nodes are crossed. A virtual path is a bundle
of virtual channels. Since a virtual channel is labeled by means of a hierarchical key virtual path identified/
virtual channel identifier (VPI/VCI), a switching fabric can operate either a full VC switching or just a
VP switching.

The B-ISDN protocol architecture includes three layers that, from the bottom up, are referred to as
the physical layer, ATM layer, and ATM adaptation layer (AAL) [ITU, 1991]. The task of the physical layer
is to provide a transmission capability for the transfer of ATM cells. Its functionalities include some basic
tasks, such as timing, cell delineation, cell header verification, etc. Since the standard interface has the
minimum rate of about 150 Mb/s, even ATM switching nodes of medium size with, say, 128 input and
output links must be capable of carrying loads of tens of gigabits per second. The ATM layer includes
the VCI/VPI translation, the header generation and extraction, and the multiplexing/demultiplexing of
cells with different VCI/VPI onto the same physical layer connection. The purpose of the ATM adaptation
layer is to add different sets of functionalities to the ATM layer so as to differentiate the kinds of services
provided to the higher layers. Four service classes are defined to support connection-oriented and con-
nectionless services. These services range from circuit emulation and variable bit rate video to low-speed
data services. Even if the quality-of-service parameters to be guaranteed for each class are still to be
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defined, the B-ISDN network should be able to provide different traffic performance to each service class
in terms of packet loss and delay figures.

40.3 Switch Model

Research in ATM switching has been developed worldwide for several years showing the feasibility of
ATM switching fabrics. However, a unique taxonomy of ATM switching architectures is very hard to find
since different keys used in different orders can be used to classify ATM switches. Very briefly, we can
say that most of the ATM switch proposals rely on the adoption for the interconnection network, which
is the switch core, of multistage arrangements of very simple switching elements (SEs), each using the
cell self-routing concept. This technique consists of allowing each SE to switch (route) autonomously
the received cell(s) only using a self-routing label preceding the cell. Even if other kinds of switching
architectures can be used as well (e.g., shared memory or shared medium units), multistage INs provide
the processing power required to carry the above-mentioned load foreseen for small-to-large-size ATM
switches. The interconnection network, which is the ATM switch core, operates by transferring in a time
window, called the slot, the packets, which are received aligned by the IN from the switch inlets to the
requested switch outlets.

Rather than using technological features of the switching architecture, the main key to classify the
switch proposals can be found in the functional relationship setup between inlets and outlets by the switch.
Multistage INs can be basically classified as blocking or nonblocking. In the former case, different
input/output (I/O) paths within the IN can share some interstage links; thus, the control of packet loss
events requires the adoption of additional techniques, such as the packet storage capability in the
SEs (minimum-depth INs) or deflection routing (arbitrary-depth INs). In the latter case, different I/O
paths are available so that SEs do not need internal buffers and are much simpler to implement (a few
tens of gates per SE). Nevertheless, these INs require more stages than blocking INs. A further distinctive
feature of ATM switches is where the buffers holding cells are placed; three configurations are distinguished
with reference to each single SE or to the whole IN, that is, input queueing, output queueing, and shared
queueing.

We will refer here only to the cell switching of an ATM node by discussing the operations related to the
transfer of cells from the inputs to the outputs of the switch. Thus, all of the functionalities relevant to the
setup and teardown of the virtual connections through the switch are intentionally disregarded. The general
model of an N ×  N switch is shown in Fig. 40.1. The reference switch includes N input port controllers (IPC),
N output port controllers (OPC), and an interconnection network (IN), where the IN is capable of switching
up to K cells to the same OPC in one slot. The IN is said to have a speedup K if K > 1 and no speedup if
K = 1, since an internal bit rate higher than the external rate (or an equivalent space-division technique)

FIGURE 40.1 Model of ATM switch.
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is required to allow the transfer of more than one cell to the same OPC. The IN is usually a multistage
arrangement of very simple SEs, typically 2 ×  2, which can be either provided with input/output/shared
buffers (SE queueing), or unbuffered (IN queueing). In this last case, input and output queueing, whenever
adopted, take place at IPC and OPC, respectively, whereas shared queueing is accomplished by means of
additional hardware associated to the IN. Depending on the type of interconnection network and the
queueing adopted, three classes of ATM switches will be distinguished:

• Blocking multistage IN with minimum depth. SE queueing and no speedup are adopted; the inter-
connection network is blocking and makes available only one path per I/O pair.

• Blocking multistage IN with arbitrary depth. IN queueing (typically, output queueing) and a speedup
K are adopted; the interconnection network is blocking but makes available more than one path
per I/O pair.

• Nonblocking IN. IN queueing and a speedup K are adopted.

In general, two types of conflicts characterize the switching operation in the interconnection network in
each slot, the internal conflicts and the external conflicts. The former occur when two I/O paths compete
for the same internal resource, that is, the same interstage link in a multistage arrangement, whereas the
latter take place when more than K packets are switched in the same slot to the same OPC. An intercon-
nection network N ×  N with speedup K, K ≤  N, is said to be nonblocking if it guarantees absence of
internal conflicts for any arbitrary switching configuration free from external conflicts for the given
network speedup value K. That is, a nonblocking IN is able to transfer to the OPCs up to N packets per
slot, in which at most K of them address the same switch output. Note that the adoption of output queues
either in an SE or in the IN is strictly related to a full exploitation of the switch speedup; in fact, a structure
with K = 1 does not require output queues, since the output port is able to transmit downstream one
packet per slot. Whenever queues are placed in different elements of the ATM switch, it is assumed that
there is no backpressure between queues, so that packets can be lost in any queue due to buffer saturation.

The main functions of the port controllers are:

• Rate matching between the input/output channel rate and the switching fabric rate.

• Aligning cells for switching (IPC) and transmission (OPC) purposes (it requires a temporary
buffer of one cell).

• Processing the cell received (IPC) according to the supported protocol functionalities at the ATM
layer; a mandatory task is the routing (switching) function, that is, the allocation of a switch
output and a new VPI/VCI to each cell, based on the VCI/VPI carried by the header of the received
cell.

• Attaching (IPC) and stripping (OPC) self-routing labels to each cell.

• With IN queueing, storing (IPC) the packets to be transmitted and probing the availability of an
I/O path through the IN to the addressed output if input queueing is adopted; queueing (OPC)
the packets at the switch output if output queueing is adopted.

The traffic performance of the nonblocking ATM switches will be described by referring to an offered
uniform random traffic, with p(0 < p ≤  1) denoting the probability that a packet is received at a switch
input in a slot. All packet arrival events at IPCs are mutually independent, and each switch outlet is selected
with the same probability by the cells. Typically, three parameters are used to describe the switching fabric
performance, all referred to as steady-state conditions: the switch throughput ρ(0 < ρ ≤  1) (the traffic carried
by the switch) expressed as a utilization factor of its output links; the average packet delay T(T ≥ 1), that is,
average number of slots it takes for a packet received at a switch input to cross the network and thus be
transmitted downstream by the addressed switch output, and the packet loss probability π(0 < π ≤  1),
defined as the probability that a packet received at a switch input is lost due to buffer overflow. The
maximum throughput ρmax, also referred to as switch capacity, indicates the load carried by the switch for
an offered load p = 1.
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Needless to say, our dream is a switching architecture with minimum complexity, capacity very close
to 1, average packet delay less than a few slots, and a packet loss probability as low as desired, for example,
less than 10-9. The target loss performance is usually the most difficult task to achieve in an ATM switch.

40.4 ATM Switch with Blocking Multistage 
IN and Minimum Depth

The class of ATM switch characterized by a blocking multistage IN with minimum depth is based on the
adoption of a banyan network as IN. Banyan networks are multistage arrangements of very simple 2 ×
2 switching elements without internal speedup with interstage connection patterns such that only one
path exists between any inlet and outlet of the network and different I/O paths can share one or more
interstage links. SEs in a banyan network are organized in n = log2 N stages, each comprising N/2 SEs.
Figure 40.2 represents the reverse baseline network [Wu and Feng, 1980]. An SE with high and low inlets
(and outlets) labeled 0 and 1, respectively, can assume only two states, straight giving the I/O paths 0-0
and 1-1 in the SE, and cross giving the I/O paths 0-1 and 1-0.

The availability of only one I/O path per inlet/outlet pair with interstage links shared by several I/O
paths causes the banyan network blocking due to the internal conflicts. In spite of its high blocking
probability, the key property of banyan networks that suggests their adoption in ATM switches is their cell
self-routing capability: an ATM cell preceded by an address label, the routing tag, is given an I/O path
through the network in a distributed fashion by the network itself. For a given topology, this path is
uniquely determined by the inlet address and by the routing tag, whose bits are used, one per stage, by
the switching elements along the paths to route the cell to the requested outlet. The specific bit to be used,
whose value 0(1) means that the cell requires the high (low) SE outlet, depends on the banyan network
topology.  An  example  of  self-routing  in a reverse baseline network is shown in Fig. 40.2, where a cell
received on inlet 4 addresses outlet 9.

As is clear from the preceding description, the operations of the SEs in the network are mutually
independent, so that the processing capability of each stage in an N ×  N switch is N/2 times the processing

FIGURE 40.2 Reverse baseline network with self-routing example.
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capability of one SE. Thus, a very high parallelism is attained in packet processing within the IN of an
ATM switch by relying on space-division techniques.

As already mentioned, interstage links are shared by several I/O paths that cause packet loss if two packets
require the same link in a slot. Provision of a queueing capability in the SE (SE queueing) is therefore
mandatory to be able to control the packet loss performance of the switch. In general, three configurations
are considered: input queueing (IQ), output queueing (OQ), and shared queueing (SQ), where  a  buffer
is  associated  with  each  SE  inlet, each SE outlet, or shared by all the SE inlets and outlets, respectively.
Therefore, the SE routing is operated after (before) the packet storage with IQ (OQ), both before and after
the storage with SQ (see Fig. 40.3). Note that these three solutions have an increasing hardware complexity:
each buffer is read and written at most once per slot with IQ, read once and written twice per slot with
OQ, and read twice and written twice per slot with SQ.

The maximum throughput of these networks increases with the total buffer size B (Fig. 40.4) from a value
around ρmax = 0.4 - 0.5 for all of the cases to a value close to ρmax = 0.75 for input queueing and ρmax = 1.0
for output and shared queueing. These values are the asymptotic throughputs expected, since a very large
buffer in each SE implies that the throughput degradation is only due to internal conflicts. By definition,
these conflicts do not occur with OQ SEs and they give the asymptotic throughput of a single 2 ×  2 SE
with IQ and OQ SEs. Given a total SE buffer size, SQ gives the best cell loss performance; OQ is significantly
better than IQ unless a very low offered load is considered, as shown in Fig. 40.5 for a total SE buffer of 16
ATM cells for a varying offered load p. 

FIGURE 40.3 Structure of a 2 ×  2 SE with IQ, OQ, and SQ.

FIGURE 40.4 Throughput performance of banyan networks.
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40.5 ATM Switch with Blocking Multistage
IN and Arbitrary Depth

Another class of ATM switches has been developed using the same concept of cell self-routing character-
izing a banyan network but now based on the use of unbuffered SEs. The basic idea behind this type of
switching fabric is that packet loss events that would occur because of multiple packets requiring the same
interstage link are avoided by deflecting packets onto unrequested SE output links. Therefore, the packet
loss performance is controlled by providing several paths between any inlet and outlet of the switch, which
is generally accomplished by arranging a given number of self-routing stages cascaded one to another.
Since each OPC of the switching fabric transmits at most one packet, queueing is still necessary when
the interconnection network switches more than one packet in a slot to the same outlet interface (the
IN has an internal speedup K). In this class of switch architectures, output queueing is obviously acc-
omplished by providing each OPC of the switch with a queue.

The interconnection network of an N ×  N switch is a cascade of switching stages, each including N/2
unbuffered SEs, whose interstage link patterns depend on the specific ATM switch architecture. Unlike
all other ATM switch classes, cells cross a variable number of stages before entering the addressed output
queue, since direct connections to the output queues, through the SE local outlets, are also available from
intermediate stages. Also, the routing strategy operated by the switching block depends on the specific
architecture. However, the general switching rule of this kind of architecture is to route the packets onto
the local outlet addressed by the cell as early as possible. Apparently, those cells that do not reach this
outlet at the last switching stage are lost. 

The cell output address, as well as any other control information needed during the routing operation,
is transmitted through the network in front of the cell itself as the cell routing tag. A feature common
to all ATM switch architectures based on deflection routing is the packet self-routing principle, meaning
that each packet carries all of the information needed in the switching element it is crossing to be properly
routed toward the network outlet it is addressing. Compared to the simplest case of self-routing operated
in a banyan network, where the routing is based on the analysis of a single bit of the output address,
here the routing function can be a little more complicated and varies according to the specific architecture
considered. Now, however, depending on the specific network architecture, the cell self-routing requires
the processing of more than one single bit; in some cases, the overall cell address must be processed in
order to determine the path through the network for the cell.

Only two specific ATM switch architectures based on deflection routing will be described here to better
clarify the principles of their internal operations, the shuffleout switch [Decina et al., 1991] and the
tandem banyan switch [Tobagi et al., 1991], although other architectures have also been proposed.

FIGURE 40.5 Loss performance of banyan networks.
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Each of the K switching stages in the shuffleout switch includes N/2 switching elements of size 2 ×  4,
and the interstage connection pattern is a shuffle pattern. Thus, the network includes N/2 rows of SEs,
numbered 0 - N/2 - 1, each having K SEs. An SE is connected to the previous stage by its two inlets and
to the next stage by its two interstage outlets; all of the SEs in row i(0 ≤ i ≤ N/2 - 1) have access to the
output queues interfacing the outlets 2i and 2i + 1 by means of the local outlets, thus accomplishing a
speedup K.  The shuffleout switch is shown in Fig. 40.6 for N = 8 and K = 4. The routing tag in the
shuffleout switch is just the network output address.

The distributed routing algorithm adopted in the shuffleout interconnection network is jointly based
on the shortest path and deflection routing principles. Therefore, an SE attempts to route the received cells
along its outlet belonging to the minimum I/O path length to the required destination. The output
distance d of a cell from the switching element it is crossing to the required outlet is defined as the
minimum number of stages to be crossed by the cell in order to enter an SE interfacing the addressed
output queue. After reading the cell output address, the SE can easily compute the cell output distance,
whose value ranges from 0 to log2 N - 1 because of the shuffle interstage pattern.

When two cells require the same SE outlet (either local or interstage), only one can be correctly
switched, whereas the other must be transmitted to a nonrequested interstage outlet, due to the memo-
ryless structure of the SE. Thus, conflicts are resolved by the SE applying the deflection routing principle:
if the conflicting cells have different output distances, then the closest one is routed to its required outlet,
whereas the other is deflected to the other interstage link. If the cells have the same output distance, a
random choice is carried out. If the conflict occurs for a local outlet, the loser packet is deflected onto
an interstage outlet that is randomly selected.

An example of packet routing is shown in Fig. 40.6 for N = 8. In the first stage, both the SEs 2 and 3
receive two cells requiring the remote switch outlets 0 and 2, so that a conflict occurs for the their upper
interstage link. In both cases, the contending cells have the same distance (d = 1 in SE 2 and d = 2 in SE
3) and the random winner selection results in the deflection of the cells received on the low inlets. The
two winner cells enter the output queue 0 at stages 2 and 3, whereas the other two cells addressing outlet
2 contend again at stage 3; the cell received at the low inlet now is the winner. This cell enters the output
queue at the following stage, whereas the cell that has been deflected twice cannot reach the proper output
queue within the fourth stage of the network and, thus, is lost.

Each output queue, which operates on a first-in first-out FIFO basis, is fed by K lines, one from each
stage, so that up to K packets can be concurrently received in each slot. Since K can range up to several
tens depending on the network parameter and performance target, it is necessary to limit the maximum

FIGURE 40.6 Routing example in shuffleout.
©2002 CRC Press LLC



 

number of packets entering the queue in the same slot. Therefore, a concentrator with size K × C is
generally equipped in each output queue interface so that up to C packets can enter the queue concur-
rently. The number C of outputs from the concentrator and the output queue size B (cells) will be
properly engineered so as to provide a given cell loss performance target.

In the N × N tandem banyan switch, shown in Fig. 40.7, K banyan networks are serially arranged so
that the total number of stages is now nK(n = log2 N) each including 2 × 2 switching elements. Different
topologies can be chosen for the basic banyan network of the tandem banyan switch, such as the omega
[Lawrie, 1975], the baseline [Wu and Feng, 1980], and others. Each output queue is fed now by only K
links, one from each banyan network. The first banyan network routes the received packets according to
the very simple bit-by-bit self-routing (the specific bit to be used depends on the specific topology of the
banyan network). In case of a conflict for the same SE outlet, the winner, which is chosen randomly, is
routed correctly; the loser is deflected onto the other SE outlet, also by setting to 1 a proper field D of the
routing tag, which is initially set to 0. Since each banyan network is a single I/O-path network, after the
first deflection the packet cannot reach its addressed outlet in the same network. To prevent a deflected
packet from causing the deflection of an undeflected packet at a later stage of the same network, the SE
always correctly routes the undeflected packet if two packets with different values of the field D are received.

The output queue i is fed by the outlet i of each of the K banyan networks, through proper packet
filters that select for acceptance only those packets with D = 0, whose routing tag matches the output
queue address. The kth banyan network (k = 2,…,K) behaves accordingly in handling the packets received
from the upstream network k - 1: it filters out all of the of undeflected packets and accepts only the
deflected packets (D = 1). Analogously to all of the previous architectures, packets that emerge from the
network K with D = 1 are lost.

Unlike shuffleout, here a much smaller number of links enter each output queue (one per banyan net-
work) so that the output queue, in general, does not need to be equipped with a concentrator. On the
other hand, in general, cells cross a larger number of stages here since the routing of a deflected cell is
not restarted just after a deflection, but rather when the cell enters the next banyan network.

Unlike ATM switches with input queueing where the head-of-the-line blocking limits the throughput
performance, the maximum throughput ρmax = 1 can be achieved in an ATM switch with deflection
routing. Therefore, our attention will be focused on the cell loss probability. Cells can be lost in different
parts of the switch, that is, in the interconnection network (a cell reaches the last stage without entering
the addressed local outlet), the concentrator, and the output queue. Loss events in the concentrator and

FIGURE 40.7 Architecture of the tandem banyan switch.
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in the output queue can be easily constrained to arbitrarily low values by properly designing the number
of concentrator outlets and the output queue size. A much more critical parameter to achieve a low loss
is the selection of the number of stages in the interconnection network that gives a particular low cell
loss probability. Figure 40.8 shows that less than 20 (50) stages are needed in shuffleout to provide a cell
loss probability lower than 10-7 for a switch with size N = 32 (1024) under maximum input load. Less
stages are required for lower input loads. Similar comments apply to the tandem banyan switch referred
to the number of networks rather than to the number of stages. Figure 40.9 also shows that the banyan
network topology significantly affects the overall performance. Adopting an omega topology (O) requires
less networks than with a baseline topology (B).

40.6 ATM Switch with Nonblocking IN

The third class of ATM switching fabrics is characterized by a nonblocking IN with packet queueing
capability placed in the IPCs (input queueing), the OPCs (output queueing), or placed within the IN
itself (shared queueing). Mixed queueing strategies have been proposed as well. Requiring a nonblocking
IN means referring to a network free from internal conflicts, that is, in principle, to a crossbar network
(switching in an N × N crossbar network is accomplished by N2 crosspoints, each dedicated to a specific
I/O pair). Nevertheless, the centralized control characterizing a crossbar network makes this solution

FIGURE 40.8 Loss performance in shuffleout.

FIGURE 40.9 Loss performance in tandem banyan.
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infeasible for a very high-speed ATM environment. As in the previous ATM switch classes, the only viable
solutions are based on the adoption of multistage arrangements of very simple SEs, each capable of
autonomously routing the cell to the required IN outlet.

The simplest ATM switch with nonblocking IN stores the cells in input queues located in the IPCs
(IQ nonblocking IN). It is well known that a banyan network is nonblocking if the set of packets to be
switched is sorted (by increasing or decreasing output addresses) and compact (packets received on
adjacent network inlets). Therefore, the IN basically includes a sorting network and a routing banyan
network, which are implemented as a multistage arrangement of very simple sorting and switching
elements, respectively, whose size is typically 2 × 2. The number of stages of these networks is n(n + 1)/2
for a Batcher sorting network [Batcher, 1968] and n for a banyan routing network, where n = log 2 N,
each stage including N/2 elements. The simplicity of these SEs, each requiring a gate count on the order
of a few tens of gates, is the key feature allowing the implementation of these INs on a small number of
chips by relying on the current very large size integrated (VLSI) complementary metallic  oxide  (CMOS)
technology. An example of sorting-routing IN is given in Fig. 40.10 for an 8 × 8 ATM switch, where the
six cells received by the IN are sorted by the Batcher network and offered as a compact set with increasing
addresses to the n-cube banyan network. Note that the nonblocking feature of the IN means that the
network is free from internal conflicts. Therefore, additional means must be available to guarantee the
absence of external conflicts occurring when more than one cell addresses the same switch outlet. Input
queues hold the packets that cannot be transmitted immediately, and specific hardware devices arbitrate
among the head-of-the-line (HOL) cells in the different input queues to guarantee the absence of external
conflicts. 

An OQ N × N nonblocking ATM switch provides cell storage capability only at OPCs. Now the IN is
able to transfer up to K packets from K different inlets to each output queue without blocking due to
internal conflicts (it accomplishes an internal speedup K). Nevertheless, now there is no way of guaran-
teeing the absence of external conflicts for the speedup K, as N packets per slot can enter the IN without
any possibility of them being stored to avoid external conflicts. Thus, here the packets in excess of K
addressing a specific switch outlet in a slot are lost.

According to the first original proposal of an ATM switch with pure output queueing, known as a
knockout switch [Yeh et al., 1987], the IN includes a nonblocking N × N structure followed by as many
output concentrators as the switch outlets. The N × N nonblocking structure is a set of N buses, each
connecting one of the switch inlets to all of the N output concentrators. Each of these is an N × K
network that is provided with N packet filters (one per attached bus) at its inputs, so as to drop all of
the packets addressing different switch outlets.

A nonblocking N × N ATM switch with shared queueing behaves as a memory unit available in the
IN and shared by all of the switch inlets to contain the packets destined for all of the switch outlets. The
simplest implementation for this SQ switch model is given by a shared memory unit with N concurrent
write accesses by the N inlets and up to N concurrent read accesses by the outlets. Clearly, such structure

FIGURE 40.10 Example of cell switching in a Batcher-banyan network.
©2002 CRC Press LLC



 

shows implementation limits due to memory access speed, considering that the bit rate of the external
ATM links is about 150 Mb/s. The current VLSI CMOS technology seems to allow the implementation
of such N × N switches up to a moderate size, say, N = 16 or 32.

Multistage structures still provide a good answer for the implementation of larger size switches. The
most important proposal is the starlite switch [Huang and Knauer, 1984], whose IN is a Batcher-banyan
structure improved with additional hardware enabling feedback to the IN inlets those packets that cannot
be switched to the addressed outlets because of external conflicts (the architecture does not have an
internal speedup). Therefore, if P recirculation lines are available, then the size of the Batcher sorting
network must be increased up to (N + P) × (N + P). These recirculation lines act as a shared buffer of size P.

The maximum throughput of an (unbuffered) crossbar network is ρmax = 0.632 because of the unavoid-
able external conflicts, whereas it drops to ρmax = 0.586 in an IQ nonblocking IN for an infinitely large
switch (N = ∞). Thus, in spite of the queueing capability of this architecture, its capacity is even worse
than in a crossbar switch. This phenomenon is explained by considering that holding in the HOL position
those cells that cannot be transmitted because of external conflicts is a statistically worse condition than
regenerating all of the cells slot by slot. Note that in a squared N × N switch with all active port controllers
(PCs), a number h of blocked HOL cells imply h idle switch outputs, thus resulting in a carried load in the
slot of only (N - h)/N. Nevertheless, behind a blocked HOL cell, the queue can hold other cells addressing
one of the idle switch outlets in the slot. Such an HOL blocking phenomenon is said to be responsible for
the poor throughput performance of pure IQ switches.

At first glance, a question could arise: what is the advantage of adding input queueing to a nonblocking
unbuffered structure (the crossbar switch), since this results in a decrease of the switch capacity? The
answer is provided in Fig. 40.11 showing the packet loss probability for a crossbar switch and an IQ
switch with an input queue size Bi ranging from 1 to 32 cells. If the target loss probability is, say, 10-9,
we simply limit the offered load to p = 0.3 with Bi = 8, or to p = 0.5 for Bi = 32 with an IQ switch,
whereas the packet loss probability of the crossbar switch is above 10-2 even for p = 0.05. Thus, input
queueing does control the packet loss performance.

OQ nonblocking ATM switches show a much better traffic performance than IQ nonblocking switches
as they do not have any HOL blocking phenomenon. In fact, the OQ switch capacity is ρmax = 1 for N = K
and infinite output queue capacity. The loss performance is determined by the engineering of two parameters:
the number of  outlets  per  concentrator  K, and  the  capacity of each output queue Bo. A speedup K = 8
is enough to guarantee a loss in the concentrator on the order of 10-8 with p = 0.5 and 10-6 with p = 1.0 for
an arbitrary switch size. Moreover, the offered load p must be kept below a given threshold if we wish to
keep the output queue capacity small by satisfying a given cell loss target (for example, B0 = 64 guarantees
loss figures below 10-7 for loads up to p = 0.9). The delay vs. throughput performance in OQ switches is
optimal since the packet delay is only determined by the congestion for the access to the same output link.   

FIGURE 40.11 Loss performance with input queueing.
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Nonblocking ATM switches using multiple queueing strategies have also been proposed so as to overcome
the performance limits of structures with input or shared queueing. Architectures with either mixed
input/output queueing (IOQ) [Lee, 1990] or mixed shared/output queueing (SOQ) [Giacopelli et al., 1991]
have been proposed. These architectures are basically an expansion of the respective basic Batcher-banyan
structures in which K banyan networks are now available to switch up to K cells to the same OPC (the
switch has an internal speedup K) and OPCs are equipped with output queues, each with a capacity Bo.
The main performance results attained by these mixed queueing architectures are that the HOL blocking
characterizing IQ switches is significantly reduced in an IOQ switch and the number of recirculators P that
give a certain loss performance decrease considerably in an SOQ switch compared to the basic SQ switch.

Table 40.1 provides the switch capacity of an IOQ switch for different speedups and output queue
sizes for Bi = ∞ and N = ∞. Note that the first column only contains the numerical values of the independent
variable for which the switch capacity is evaluated, and its meaning is specified in each of the following
columns. The switch capacity grows very fast with the speedup value K for an infinitely large output
queue, ρmax = 0.996 for K = 4, whereas it grows quite slowly with the output queue size given a switch
speedup K. In general, it is cheaper to provide larger output queues rather than increase the switch
speedup, unless the switching modules are provided in VLSI chips that would prevent memory expan-
sions. Thus, these results suggest that a prescribed switch capacity can be obtained acting on the output
buffer size, given a speedup compatible with the selected architecture and the current technology.

Analogously to OQ switches, pure shared queueing provides maximum switch capacity ρmax = 1 for
a shared queue with infinite capacity. The loss performance of SQ and SOQ architectures is given in
Fig. 40.12 for N = 32 as a function of the normalized shared buffer size P/N for different offered loads.

TABLE 40.1 Switch Capacity with Mixed 
Input/Output Queueing

 x
Bo = ∞
ρm (K)

K = 2
ρm(Bo)

K = 4
ρm(Bo)

1 0.586 0.623 0.633
2 0.885 0.754 0.785
4 0.996 0.830 0.883
8 1.000 0.869 0.938

16 0.882 0.967
32 0.885 0.982
64 0.885 0.990

128 0.994
256 0.996
∞ 1.000 0.885 0.996

FIGURE 40.12 Loss performance with shared queueing.
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It is seen that even a small shared queue of 32 cells (P/N = 1) requires the offered load to be limited to p
= 0.6 if loss figures below 10-5 are required. It is interesting to note how the SOQ switch capacity
approaches 1 even with a small shared buffer capacity by adopting a very little speedup (ρmax = 1 - 10-6

for K = 3 and P = 7).

40.7 Conclusions

The main architectural and performance features of switching fabrics for broadband networks based on
asynchronous time-division switching have been presented. It has been shown that multistage arrange-
ments of very simple switching elements is the typical solution adopted in ATM switches, which enables
the processing required by ATM cells to be compatible with the bit rate on the incoming links. All of the
different switch classes presented are able to provide the required performance target in an ATM network,
typically the cell loss probability, by means of a suitable limitation of the offered load. Choosing one
architecture rather than another is just a matter of finding an acceptable tradeoff between implementation
costs and traffic performance.

Defining Terms

Arbitrary depth network: Interconnection network providing more than one internal path per inlet/
outlet pair.

Asynchronous transfer mode (ATM): Transport technique defined for the lower layers of the broad-
band communication network.

ATM cell: Basic fixed-size unit defined for the transport of user information in a broadband ATM network.
Blocking network: Network in which internal conflicts occur for an arbitrary permutation that is free

from external conflicts for a given network speedup.
Cell self-routing: Property of a multistage interconnection network that consists of the autonomous

routing of the packets in each switching element only based on a routing tag carried by the cell
without the use of many central control.

Deflection routing: Routing technique that deviates a packet from its intended route through the
network because of an internal conflict.

External conflict: Conflict between packets for the access to the same network outlet.
Input queueing: Queueing strategy in which the information units are stored in buffers associated with

the inlets of the interconnection network (or a switching element).
Internal conflict: Conflict between packets for the access to the same link internal to the interconnection

network.
Minimum depth network: Interconnection network providing only one internal path per inlet/outlet pair.
Network speed-up: Number of packets that can be concurrently received at each output interface of

an interconnection network.
Nonblocking network: Network free from internal conflicts for an arbitrary permutation that is free

from external conflicts for a given network speedup.
Output queueing: Queueing strategy in which the information units are stored in buffers associated

with the outlets of the interconnection network (or a switching element).
Shared queueing: Queueing strategy in which the information units are stored in a buffer shared by

all of the inlets and outlets of the interconnection network (or a switching element).
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Further Information

A greater insight in the area of switching architectures for ATM networks can be obtained consulting the
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comprehensive survey about architectures and traffic performance of ATM switches can be found in
A. Pattavina, Switching Theory, Architectures and Performance in Broadband ATM Networks, John Wiley
& Sons, 1998.
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41.1 Introduction

Engineering an internetwork is a lot like a farmer getting his apples delivered from an orchard to the
supermarket. First, the farmer needs something to put the apples in: a bag, a box, a basket, or maybe a
crate; second, the farmer needs to drive on some roads over a specific route. Those same two problems
confront an engineer trying to get data delivered from one local area network (LAN) to another. Devel-
oping an internetwork involves finding something to put the apples in and providing a way to transport
them from the orchard to the supermarket. The apples are the data and the container is the communi-
cations protocol that encapsulates or contains the data. Communications protocols envelope the appli-
cation data and provide a container to ensure the goods are delivered safely and reliably. Internetworks
require compatible protocols at both the transmitting and receiving sites. Various communications
protocols are available such as transmission control protocol/Internet protocol (TCP/IP), system network
architecture (SNA), DECnet, IPX, AppleTalk, and XNS, to name a few. 

Roads and routes the farmer travels on from the orchard to the supermarkets represent telecom-
munications circuits the communications protocols use to route the data from source to destination.
Engineering an internetwork involves sizing circuits and designing routes for the efficient and optimal
transfer of information between LANs. Providing cost-effective and properly performing internetworks
involves designing the best type of circuits, either dedicated or switched, and sizing bandwidth requirements.

Internetworking is defined in the IBM dictionary of computing as “communication between two or more
networks.” Miller [1991] defined the term as “communication between data processing devices on one network
and other, possibly dissimilar devices on another network.” For the purpose of this chapter, internetworking
will take on the meaning of connecting two or more LANs to broaden the scope of communications.

41.2 Internetworking Protocols

Understanding, designing, and optimizing an internetwork would be too difficult unless the problem
were broken down into smaller subtasks. Communications architectures partition functionality into
several layers, each providing some service to the layer above and using the services of the layer below.

Harrell J. Van Norman
Unisys Corporation
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Figure 41.1 illustrates the seven-layer International Organization for Standardization (ISO) open systems
interconnection (OSI) reference model. TCP/IP, SNA, and sequence packet exchange/Internet packet
exchange (SPX/IPX) are mapped into the seven-layer model. Each of the communications protocols con-
verge at the data link and physical layers; however, the architectures all diverge at the network layer. Each
communications protocol is represented uniquely at the upper five layers of the OSI communications model. 

The data link layer is relevant to internetworking because this is where bridges operate. The service
provided by the data link layer is important to routers—the key internetworking device, operating at the
network layer. The transport layer is the user of network services and is influenced by the routing decisions
made at the network layer. These three layers are the primary focus of internetworking.

Two models represent how an internetwork appears to endnodes. In the connectionless or datagram
model, an endnode transmits packets containing data and the destination address to which the data is
to be delivered. The network does the best to deliver the data, with some probability that the data will
get lost, duplicated, or damaged. Packets are individually routed and the network does not guarantee the
packets will be delivered in the same order they were sent.

The connectionless model is similar to the postal system in which each letter enters the postal system
with the address where it should be delivered. The postal system does its best to deliver the data, with
some probability that the letter will get lost or damaged. Letters are individually routed, and a letter
posted on Monday might get delivered after a letter posted on Tuesday, even if both were posted from
the same location and addressed to the same location.

The other model is the connection-oriented or virtual circuit. Here, an endnode first informs the network
that it wishes to start a conversation with some other endnode. The network then notifies the destination
that a conversation is requested, and the destination accepts or refuses. This is similar to the telephone
system in which the caller informs the telephone system of the wish to start a conversation by dialing the
telephone number of the destination. The telephone system establishes a path, reserves the necessary
resources, contacts the destination by ringing its phone, and after the call is accepted, the conversation can
take place. Often, a connection-oriented service has the following characteristics [Perlman, 1992]:

1.  The network guarantees packet delivery.
2. A single path is established for the call and all data follows that path.
3.  The network guarantees a certain minimal amount of bandwidth.
4.  If the network becomes overly utilized, future call requests are refused.

FIGURE 41.1 Internetworking communications protocol architectures.
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TCP/IP Internetworking

TCP/IP has emerged as the primary communications protocol for developing internetworks. Why? The
answer is simple: interoperability; almost every conceivable combination of computer hardware and
operating system has a driver available for TCP/IP. International travelers know English is the speaking
world’s most common second language. A native language may be preferred when speaking with local
family and friends, but English is the worldwide second language and is predominately used to commu-
nicate internationally. Similarly, TCP/IP has emerged as the primary protocol for communicating between
networks.

The suite of TCP/IP protocols, adopted in the 1970s by the U.S. Department of Defense, is the Internet
backbone. Now, over 3.1 million users are connected to the Internet, all speaking IP, up 81% from last
year. The International Data Corporation (IDC), in Framingham, MA, estimates 4.5 million PCs are
running TCP/IP and the cumulative installed base for TCP/IP is 8 million computers. TCP/IP is clearly
the internetworking protocol of choice.

Endorsements of TCP/IP just keep coming. First, Microsoft tucked a TCP/IP stack into Windows NT
Version 3.1 and declared TCP/IP its strategic wide-area network protocol family. Most recently, a federally
commissioned panel recommended that the government sanction TCP/IP as a standard and surrender
its open systems interconnection-only stance in the Government OSI Profile (GOSIP). TCP/IP, the
preferred protocol for internetworking, is also becoming the primary backbone protocol for local com-
munications.

One of the major forces driving TCP/IP to the PC desktop is UNIX, which usually includes TCP/IP.
UNIX has become the de facto standard enterprise server OS. As users downsize from mainframe
platforms and adopt UNIX-based servers, they must outfit their PCs with access to TCP/IP. Downsizing
is a major trend as processing power becomes more cost effective in the minicomputer and micro-
computer  platforms.  An  Intel  286-based  PC  introduced  in  1983  provided  1 MIPS  performance, in
1986 the i386 offered 5 MIPS, in 1990 the i486 came with 20 MIPS, and more than 100 MIPS was available
in 1993 with the Pentium. Intel plans to routinely increase desktop processing power with the i686 in
1995, offering 175 MIPS, the i786, slated to provide 250 MIPS in 1997, and the i886 in 1999, capable of
approximately 2000 MIPS.

TCP/IP is a connectionless protocol. TCP operates the transport layer and IP is the network layer
protocol based on 4 octet addresses. A portion of the address indicates a link number and the remain-
ing portion a system or host on the network. A 32-b subnet mask has 1s in the bits corresponding to
the link portion of the IP address and 0s in the bits belonging to the host identifier field. If an IP ad-
dress is X and its mask is Y, to determine whether a node with IP address Z is on the same link, AND
the mask Y with X and AND the mask Y with Z. If the result is the same, then Z is on the same link.

Originally, IP addresses were grouped according to three distinct classes: class A contained the network
address field in the first octet and host identifier in the remaining 3 octets, class B contained the network
address field in the first two octets and the host in the remaining two fields, and class C contained the
network address field in the first three octets and the host identifier in the remaining octet. Today, IP
allows a variable sized subnet mask and even permits noncontiguous 1s in the mask. This can result in
incredibly confusing and computationally inefficient addressing structures. Regardless, each node on a
link must know the subnet mask of its own IP address.

IP routers connect networks by routing packets based on destination link numbers, not destination
host identifiers. If IP routers had to route packets to destination hosts, enormous memory would be
necessary to contain information about every machine on the Internet. Consequently, IP routing does
not route to the destination endnode, it routes only to the destination link.

TCP/IP does have a certain amount of overhead associated with address resolution protocol (ARP)
queries and responses that can degrade network performance significantly. The ARP allows a host to find
the physical address of a target host on the same link number, given only the target’s IP address. For
example, if host A wanted to resolve the IP address of host B, a broadcast query would be transmitted
and received by all hosts, but only host B would respond with its physical address. When A receives the
reply, it uses the physical address to send packets directly to B. Considerable bandwidth and memory in
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routers are consumed by routers keeping track of endnodes rather than just keeping track of links [Comer,
1991].

Improvement of the TCP/IP protocol suite will come in new protocols and emerging classes of appli-
cations. The dynamic host configuration protocol (DHCP) is being standardized to automatically gather
detail configuration data for a PC when it joins the network, creating a plug-and-play environment.
Historically, network administrators manually set parameters on each workstation, such as IP addresses
and domains, but BOOTP and DHCP have advanced TCP/IP to an automated installation process.

Two classes of emerging applications for TCP/IP include interenterprise and personal interenterprise.
Interenterprise applications unite different organizations’ networks; for example, a retailer could order
automatically from his suppliers or check credit-card information, all by TCP/IP. This brings electronic
data interchange transactions, typically separate dial-up links, into the TCP/IP network. Personal inter-
enterprise applications customize a PC view of the Internet, so that when connected, specific information
is automatically presented, such as stock portfolio data.

The Internet is the largest network in the world, a network of networks that unarguably demonstrates
the usefulness of TCP/IP. But TCP/IP is suffering from its own success. By the year 2020, the Internet will
likely have exhausted all available addressing space. The Internet’s standards-setting body, the Internet
Engineering Task Force, has adopted the next generation IP. Called IPng, this new version of the IP layer
will solve the problem of dwindling address space by supporting 16-byte addresses that will allow billions
more users to surf the Internet. The new protocol (to be assigned version number IP6) will not require
any immediate changes to users’ existing IP internetworks. However, users will need to upgrade their
routers and eventually change applications if they want to take advantage of the advanced features of
IPng, such as flow control, autoconfiguration, and encryption-based security.

SNA Internetworking

IBM’s SNA traffic is difficult to integrate into a multiprotocol internetwork because it is a nonroutable
protocol. NetBIOS and Digital’s local area transport (LAT) are also nonroutable protocols. Although it
is unfortunate, these nonroutable protocols are without network addresses. Without network layer
functionality, only bridges can internetwork native SNA. There is no intrinsic reason why these protocols
could not have been designed to run with network layer addresses, they just were not. Perhaps designers
never believed LANs would be internetworked.

Routers, as opposed to bridges, are the primary internetworking devices used to direct traffic from its
source to its destination. Bridging is useful in simple point-to-point networks where alternate paths are
not available and where protocol overhead is not a significant factor. Disadvantages of bridges relative
to routers include:

• Bridges can use only a subnet of the topology (a spanning tree). Routers can use the best path
that physically exists between source and destination.

• Reconfiguration after a topological change is an order of magnitude slower in bridges than routers.

• The total number of stations that can be interconnected through bridges is limited to the tens of
thousands. With routers, the total size of the network is, for all practical purposes, unlimited (at
least with ISO).

• Bridges limit the intermediate hop count to seven, significantly restricting the size of an inter-
network.

• Bridges offer no firewall protection against broadcast storms.

• Bridges drop packets too large to forward, since the data link layer cannot fragment and reassemble
packets.

• Bridges cannot give congestion feedback to the endnodes.

For the past several years, most corporations relied on token ring bridges implementing SNA’s data link
protocol, Logical Link Control 2 (LLC2), to give PCs on remote LANs a way to access IBM mainframe data.
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Frames are forwarded throughout the internetwork by token ring bridges using source-route bridging
protocol to ensure data is delivered to the proper destination. The problem is that even a few seconds of
congestion on the wide area network (WAN) link can drop the SNA/LLC2 sessions.

IBM’s data link switching (DLSw) standard provides the reliability needed to integrate mission-critical
SNA networks with IP backbones. DLSw products integrate SDLC with IP by stripping off the synchro-
nous data link control (SDLC) header and replacing it with a TCP/IP header. Prior to DLSw routers,
SNA data was encapsulated in TCP/IP, leaving the SDLC headers intact. Current testing of router vendors’
DLSw implementations indicate they keep SNA sessions from being dropped over even the most congested
internetwork links. Performance at full speed of the WAN link is another big improvement over token
ring bridges. A successor to source-route bridging, DLSw routers deliver high-performance SNA inter-
networking even with significantly more complexity than source-route bridging.

The DLSw scheme allows routing IP and internetwork packet exchange (IPX) traffic alongside connection-
oriented SNA. DLSw routers have the added complexity of blending connectionless LAN traffic with
connection-oriented SNA traffic by sending messages to the stations on each end of the connections,
acknowledging that a path is still open between them. Preventing the SNA connection from timing out
and dropping sessions involves considerable overhead traffic, such as frequent receiver ready, keep alive
broadcasts, and timing signals for constant responses.

DLSw routers are criticized by some SNA users because of the inconsistent performance associated
with contention-based internetworks. IP response time may be nearly instantaneous one time and may
take a second the next, frustrating SNA users accustomed to consistent performance. DLSw can benefit
large SNA networks suffering from time outs, hop limits, alternate routing disruptions, and the lack of
security mechanisms. DLSw routing gives non-routable SNA traffic the robustness of nondisruptive
alternate routing when links or nodes fail, the benefits from open nonproprietary protocols, and the cost
effectiveness of standard TCP/IP-based solutions.

For IBM users, there is the option of remaining all “blue” with IBM’s advanced peer-to-peer networking
(APPN) family of protocols, the next generation of SNA. IBM continues to develop, position, and promote
its own APPN as the only viable next-generation networking technology for its mainframe customers.
The need for guaranteed response time in their mission-critical mainframe applications makes APPN an
attractive option. Other advantages to the APPN approach include full class of service application
priorities, enhanced fault management through NetView monitoring, the added efficiency from not
encapsulating SNA into a routable protocols like TCP/IP and thereby doubling the addressing overhead,
and improved accounting from SNA usage statistics.

SPX/IPX Internetworking

The number one LAN protocol is undoubtedly Novell’s sequence packet exchange/Internet packet
exchange (SPX/IPX), but most network administrators use TCP/IP for internetworking. As a result,
Novell has taken two significant steps to improve the performance of SPX/IPX for internetworking:
packet burst and the network link services protocol (NLSP).

Before packet burst, the NetWare core protocol (NCP) was strictly a ping-pong discipline. The work-
station and the server were limited to communicating by taking turns sending a single-packet request
and receiving a single-packet response. Packet burst is an NCP call permitting a sliding window technique
for multiple packet acknowledgment. By transmitting a number of packets in a burst, before waiting for
an acknowledgment or request, packet burst eliminates the ping-pong effect and can provide up to a
60% reduction in the number of packets to read or write large files. Limited to only file reads and writes,
packet burst cannot reduce the ping-pong method of all other NCP communications such as opening
directory handles, locating and opening files, and querying the bindery.

Rather than reducing the number of packets when the receiving station or internetwork becomes
congested, as do most transport layer protocols, packet burst actually varies the interpacket gap (IPG).
The IPG is the time between the end of one packet and beginning of the next packet. Varying the IPG
for flow control is called packet metering.
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The amount of data sent during a burst is called the message. Message size is based on the number
of packets in the burst, called the window size, and the media access method of the link. The default
window size has been optimized for most communications to 16 packets for a read and 10 for a write.
For example, 16 reads on a token ring link with a 4096 packet size gives a 53-KB message. On an ether-
net link, a read message is about 22 KB (16 ×  1500 bytes). The number of packets in the burst window
can be increased on high-speed links and where the degree of transmission success is high. If a packet
or packets are lost in transmission for any reason, the client will send a request for retransmission of the
lost packets. The server will retransmit only those packets that were lost. Once the client has all of the
packets, it requests another message; however, since packets were lost, the IPG is increased for the next
transmission. The IPG will continue to be increased until packets are no longer being lost.

NLSP is another internetworking improvement to NetWare. Novell developed the link-state router
protocol NLSP, to replace the older IPX distance-vector based router information protocol (RIP). IPX
RIP is similar to Cisco’s IGRP, IP RIP, and RTMP in the AppleTalk suite. Distance-vector routing requires
each node to maintain the distance from itself to each possible destination. Distance vectors are computed
using the information in neighbors’ distance vectors and store this information in routing tables that
show only the next hop in the routing chain rather than an entire map of the network. As a result, RIP
frequently broadcasts these summaries to adjacent routers.

Distance-vector routing is efficient for routers with limited memory and processing power, but newer
routers typically have reduced instruction set computer (RISC) processors with power to spare. Link-
state routers can provide full knowledge of the network including all disabled links with a single query.
With distance-vector routers, this would involve querying most, if not all, of the routers. In addition,
link state routers, like NSLP, converge more quickly than distance-vector routers, which cannot pass
routing information on until distance vector has been recomputed. NSLP supports large, complex IPX
internetworks without the overhead present in NetWare distance-vector routers.

NSLP routers compress service advertizing protocol (SAP) information and only broadcast SAP packets
every two hours unless a change is made to network services, such as print servers or file servers. SAP
broadcast overhead can be significant, especially with many servers or services. Novell has also reduced
SAP traffic on the network by using NetWare Directory Services (NDS) to keep all network services
information on a central server. NDS is available in NetWare 4.x and is similar to TCP/IP’s domain name
server (DNS). Novell also provides the capability to communicate with different systems through NetWare
for SAA, NetWare NFS, and NetWare TCP/IP Gateway.

41.3 The Total Network Engineering Process

This guide to internetworking provides a step-by-step engineering approach. Migrating from a LAN or
several LANs to an internetwork is no small undertaking. Key to the process of analyzing and designing
internetworking strategies is employing analytic heuristic algorithms and simulation techniques. Network
design tools are essential to effectively evaluate alternative internetworking schemes while attempting to
optimize communications resources. As new networking requirements surface, engineers design capacity
and equipment to satisfy the demands. Facing requirements on an as-needed basis results in network
evolution. Networks developed in an evolutionary manner provide incremental solutions to an array of
individual requirements. With each new requirement, the most cost-effective configuration of equipment
and communications lines is determined, focusing on the specific need. Unfortunately, design decisions
are often made without rigorous analysis of the entire network, addressing only the incremental expan-
sion. This approach seldom provides the best design for the total communications environment.

The preferred method of addressing network requirements is through a structured-design approach.
Here, alternative design techniques for the entire network are evaluated in terms of response time, cost,
availability, and reliability. While avoiding excessive redesign and allowing for orderly capacity expansion,
the process of network engineering evaluates current networking requirements and plans for future
network expansion.
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Figure 41.2 shows the total network engineering process and its three phases: awareness, design, and
management. Network awareness quantifies current traffic, equipment inventories, forecasted growth,
and operational objectives. Network design uses design tools, performs a cost/performance breakeven
analysis, and develops line configurations. Network management encompasses management of config-
uration, faults, performance, accounting, and security. Equipment and network software is acquired,
verified, installed, maintained, and administered. 

Network Awareness

The process of network awareness includes the following operations:

• conducting a traffic inventory by collecting measurements of current traffic

• mapping the physical inventory of networking equipment into the logical interconnections

• forecasting requirements for network growth through surveying line management

• qualifying through senior management the criteria used to evaluate operational tradeoffs

Many of these inputs are, of necessity, qualitative or conceptual in nature, whereas others can be quantified
with varying degrees of accuracy. Using a network design process often requires a greater level of network
awareness than most engineers generally possess. When an engineer has an accurate understanding of
the network—including possible bottlenecks, response time spikes, and traffic patterns—the process of
network design can begin. Gaining an accurate awareness of network traffic involves monitoring current
loads via a network analysis tool, like the LANalyzer, Sniffer, or through the use of RMON probes. Traffic
statistics for network planning should be collected, not only for all significant hours of each day, but also
for a significant number of days in a year. CCITT recommends measuring carried traffic statistics for at
least the 30 days (not necessarily consecutive) of the previous 12 months in which the mean busy hour
traffic is the highest. A second-choice method recommended by CCITT, when the first method is not
possible, consists of a measuring period of 10 consecutive normal working days during the busiest season
of the year [CCITT, 1979]. Both average and peak loads are characterized hourly over the sampling period
to understand current bandwidth requirements. Monitoring new networked applications predicts their
impacts to the internetwork. Traffic must also be differentiated between what stays local, remaining only
within a LAN, and traffic that is internetworked between remote locations via WAN links.

Interviews with line management help to forecast growth requirements. Many managers have hidden
agendas for using the network for a variety of business purposes. Without surveys or interviews of key

FIGURE 41.2 The total network engineering process.
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management personnel, predicting future network requirements is impossible. Questions need to center
around four key areas:

1. Future business communications requirements based on the use of advancing technologies
2. Planned facility changes and population shifts through developing new business partners
3.  Forecasted needs for external connectivity with customers, vendors, and new markets
4.  Changes in business practices based on new programs, applications, and remote systems access.

A little-publicized problem, but one that nevertheless causes big headaches, is developing an inventory
of current network equipment. Obtaining an accurate image of the inventory database is helpful in the
network engineering process to gain an improved network awareness. Based on network discovery
techniques, like IP discovery and IPX SAP, routing nodes may be identified throughout the internetwork.
These techniques only find network layer routing devices; however, internetworks are primarily based
on routers rather than data link layer bridges. Once these devices are identified, MIB browsers are effective
to understand what mix of protocol traffic is being routed throughout the internetwork. Finally, a
topological map can be developed by translating the logical routing to physical locations.

Top level management must also be involved to quantify the operational evaluation criteria. Every
business has established measures for effective operations. A network exists to meet the needs of those
who use the network, not the preferences of those who maintain it. Therefore, objectives for the com-
munications resources should be a reflection of those criteria held by the business as a whole. Five key
operational evaluation criteria or network design goals characterize most networks: performance, avail-
ability, reliability, cost, and security. Manufacturing industries and start-up companies often choose cost
minimization, financial markets mandate high reliability, security is of utmost importance throughout
classified governmental networks like the Department of Energy (DOE) nuclear weapons complex, and
high performance is necessary to mass merchandise retail companies. Key operational evaluation criteria
are described below.

Cost minimization is a weighty design factor that includes both monthly recurring and nonrecurring
fees. To compare competing alternatives with different cost outlays, the time value of money must be
considered and the net present value method is usually the best method for financial analysis. In the
name of cost minimization, depending on the specific operational objective, one may be led to different
solutions given the same problem. Variations of cost minimization goals include: build the cheapest
network, get the most network for the dollar, maximize profit by allowing the firm to reach new markets,
minimize risk of loss, or maximize growth opportunity.

All network designs include an inventory of lines, equipment, and software needed to make them run.
Including all of the cost elements (installation costs, shipping costs, purchase price, monthly  lease costs,
maintenance costs, and service costs) in the optimization process prevents unpleasant surprises. Total
network costs CTOT include the three major cost components in a network design: line costs, equipment
costs, and software costs:

(41.1)

where:
CAL = access line costs
CTL = interoffice channel (IXC) line costs
CIE = internetworking equipment costs (remote bridge, router, gateway, etc.)
CWAE = WAN access equipment costs [modems, computer software unit/data software unit (CSU/DSU),

channel banks, etc.] 
CS = software costs

Too often, availability and reliability are mistakenly assumed to be synonymous. Reliability and service-
ability are both components of availability. Network availability, a value between zero and one, reflects
stability characteristics of communications systems connecting end users. Availability A is composed of
two factors: reliability, the probability a system will not fail during a given time, is expressed as mean

CTOT CAL CTL CIE CWAE CS+ ++ +=
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time between failure (MTBF), and serviceability, including the time required to diagnosis and repair, is
expressed as mean time to repair (MTTR),

(41.2)

Performance is another key operational evaluation criteria. Represented by average transaction response
times RT, it can be calculated by the following formula:

(41.3)

where
IT = input message transmission time: number of bits in input message/link speed bits per second +

propagation delay
HT = host processing time
OT = output message transmission time: number of bits in output message/link speed bits per second +

propagation delay

At the completion of the network awareness phase, the network planner must objectively evaluate whether
or not this phase has been completed adequately for the purpose of the design process. Questions that
might be addressed are:

• Do I have a reasonable assessment of current technology in this networking arena?

• Have I quantified the current network traffic?

• Is there a justifiable forecast of network growth?

• Are the operational objectives and goals quantified and agreed upon by upper level management?

Upon completion, quantifiable operational evaluation criteria are available as input into the network
design phase.

Network Design

For too long, networks merely evolved to their present condition by adding users and applications without
analyzing performance impacts. The better way is for engineers to describe the topology and media via
a network modeling tool. In many network design tools, models are constructed by connecting icons
representing specific network devices or segments. Behind the model, powerful software simulates and
analyzes the behavior of the network. Also, network conditions such as protocols, traffic patterns, and
number of nodes are specified in the model. Traffic can be characterized from statistical traffic models
or actual traces of network traffic taken from an analyzer. Simulation and performance evaluation predict
network performance and explore future design options. Graphical user interfaces (GUI) simplify chang-
ing assumptions on number of users, type of media protocol stacks, application mix, traffic patterns,
and so on. When the network model is in place, proposals for adding or deleting resources (such as
controllers, terminals, multiplexers, protocol converters, remote front-end processors), redesigning appli-
cation software, or changing routing strategies may be evaluated.

Network design consists of applying network design tools, evaluating alternative network configura-
tions through a cost/performance breakeven analysis, and optimizing communications lines. Because
there are many ways to configure a network and interconnect transmission components, it is not realistic
to evaluate exhaustively every possible option. However, by using certain shortcuts, called heuristics
(procedures that approximate an optimal condition using algorithms), the number of feasible designs
can be scaled down to a manageable few.

Network design tools are developed using heuristic algorithms that abbreviate the optimization process
greatly by making a few well-chosen approximations. Queuing theory is incorporated in the algorithms

A MTBF/ MTBF MTTR+( )=

RRT IT HT OT+ +=
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that calculate response times. A convenient notation used to label queues is:

(41.4)

where:
A = arrival process by which messages are generated
B = queue discipline, describing how messages are handled
n = number of servers available
K = number of buffering positions available
p = ultimate population size that may possibly request service

Some of the more typical queuing models pertaining to internetworking are as follows:

• Memoryless (exponential) interarrival distribution, memoryless service distribution, one server
(M/M/1) is typical of situations involving a communications server or a file server of electronic
mail.

• Memoryless (exponential) interarrival distribution, memoryless service distribution, c servers (M/M/c)
are typical of situations involving dial-up ports for modem pools or private branch exchange (PBX)
trunks.

• Memoryless (exponential) interarrival distribution, fixed (deterministic) service time, one server
(M/D/1) is representative of a trunk servicing a packet switched network.

A number of internetworking situations require a more advanced model involving distributions other
than exponential or deterministic. For the terminal nodes of a communications system, the queue type
that is most appropriate is M/G/l distributions, referring to a generic service time represented by G. This
means the process messages that arrive are modeled as Markovian. The M/G/1 solution of queuing delay
is given by the Pollaczek–Khinchin (PK) formula:

(41.5)

where
d = total delay
m = average time to transmit a message
l = number of arriving messages/second
p = utilization of the facility, expressed as a ratio

After a network model is produced, network engineers often use the tool to evaluate different scenarios
of transmission components and traffic profiles. Through an iterative process of network refinement,
“what if” questions may be addressed concerning various alternative configurations:

• What would be the impact on performance and utilization if more nodes are added to my network?

• How would response times change if my internetwork links were upgraded from voice grade
private lines to 56-kb/s digital circuits; from fractional T-1 dedicated circuits to fast packet switched
frame relay?

• How will downsizing to client/server technologies impact the network?

• Should I segment the network with high-speed switches or with traditional routers?

• How much additional capacity is available before having to reconfigure?

• What effect do priorities for applications and protocols have on user response times?

Each of the various alternative configurations will have associated costs and performance impacts. This
produces a family of cost/performance curves that forms a solution set of alternative network designs.
With the cost/performance curves complete, the final selection of an optimum configuration can be left
up to the manager responsible for balancing budget constraints against user service levels.

A/B/n/K/p

d m l * m2/ 2 1 p–( )[ ]+=
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At the completion of network design, the network planner must objectively evaluate whether or not
this phase has been completed adequately for the purpose of the design process. Questions that might
be asked are:

• Is the model verified by accurately representing the inputs and generating output that satisfy the
operational evaluation criteria?

• Is the cost/performance breakeven analysis selected from the family of feasible solutions the one
best configuration based on the operational evaluation criteria?

• Is the equipment rated to function well within the design objectives?

When this phase is complete, an optimized implementable network design is available as input into the
network management phase.

Network Management

Network management includes equipment acquisition, verification, installation, maintenance, and admin-
istration. This phase of the network engineering process feeds information into the network awareness
component, which completes the cycle and begins the iterations of design and refinement.

Network design tools use statistical techniques to make certain assumptions about the behavior of a
network and the profiles of transactions in the network. These assumptions in terms of lengths, distri-
butions, and volumes of traffic make the mathematics easier, at the expense of accuracy. Operational
networks often violate, to a certain extent, many design assumptions. The optimized network designs
confront the real world of actual network performance during the network management phase. Detected
variances between optimized network designs and actual network performance provide an improved
awareness concerning host processing requirements, traffic profiles, and protocol characteristics.

In a nutshell, network management improves awareness. Design iterations and refinement based on
improved network awareness progress toward the optimum. Network management refines operational
evaluation criteria. Cost/performance ratios are evaluated against the operational objectives and goals
an organization is employing. Network management avoids crises by reacting proactively to changing
trends in utilization and performance.

At the completion of network management, the network planner must objectively evaluate whether
or not this phase has been completed adequately for the purpose of the design process. Questions that
might be asked are:

• Is the network operating error free or are there periodic or isolated errors?

• Is the network performing properly by satisfying response time and availability goals?

When this phase is complete, an operational network is available.
Finally, the network engineer must verify and validate the model by asking: is the model validated by

the performance of the operational network? If this objective evaluation results in discrepancies between
the model and the real world operational network, then there must be a return to the network awareness
phase for model refinement and, possibly, improved optimization. Whenever new needs are placed on
the network, the process must be reinitiated, with a revised needs analysis reflecting these new require-
ments. When the model is fully validated and verified, the network planner can exit the total network
engineering decision process with an optimized operational network.

41.4 Internetwork Simulation

Today, with an overwhelming variety of alternative internetwork implementation options, engineers are
often uncertain which technology is best suited for their applications. A few years ago, there were relatively
few systems from each of several vendors. Times have changed, and now a multitude of interconnection
options exist. LAN media choices involve twisted pair, coaxial cable, fiber optics (single mode and
multimode), and even wireless systems. LAN media access protocols include token ring (4 or 16 Mb/s),
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token bus, ethernet’s carrier sense multiple access/collision delay (CSMA/CD), 100 Mb/s ethernet, 100
base VGAnyLAN, full duplex ethernet, switched ethernet, full duplex switched ethernet, fiber distributed
data interface (FDDI), and distributed queue dual bus (DQDB.) Cabling strategies include star-shaped
intelligent hub wiring, distributed cabling interconnected through a high-speed backbone, and central-
ized tree-type cabling alternatives.

Discrete event simulation is the preferred design technique for internetworks involving varied LAN
architectures and high-speed routers connected via WAN links. Here, performance prediction is the
primary objective. Engineers specify new or proposed LAN configurations with building blocks of
common LAN components. LAN simulation tools predict measures of utilization, queuing buffer capac-
ity, delays, and response times. Proposed configurations of departmental LANs or enterprise internet-
works can be modeled, evaluating the capabilities of competing designs involving hardware components,
protocols, and architectures. This can be achieved without learning complex programming languages or
possessing a depth of queuing theory background. Several excellent design tools have been developed
and marketed in recent years for simulation-based modeling and analysis of internetworks.

Can your present configuration handle an increased workload or are hardware upgrades needed? What
part of the internetwork hardware should be changed: The backbone? The server? The router or bridge?
How reliable is the internetwork, and how can it recover from component failure? Predictive methods
preclude the unnecessary expense of modifying a network only to discover it still does not satisfy user
requirements. What-if analysis applied to network models helps evaluate topologies and plot performance
against workloads. Performance and reliability tradeoffs can be effectively identified with simulation.
This is essential in service level planning.

Simulation is beneficial throughout the life cycle of a communications system. It can occur before
significant development, during the planning stage, as an ongoing part of development, through instal-
lation, or as a part of ongoing operations. Alternatives of different configurations are compared and
accurate performance is predicted before implementing new network systems. Presizing networks based
on current workloads and anticipated growth demands and pretesting application performance impact
are just a few of the benefits of simulation design.

Simulation tools expedite investigating internetwork capacities and defining growth. Knowing whether
circuits, servers, node processing, or networked applications are the bottlenecks in performance is useful
to any engineer. Managing incremental growth and predicting the impact of additional networking
demands are other advantages. Justifying configuration designs to upper level management is another
big asset of internetwork simulation.

41.5 Internetwork Optimization

Optimization tools balance performance and cost tradeoffs. Acceptable network performance is essential,
but due to the nonlinear nature of tariffs, cost calculations are critical. Tariff calculations are not trivial.
Designs based on various routing, multiplexing, and bridging approaches can yield widely varying prices.
Tariff data changes weekly, further complicating cost calculations. With new tariff filings, there may be
new optimal designs. The best topology of circuit routes and circuit speeds can significantly differ from
previously optimal designs when re-evaluating with new tariff data. All optimization tools evaluate cost
calculations against performance requirements.

Figure 41.3 graphically illustrates this cost/performance relationship. The ideal cost/performance point
is where traffic matches capacity, with acceptable zones around this ideal. Acceptable oversizing is due
to economies of scale or forecasted growth, and undersizing is due to excessive rebuilding costs. Outside
this acceptable zone, networks need redesign. Where capacity significantly exceeds traffic, the network
feels the effects of overbuilding (performance goals satisfied at unnecessarily high costs). Conversely,
where traffic is greater than capacity, the network has been underbuilt (cost goals satisfied yet at the
expense of performance objectives) and rebuilding is necessary.

Network optimization techniques have become even more complex due to recent introductions of
new service offerings, such as frame relay, integrated services digital network (ISDN), synchronous digital
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network (SONET), SMDS and asynchronous transfer mode (ATM), and hubless digital services. These
new services are offered by the major interexchange carriers, specialized fiber carriers, and regional Bell
operating companies (RBOCs). In addition to reducing costs, new services when designed properly can
also increase network reliability.

The enormous variability in circuit costs is illustrated in pricing a single 56-kb/s circuit. An interex-
change circuit between Atlanta and Kansas City varies based on service types (DDS and fractional T-1)
and service providers (AT&T, MCI, and WTG) between a high of $2751/month and a low of $795/month.
Similarly, an intraLATA circuit between San Jose and Campbell, California varies based on service types
(DDS and new hubless digital) and service providers (AT&T, MCI, U.S. Sprint, and LEC-PacBell) between
a high of $1339/month and a low of $136/month.

Furthermore, a variety of customer equipment-based multiplexing alternatives run the gamut from
simple point-to-point multiplexing, to sophisticated dynamic bandwidth contention multiplexing, to
multiplexer cascading, to colocating the CPE-based multiplexing equipment in the serving central office.
Numerous networking options make the network engineer’s job more complex, requiring optimization
tools to evaluate these many new design techniques.

41.6 Summary

Information management today calls for effectively accommodating expansion of interconnected net-
works and accurately forecasting networking requirements. Only those who have an accurate awareness
of their current communications requirements who can apply a structured design approach when eval-
uating competing networking techniques can confront this formidable challenge. James Jewett, co-
founder of Telco Research, states, “Today, U.S. businesses frequently spend up to 40% more than is
necessary on telecommunications services. Managers must be willing to scrutinize current communica-
tions networks and alternative networking techniques.”

This is an age when communications budgets are being tightened, head counts are being trimmed,
and major capital outlays are being delayed. Vendors selling LANs, internetworking gear, and long distance
services feel cutbacks in flat revenues and intensely competitive bids. Network engineers feel the pinch
as they try to meet increasingly demanding enduser performance objectives with dwindling budgets.
Many network managers spend hundreds of thousands of dollars monthly on communications resources.
These high costs reflect the importance of networks. Yet, with the high priority placed on LAN/WAN
internetworking and the significant expenses devoted to maintain them, insufficient emphasis is placed
on rigorous design and analysis. Network engineers tend to focus solely on operational capabilities. As
long as the network is up and running, analysis or design is rarely conducted.

FIGURE 41.3 The cost/performance and capacity/demand relationship.
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An engineering process of analysis and design for internetworks was presented. The process includes
three interrelated phases: network awareness, network design, and network management. Each phase is
part of a feedback control mechanism, progressing toward a network optimum. The industry emphasizes
developing internetworking technologies; however, modeling techniques incorporating these technolo-
gies into operational networks have received little attention. Engineers applying this design and analysis
process will be able to optimize their internetworks.

Defining Terms

Connectionless: A best-effort packet delivery model where the network does not guarantee delivery
and data may be lost, duplicated, damaged, or delivered out of order; also called datagram services.

Connection-oriented: A guaranteed packet delivery model where a virtual circuit with minimal band-
width is established before any data transfer occurs and packets are delivered sequentially over a
single path.

Data link switching (DLSw): A routing standard for integrating SNA data into IP-based internetworks
by stripping off the SDLC header and replacing it with a TCP/IP header.

Distance-vector routing: An early routing information protocol implementation common to IPX RIP,
IGRP, IP RIP, and AppleTalk’s RTMP.

Internetwork optimization: This class of network design tools balance performance, cost, and reliabil-
ity tradeoffs. Optimization algorithms apply heuristic procedures to greatly abbreviate the opti-
mization process by making a few well-chosen approximations. Queuing theory is also incorporated
in the algorithms to calculate response times.

Internetwork simulation: Discrete event simulation tools predict network performance and identify
bottlenecks. The nondeterministic nature of internetworking communications is reflected in mod-
els by pseudorandom numbers that generate interarrival times of messages, lengths of message,
time between failures, and transmission errors.

IPng: The new version of the IP layer that supports 16-byte addresses and offers advanced features
such as flow control, autoconfiguration, and encryption-based security.

Link state routing: A new breed of efficient routing information protocols designed for large, complex
internetworking environments and implemented in OSPF, IS-to-IS, and Novell’s NSLP.

Network awareness: The first component in the network design process, in which existing technology
is reviewed, future technology trends are evaluated, current traffic is determined, equipment is
inventoried, and future growth is forecasted. An organization’s unique operational evaluation
criteria are also chosen during this phase.

Network design: The second component of the network design process, which includes network design
tools, performing a cost-performance breakeven analysis, and developing link configurations.

Network management: The third component of the network design process, which encompasses man-
agement of configuration, faults, performance, accounting, and security. Equipment and network
software is acquired, verified, installed, maintained, and administered.

Packet burst: A sliding window implementation that allows transmitting multiple packets and receiving
a multiple packet acknowledgment, greatly improving the efficiency of SPX/IPX internetworking.

Subnet mask: A four octet field used to identify the link portion of an IP address by setting bits to 1
where the network is to treat the corresponding bit in the IP address as part of the network address.

Total network engineering process: A process to engineer and optimize internetworks including the
three phases of awareness, design, and management, with a feedback control mechanism, progress-
ing toward a network optimum.
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Further Information

The most complete reference is the three volume set, Internetworking with TCP/IP, by Douglas E. Comer
and David L. Stevens. Volume one covers principles, protocols, architectures design, and implementation;
volume two covers design, implementation, and interfaces; volume three covers client/server program-
ming and applications.

An excellent self-paced learning series covering the basics in a highly readable style with insights
addressing an often misunderstood arena of communications technology is Mastering Internetworking
and Mastering Advanced Internetworking, by Victoria C. Marney-Petix.

The best technical treatment of the internal workings of bridges and routers is Interconnections: Bridges
and Routers, by Randia Perlman. It not only presents the algorithms and protocols but points out
deficiencies, compares competing approaches, and weighs engineering tradeoffs.
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42.1 Introduction

The main feature of the integrated services digital network (ISDN) concept is the support of a wide range
of audio, video, and data applications in the same network. Broadband ISDN (B-ISDN) is based on ISDN
concepts and has been evolving during the last decade by progressively incorporating directly into the
network additional B-ISDN functions enabling new and advanced services. B-ISDN supports switched,
semipermanent and permanent, and point-to-point and point-to-multipoint connections and provides
on-demand reserved and permanent services. B-ISDN connections support both circuit-mode and
packet-mode services of a mono- and multimedia type with connectionless or connection-oriented
nature, in bidirectional and unidirectional configurations.

Since the completion of the initial standardization work on B-ISDN in the late 1980s, there has been
a tremendous amount of standards work toward defining B-ISDN interfaces, physical layers, signalling,
and transfer mode. Asynchronous transfer mode (ATM) is the transfer mode of choice for B-ISDN. ATM
is a connection-oriented, packet switching technique. The ATM architecture and related standards define
the basic framework on which different services with varying source characteristics and quality of service
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(QoS) requirements can be supported in an integrated manner. However, enabling B-ISDNs requires the
design and development of a complete architectural framework that complements the ATM standards
and includes network services such as congestion-control and path-selection frameworks, directory
services, and group management protocols.

In this chapter, we first review the B-ISDN architecture, the architectural drivers such as high-bandwidth
application requirements, and the changes in the networking infrastructure that need to be taken into
account to enable ATM networks. We then present a high-level overview of a comprehensive, high-speed
multimedia architecture developed by IBM to address the challenges of enabling ATM networks.

42.2 Broadband Integrated Services Digital
Network (B-ISDN) Framework

B-ISDN is envisioned as providing universal communications based on a set of standard interfaces and
scaleability in both distance and speed. B-ISDN physical layer interfaces, including the ones currently
being defined, scale from 1.5 to 622 Mb/s. We have already started to see ATM being deployed in the
local area, while a number of network providers have started to experiment with ATM in the wide area,
providing seamless integration from local to wide area networks. Furthermore, B-ISDN services concep-
tually include every application that we can think of as we go forward into the future:

• Applications with or without timing relationship among the end users

• Variable and continuous bit rate services

• Connectionless and connection-oriented services

Voice and video are two applications that require an end-to-end timing relationship whereas there is no
such requirement for data services. Most applications generate traffic at varying rates. Voice traffic alternates
between talk spurts and silent periods. The amount of data generated per frame in a video service varies,
depending on the compression algorithm used and how much information from the previous frame(s) can
be used to reconstruct a new frame at the destination station while providing the required QoS. Variable
bit rate (VBR) service refers to a source traffic behavior in which the rate of traffic submitted to the network
varies over time. Early video and audio services in early ATM networks are expected to be supported
using continuous bit rate (CBR) traffic in which the traffic is submitted to the network at a constant
rate. This is mainly because of the fact that the bandwidth scalability provided by ATM is a relatively
new concept, and our previous experience in supporting such services is based on circuit switching, that
is, PCM voice and H.222 video. As we understand traffic patterns and source characteristics better, VBR
service is expected to replace CBR service for most real-time applications.

ATM is a connection-oriented service, that is, end-to-end connections must be established prior to data
transmission. However, most network applications in current packet switching networks are developed
on top of a connectionless service. In order to protect customer investment in current applications, ATM
should support connectionless service. This is provided mainly by providing an overlay on top of ATM.

Enabling Asynchronous Transfer Mode Networks

The main question in enabling ATM networks is how to make it all work as an integrated network. The
answer to this challenge is the ATM standards and the development of network services such as congestion
control, bandwidth management, path selection, and multicast and group-management mechanisms that
complement the ATM standards while achieving high-resource utilization in the network.

The ATM standards have been developed by the International Telecommunications Union–
Telecommunications Standardization Sector (ITU-TS) and various national standardization organiza-
tions such as American National Standards Institute (ANSI) and ETSI. The ATM Forum, on the other hand,
is a consortium of more than 500 companies established to speed up the development and deployment
of ATM products through interoperability specifications based on standards whenever available. Here-
after, we do not differentiate between the standards and the ATM Forum’s specifications.
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Figure 42.1 illustrates the current ATM architecture. A variety of physical layer interfaces are defined,
including different transmission mediums such as multimode and single-mode fiber, shielded twisted
pair, and coax. Transmission speeds now vary from 45 Mb/s (DS-3) to 622 Mb/s synchronous optical
network (SONET). 

The ATM layer is based on the use of 53-byte fixed-size cells composed of a 5-byte header and a 48-
byte payload. Of the 5-byte cell header, 28 b are used for routing. There is an 8-b header error check
field to ensure the integrity of the cell header. This leaves only 4 b, of which 1 b is used for cell loss
priority (high or low), and 3 b are used to identify the type of payload information and carry the explicit
forward-congestion indicator. As discussed next, there is not really much time to do any processing in
the network nodes as the transmission speeds increase. Some networking experts may have desired an
extra byte or two to provide more features at the ATM layer. However, it would have been difficult and/or
expensive to process this additional information as transmission speeds reach several gigabits per second. 

Nevertheless, more features than the ATM cell header supports are required to meet application
requirements. Considering a wide variety of services with different requirements, the ITU-TS grouped
functions are common to most applications at the ATM adaptation layer (AAL). AAL type 1 is defined
for CBR services that require an end-to-end timing relationship. The VBR counterpart of these services
will be supported via AAL type 2, which is currently being defined. AAL type 3/4 is defined for the initial
connection-oriented and connectionless services. AAL type 5 is a more efficient way of supporting data
services. All AAL services are defined among end stations only; they are transparent to intermediate
switches in the network.

ATM connections may be pre-established or may be established dynamically on request. Connections
that are pre-established are defined by the network’s management layer (not discussed here). Switched
connections, on the other hand, require the definition of interfaces and signalling at these interfaces.
Signalling at an ATM user–network interface (UNI) provides the capabilities needed to signal the network
and to request a connection to a destination. Various capabilities included in UNI version 3.0 [ATM,
1994] can be summarized as follows:

• Establishment of point-to-point and point-to-multipoint virtual channel connections

• Three different private ATM address formats

• One public ATM address format

• Symmetric and asymmetric QoS connections with declared QoS class

• Symmetric and asymmetric bandwidth connections with declared bandwidth

• Transport of network transparent parameters among end nodes

• Support of error handling

An ATM user signals to request a connection from the network to a particular destination(s) with a
specified QoS. Information elements such as peak cell rate, sustainable cell rate, cell delay tolerance,
maximum burst size, AAL type, and address of destination end node(s) are included in the signalling
messages exchanged across a UNI. Despite the tremendous effort that has gone into the defining these
specifications, it will take a lot more work to enable high-bandwidth, multimedia applications in ATM
networks. Various additional services are required:

• Locating destination end node(s): The addresses of end nodes are provided in a related signalling
message. Determining the exact location of these end nodes, however, is not a part of the current
standards.

FIGURE 42.1 Current ATM framework.
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• Determining how much network resources are needed to provide the required QoS: Guaranteeing
the QoS needs of network applications requires, in general, that resources in the network be
reserved. Although the traffic characteristics would be included in the connection request, a way
of determining the commitment of resources needed to support different applications is not a
part of today’s ATM.

• Determining a path in the network that can support the connection: Path selection framework in
ATM networks is quite different from path selection in current packet switching networks. While
meeting the QoS requirements of applications, it is highly desirable to minimize resources used by
the network in order to achieve economic resource utilization. This requires the solution of a con-
strained optimization problem unlike the shortest path problem posed by traditional packet networks.

• Establishing and managing connections in the network: Routing in ATM networks remains largely
an unresolved issue. Routing metrics and the decision place (i.e., source routing) are the two areas
that are being studied currently at the ATM Forum. However, the efficient distribution of control
information in a subnetwork and the quick dissemination of connection establishment and ter-
mination flows are two areas that are not addressed in the ATM standards.

42.3 Architectural Drivers

Before discussing how some of these issues may be addressed, let us look at various application require-
ments and the changes in the networking infrastructure imposed by advances in the transmission
technology.

Perhaps one of the main drivers for emerging ATM networks is the deployment of multimedia
applications. Although initial ATM networks may be deployed as data-overlay networks that keep voice
separate, it is unavoidable that voice, video, and data will come together as multimedia applications begin
to emerge (i.e., videoconferencing, video distribution, distant learning). After all, multimedia networks
supporting multimedia applications have been the main driving force behind the B-ISDN initiative.

Multimedia applications differ from monoapplications in various ways. They often take place among
a group involving more than two users. This necessitates the existence of group-management and
multicast services. Group-management functions would basically allow users to join and leave the group
as they wish and would manage the connection among the group’s members. Multicast trees provide a
connection path among these users efficiently compared with point-to-point connections. Yet, the con-
struction of a multicast tree that satisfies end-to-end delay constraints while achieving high-resource
utilization is a hard problem with an exponentially growing time complexity. Addressing this problem
in real time requires the development of efficient heuristics.

Multimedia applications also combine the different QoS requirements of individual applications into
a single application. This requires the integration of the service demands of different applications and
the definition of network services that can support such requirements. As an example, voice and lip
motion need to be tightly synchronized in a video service, whereas the synchronization of subtitles (i.e.,
data) to video does not need to be as stringent.

ATM networks will support a wide variety of traffic with different traffic characteristics. Using the
source parameters defined in the ATM Forum’s UNI 3.0 specification, a user may pass its peak and
sustainable cell rates to the network during the connection-establishment phase. The burstiness (defined
in this context as the ratio of peak to average bit rates) of various applications envisioned in ATM networks
varies from 1 (e.g., for CBR service) to 100 s (e.g., for distributed computing). As the burstiness of a
source increases, the predictability of its traffic decreases. Accordingly, it becomes harder for the network
to accommodate highly bursty sources while achieving high resource utilization. Another challenge is
the integration of highly bursty sources in the network with less bursty sources, say, CBR services, while
meeting the mean-delay and jitter requirements. Let us consider two applications at the opposite ends
of the spectrum with respect to their burstiness, voice, and distributed computing. When a distributed
computing source becomes active, it generates traffic at the rate of, say, 100Mb/s. An active period is
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followed by a silent period during which the source processes data in its memory and does not generate
any network traffic. The high burstiness of the source would mean that the periods of activity persist for
considerably less time than the periods of inactivity. On the other hand, consider a PCM voice application
generating frames at the constant rate of 64 Kb/s. The challenge is to provide network services such that
when the two sources are active simultaneously on one or more physical links, the QoS provided to the
voice source does not degrade due to a sudden spurt of cells belonging to the distributed computing
application. The problem of dealing with applications with widely varying burstiness in an integrated
manner cannot be avoided as we move toward VBR multimedia services; network services that meet this
challenge are needed to deploy integrated services.

In addition to having to deal with varying source characteristics, ATM networks should support services
with quite different QoS requirements. For example, most data applications require fully reliable service
(i.e., a banking transaction). However, these services can use the functions provided by a higher layer
protocol (i.e., a transport service) on top of an ATM connection that will recover lost data by retrans-
mission. Voice applications can tolerate moderate cell losses without affecting the quality of the service.
Interactive VBR video services have very stringent loss requirements since a lost cell could cause the loss
of frame synchronization, which in turn would cause the service to degrade for seconds until the stream
was refreshed. All of these applications with different requirements are integrated in the network. Network
services designed to support these applications should take into consideration their QoS requirements
explicitly if high resource utilization in the network is desired.

In addressing the challenges of supporting application requirements, it is necessary to consider the
constraints inherent to high-speed networking. As transmission speed increases, two considerations start
to play important roles in designing network services: in-flight data becomes huge, and available pro-
cessing time at the intermediate nodes decreases.

With high-speed transmission links in the network, the amount of in-flight data increases dramatically
as the link propagation delay increases. As an example, when the one-way propagation delay on a T1
link is 20 ms (i.e., across the U.S.), there can be up to 3750 bytes simultaneously on the link at any
particular time. This number increases to 2.5 million bytes on a 1 Gb/s link. If hop-by-hop flow control
were applied between the two ends of such a link, which works well in current packet networks with
low-speed links, millions of bytes of data could be lost by the time a control packet traversed the network
from one end to the other. This phenomenon dramatically changes the congestion-control framework
in high-speed networks. Another aspect of this is the challenge of providing efficient and accurate
distribution of control information in the network, that is, link failures, resource reservation levels, actual
link utilization, etc. 

Another key challenge high-speed links introduce is to keep the functions at intermediate network
nodes simple while providing enough functionality for high-resource utilization. Consider a 9.6-kb link
and a processor with one million instructions per second capability. Then, up to 44, 166 instructions
can be executed for each cell while keeping the link full. When the transmission rate reaches gigabits per
second, however, this number goes below one. Even with processors that run at 30 MIPS, the functionality
at an intermediate node should be minimized to keep up with high-speed links. Most required functions
need to be simple enough to be implemented in hardware. This, perhaps, is one of the main reasons for
keeping the ATM cell header so simple. 

Simple Solutions: At a Cost

Most of these challenges could be addressed rather easily if the network resource utilization were not
taken into consideration. For example, all applications can be treated in the network with the most
stringent loss and delay requirements. Though simple, this approach might prove to be quite costly, in
that an artificially large amount of network resources might be reserved in the network to support
applications that could tolerate moderate loss and/or delay.

As another example, a very small amount of buffering can be provided at each network node with deter-
ministic multiplexing (i.e., peak rate bandwidth allocation). Although this scheme minimizes queueing
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delays at each node and guarantees practically no loss, it causes resource utilization in the network to be
unacceptably low. As an illustration, consider a source with peak and average bit rate of 10 Mb/s and 1 Mb/s,
respectively. On a 100-Mb/s link, only 10 of these connections can be multiplexed, which results in an
average link utilization of 10%.

Similarly, point-to-point connections can be used to provide communication among a group of users.
This might, however, artificially increase the number of links used to provide a multipoint communication
compared with a multicast tree and thereby reduce the availability of extra links for use in point-to-point
connections to support traffic from other sources.

In summary, simple things can be done to enable ATM networks; the challenge, however, is to provide
network services that will meet the application requirements economically.

42.4 Review of Broadband Network Services

This section presents a high-level review of IBM’s broadband network services (BBNS) architecture.
BBNS is a comprehensive approach to providing network services for high-speed, multimedia networking
based on existing ATM standards and ATM Forum specifications. Conceptually, the BBNS architecture
is broken down into the following three functional groups:

• Access services provide the framework for supporting standards-based and industry-pervasive
interfaces and protocols.

• Transport services provide the pipes and the trees needed to switch voice, video, and data across
the network in an integrated structure with appropriate QoS guarantees.

• Control point services manage network resources by providing the distributed brain power that
enables all network services.

Access services can be thought of as locators and translators. They interface with the foreign protocols
outside the BBNS network and translate them into what the network understands inside.

Transport services are the transfer modes defined in the architecture and related services developed
to support different types of applications with varying service requirements. In addition to ATM, the
BBNS architecture supports variable length packets to provide a migration path from the current state
of the art in networking today to an all-ATM network. Other services developed include the datagram
and multicast services and mechanisms to support different delay priorities.

Control point services mainly provide congestion control, path selection, group management for
multimedia applications, directory services, and distribution of network control information.

42.5 How Does It All Fit Together?

Before proceeding with the details of the BBNS architecture, we discuss how the various functions required
to enable high-speed networking relate to each other. This discussion uses can setup as a vehicle.

A new connection request is first received by an access agent at the edge of the network. The agent
runs an address resolution mechanism to find the destination end node. Then, using the source traffic
characteristics and application requirements, the amount of bandwidth required by the application is
determined. Bandwidth calculation takes into consideration the cell loss requirement of the application,
uses the source traffic characteristics, and determines a guaranteed upper bound on the bandwidth
required to support the application when this connection is multiplexed with the connections already
established in the network. Then, the path-selection algorithm is run to determine a path from the origin
node to the destination node(s). In determining this path, the end-to-end delay requirement of the
application is taken into consideration explicitly. In particular, the algorithm finds a minimum-hop path
in the network that can support the bandwidth end-to-end requirements of the application.

Once a path is found, an end-to-end connection is established using internal signalling. The traffic
can start flowing after every node along the path accepts the connection establishment request. In this
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framework, source routing is used; paths are determined by the nodes the connections originate. This
approach requires that each node that supports an access service knows the topology of the network
(which is subject to change due to link and node failures) and the utilization and current reservation
levels of network resources. Although the topology of the network does not change that often, utilization
levels change frequently. This necessitates an efficient means of distributing network control information
that maximizes the amount of information available to each node while minimizing the amount of
network control traffic overhead. These two objectives are contradictory, and the design and development
of this feature is a complex task.

At this stage, let us consider the network operating with traffic flowing through a large number of
connections. At the edge of the network, it is necessary to monitor the traffic generated by each source
to ensure that each source stays within the parameters negotiated at the call establishment phase. Otherwise,
nonconforming sources would cause the QoS provided to conforming sources to degrade. A leaky bucket
mechanism is used for this purpose. The main challenge in using a leaky bucket is to determine its
parameters such that its operation would be transparent to conforming sources while ensuring that
nonconforming traffic is detected. 

Let us now focus on the nonconforming traffic. There are various reasons that a source might not stay
within the parameters negotiated at the call setup time: the source might not be able to characterize its
traffic behavior accurately, there might be an equipment malfunction, or the source might simply be
cheating. There are two mechanisms developed in the BBNS architecture to provide some amount of
forgiveness to nonconforming sources. The first one is the adaptation function which filters the traffic
and estimates the amount of bandwidth required by connections based on the actual traffic generated
by each source. The second mechanism is the use of so called red/green marking. In this mechanism,
conforming traffic is marked green before it is transmitted. Red marking allows (some) nonconforming
traffic to enter the network to achieve higher utilization of network resources. Doing so, however, requires
the development of mechanisms so that the services provided to conforming traffic in the traffic are not
affected by the non-conforming traffic when a node becomes congested.

Another feature required in the network is to minimize the negative effects of resource failures to the
service provided to applications. A closely associated function is that of providing support for different
priority connections. Nondisruptive path switching is used to reroute connections established on a link
(node) around failures in a way that the impact of the failure to the service provided to these affected
connections is minimal. Similarly, different connections may have different priorities. Depending on the
availability of resources in the network, it may be necessary to take down some low-priority connections
in order to accommodate a high-priority connection in the network. The main challenge here is to
minimize the cascading effect that may occur when a connection that was taken down tries to re-establish
a new connection.

A multimedia network should support connections with different delay requirements. The architecture
classifies the multimedia traffic into three categories: real-time, nonreal-time, and nonreserved. Real-
time traffic has the stringent delay and loss requirements and requires bandwidth reservation to guarantee
its QoS metrics. Nonreal-time traffic also requires bandwidth reservation but only for the loss guarantee,
that is, this type of traffic can tolerate moderate delay. Nonreserved traffic, on the other hand, can tolerate
both loss and delay. Accordingly, there is no bandwidth reserved for this type of traffic.

42.6 Broadband Network Services

Although the availability of high-speed links in the network infrastructure is important, what really
matters is what customers are able to do with them. Two important steps need to be taken to realize fully
the promise of ATM. They are:

• The development of high-bandwidth applications

• The development of networking services based on the evolving standards
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So far, we have discussed various application requirements and types of services that are required to
enable high-bandwidth applications in ATM networks. In this section, we will present a more detailed
view of IBM’s broadband network services.

Current predominant networking technologies are designed to emphasize service for one or two of
these QoS classes, for example, telex (delay and loss tolerant); telephony (delay intolerant); TV and
community antenna television (CATV) (delay intolerant); and packet-switched networks like X.25, frame
relay, APPN, transport control protocol/Internet protocol (TCP/IP), and SNA (delay tolerant). The
promise of ATM is that networks can be built on a single technology to accommodate all QoS classes.
BBNS is a comprehensive approach to providing network services for high-speed, multimedia networks
based on the existing ATM standards and ATM Forum implementation agreements. Various services
developed in this architecture are presented next.

Access Services

While providing users with a high-speed, multimedia networking infrastructure for emerging high-
bandwidth applications, it is necessary to support existing user applications that have been developed
based on multiple protocols. Broadband network services achieve this through access services that support
multiple protocols including frame relay, ATM, voice, IP, and HDLC data, to name a few. External nodes
connected to BBNS do not require any special knowledge of any BBNS features, that is, these stations
communicate with BBNS access services using their native protocol.

Functions performed by access services include the following:

• Understanding and interpreting the external service or protocol

• Performing an address resolution function to locate the target resource

• Maintaining and taking down connections across the network in response (for example) to
connection requests received at the ATM UNI

• Selecting the switching mode and network connection parameters that are optimal for the external
protocol and the service requested

• Mapping the QoS parameters of the external protocol the parameters used by the architecture to
ensure the availability of sufficient network resources to guarantee that the QoS requirements are
met

• Ensuring fairness among users by calling on BBNS bandwidth management services.

Transport Services

BBNS transport services provide a transport facility across the network for user traffic generated at the
edges of the network and accommodated by access services. These include transmission scheduling,
hardware-based switching with multicast capability, and provision of a switching mode that meets the
requirements of external protocols efficiently. In particular, the architecture supports the following
switching modes:

• ATM switching

• Automatic network routing, which provides source-routing capability

• Label swap (with tree support)

• Remote access to label-swap tree

The architecture supports ATM natively. Depending on product implementation and customer choice,
a network built based on this architecture can support network trunks that carry either ATM cells only
or a mix of ATM cells and variable length packets, with the former being transported in standard ATM
cell format. Just as ATM cells provide native transport for the ATM UNI, BBNS offers support for other
interfaces such as HDLC, frame relay, and IP. This feature allows customers to introduce early ATM
applications using ATM transport without any changes or performance penalty in supporting their
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existing applications. However, any customer committed to ATM-only networking is fully supported
through the BBNS architecture.

To provide service appropriate to the QoS classes discussed previously, BBNS supports two types of
traffic priorities: delay and loss. Three different delay priorities are defined: real-time reserved bandwidth,
nonreal-time reserved bandwidth, and best-effort service. Logically, each delay class is routed through a
corresponding queue in each node. Similarly, four different loss priorities are defined for real-time traffic,
and two different loss priorities are defined for nonreal-time traffic. Combined with the power of BBNS
bandwidth management, these delay and loss priorities offer the flexibility to support a broad range of
QoS requirements and, thus, to handle efficiently the emerging multimedia applications.

Control Point Services

BBNS control point services control, allocate, and manage network resources. Among other things, these
services include bandwidth reservation, route computation, topology updates, address resolution, and
the group management support needed for multipoint connections. Some of these services are briefly
described next.

Set Management

Set management provides the mechanism to group user resources for the purpose of defining multiple logical
(i.e., virtual private) networks. This is a critical requirement for service-provider networks, where resources
belonging to one customer may have to be isolated from those of other customers. The same mechanism
can also be used to define multiple virtual local area networks (LANs) on a network.

Set management also gives a network the ability to learn about new resources and users automatically,
thereby reducing system definition and increasing productivity. In essence, set management allows a
network function or a user port to be defined only once to make it available to the entire network.
Furthermore, it provides full flexibility and mobility in naming/addressing. A user can be moved from
one point to another without being forced to change his external address (phone number, for example).

Bandwidth Management

BBNS bandwidth management, congestion control, and path selection enable a network to provide quality
of service guarantees on measures such as end-to-end delay, delay jitter, and packet (or cell) loss ratio,
while significantly reducing recurring bandwidth cost. This is achieved through efficient bandwidth
reservation, load balancing, and dynamic bandwidth allocation.

For each reserved bandwidth connection requiring QoS guarantees, the architecture reserves a suffi-
cient amount of bandwidth on the links traversed by the connection. The BBNS approach, which depends
on the connection’s traffic characteristics and QoS requirements, computes sufficient bandwidth to satisfy
the QoS requirements, taking into account the statistical multiplexing at the links. BBNS path selection
finds a path from source to destination that satisfies the connection’s QoS requirements using algorithms
that minimize the number of hops in the path and balance the network traffic load.

The architectural approach supports both reserved and nonreserved bandwidth transport of user
frames or cells. Note that no QoS support is provided for nonreserved traffic. When reserved bandwidth
connections are used to support bursty connections (like traditional data traffic), the challenge of setting
network connection parameters can be significant. When a user has a good understanding of his traffic
characteristics, the user may be unable to signal those characteristics to the network until the workstation
implements a new interface, such as the ATM UNI. Even when it is possible to set traffic parameters
correctly initially, the bandwidth requirements may change dramatically on the order of seconds to
minutes. To mitigate these problems, the architecture offers bandwidth adaptation (dynamic bandwidth
allocation) as an optional added value. First, BBNS bandwidth management will enforce an existing
traffic contract on a cell time scale of milliseconds or lower. Then, at user option, bandwidth management
will learn the actual bandwidth requirements of a connection and adapt by rereserving (and possibly
rerouting) the connection using a longer time scale on the order of the roundtrip delay (seconds).
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Efficient Distribution of Control Information

BBNS hardware-based multicast switching capability allows fast and efficient distribution of network
control messages. Messages such as topology and link-state updates are multicast on the control-point
(CP) spanning tree (a multipoint connection, or tree, that extends to every node in the network) at close
to propagation speed. Furthermore, since these update messages are carried only by links on the CP
spanning tree (n - 1 links in an n-node network), the bandwidth needed by the control traffic is greatly
reduced. The BBNS CP spanning tree algorithm maintains the integrity of the spanning tree. The
algorithm builds the tree and automatically repairs it in case of partitioning caused by link or node
failures. The topology algorithm provides reliable delivery of multicast messages. Control messages such
as connection setup requests and connection maintenance messages also benefit significantly from the
hardware multicast capability. These messages are multicast linearly to every intermediate node along a
connection’s path, thus allowing connection setups and takedowns much faster than through hop-by-
hop signalling methods.

Nondisruptive Path Switching (NDPS)

Nondisruptive path switching (NDPS) makes it possible for a network to reroute network connections
automatically in the face of node and/or link failures while minimizing user disruption. Although such
a feature is common to other networking architectures, the BBNS version is extremely efficient. First,
changes to the network planned or unplanned, are nearly instantly known throughout the network
because of the CP spanning tree. Second, all rerouting decisions are made in parallel in a distributed
fashion, rather than sequentially at a central control point. This allows for rapid network stabilization.

Call Pre-emption

Call pre-emption enables a network to provide different levels of network availability to users with
different relative priorities. When required, call pre-emption will reroute existing connections to accom-
modate higher priority connections. BBNS call pre-emption strategy intelligently selects connections to
be pre-empted, minimizing the possible rippling effects. NDPS is used to reroute the pre-empted con-
nections; thus, disruption is kept to a minimum. The architecture gives the network operator the flexibility
of assigning a wide range of priorities to network users.

42.7 Conclusions

There are various issues that need to be satisfactorily addressed in order for ATM networks to become
a reality. In this chapter, we reviewed some of these issues based on application requirements and changing
networking infrastructure. Then, we presented a high-level review of IBM’s architecture for high-speed,
multimedia networking that addresses some of these challenges while achieving high resource utilization
in the network. ATM, related standards, and IBM’s broadband network services architecture are evolving
over time. Despite the tremendous amount of work completed on the standards and various networking
issues, and the fact that vendors have been working on the design and development of an architectural
framework to enable ATM networks, there still remain several issues that need to be satisfactorily resolved.
This includes the design and development of applications that can take advantage of high bandwidth in
customer premises and public networks as well as network services that can meet the application require-
ments while maximizing the usage of network resources. ATM is positioned as the transport method
with the greatest potential to provide unified voice, video, and data service for high-speed networks
supporting multimedia applications. Much work has been done in defining the B-ISDN standards in
which ATM transport is featured. Both international standards bodies and the ATM Forum continue the
prolific work to enhance the standards and implementers’ agreements that are fundamental to realizing
customer expectations. Yet, various vendors are expected to provide value-added services that comple-
ment the ATM standards, thereby distinguishing their products from others. Broadband network services
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are IBM’s architecture for value addition to various ATM networking that includes:

• A set of transport services that allow efficient integration of traffic generated by different sources
with varying delay and loss requirements

• Bandwidth management framework that provides quality of service guarantees while achieving
high-resource utilization in the network

• Efficient distribution of control information in the network minimizing the resources used for
network control overhead while updating control information at the network nodes (at propaga-
tion delay speeds)

• Set management techniques that define and maintain logical groups and allow the network to
learn about new resources and users automatically

• Nondisruptive path switching that minimizes disruption to users in case of network resource
failures

• Call pre-emption that allows priority handling of connections and minimizes possible cascading
of connection takedowns 

• A path selection framework that addresses the requirements of different types of applications with
varying delay and loss demands while achieving high utilization of network resources (this frame-
work includes both point-to-point and point-to-multipoint path construction)

• The flexibility to help users evolve their existing applications and networks to ATM transport by
matching the switching mode provided by the network to the native transport mode of existing
protocols and applications.
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43.6 Conclusions

This chapter discusses the challenges and opportunities associated with a fundamental transformation
of current networks towards a multiservice ubiquitous infrastructure with a unified control and man-
agement architecture. After articulating the major driving forces behind network evolution, we outline
the fundamental reasons why neither the service control infrastructure of the public switched telephone
network (PSTN), nor that of the present-day Internet, are adequate to support the myriad of new
application services in next generation networks. Although NGN will inherit heavily from both the
Internet and the PSTN, its fundamental service control and management architecture is likely to be
radically different from both and will be anchored on a clean separation between a QoS-enabled con-
nectivity network domain and a component-oriented application service infrastructure domain, with a
distributed processing environment that glues things together by providing universal support for distri-
bution, redundancy, and communication between distributed components. Finally, we allude to the
transition issues and show how voice-over-packet services are emerging as the bootstrap application for
marshaling in the NGN architecture.

43.1 Introduction

The future vision of “information and communication anytime, anywhere, and in any form” is starting
to come into focus as major players begin to position themselves for a fundamental transformation
of their connectivity network and application service infrastructures (ASI). It has become increasingly
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clear that a prerequisite for realization of such a vision is the convergence of the current multiple
networks—each employing different transport and control technologies—into a unified, multiservice,
data-centric network offering services at different qualities and costs on open service platforms. The evolution
towards such a vision is undeniably influenced by the growing trends of deregulation in the telecommu-
nication industry on the one hand, and the rapidly evolving technological convergence between
distributed computing and communication (singularly embodied in the Internet and its associated
technologies) on the other hand. In a real sense, the necessary technological and environmental
underpinnings are coming together for next generation service providers to begin the process of
transforming their infrastructures in ways that will enable provision of many new innovative services
rapidly, economically, on a mass scale, and with the required quality of service. System, hardware, and
especially software vendors will also need to revamp and retune their production processes to meet
the challenges of convergence in next generation networks. 

At a high level, the fundamental driving forces for next generation networks can be categorized as follows.
Environmental drivers reflect changes that have been happening in the telecommunication business

environment in the course of the past decade and a half. In this period, the global telecommunication
industry as a whole has been gradually moving away from the model of state-owned and/or regulated
monopolies into the model of a competitive industry operating in an open market. The process started
with the breakup of AT&T in 1984, picked up speed with privatization of state-owned enterprises in
the late 1980s and early 1990s, was greatly accelerated by the US Telecom act of 1996, and has picked
up momentum by the progressive opening up of global telecommunication markets in the late 1990s.
The rising tide of deregulation and privatization and the emerging competitive landscape, hand-in-
hand with market and technology drivers (to be mentioned later), have caused unprecedented regroup-
ing and consolidation of service providers and, in parallel, of system and equipment vendors that serve
them.

Market/business drivers on the one hand reflect the continuously expanding set of capabilities and
features that various markets demand to satisfy an expanding set of personal and professional needs,
either as end users of services (consumers), or as intermediaries (wholesalers) who enhance the acquired
services and offer them to their customers. For example, mobility of various kinds (user, access device,
or application) has become a paramount requirement of services in different markets. On the other hand,
the never-ending market pressure to minimize costs leads to transformational changes in the core of the
network that may not even be visible to customers. Transformation of the TDM core of the circuit
switched network into packet is an example of a business-driven initiative to minimize cost. Other market-
driven needs include ready access to information, easy-to-use communication capabilities involving more
than one medium (of both real-time and non-real-time vintage), greater and more granular end-user
control over services, and progressively higher-quality content delivered for purposes of entertainment
and/or education. Market drivers, even as other factors modulate them, are unquestionably the decisive
factors for architecture evolution because services are what customers use and pay for and service
providers constantly strive to reduce the cost of providing such services.

Technology drivers include all the technological enablers that a service provider, in partnership with
its vendors, can take advantage of in the course of architecting and composing its repertoire of services.
In today’s information society, technology drivers have a lot to do with shaping customer expectations,
thereby modulating market and environmental drivers. It is interesting to recall how common it was not
too long ago to relegate technology drivers to the backseat and position business considerations and
short-term customer needs as the only driver for network evolution. However, the spectacular rise of the
Internet on the heels of the convergence of distributed computing and communication technologies has
underlined the critical importance of technology drivers in elevating and reshaping customer expectations
and in pushing out the restrictive envelope of regulatory constraints. The Internet, with the technologies it
has spawned, is perhaps the single most prominent technology driver of our time. 

These drivers, operating against the backdrop of some mega trends—including the growing diversity
and complexity of new application services, the increasing variety and power of end user devices, and
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the competitive push to minimize time-to-market—unmistakably underline the urgency of fundamental
transformation in communication network and application service infrastructures. This chapter
attempts to draw the broad outline and requirements of a target next generation architecture, which can
serve the role of the distant “lighthouse” that guides the overall process of architecture evolution over the
long haul. Any target NGN architecture would necessarily have to abstract away the current product
limitations to provide a somewhat idealized, top-down perspective of next-generation networks. Through-
out the discussion, it will be assumed without further elaboration that the architectural principles of
scalability, reliability, evolvability, controllability, and efficiency will be applied to any concrete interme-
diate instantiation of the architecture. 

Before outlining the fundamental requirements and salient features of service control and management
in next generation networks, it may be appropriate to sketch an outline of signaling and control in modern
PSTN and elaborate on its strengths and weaknesses in the context of evolution towards next generation
networks. 

43.2 Signaling and Control in PSTN

Since the advent of digital networks a quarter of a century ago, control of the TDM-based public
switched telephone network (PSTN) has by and large been delegated to a physically separate signaling
network with its own distinct transport infrastructure and protocol suite. The initial signaling network
was the Common Channel Interoffice Signaling 6 (CCIS6) network deployed by AT&T in the mid-1970s.
This network eventually evolved to the Signaling System No. 7 (SS7) network about a decade later,
which is the current most widely deployed signaling network in the world [1]. The SS7 network
provides a real-time highly reliable means for switches to communicate and exchange call/connection/
service control information. PSTN switch software and SS7 call control protocols (e.g., ISUP) also
typically provide support for a number of supplementary services beyond simple call setup. Call
forwarding, call waiting, and calling number identification are some of the better-known switch-based
services of this type. 

To analyze a simplified call setup (involving only two local switches), the central office (CO) switch
can be decomposed into four functional modules (Fig. 43.1). When a telephone connected to the
originating CO switch goes off-hook, the line module is responsible for detecting the off-hook event,
providing a dial tone to the telephone over the analog local loop, and collecting the dialed digits such
as the called party’s telephone number. The line module then hands over the dialed digits for processing
to the call processing module. After analyzing the collected digits and determining the appropriate
route to complete the call, the call processing module asks the signaling module to initiate appropriate

FIGURE 43.1 The fundamental structure of signaling and control in modern PSTN.



 

 

signaling over the SS7 network. The SS7 network carries the call setup message to the CO switch serving
the called party and initiates establishment of a bearer channel between the originating and terminating
switches over the TDM-based transport network. The line module of the terminating switch applies a
ringing tone to the called party’s telephone. When the called party answers, the call is established
between the two parties. The trunk module converts analog speech to digital and appropriately formats
it for transmission over the TDM trunks. At the terminating CO switch, the reverse process takes place.
When one of the telephones goes on-hook, the line module serving that telephone detects the on-hook
event and sets off appropriate signaling through the SS7 network to release the resources allocated for
the call.

The complexity of the monolithic switch software, coupled with the inherent lack of flexibility and
control over its capabilities by the service providers, led to the inception and deployment of intelligent
networks (IN) in the early 1980s and advanced intelligent networks (AIN) [2] about a decade later.
Here, some of the call processing logic and data were moved to separate centralized network nodes called
service control points (SCPs). SCPs were also connected to the highly reliable SS7 transport network of
signal transfer points (STP) just like switches (Fig. 43.1). The signaling network then evolved to support
a client–server protocol for communication between the switches and SCPs in support of IN/AIN services.
When the call processing module of the originating switch detects a “trigger” (e.g., a free-phone dialed
number), it passes control of the call to the SCP through a series of signaling messages sent over the SS7
network. The SCP continues processing the call and instructs the switch, for example, by providing it a
routable number, on how to proceed completing the service. The connection setup phase of the call
would proceed in the same manner described above for a simple call [2]. Note that Fig. 43.1 does not
show other resources that may be attached to the switch, such as intelligent peripherals to provide
additional services like announcements and tone detection for enhanced services. Nor does it show any
tandem switches that may be involved in the call. 

IN/AIN effected a partial decoupling between call/connection control and enhanced service control
through the use of SCPs, greatly reducing the time-to-market for new SCP-hosted services and features.
This enriched the service repertoire of the telephone companies, a process that is still going strong albeit
at a slower pace. As some services are switch-based while others are provided by IN/AIN, and because
even IN/AIN services are dependent on triggers embedded in switch software, the decoupling of service
control and call/connection control in PSTN/IN is only partial, with substantial dependence still remain-
ing on switch vendors for service provisioning.

Some of the attributes and characteristics of the signaling and control infrastructure in modern PSTN
that are particularly relevant to architecture evolution towards NGN are as follows:

• The fundamental assumption about the underlying transport network is that it is a TDM-based
network supported by (local and tandem) circuit switches and used almost exclusively for voice
and/or voice-band communication. 

• The signaling and control infrastructure of PSTN and its associated protocols are optimized to
provide voice-centric services. 

• The control infrastructure of PSTN is proprietary and by and large closed to third-party service
providers. This, among other things, implies a fairly high degree of operational complexity when
one network or service provider has to interface to another provider. It also means that the knowledge
required for service creation in this environment is narrowly specialized and relatively hard to
find or nurture, further contributing to delays in service rollout.

• The customer premise equipment (CPE) used for PSTN access has very limited capabilities and
is predominantly analog in nature (the “dumb phone”). Even when this access device is digital,
as in the case of an ISDN terminal, its capabilities are still quite restrictive and limited.

• Control and management in PSTN are totally separate domains with different requirements. PSTN
signaling and control requirements are much more real-time sensitive, and call for far greater
reliability and robustness, than PSTN management (operation, administration, and maintenance,
or OA&M) requirements. 
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43.3 General Attributes and Requirements of NGN

Consider some of the attributes and characteristics of NGN and the services that it needs to support.
Following the same thread as the one at the end of the previous section, one can note the following:

• The underlying transport network in NGN is unquestionably packet based. This packet infrastruc-
ture is expected to support a large variety of new QoS-enabled (broadband and narrowband) appli-
cation services involving an arbitrary combination of voice, video, and data. This is in sharp contrast
to the predominantly narrowband, single QoS, voice-centric services of PSTN and the best effort,
non-QoS-enabled, data services of the Internet. 

• The control infrastructure of NGN has to be optimized to support a large variety of broadband
multimedia applications on a QoS-enabled packet services. Nonetheless, it will still have to exhibit
a high degree of reliability and robustness, just as signaling does in PSTN.

• The application service infrastructure of NGN has to be open in order to allow third-party application
service providers to easily integrate their services into it. This is simply recognition of the fact that,
as the Internet has proven, there is no way a single service provider can create all or even the majority
of the application services that its customers need. This openness also makes the whole architecture
more easily evolvable, with a much larger pool of technical staff who can quickly become productive
in creating new application services and features. 

• Given the nature of services supported by NGN, the CPE involved in service delivery can become
far more sophisticated than the low functionality phone in PSTN. PCs of various kinds will
probably constitute the dominant kind of powerful CPE in next generation networks. NGN,
however, will need to support a wide range of other wired and wireless devices ranging from screen
phones to sophisticated multimedia workstations and media centers. Sophisticated CPE gear will
not only facilitate end-to-end multimedia communication and information retrieval, but will
provide a hitherto unprecedented computing platform for local execution of logic and storage of
data in concert with network-based servers. This, in turn, will have enormous implications for
the service control infrastructure of NGN.

• Finally, the demarcation between control and management is already beginning to fade and will
completely disappear in NGN. Application service, and to a large extent network, management
functions are beginning to require real-time performance, thanks to the rising expectations brought
about by the Internet. Also, because of an increasing level of reliance by customers on their application
(and network) services, the reliability of the associated management functions needs to converge to
the level of reliability of real-time control functions. In short, management and control functions in
NGN will not be distinguishable any longer and need to be supported by the same architecture.

As we highlight some of the fundamental differences between PSTN and NGN, it may be instructive
to also highlight the major differences between the Internet and NGN. While the Internet and NGN are
both packet-based and support sophisticated CPE for service delivery, two fundamental differences exist
between them. One is that the current Internet by and large provides services only on a best-effort basis.
This means that neither reliability nor quality of the delivered service can be guaranteed. Such will clearly
not be the case for NGN, where QoS and reliability of services (both network services and application
services) will have to be engineered and guaranteed (and duly paid for). The other major difference is
that the service architecture in the Internet is ad-hoc: application servers are at the edges of the network
and each application service is architected in its own way without fitting into a unified service infrastruc-
ture. NGN, on the other hand, needs to have a fairly sophisticated connectivity network architecture
supporting a unified application service infrastructure that optimizes the distribution of intelligence
between network servers and end systems and ties into a powerful service creation environment. In
the absence of such a unified application service architecture, it is highly doubtful that the Internet, even
with enhanced capabilities to address QoS, can become the single ubiquitous infrastructure for delivery
of sophisticated multimedia multi-party services of the future. Nonetheless, there is no doubt that NGN
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will inherit far more from the Internet paradigm than from the PSTN paradigm. Some of the similarities
and differences between NGN, PSTN/IN, and the current Internet are highlighted in Table 43.1. 

43.4 A Broad Outline of the NGN Architecture

As implied by Table 43.1, next generation networks will have both similarities and differences with
PSTN/IN, as well as with the Internet. The fact that the connectivity network in NGN is going to be
packet-based opens up vast possibilities in terms of new application services, services that could not even
be imagined in a TDM environment. Application services, and service interactions, will be much more
diverse and complex, requiring a far more sophisticated system of control and management. In the interest
of reducing time to market, as well as management of complexity through separation of concerns, NGN
will require a clean separation of functions and domains with maximum degree of reuse built into the
architecture and its components. Three distinct, separable, and interacting domains will exist in NGN
with clearly defined boundaries. These are the connectivity network domain, the application services
domain, and the application services infrastructure (ASI) domain. Although these domains functionally
exist in PSTN/AIN as well, their capabilities are quite limited and boundaries between them are hard to
distinguish and maintain.

These three domains are pictorially shown in Fig. 43.2. The two types of customers (residences and
businesses) are each depicted to have their own internal networks and devices with gateways connecting
them to the service provider’s infrastructure. The mobile users shown in the figure by cars can be either
business or residential customers. Business networks could also contain servers, which can be thought
of as third-party servers. Note that all four types of relationships (residence–residence, residence–business,
business–residence, and business–business) have to be supported, with the service provider directly or
more likely indirectly through third parties, enabling rollout of all kinds of broadband application services
to its customers. This enablement on the part of the next generation service provider consists primarily
of providing and operating a highly reliable and large-scale ASI, and to a lesser extent and more selectively
a connectivity network infrastructure. Let us now consider in more detail what constitutes the three
domains. 

Connectivity Network Domain

This domain provides connectivity requested by other domains using an underlying packet-based trans-
port infrastructure. Such connectivity is characterized by communication associations that meet the
requirements of QoS, scalability, traffic engineering, and reliability. These associations can be based on
either connection-oriented or connectionless network services, although connectionless network services

TABLE 43.1 Some of the Attributes of PSTN/IN, Current Internet, and 
NGN

Parameter PSTN/IN Internet NGN

Multimedia services No Yes Yes
QoS-enabled Yes (voice) No Yes
Network intelligence Yes No Yes
Intelligent CPE No Yes Yes
Underlying transport network TDM Packet Packet
Service architecture Semi-distinct Ad-hoc Distinct
Integrated control and management No Yes Yes
Service reliability High Low High
Service creation Complex Ad-hoc Systematic
Ease of use of services Medium High High
Evolvability/modularity Low Medium High
Time to market of services Long Short Short
Architecture openness Low High High
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using IP will become dominant. The connectivity network domain would provide all functions generally
attributed to the lower four layers of the OSI model.

A communications session in the ASI domain maps to a connectivity session in the connectivity
network domain. ASI can initiate two types of connectivity sessions. A default connectivity session gives
a customer access to the network. Activities such as web browsing, notification, and sending and receiving
email can occur in such a session, and do not require ASI to establish new sessions specific to such activities.
Only limited, provisioned QoS is available for such activities (which could in most cases use a best-effort
service). An enhanced connectivity session would go beyond the default connectivity session to support
some combination of QoS guarantees, policy, and billing. It is within an enhanced connectivity session,
mapped to a communication session, that ASI can exert control over establishing and managing con-
nections and/or associations.

Application Services Domain

In broad terms and for the purposes of this chapter, an application service is defined as a software
application that provides a useful and well-defined functionality to the user. An application service is
realized by a set of interacting software components distributed across multiple computing elements.

The user of the application service can be any human or machine entity. It may be useful to classify
application services into a few major categories to gain insight into architectural issues that impact ASI
requirements in next generation networks.

The first, and perhaps most prominent, class of application services offered by the NGN will be
interactive communication services. These include real-time communication services involving multiple
parties interacting in real-time and using multiple media (voice, video, and data). Multiple qualities or
grades of these services will need to be supported. Services of this kind will constitute the evolution of
today’s voice telephony into next-generation, multimedia, multiparty, communication. Because of their
real-time performance and dynamic control requirements, these services are likely to become the most
complex set of services that NGN will offer to its customers. Communication services also include non-
real-time services involving multiple parties and multiple media. These will constitute the evolution of
today’s messaging (predominantly e-mail and voice mail) into a unified set of store-and-forward multi-
media services that have elaborate terminal adaptability, control, and media conversion capabilities.

The second major class of application services can be broadly labeled information/data services. These
services may be thought of as the evolution of today’s Internet services: browsing, information retrieval,

FIGURE 43.2 A high-level view of various domains in next-generation networks.
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on-line directories, scheduled information delivery, e-commerce, advertising, productivity and other
network computing services that the Internet can ubiquitously provide today (excluding e-mail, which
we classified as a communication service). They also include a rich set of remote access and control
services such as telemetry, monitoring, security, network management, and other data-oriented services.
The evolution of this class of services will not only include their rudimentary versions that exist today,
but major improvements to enhance response time and reliability and provide sophisticated billing,
quality of service, and policy enforcement options. What will need to be preserved, however, and indeed
extended to all other NGN services, is the ease of use inherent in today’s Internet paradigm.

The third class of services that a next generation service provider will inevitably need to offer and/or
enable is delivery of content. Typically, such content delivery is for purposes of entertainment, education,
training, etc. We label these content delivery services. These services can be offered on demand, nearly on
demand, on a broadcast or multicast basis, or on a deferred-delivery basis for use at a later time. The
various flavors of on-demand and/or multicast services (video-on-demand, high quality music-on-
demand, etc.) can pose interesting technical challenges from the point of view of scalability. The NGN’s
application services infrastructure must address these challenges and provide an efficient and economical
way to support them.

Finally, there is another class of services that has to do with management of other services. These
services may or may not have revenue-generating potentials by themselves, but they are otherwise every
bit as useful and necessary as any other service. These are categorized as ancillary/management services.
This class includes services such as subscription, customer provisioning, customer network management,
customer service management, etc. The dominant mode of accessing these services is likely to be through
a Web-based interface. Many services in this category typically are needed in support of other end-user
services and, hence, are ancillary in nature. Other services in this class include configuration management,
performance monitoring and management, billing and accounting management, service security man-
agement, policy enforcement, and similar services. The users of some of these services may be internal
customers (typically IT personnel). Offering efficient and user-friendly versions of these application
services, in conjunction with primary services, will become a strong service differentiator in next-
generation networks. Although these services have much in common with information and data services,
they are separately classified to draw attention to their ancillary and/or management nature. As alluded
to earlier, and unlike in PSTN/IN, the same application service infrastructure domain that supports
primary services can support ancillary/management services, thereby virtually eliminating some of the
biggest historical obstacles in the path of drastic reduction in time-to-market.

The different application service categories and representative examples are shown in Table 43.2.
As shown in Fig. 43.2, the application-specific parts of these services will be hosted in application

servers, content servers, and media servers that may belong to and be operated by the next generation
service provider or, what is more likely, by different kinds of third party application service providers.

Application Services Infrastructure (ASI) Domain

As mentioned earlier, the PSTN/IN infrastructure is optimized for narrowband, circuit-switched, voice-
centric services. The application services infrastructure of next generation networks seeks to provide a
universal, large-scale, open component-oriented software platform on which a large variety of broadband

TABLE 43.2 NGN Application Service Categories and Examples

Application Service Category Representative Examples

Communication services Multimedia, multiparty conferencing; unified multimedia messaging
Information/data services Internet browsing; e-commerce; directory services; push services; 

office productivity services 
Content delivery services Video-on-demand; music-on-demand; distance learning; multiplayer 

network games
Ancillary/management services Subscription services; Web-based provisioning; service management
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(as well as narrowband) services can be architected. Software components distributed on various com-
puting platforms and communicating with one another constitute the “service plumbing” that the
application services need for their realization. This service plumbing is the essence of the ASI. Funda-
mental to ASI and its support of the application service catagories mentioned above is the notion of a
session. A session represents the evolution and outgrowth of the notion of a “call” in telecommunication
networks. A session can be defined as the context that brings together related activities, resources, and
interactions in an application service. A service session can be further specialized into three distinguish-
able types. An access session is the starting point of interaction between the user of a service and the
service provider. Authentication, authorization, and similar access-control functions would take place
within the access session. A usage session is the actual context in which application service execution
takes place and constitutes the utilization phase of the service. Clearly, multiple usage sessions can be
associated with the same access session over time. A communication session provides an abstract view
by ASI of connection-related resources necessary for the delivery of a particular service. A communication
session is typically associated with a unique usage session while a usage session can involve multiple
communication sessions. The actual connection-related resources are provided by the connectivity net-
work through a connectivity session.

In order to support the development and deployment of distributed applications in the next generation
networks, mechanisms are needed for load-balanced and reliable distribution of software components
among computing platforms, and for communication among those components. These mechanisms are
embodied in a distributed processing environment (DPE). DPE is the invisible “ether” that enables service
components (and potentially transport components) to interact with one another. It relieves application
services of having to deal with and solve the difficult problems of distribution, currency control, and
communication on a per service basis. Components communicate with other components as though all
components were resident on the same local host. Thus, application service developers are by and large
relieved of explicit concerns about details and complexities associated with distributed processing, com-
munication protocol design, concurrency control, fail-over strategy, platform redundancy and reliability,
etc. These are all addressed by DPE experts, resulting in a separation of concerns that is crucial for
evolvability as well as for minimizing time to market and managing complexity. Signaling System No. 7
is the closest approximation to a DPE in the voice-centric narrowband network of today. Clearly, DPE
in next generation networks will inherit the high-level functions of today’s SS7 and add much more
functionality to satisfy the requirements of next-generation broadband data-centric application services.
Common object request broker architecture (CORBA) may be a good approximation of what NGN’s
DPE may look like, provided real-time and reliability issues of CORBA are successfully addressed.
Extended markup language (XML), simple object access protocol (SOAP), and related technologies may
provide another way of realizing DPE functionality in NGN. 

43.5 Evolution Towards NGN: Trials and Tribulations 

We have briefly sketched a broad outline of the target NGN architecture and discussed how service control
in NGN differs from signaling and control in legacy PSTN networks. The fundamental question that
needs to be addressed now is how the transition from PSTN/IN (and the current Internet) to NGN is
likely to take place, given the fact that such a transition has to preserve the huge investment that the
incumbent carriers have in their legacy networks. New entrants clearly have less of a problem in that
respect but still need to proceed intelligently as all the technologies to support NGN are not yet ready
for prime time. This is a monumental challenge no matter how it is viewed, making the transition to
NGN decidedly prolonged and painful.

Curiously, the bootstrap engine for evolution towards NGN seems to have become voice-over-packet
(VoP) applications. This may at first seem strange since voice services are currently provided ubiquitously
and in a more or less optimal fashion by PSTN/IN. Enter the Internet again! The advent and rapid
proliferation of a universal packet network infrastructure, in conjunction with the changing environmental
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constraints, prompted initially new and subsequently incumbent service providers to turn what, at one
point, was a decidedly low quality (international) long-distance bypass technology into a system that will
parallel the service capabilities of PSTN/IN in an economical manner. But unlike PSTN/IN, this new
infrastructure will have almost unlimited potential in providing innovative new broadband application
services, including multimedia, thereby becoming the beginning of, and the nexus to, the next generation
network. Loss of focus on this enormous potential, and looking at packet voice application as a be-all-
end-all application, can cost prospective service providers their viability in NGN space.

NGN as a Voice-over-Packet Network

Imagine separating all the functional components of a CO switch, as shown in Fig. 43.1, into the following
components of an NGN network:

• A residential gateway (RG) or, equivalently, a customer gateway (CG) that includes the functions
of the line module

• A trunk gateway that replaces the trunk module

• A signaling gateway that replaces the signaling module

• A softswitch or media gateway controller (also known as a call agent) that replaces the call processing
module

Now, if a packet switching network such as an IP/ATM network underlies platforms that host these four
components, and with an appropriate DPE in place, the result is a network similar to the one shown in
Fig. 43.3. Interconnection to the PSTN/IN is required in order to allow arbitrary point-to-point commu-
nication. When the CO switch functions are distributed as shown, one can view the combined set of
functions as a distributed switch. But now protocols are needed for communication between the distributed
entities. And, as can be seen from the figure, there is no shortage of possibilities here! What has been
achieved in this transition architecture, however, is the historically unprecedented complete separation of
bearer/connection control (connectivity network domain) from call/session control (application service
domain). This is no small step in the overall evolutionary path of network transformation along the lines
that we have sketched towards the NGN target architecture. Note that initially, a ubiquitous DPE capability
may not exist due to the immaturity of the middleware products. This, unfortunately, forces adoption of
a growing number of protocols to address specific inter-component communication and application needs.

FIGURE 43.3 Towards NGN with packet voice as the bootstrap engine.
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When a DPE eventually gets deployed, only the application-related parts of these protocols will be needed
as the DPE will take care of lower levels of communication in a distributed environment. 

To provide voice-over-packet services, the protocol between the residential gateway (or trunk gateway)
and the softswitch becomes critical. This is identified as the IETF Media Gateway Control Protocol
(MGCP) evolving to Megaco/ITU-T’s H.248 protocol [3]. A simple call setup scenario proceeds as follows:

• The telephone goes off-hook.

• The residential gateway (RG) serving the telephone detects the off-hook event, applies a dial tone,
collects the dialed digits, and notifies the softswitch using MGCP messages. The RG informs the
softswitch that it is able to receive real-time transport protocol (RTP) streams at a certain port
address and the type of audio coding it is able to support.

• The softswitch processes the digits, identifies an egress signaling gateway (if the called party is
connected to the PSTN) or RG (if the called party is connected to the IP network) that can send
signaling messages to the called party. It also provides the egress gateway with the port and coding
information provided by the calling RG.

• Assuming the simple case of the called party being served directly by another RG, the egress RG
informs the softswitch that it can receive audio streams from the called party on a certain port.
It also applies a ringing tone to the called party’s telephone.

• The softswitch informs the calling RG of the port and audio coding information provided by the
egress RG. 

• Since the RGs at both ends of the call now know which port to send audio RTP packets to and
which one to receive on, once the called party answers, the bearer channels are set up and the
parties begin to communicate.

Note that the circuit-switched connection in PSTN is now replaced by routing RTP packets over the
user datagram protocol (UDP). RTP refers to the IETF real-time transport protocol standard for the
transport of real-time data such as audio and video. It provides time stamping, sequence numbering,
and delivery monitoring. RTP does not guarantee real-time delivery but must be used in conjunction
with other protocols to guarantee quality of service (QoS). RTP control protocol (RTCP) supports
feedback from receivers that can be used for monitoring the quality of service. It also supports media
stream synchronization for support of multimedia applications. Another protocol that appears in Fig. 43.3
is the streaming control transmission protocol (SCTP), which is designed for the purpose of reliably
transporting SS7 application-part messages (ISUP and TCAP) over an IP network. It may find broader
applications beyond signaling transport [4].

We have described only a basic two-party call setup over NGN. Intelligent network (IN) services such
as free-phone service or local number portability (LNP) and other supplementary services such as call
forwarding and three-way calling may be implemented in a separate server. Alternatively, services in the
PSTN/AIN that are implemented in an SCP may be directly accessed by NGN entities, while others that
are currently switch-based may be integrated directly into the softswitch. The figure shows that the
softswitch can provide an open application programming interface (API) to facilitate provision of
enhanced services by the service provider or by third parties. 

Transition to NGN Beyond Voice

Service providers may begin transitioning to NGN by introducing softswitching technologies in an overlay
fashion. Initially, the core of the TDM switching network may be progressively transformed into packet
with softswitch control to carry tandem and interoffice voice traffic. Such transformations are generally
triggered by tandem switch exhaust. In the second step, packet voice services, enhanced by innovative data
features, are extended to the end users in the form of additional lines consuming part of the broadband
access bandwidth. Going beyond this stage into offers of integrated voice, data, and multimedia application
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services to intelligent and terminals requires introduction of session control functions and an extensive
infrastructure of application servers supported by ubiquitous DPE (the true beginnings of ASI). The
current state of technology in this space includes activities to validate key architectural assumptions
through modeling, simulation, and prototyping. Session control capabilities in support of true NGN
application services are only beginning to be understood and prototyped. The pull of the market for new
advanced services, coupled with strategic visions of NGN, will determine how fast providers of large
scale application service infrastructures and their technology vendors will move in this direction.

43.6 Conclusions

We have discussed the major driving forces for evolution towards the next-generation networks and the
challenges and opportunities that characterize this evolution. Limitations of the current control and
management infrastructures in pre-NGN networks have been discussed, and various classes of application
services that NGN will have to support have been elaborated on. True to the principle of separation of
concerns to maximize evolvability and minimize time to market, the basic building blocks of NGN have
been identified in three domains: the connectivity network domain, the application services infrastructure
(ASI) domain, and the application services domain. We have also shown how the softswitching technology
can be used as a stepping stone towards NGN by providing packet voice services initially in the core and
subsequently to end devices. Evolution beyond voice-centric softswitching to support NGN application
services will require development and deployment of session control functions and their integration into
the current softswitching paradigm.
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44.1 Introduction

Transmission via beams of light traveling over thin glass fibers is a relative newcomer to communications
technology, beginning in the 1970s, reaching full acceptance in the early 1980s, and continuing to evolve
since then [Chaffee, 1988]. Fibers now form a major part of the infrastructure for national telecommu-
nications information highways in the U.S. and elsewhere and serve as the transmission media of choice
for numerous local area networks. In addition, short lengths of fiber serve as transmission paths for the
control of manufacturing processes and for sensor applications.

This section presents the fundamentals of fiber communications and lays foundations for the more
detailed descriptions to follow in this chapter. Many full-length books (e.g., Hoss [1990], Jeunhomme
[1990], Palais [1998], and Keiser [1991]) exist for additional reference.

Earlier chapters in this handbook covered data rates and bandwidth requirements for telephone systems
and local area networks. The steadily increasing demand for information capacity has driven the search
for transmission media capable of delivering the required bandwidths. Optical carrier transmission has
been able to meet the demand and should continue to do so for many years. Reasons for this are given
in the following paragraphs.

Optical communications refers to the transmission of information signals over carrier waves that
oscillate at optical frequencies. Optical fields oscillate at frequencies much higher than radio waves or
microwaves, as indicated on the abbreviated chart of the electromagnetic spectrum in Fig. 44.1. Frequen-
cies and wavelengths are indicated on the figure.

For historical reasons, optical oscillations are usually described by their wavelengths rather than their
frequencies. The two are related by

(44.1)

where f is the frequency in hertz, l is the wavelength, and c is the velocity of light in empty space (3 ×
108 m/s). A frequency of 3 ×  1014 Hz corresponds to a wavelength of 10-6 m (a millionth of a meter is
often called a micrometer). Wavelengths of interest for optical communications are on the order of a

l c/f=

Joseph C. Palais 
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micrometer. Glass fibers have low loss in the three regions illustrated in Fig. 44.2, covering a range from
0.8 to 1.6 µm (800 to 1600 nm). This corresponds to a total bandwidth of almost 2 ×  1014 Hz. The loss
is specified in decibels, defined by

dB = 10 log P2/P1 (44.2)

where P1 and P2 are the input and output powers. Typically, fiber transmission components are charac-
terized by their loss or gain in decibels. The beauty of the decibel scale is that the total decibel value for
a series of components is simply the sum of their individual decibel gains and losses.

Although the dB scale is relative, it can be made absolute by specifying a reference level. Two popular
references are the milliwatt and microwatt. The respective scales are the dBm (decibels relative to a
milliwatt) and the dBm (decibels relative to a microwatt). That is,

P(dBm) = 10 log P(mW) (44.3a)

P(dBm) = 10 log P(mW) (44.3b)

Optical power measuring meters are often calibrated in dBm and dBm. Light emitter power and receiver
sensitivity (the amount of power required at the receiver) are often given in these units.

FIGURE 44.1 Portion of the electromagnetic spectrum.

FIGURE 44.2 Attenuation of a silica glass fiber showing the three wavelength regions where most fiber systems
operate. (Source: Palais, J.C. 1998. Fiber Optic Communications, 4th ed., Prentice-Hall, Englewood Cliffs, NJ, p. 112.
With permission.)
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Losses in the fiber and in other components limit the length over which transmission can occur. Optical
amplification and regeneration are needed to boost the power levels of weak signals for very long paths.

The characteristically high frequencies of optical waves (on the order of 2 ×  1014 Hz) allow vast amounts
of information to be carried. A single optical channel utilizing a bandwidth of just 1% of this center frequency
would have an enormous bandwidth of 2 ×  1012 Hz. As an example of this capacity, consider frequency-
division multiplexing of commercial television programs. Since each TV channel occupies 6 MHz, over
300,000 television programs could be transmitted over a single optical channel. Although it would be
difficult to actually modulate light beams at rates as high as those suggested in this example, tens of gigahertz
rates have been achieved.

In addition to electronic multiplexing schemes, such as frequency-division multiplexing of analog
signals and time-division multiplexing of digital signals, numerous optical multiplexing techniques exist
for taking advantage of the large bandwidths available in the optical spectrum. They include wavelength-
division multiplexing (WDM) and optical frequency-division multiplexing (OFDM). These technol-
ogies allow the use of large portions of the optical spectrum. The total available bandwidth for fibers
approaches 2 ×  1014 Hz (corresponding to the 0.8-1.6 mm range). Such a huge resource is hard to ignore.

Although atmospheric propagation is possible, the vast majority of optical communications utilizes
the waveguiding glass fiber.

A key element for optical communications, a coherent source of light, became available in 1960 with the
demonstration of the first laser. This discovery was quickly followed by plans for numerous laser applications,
including atmospheric optical communications. Developments on empty space optical systems in the 1960s
laid the groundwork for fiber communications in the 1970s. The first low-loss optical waveguide, the glass
fiber, was fabricated in 1970. Soon after, fiber transmission systems were being designed, tested, and installed.
Fibers have proven to be practical for path lengths of under a meter to distances as long as needed on the
Earth’s surface and under its oceans (for example, almost 10,000 km for transpacific links).

44.2 Optical Communications Systems Topologies

Fiber communications are now common for telephone, local area, and cable television networks. Fibers
are also found in short data links (such as required in manufacturing plants), closed-circuit video links,
and sensor information generation and transmission.

A block diagram of a point-to-point fiber optical communications system appears in Fig. 44.3. This
is the structure typical of the telephone network. The various components will be described later in this
section and in succeeding sections of this chapter.

FIGURE 44.3 Major components in a point-to-point fiber transmission system.
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The fiber telephone network is digital, operating at data rates from a few megabits per second up to
2.5 Gb/s and beyond. At the 2.5-Gb/s rate, several thousand digitized voice channels (each operating at
64 kb/s) can be transmitted along a single fiber using time-division multiplexing (TDM).

Because cables may contain more than one fiber (in fact, some cables contain hundreds of fibers), a
single cable may be carrying hundreds of thousands of voice channels. Rates in the tens of gigabit per
second are attainable, further increasing the potential capacity of a single fiber.

Telephone applications may be broken down into several distinctly different areas: transmission
between telephone exchanges, long-distance links, undersea links, and distribution in the local loop
(that is, to subscribers). Although similarities exist among these systems, the requirements are somewhat
different. Between telephone exchanges, large numbers of calls must be transferred over moderate
distances. Because of the moderate path lengths, optical amplifiers or regenerators are not required. On
the other hand, long-distance links (such as between major cities) require signal boosting of some sort
(either regenerators or optical amplifiers). Undersea links (such as transatlantic or transpacific) require
multiple boosts in the signal because of the long path lengths involved [Thiennot, Pirio, and Thomine,
1993]. 

The local loop does not involve long path lengths but does include division of the optical power in
order to share fiber transmission paths over all but the last few tens of meters or so into the subscriber’s
premises. One architechure for the subscriber distribution network, called fiber-to-the-curb (FTTC), is
depicted in Fig. 44.4. Signals are transmitted over fibers through distribution hubs into the neighbor-
hoods. The fibers terminate at optical network units (ONUs) located close to the subscriber. The ONU
converts the optical signal into an electrical one for transmission over copper cables for the remaining
short distance to the subscriber. Because of the power division at the hubs, optical amplifiers are needed
to keep the signal levels high enough for proper signal reception.

Cable television distribution remained totally conducting for many years. This was due to the distortion
produced by optical analog transmitters. Production of highly linear laser diodes [such as the distributed
feedback (DFB) laser diode] in the late 1980s allowed the design of practical analog television fiber
distribution links.

Conversion from analog to digital cable television transmission will be facilitated by the vast band-
widths that fibers make available and by signal compression techniques that reduce the required band-
widths for digital video signals.

Applications such as local area networks (LANs) require distribution of the signals over shared trans-
mission fiber. Possible topologies include the passive star, the active star, and the ring network [Hoss,
1990]. These are illustrated in Figs. 44.5 through 44.7.

The major components found in optical communications systems (called out in Figs. 44.3 through 44.7)
are modulators, light sources, fibers, photodetectors, connectors, splices, directional couplers, star couplers,
regenerators, and optical amplifiers. They are briefly described in the remainder of this section. More
complete descriptions appear in the succeeding sections of this chapter.

FIGURE 44.4   Fiber-to-the-curb network.
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Fibers

Fiber links spanning more than a kilometer typically use silica glass fibers, as they have lower losses than
either plastic or plastic cladded silica fibers. The loss properties of silica fibers were indicated in Fig. 44.2. 

Material and waveguide dispersion cause pulse spreading, leading to intersymbol interference. This
limits the fiber’s bandwidth and, subsequently, its data-carrying capability. The amount of pulse spreading
is given by

(44.4)

where M is the material dispersion factor and Mg is the waveguide dispersion factor, L is the fiber length,
and Dλ is the spectral width of the emitting light source. Because dispersion is wavelength dependent, the
spreading depends on the chosen wavelength and on the spectral width of the light source. The total
dispersion (M + Mg) has values near 120, 0, and 15 ps/(nm ×  km) at wavelengths 850, 1300, and 1550 nm,
respectively.

FIGURE 44.5 Passive star network: T represents an optical transmitter and R represents an optical receiver.

FIGURE 44.6 Active star network: T represents an optical transmitter and R represents an optical receiver. The
active star consists of electronic circuits, which direct the messages to their intended destination terminals.

Dt M Mg+( )LDl=
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The fiber’s bandwidth and subsequent data rate is inversely proportional to the pulse spreading. As
noted, dispersion is a minimum in the second window, actually passing through zero close to 1300 nm
for conventional fibers. Special fibers are designed to compensate for the material dispersion by adjusting
the waveguide dispersion to cancel it at the low-loss 1550-nm third window. Such fibers (called dispersion
shifted) are ideal for long fiber links because of their low loss and low dispersion.

Multimode fibers allow more than one mode to simultaneously traverse the fiber. This produces dis-
tortion in the form of widened pulses because the energy in different modes travels at different velocities.
Again, intersymbol interference occurs. For this reason, multimode fibers are only used for applications
where the bandwidth (or data rate) and path length are not large.

Single-mode fibers limit the propagation to a single mode, thus eliminating multimode spreading.
Since they suffer only material and waveguide dispersive pulse spreading, these fibers (when operating
close to the zero dispersion wavelength) have greater bandwidths than multimode fibers and are used
for the longest and highest data rate systems.

Table 44.1 lists bandwidth limits for several types of fibers and Table 44.2 illustrates typical fiber sizes.
Step index fibers (SI) have a core having one value of refractive index and a cladding of another value.
Graded-index (GRIN) fibers have a core index whose refractive index decreases with distance from the
axis and is constant in the cladding. As noted, single-mode fibers have the greatest bandwidths. To limit
the number of modes to just one, the cores of single-mode fibers must be much smaller than those of
multimode fibers.

Because of the relatively high loss and large dispersion in the 800-nm first window, applications
there are restricted to moderately short path lengths (typically less than a kilometer). Because of the
limited length, multimode fiber is practical in the first window. Light sources and photodetectors
operating in this window tend to be cheaper than those operating at the longer wavelength second and
third windows.

The 1300-nm second window, having moderately low losses and nearly zero dispersion, is utilized for
moderate to long path lengths. Nonrepeatered paths up to 70 km or so are attainable in this window. In
this window, both single-mode and multimode applications exist. Multimode is feasible for short lengths
required by LANs (up to a few kilometer) and single-mode for longer point-to-point links.

Fiber systems operating in the 1550-nm third window cover the highest rates and longest unamplified,
unrepeated distances. Lengths on the order of 200 km are possible. Single-mode fibers are typically used
in this window. Erbium-doped optical amplifiers operate in the third window, boosting the signal levels
for very long systems (such as those traversing the oceans).

FIGURE 44.7 Ring network: T represents an optical transmitter and R represents an optical receiver. The nodes
act as optical regenerators. Fibers connect the nodes together, while the terminals and nodes are connected electron-
ically.
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Other Components

Semiconductor laser diodes (LD) or light-emitting diodes (LED) serve as the light sources for most fiber
systems. These sources are typically modulated by electronic driving circuits. The conversion from signal
current i to optical power P is given by

(44.5)

where a0 and a1 are constants. Thus, the optical power waveform is a replica of the modulation current.
For very high-rate modulation, external integrated optic devices are available to modulate the light

beam after its generation by the source. Laser diodes are more coherent (they have smaller spectral widths)
than LEDs and thus produce less dispersive pulse spreading, according to Eq. (44.4). In addition, laser
diodes can be modulated at higher rates (tens of gigabit per second) than LEDs (which are limited to
rates of just a few hundred megabit per second). LEDs have the advantage of lower cost and simpler
driving electronics.

Photodetectors convert the optical beam back into an electrical current. Semiconductor PIN photo-
diodes and avalanche photodiodes (APD) are normally used. The conversion for the PIN diode is given
by the linear equation

i = ρP (44.6)

where i is the detected current, P is the incident optical power, and ρ is the photodetector’s responsivity.
Typical values of the responsivity are on the order of 0.5 mA/mW.

Avalanche photodiodes follow the same equation but include an amplification factor that can be as
high as several hundred. They improve the sensitivity of the receiver.

According to Eq. (44.6), the receiver current is a replica of the optical power waveform (which is itself
a replica of the modulating current). Thus, the receiver current is a replica of the original modulating
signal current, as desired.

An optical regenerator (or repeater) consists of an optical receiver, electronic processor, and an optical
transmitter. Regenerators detect (that is, convert to electrical signals) pulse streams that have weakened
because of travel over long fiber paths, electronically determine the value of each binary pulse, and transmit
a new optical pulse stream replicating the one originally transmitted. Using a series of regenerators spaced

TABLE 44.1 Typical Fiber Bandwidths

Wavelength, Bandwidth,
Fiber nm Source MHz ¥ km

Multimode SI 850 LED 30
Multimode GRIN 850 LD 500
Multimode GRIN 1300 LD or LED 1000
Single mode 1300 LD >10,000
Single mode 1550 LD >10,000

TABLE 44.2 Glass Fiber Sizes

Core,
µm

Cladding,
µm

Numerical 
Aperture Operation

8 125 0.11 Single mode
50 125 0.2 Multimode
62.5 125 0.27 Multimode
85 125 0.26 Multimode
100 140 — Multimode
200 280 — Multimode

P a0 a1i+=
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at distances of tens to hundreds of kilometers, total link lengths of thousands of kilometers are produced.
Regenerators can only be used in digital systems.

Optical amplifiers simply boost the optical signal level without conversion to the electrical domain.
This simplifies the system compared to the use of regenerators. In addition, optical amplifiers work with
both analog and digital signals.

Splices and connectors are required in all fiber systems. Many types are available. Losses tend to be
less than 0.1 dB for good splices and just a few tenths of a decibel for good connectors. Fibers are spliced
either mechanically or by actually fusing the fibers together.

Directional couplers split an optical beam traveling along a single fiber into two parts, each traveling
along a separate fiber. The splitting ratio is determined by the coupler design. In a star coupler (see
Fig. 44.5), the beam entering the star is evenly divided among all of the output ports of the star. Typical
stars operate as 8 ×  8, 16 ×  16, or 32 ×  32 couplers. As an example, a 32 ×  32 port star can accommodate
32 terminals on a LAN.

44.3 Signal Quality

Signal quality is measured by the signal-to-noise ratio (S/N) in analog systems and by the bit error rate
(BER) in digital links.

The signal-to-noise ratio in a digital network determines the error rate and is given by

(44.7)

where P is the received optical power, ρ is the detector’s unamplified responsivity, M is the detector gain
if an APD is used, n (usually between 2 and 3) accounts for the excess noise of the APD, B is the receiver’s
bandwidth, k is the Boltzmann constant (k = 1.38 ×  10-23 J/K), e is the magnitude of the charge on an
electron (1.6 ×  10-19 C), T is the receiver’s temperature in kelvin, ID is the detector’s dark current, and
RL is the resistance of the load resistor that follows the photodetector.

The first term in the denominator of Eq. (44.7) is caused by shot noise, and the second term is attributed
to thermal noise in the receiver. If the shot noise term dominates (and the APD excess loss and dark
current are negligible), the system is shot-noise limited. If the second term dominates, the system is
thermal-noise limited.

In a thermal-noise limited system, the probability of error Pe (which is the same as the bit error rate) is

(44.8)

where erf is the error function, tabulated in many references [Palais, 1998]. An error rate of 10-9 requires
a signal-to-noise ratio of nearly 22 dB (S/N = 158.5).

44.4 System Design

System design involves ensuring that the signal level at the receiver is sufficient to produce the desired
signal quality. The difference between the power available from the transmitting light source (e.g., Pt in
dBm) and the receiver’s sensitivity (e.g., Pr in dBm) defines the system power budget L. Thus, the power
budget is the allowed accumulated loss for all system components and is given (in decibels) by

(44.9)

In addition to ensuring sufficient available power, the system must meet the bandwidth requirements
for the given information rate. This requires that the bandwidths of the transmitter, the fiber, and the
receiver are sufficient for transmission of the message.

S
N
---- 

MrP( )2RL

M n2eRLB ID rP+( ) 4kTB+
-------------------------------------------------------------------=

Pe 0.5 0.5 erf 0.354 S/N( )–=

L dB( ) Pt dBm( ) Pr dBm( )–=
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Defining Terms

Avalanche photodiode: Semiconductor photodetector that has internal gain caused by avalanche break-
down.

Bit error rate: Fractional rate at which errors occur in the detection of a digital pulse stream. It is equal
to the probability of error.

Dispersion: Wavelength-dependent phase velocity commonly caused by the glass material and the
structure of the fiber. It leads to pulse spreading because all available sources emit light covering
a (small) range of wavelengths. That is, the emissions have a nonzero spectral width.

Integrated optics: Technology for constructing one or more optical devices on a common waveguiding
substrate.

Laser: A source of coherent light, that is, a source of light having a small spectral width.
Laser diode: A semiconductor laser. Typical spectral widths are on the order of 1–5 nm.
Light-emitting diode: A semiconductor emitter whose radiation typically is not as coherent as that of

a laser. Typical spectral widths are on the order of 20–100 nm.
Multimode fiber: A fiber that allows the propagation of many modes.
Optical frequency-division multiplexing: Multiplexing many closely spaced optical carriers onto a

single fiber. Theoretically, hundreds (and even thousands) of channels can be simultaneously
transmitted using this technology.

PIN photodiode: Semiconductor photodetector converting the optical radiation into an electrical current.
Receiver sensitivity: The optical power required at the receiver to obtain the desired performance

(either the desired signal-to-noise ratio or bit error rate).
Responsivity: The current produced per unit of incident optical power by a photodetector.
Signal-to-noise ratio: Ratio of signal power to noise power.
Single-mode fiber: Fiber that restricts propagation to a single mode. This eliminates modal pulse

spreading, increasing the fiber’s bandwidth.
Wavelength-division multiplexing: Multiplexing several optical channels onto a single fiber. The chan-

nels tend to be widely spaced (e.g., a two-channel system operating at 1300 nm and 1550 nm).
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Further Information

Information on optical communications is included in several professional society journals. These include
the IEEE Journal of Lightwave Technology and the IEEE Photonics Technology Letters. Valuable information
is also contained in several trade magazines such as Lightwave and Laser Focus World.
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45.1 Transmission Along Fibers

Light that finds itself at one end of an optical fiber may or may not find its way to the other end. For a
randomly chosen combination of the properties and configuration of the light, the optical power has
only a small chance of propagating significant distances along the fiber. With proper design of the fiber
and of the mechanism for launching the light, however, the signal carried by the light can be transmitted
over many kilometers without severe leakage or loss [Diament, 1990; Palais, 1988; Jones, 1988; Cheo,
1985; Basch, 1987; Green, 1993; Hoss and Lacy, 1993; Buckman, 1992; Sterling, 1987].

In its simplest form, an optical fiber consists of a long cylindrical core of glass, surrounded by a
cladding of slightly less optically dense glass. See Fig. 45.1. Since both the core and cladding are
transparent, propagation depends on the ability of the combination to confine the light and thwart its
escape across the side of the fiber. It is the interface between the core and cladding that acts as a reflector
to confine any light that would otherwise escape the core and leak away from the cladding into the outside
world. The mechanism for confinement to the core is that of total internal reflection, a process that is
easy to understand for a planar interface between two dissimilar dielectric media [Diament, 1990; Born
and Wolf, 1965]. See Fig. 45.2. That process applies as well to the cylindrical geometry of the interface
between the core and cladding of the optical fiber.

45.2 Total Internal Reflection

When light strikes the planar interface between two dissimilar transparent media, part of the light is
transmitted and the rest is reflected. The proportions of each depend on the impedance mismatch between
the two media; this, in turn, depends on the dissimilarity of the indices of refraction of the two materials.
The index of refraction n measures how much more slowly light travels in the medium than it does in
a vacuum.

Paul Diament 
Columbia University 
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When light strikes the interface at an angle to the normal, rather than head-on, the light that is
transmitted is refracted, or bent away from its original direction, in accordance with Snell’s law,

(45.1)

where n1 and n2 are the refractive indices of the two media and θ1 and θ2 are the angles of the ray to the
normal to the interface in the two regions. See Fig. 45.3. If the light is incident onto the interface from
the denser medium and if the ray’s direction is close to grazing, so that the angle of incidence θ1 is
sufficiently large, then it may happen that n1 sin θ1 exceeds n2 and there is then no solution for the angle
of refraction θ2 from Snell’s law, since the quantity sin θ2 can never exceed unity. Instead of partial re-
flection into the denser medium and partial refraction into the other region, there is then no transmission
into the less dense medium. Rather, all of the light is reflected back into the denser medium. Total internal

FIGURE 45.1 Structure of an optical fiber: core of radius a, refractive index n1, surrounded by cladding of index
n2. Typical core diameter is 50 µm.

FIGURE 45.2 Ordinary refraction at a planar interface between two media (left), with angle of incidence less than
the critical angle, compared with total internal reflection (right), with angle of incidence exceeding the critical angle.
Light is incident from the denser medium (n1 > n2).

FIGURE 45.3 Snell’s law determines the angle of refraction θ2 at an interface; the angle of reflection θ1 equals the angle
of incidence. The case n1 > n2 is illustrated. When the angle of incidence θ1 reaches the critical value θc = sin-1(n2/n1),
refraction is at θ2 = 90∞. Beyond the critical angle, there is total internal reflection.
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reflection occurs (internal to the denser medium in which the light originated), and the escape of the
light into the less dense medium has been thwarted.

There is more to the process of total internal reflection at a planar boundary than merely reflection
from the interface. Although the light does not leak into the less dense medium and thereby get trans-
mitted outward, it does seep across the interface and propagate, but only parallel to that interface surface
[Diament, 1990]. In the direction normal to the interface, there is no propagation on the less dense side
of the surface but the strength of the light that appears there decays exponentially. The spatial rate of
decay increases with the angle of incidence, beyond the critical angle at which total internal reflection
begins. If the decay is sufficiently strong, the light that seeps across is effectively constrained to a thin
layer beyond the interface and propagates along it, while the light left behind is reflected back into the
denser region with its original strength. The reflection coefficient is 100%. There is undiminished optical
power flow along the reflected ray in the denser medium, but only storage of optical energy in the light
that seeps across the interface into the less dense region.

Much the same process occurs along the curved, cylindrical interface between the core and cladding
of the optical fiber. When the light strikes this interface at a sufficiently high grazing angle, total internal
reflection occurs, keeping the optical power propagating at an angle within the core and along the axial
direction in the cladding. The reflected light strikes the core again on the other side of the axis and is
again totally internally reflected there. This confines the light to the core and to a thin layer beyond the
interface in the cladding and keeps it propagating indefinitely along the axial direction. The overall result
is that the light is guided by the fiber and not permitted to leak away across the side of the fiber, provided
the light rays within the core encounter the interface at a sufficiently high grazing angle. See Fig. 45.4.

45.3 Modes of Propagation

For the cylindrical geometry of core and cladding in a fiber, the equivalent of a ray of light in an unbounded
medium is any one of a set of modes of optical propagation. These refer to configurations of electromag-
netic fields that satisfy Maxwell’s equations and the boundary conditions imposed by the core–cladding
interface and also conform to the total internal reflection requirement of grazing incidence to allow
guided-wave propagation of the mode along the fiber [Diament, 1990; Born and Wolf, 1965].

These modes are nearly all hybrid, meaning that neither the electric nor the magnetic field of the
mode is fully transverse to the axial direction of propagation, as can be the case for waveguides formed
by hollow conducting pipes. Whereas the field configuration in a rectangular metallic waveguide varies
as a sine function across the guide, that of an optical fiber follows a Bessel function variation. Bessel
functions oscillate, much like trigonometric ones, but not with a constant amplitude. In the cladding,
the fields decay in the radial direction away from the interface, but not exponentially as at a planar
interface under total internal reflection. Rather, the fields in the cladding decay as modified Bessel
functions, but the effect is the same: confinement to a thin layer just beyond the interface. 

FIGURE 45.4 Standing wave  across the core, formed by a repeatedly reflecting ray, with decaying field strength in
the cladding, formed by the process of total internal reflection at the cylindrical boundary. The entire field pattern
propagates along the axis of the fiber.
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Just as the modes of hollow metal pipes are classified as transverse electric (TE) and transverse
magnetic (TM), the hybrid modes of optical fibers also come in two distinguishable varieties [Schlesinger,
Diament, and Vigants, 1961], labeled HE and EH, with pairs of subscripts appended to indicate the
number of oscillations of the fields azimuthally (around the axis) and radially (across the core). For
practical designs of optical fibers, dictated by the smallness of optical wavelengths, the indices of refraction
of the core and cladding are very close to each other, and there exist combinations of the hybrid modes
that are very nearly of the more familiar transverse, linearly polarized types and of greatly simplified
description; these are designated LP modes [Gloge, 1971]. The dominant mode, which has no constraint
of a minimum frequency, is the HE11 mode, also designated the LP01 mode in the simplified version. All
other modes have a cutoff frequency, a minimum frequency for axial propagation of a confined mode.
Even the dominant mode, in practical cases, has fields that are virtually unconfined when the frequency
is too low.

In frequency, then, optical fibers behave as high-pass filters. In angular distribution, fibers allow prop-
agation of only those rays that are directed in a sufficiently narrow cone about the axis to satisfy the
conditions of total internal reflection.

45.4 Parameters of Fibers

A few parameters are in common use to describe the ability of the fiber to transmit light. One is the
numerical aperture, NA, defined for the fiber as

(45.2)

and measuring the dissimilarity of the core and cladding indices, n1 and n2. This number corresponds
more generally for any optical interface to

NA = n sinθmax (45.3)

a quantity that is conserved across any such interface, by Snell’s law, and that measures how great the
deviation of an incoming ray from the axial direction can get and still allow capture by, and propagation
along, the optical system.

The numerical aperture enters into the formula for the key fiber parameter V, often referred to as the
normalized frequency or sometimes as the mode volume parameter. This is defined for a step-index
fiber of core radius a and for light of vacuum wavelength λ as

 (45.4)

The V parameter combines many physical attributes of the fiber and the light source; it is proportional
to the frequency of the light and to the size of the core, as well as to the numerical aperture. It determines
whether a particular mode of the fiber can propagate; in effect, it tells whether the light in that mode
strikes the core–cladding interface at a sufficiently high grazing angle to be captured by the fiber. Conse-
quently, it also furnishes an estimate of how many modes can propagate along the fiber. For large values
of V, the approximate number of distinguishable modes that are above cutoff and can therefore propagate
is given by V2/2.

For many purposes, including efficiency of launching and detection of the light and maintenance of
the integrity of the signal carried by the light, it is undesirable to have a multiplicity of modes able to
propagate along the fiber. For single-mode operation, the parameter V must be small, less than 2.4048
[which is the argument at which the Bessel function J0(x) first goes through zero]. This is not easy to
achieve, because wavelengths of light are so tiny: for a core diameter of 2a = 50 µm and an operating
wavelength of λ = 0.8 µm, we have V ª 200(NA) and the core and cladding indices have to be extremely

NA n1
2 n2

2–( )=

V 2pa/l( ) NA=
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close, yet dissimilar, to attain single-mode operation. A much thinner core is needed for a single-mode
fiber than for multimode operation. For the more readily achieved refractive index differences and core
diameters, NA may be about 0.15 and several hundred modes can propagate along the fiber. A conse-
quence of this multiplicity of modes is that each travels along the fiber at its own speed and the resulting
confusion of arrival times for the various fractions of the total light energy carried by the many modes
contributes to signal distortion ascribed to dispersion.

45.5 Attenuation

Dispersion limits the operation of the fiber at high data rates; losses limit it at low data rates. Light
attenuation due to losses is ascribable to both absorption and scattering. Absorption occurs when impu-
rities in the glass are encountered; the hydroxyl ion of water present in the glass as an impurity contributes
heavily to absorption, along with certain metal ions and oxides. Careful control of impurity levels during
fabrication of fibers has allowed light attenuation due to absorption to be kept below 1 dB/km.

Scattering is caused by imperfections in the structure of the fiber. A lower limit on losses is due to
Rayleigh scattering, which arises from thermal density fluctuations in the glass, frozen into it during
manufacture. The typical attenuation constant a from Rayleigh scattering varies as the inverse fourth
power of the optical wavelength λ,

α  = α0(λ0 /λ)4;   α0 = 1.7 dB/km, λ0 = 0.85 µm. (45.5)

This makes operation at longer wavelengths less subject to losses, but molecular absorption bands at
wavelengths beyond about 1.8 µm must be avoided. Rayleigh scattering is excessive below about 0.8 µm
and, between these limits, the hydroxyl ion absorption peak near 1.39 µm must also be avoided. This
has left three useful transmission windows for fiber optic systems, in the ranges 0.8–0.9 µm, 1.2–1.3 µm,
and 1.55–1.6 µm.

45.6 Dispersion

Dispersion is a major concern in a communication system. It refers to processes that cause different
components of the light signal to be affected differently. In particular, the speeds at which the different
components are propagated along the fiber can vary enough to result in significantly different transmis-
sion delays or arrival times for the various portions of the signal. The outcome is distortion of the signal
when it is reconstructed from all its components at the receiver or repeater. The signal components
referred to may be the various frequencies in its spectrum, or they can comprise the multiplicity of modes
that each carry their respective fraction of the total optical power to be transmitted.

For optical fibers, there are two aspects to dispersion effects. One is material dispersion, also called
intramodal or chromatic dispersion; the other is termed multimode dispersion, or also intermodal
dispersion. Material dispersion arises from the properties of the fiber material that cause the index of
refraction to depend on frequency. Since the light source is never truly monochromatic but, rather, has
a linewidth, the various frequencies in the light signal are subject to slightly different refractive index
values, which entails different speeds of transmission along the fiber even if there is only one mode of
propagation. It is the spread in transmission delays that distorts the signal, and this spread depends on
the second derivative of the refractive index with respect to wavelength. One way to minimize this source
of dispersion is to operate at about 1.3 µm because silica glass has a second derivative that goes through
zero at that wavelength.

Multimode dispersion arises from the fact that the optical energy is distributed among the many
modes of propagation of the fiber and each mode has its own group velocity, the rate at which a signal
carried by that mode is transmitted. The relevant measure of dispersion is then the difference between
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the propagation delays of the slowest and the fastest of the participating modes. For a step-index fiber,
multimode dispersion is much more severe than material dispersion, although it is somewhat mitigated
by the fact that different modes do not propagate independently in a real, imperfect fiber. The phe-
nomena of mode mixing and of greater attenuation of high-order modes (those with many field oscil-
lations within the core) tend to reduce the differences in arrival times of the various modes that carry
the signal. Nevertheless, intermodal dispersion imposes a severe limitation on data transmission along
a step-index fiber.

45.7 Graded-Index Fibers

The way to reduce the deleterious effects of multimode dispersion on the propagation of a signal along
a fiber becomes clear when the mechanism of this sort of dispersion is understood. That different modes
should exhibit significantly different propagation delays follows from consideration of where the bulk of
the field energy resides in each mode. As mentioned, high-order modes have field profiles that oscillate
more than those of low-order modes. This includes oscillations in both the radial and the azimuthal
directions. Examination of the behavior of Bessel functions indicates that high-order modes have most
of their energy nearer to the core–cladding boundary than do the low-order ones. The azimuthal variation
of the fields corresponds to propagation at an angle to the fiber axis so that there is progression azimuth-
ally, around the axis, even as the mode propagates along the axis.

For the high-order modes, the azimuthal component of the propagation is more significant than it is
for low-order modes, with the result that the overall progression of the high-order mode is in a spiral
around the axis, whereas the low-order modes tend to progress more nearly axially than helically. The
spiral trajectories of the energy also tend to concentrate far from the axis, nearer to the cladding, as
compared to the straighter ones of the low-order modes, whose energy is massed near the axis and travels
more nearly straight along it, as suggested in Fig. 45.5. The difference in propagation delay is then readily
understood as arising from the longer, spiral path of the modal energy for high-order modes, as compared
with the shorter, more direct path taken by the energy in the low-order modes.

This picture of the underlying mechanism for multimode dispersion suggests an equalization scheme
aimed at slowing down the low-order modes that are concentrated near the axis, while speeding up the
high-order ones that spiral around as they progress and are to be found primarily near the core–cladding
interface, farther from the axis. This is achieved by varying the index of refraction of the core gradually,
from a high value (for slower speed) near the axis to a lower one (for higher speed) near the cladding.
Fibers so fabricated are termed graded-index (or GRIN) fibers. It is found that a refractive index profile
that varies approximately (but not precisely) quadratically with radius can be effective in reducing
multimode dispersion dramatically by equalizing the speeds of propagation of various modes of that
fiber. Figure 45.6 illustrates the radial variation of the refractive index n(r) for both a step-index fiber
and a GRIN fiber.

FIGURE 45.5 Spiral path of light energy in higher order modes, compared to more direct trajectory for lower order
ones. High-order modes have their energy concentrated near the core–cladding interface; lower order ones are
concentrated closer to the axis. The spiral path takes longer to traverse than the direct one.
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45.8 Mode Coupling

One more consideration affecting propagation along an optical fiber is the possibility of mode coupling.
Although the theoretical modes of propagation travel independently along fibers of perfect constitution
and perfect geometry, real fibers inevitably have imperfections that can cause different modes to couple
and exchange energy between them as they propagate.

A fiber may be imperfect in geometry in that it may not be perfectly straight axially, or its core may not
be perfectly round, or it may have been bent. The core and cladding may deviate from their nominal refractive
indices. More importantly, there may be fluctuations in their material properties, or the graded-index profile
may not be the ideal one. All such imperfections give rise to coupling between modes of propagation of
the ideal version of the fiber, such that some of the power in one mode is drained and feeds another mode.
When the other mode becomes the stronger one, energy is fed back to the first mode and thereafter sloshes
back and forth repeatedly between the modes as the light travels along the fiber. How many modes participate
in this periodic exchange of energy depends on the nature of the fluctuations of the imperfections.

A perturbation analysis of the effects of fluctuations in some parameter that would be constant in
an ideal fiber reveals that the relevant property is the spatial Fourier spectrum of the fluctuations. The
strength of the coupling between any two modes is proportional to the statistical average of the power
spectrum of the fluctuations, evaluated at the difference between the propagation constants of the two
modes in the ideal structure.

This implies that deviations on a large scale, such as gradual bending of the fiber, will affect only a
certain group of modes. In this case, the spatial power spectrum exhibits a relatively narrow bandwidth,
near zero spatial frequency. This allows only modes whose ideal propagation constants are very close to
each other to be coupled by the large-scale fluctuations. Such deviations, therefore, couple only modes
that are nearly degenerate (have nearly equal propagation constants).

On the other hand, periodic fluctuations, such as striations in the material properties, exhibit a spatial
spectrum that is peaked in a spectral region corresponding to the period of the striations. In that case,
coupling will be significant for modes whose propagation constants differ by the spatial wavenumber
associated with the periodicity of the fluctuations.

One effect of coupling among modes is to increase losses along the fiber, because energy can get
transferred to modes that are not trapped within the core. Some of that energy can then leak out into
the cladding and be lost before it can return to the propagating mode. Another effect, however, is to
average the dispersion associated with many modes and thereby reduce the overall pulse spreading. For
example, for closely coupled modes, propagation delays may vary as only the square root of the distance
traveled, rather than with the more severe variation, proportional to distance, for uncoupled modes.

FIGURE 45.6 Radial index profiles of step-index and graded-index fibers. The broken vertical axis is a reminder
that the maximum core index n1 is quite close to the cladding index n2 for practical fibers.

0
0

n2

n1

n(r)

GRIN
fiber

Step-index
fiber

claddingcore

a
r

©2002 CRC Press LLC



 

45.9 Summary

The step-index optical fiber comprises a dielectric cylindrical core surrounded by a cladding of slightly
lower refractive index. This constitutes a dielectric cylinder, which is capable of acting as a waveguide.
The mechanism involved in confining and guiding the optical power is that of total internal reflection
at the cylindrical boundary between the core and the cladding. This phenomenon results in a standing
wave pattern within the core and a decaying field in the cladding, with the entire field pattern propagating
along the cylinder. The general modes of propagation are hybrid modes, having axial components of
both the electric and the magnetic fields, and they advance along the fiber by spiraling around the axis.
The exceptional transverse electric or transverse magnetic types are the azimuthally symmetric ones,
which do not twist about the axis as they progress along the fiber. The dominant mode is hybrid, however. 

Because the optical wavelengths are so short, the core is normally many wavelengths across, with the
result that a large number of modes can propagate along the fiber, even when the refractive indices of
the core and cladding are kept quite close to each other. Unless single-mode fiber operation is achieved, this
entails multimode dispersion effects. Efforts to overcome the limitations this imposes on data transmis-
sion have led to the development of graded-index fibers, with an advantageous refractive index profile
of the core that tends to equalize the propagation delays of different modes. With careful fabrication of
the fibers and with selections of appropriate source wavelengths and bandwidths, attenuation along the
fiber can be kept quite low and dispersive effects can be controlled, making optical fibers the medium
of choice for propagation of optical signals. 

Defining Terms

Absorption: Process by which light energy is drained from a wave and transferred to the material in
which it propagates.

Bessel function: A type of mathematical function that oscillates and also decays in amplitude; descrip-
tive of the radial dependence of the fields in a uniform-index core.

Chromatic dispersion: The variation of a material’s index of refraction with frequency or wavelength.
Cladding: The outer, optically less dense portion of an optical fiber, surrounding the core. 
Core: The inner, optically dense portion of an optical fiber, surrounded by the cladding.
Cutoff: The condition (usually too low an operating frequency) under which a mode is not capable of

propagating; the cutoff frequency is the minimum frequency for propagation of a mode.
Degenerate modes: Modes whose propagation constants are equal or nearly equal.
Dispersion: The property of a fiber (or any wave-propagating system) that causes different frequencies

(or operating wavelengths) to propagate at different speeds; it is a cause of distortion of signals
transmitted along the structure.

Dominant mode: The mode that can propagate under conditions (usually a specific frequency range)
that do not allow any other modes to propagate.

Graded-index fiber: The type of optical fiber whose core has a nonuniform index of refraction.
GRIN fiber: Graded-index fiber.
Group velocity: The velocity of propagation of a signal whose spectrum occupies a narrow range of

frequencies about some carrier frequency; the rate of change of frequency with respect to propa-
gation constant.

High-pass filter: A circuit or structure that passes high-frequency signals but blocks low-frequency ones.
Hybrid: Describing a mode for which neither the electric nor the magnetic field vector is fully transverse

to the direction of propagation.
Index of refraction: Ratio of the vacuum speed of light to its speed in the medium.
Intermodal dispersion: Dispersion effect that arises from a signal’s being carried by many modes that

travel at different speeds.
Intramodal dispersion: The variation of a material’s index of refraction with frequency or wavelength,

resulting in dispersive effects for a single mode.
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Linearly polarized: Descriptive of a mode of propagation whose field vectors each maintain a fixed
orientation in space as they oscillate in time.

Linewidth: The range of frequency or wavelength contained within a nominally monochromatic signal.
Material dispersion: The variation of a material’s index of refraction with frequency or wavelength.
Maxwell’s equations: The mathematical laws governing the propagation of light and other electromag-

netic waves.
Mode: Field configuration of light with well-defined propagation characteristics.
Mode coupling: Process by which different modes of propagation can interchange their energy instead

of propagating independently of each other.
Mode mixing: Process of transfer or interchange of light energy among different modes of propagation.
Mode volume parameter: The V parameter, which determines how many modes can propagate along

an optical fiber; it is proportional to the frequency of the light, to the size of the core, and to the
numerical aperture.

Modified Bessel function: A type of mathematical function that either grows or decays in amplitude;
descriptive of the radial dependence of the fields in a uniform-index cladding.

Monochromatic: Of a single frequency or wavelength.
Multimode dispersion: Dispersion effect that arises from a signal’s being carried by many modes that

travel at different speeds.
Multimode operation: Operation of an optical fiber under conditions that allow many modes to propa-

gate along it.
Normalized frequency: The V parameter, which determines whether a mode can propagate along an

optical fiber; it is proportional to the frequency of the light, to the size of the core, and to the numerical
aperture.

Numerical aperture (NA): A measure of the ability of an optical structure or instrument to capture
incident light; NA = n sin θ, where n is the refractive index and θ is the maximum angle of deviation
from the optical axis of a ray that can still be captured by the aperture.

Optical fiber: A long, thin glass structure that can guide light.
Optically dense: Transmitting light at a relatively slow speed; having a high refractive index.
Perturbation analysis: Mathematical process of determining approximately the effects of a relatively

weak disturbance of some system that is otherwise in equilibrium.
Power spectrum: Description of some quantity that varies in space or time in terms of the decomposition

of its power into constituent sinusoidal components of different spatial or temporal frequencies
or periodicities.

Propagation constant: The spatial rate of phase progression of a wave.
Pulse spreading: Process whereby the width of a pulse increases as it propagates.
Rayleigh scattering: A scattering process associated with thermal density fluctuations in the constitu-

tion of the glass.
Reflection coefficient: Ratio of strength of reflected light to that of the incident light.
Refraction: Process of bending a ray of light away from its original direction.
Repeater: Electronic circuitry that takes in a degraded signal and restores or reconstitutes it for further

transmission.
Scattering: Process by which portions of light energy are redirected (by encounters with microscopic

obstacles or inhomogeneities) to undesired directions and thereby lost from the propagating wave.
Single-mode operation: Operation of an optical fiber under conditions that allow only one mode to

propagate along it.
Snell’s law: Law governing reflection (reflection angle equals incidence angle) and refraction (compo-

nent of propagation vector tangential to the interface is preserved) of a ray of light encountering
the interface between media of different optical density.

Spatial Fourier spectrum: Description of some quantity that varies in space in terms of its decompo-
sition into constituent sinusoidal components of different spatial frequencies or periodicities.

Spatial frequency: The number of cycles per unit length of a quantity that varies periodically in space.
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Spatial wavenumber: Reciprocal of a quantity’s interval of periodicity in space.
Standing wave: Resultant of counterpropagating waves, with a spatial distribution that does not move.
Step-index fiber: The type of optical fiber whose core and cladding each have a uniform index of

refraction.
Total internal reflection: Process of reflecting light incident from a denser medium toward a less dense

one, at an angle sufficiently grazing to avert transmission into the less dense medium. All of the
incident light power is reflected, although optical fields do appear beyond the interface.

Transverse electric: Descriptive of a mode of propagation whose electric field vector is entirely trans-
verse to the direction of propagation.

Transverse magnetic: Descriptive of a mode of propagation whose magnetic field vector is entirely
transverse to the direction of propagation.

Waveguide: A structure that can guide the propagation of light or electromagnetic waves along itself.
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46.1 Introduction

Phenomenal advances in research results, development, and application of optical sources have occurred
over the last decade. The two primary optical sources used in telecommunications are the semiconductor
laser and the light emitting diode (LED). The LEDs are used as sources for low data rate (<200 Mb/s)
and short distance applications, and lasers are used for high data rate and long distance applications.
The fiber optic revolution in telecommunication which provided several orders of magnitude improve-
ment in transmission capacity at low cost would not have been possible without the development of
reliable semiconductor lasers. Today, semiconductor lasers are used not only for fiber optic transmission
but also in optical reading and recording (e.g., CD players), printers, fax machines, and in numerous
applications as a high power laser source. Semiconductor injection lasers continue to be the laser of
choice for various system applications primarily because of their small size, simplicity of operation, and
reliable performance. For most transmission system applications, the laser output is encoded with data
by modulating the current. However, for some high data rate applications which require long distance
transmission, external modulators are used to encode the data. This chapter describes the fabrication,
performance characteristics, current state of the art, and research directions for semiconductor lasers
and integrated lasers with modulators. The focus of this chapter is laser sources needed for fiber optic
transmission systems. These devices are fabricated using the InP material system. For early work and
thorough discussion of semiconductor lasers, see Refs. [1–4].

The semiconductor injection laser was invented in 1962 [5–7]. With the development of epitaxial
growth techniques and the subsequent fabrication of double heterojunction, the laser technology advanced
rapidly in the 1970s and 1980s [1–4]. The demonstration of CW operation of the semiconductor laser
in the early 1970s [8] was followed by an increase in development activity in several industrial laboratories.

Niloy K. Dutta
University of Connecticut

Niloy Choudhury
Network Elements, Inc.
©2002 CRC Press LLC



 

                                                                     
This intense development activity in the 1970s was aimed at improving the performance characteristics
and reliability of lasers fabricated using the AlGaAs material system [1]. These lasers emit near 0.8 µm
and were deployed in early optical fiber transmission systems (in the late 1970s and early 1980s).

The optical fiber has zero dispersion near 1.3 µm wavelength and has lowest loss near 1.55 µm wave-
length. Thus, semiconductor lasers emitting near 1.3 µm and 1.55 µm are of interest for fiber optic
transmission application. Lasers emitting at these wavelengths are fabricated using the InGaAsP/InP
materials system and were first fabricated in 1976 [9]. Much of the fiber optic transmission systems around
the world that are in use or are currently being deployed utilize lasers emitting near 1.3 µm or 1.55 µm.

Initially, these lasers were fabricated using liquid phase epitaxy (LPE) growth technique. With the
development of metal-organic chemical vapor deposition (MOCVD) and gas source molecular beam
epitaxy (GSMBE) growth techniques in the 1980s, not only the reproducibility of the fabrication process
has improved but it has also led to advances in laser designs such as quantum well lasers and very high
speed lasers using semi-insulating Fe doped InP current blocking layers [10].

46.2 Laser Designs

A schematic of a typical double heterostructure used for laser fabrication is shown in Fig. 46.1. It consists
of n-InP, undoped In1−xGaxPyAs1−y , p-InP and p-InGaAsP grown over (100) oriented n-InP substrate.
The undoped In1−xGaxPyAs1−y layer is the light emitting layer (active layer). It is lattice matched to InP
for x ∼  0.45 y. The band gap of the In1−xGaxPyAs1−y material (lattice matched to InP) which determines
the laser wavelength is given by [11]

For lasers emitting near 1.3 µm, y ∼  0.6. The double heterostructure material can be grown by the LPE,
GSMBE, or MOCVD growth technique. The double heterostructure material can be processed to produce
lasers in several ways. Perhaps the simplest is the broad area laser (Fig. 46.1) which involves putting
contacts on the p- and n-side and then cleaving. Such lasers do not have transverse mode confinement
or current confinement, which leads to high threshold and nonlinearities in light vs. current character-
istics. Several laser designs have been developed to address these problems. Among them are the gain
guided laser, weakly index guided laser, and buried heterostructure (strongly index guided) laser. A typical
version of these laser structures is shown in Fig. 46.2. The gain guided structure uses a dielectric layer
for current confinement. The current is injected in the opening in the dielectric (typically 6 to 12 µm
wide), which produces gain in that region and, hence, the lasing mode is confined to that region. The
weakly index guided structure has a ridge etched on the wafer, and a dielectric layer surrounds the ridge.
The current is injected in the region of the ridge, and the optical mode overlaps the dielectric (which
has a low index) in the ridge. This results in weak index guiding.

FIGURE 46.1 Schematic of a double heterostructure laser.
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The buried heterostructure design shown in Fig. 46.2 has the active region surrounded (buried) by
lower index layers. The fabrication process of the DCPBH (double channel planar buried heterostructure)
laser, involves growing a double heterostructure, etching a mesa using a dielectric mask, and then re-
growing the layer surrounding the active region using a second epitaxial growth step. The second growth
can be a single Fe doped InP (Fe:InP) semi-insulating layer or a combination of p-InP, n-InP, and Fe:InP
layer. Generally, the MOCVD growth process is used for the growth of the regrown layer. Researchers
have often given different names to the particular buried heterostructure laser design that they discovered.
These are described in detail in Ref. [12]. For the structure of Fig. 46.2, the Fe doped InP layer provides
both optical confinement to the lasing mode and current confinement to the active region. Buried het-
erostructure lasers are generally used in communication system applications because a properly designed
strongly index guided buried heterostructure design has superior mode stability, higher bandwidth, and
superior linearity in light vs. current (L vs. I) characteristics compared to the gain guided and weakly
index guided designs. Early recognition of these important requirements of communication grade lasers
led to intensive research on InGaAsP BH laser designs all over the world in the 1980s. It is worth
mentioning that BH lasers are more complex and difficult to fabricate compared to the gain guided and
weakly index guided lasers. A scanning electron micrograph of a capped mesa (CMBH) buried hetero-
structure laser along with the laser structure is shown in Fig. 46.3. The current blocking layers in this
structure consist of i-InP (Fe doped InP), n-InP, i-InP, and n-InP layers. These sets of blocking layers have
the lowest capacitance and are therefore needed for high-speed operation. An optimization of the thickness
of these layers is needed for highest speed performance. The laser fabrication involves the following steps.
One-micron wide mesas are etched on the wafer and the current blocking layers consisting of i-InP, n-InP,
i-InP, and n-InP layers are grown on the wafer with an oxide layer on top of the mesa in place. The oxide
layer is then removed and a third growth of p-InP cladding layer and p-InGaAs contact layer is carried out.
The wafer is then processed using standard lithography, metallization, and cleaving techniques to produce
the lasers.

The light vs. current characteristics at different temperatures of an InGaAsP BH laser emitting at 1.3 µm
is shown in Fig. 46.4. Typical threshold current of a BH laser at room temperature is in the 5 to 10 mA
range. For gain guided and weakly index guided lasers, typical room temperature threshold currents are
in the 25–50 mA and 50–100 mA range, respectively. The external differential quantum efficiency defined
as the derivative of the L vs. I characteristics above threshold is ∼ 0.25 mW/mA/facet for a cleaved uncoated
laser emitting near 1.3 µm.

An important characteristic of the semiconductor laser is that its output can be modulated simply and
easily by modulating the injection current. The relative magnitude of the modulated light output is
plotted as a function of the modulation frequency of the current in Fig. 46.5 at different optical output
powers. The laser is of the BH type (shown in Fig. 46.3), has a cavity length of 250 µm, and the modulation
current amplitude was 5 mA. Note that the 3 dB-frequency to which the laser can be modulated increases

FIGURE 46.2 Schematic of a gain guided, weakly index guided, and strongly index guided buried heterostructure
laser.
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with increasing output power and the modulation response is maximum at a certain frequency (ωr). The
resonance frequency ωr is proportional to the square root of the optical power. The modulation response
determines the data transmission rate capability of the laser; for example, for 10 Gb/s data transmission,
the 3-dB bandwidth of the laser must exceed 10 GHz. However, other system level considerations, such
as allowable error-rate penalty, often introduce much more stringent requirements on the exact modu-
lation response of the laser.

A semiconductor laser with cleaved facets generally emits in a few longitudinal modes of the cavity. A
typical spectrum of a laser with cleaved facets is shown in Fig. 46.6. The discrete emission wavelengths are
separated by the longitudinal cavity mode spacing which is ∼ 10 A for a laser (λ ∼  1.3 µm) with 250 µm
cavity length. Lasers can be made to emit in a single frequency using frequency selective feedback, for
example, using a grating internal to the laser cavity as described above.

FIGURE 46.3 Schematic of a BH laser and scanning electron photomicrograph of the same laser.

FIGURE 46.4 Light vs. current characteristics of an InGaAsP buried heterostructure laser emitting at 1.3 µm.
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46.3 Quantum Well Lasers

So far we have described the fabrication and performance characteristics of regular double heterostructure
(DH) laser which has an active region ∼ 0.1 to 0.2 µm thick. Beginning with the 1980s, lasers with very
thin active regions, quantum well lasers, were being developed in many research laboratories [13–22].
Quantum well (QW) lasers have active regions of ∼ 100 A thick which restricts the motion of the carriers
(electrons and holes) in a direction normal to the well. This results in a set of discrete energy levels and
the density of states is modified to a “two dimensional-like” density of states. This modification of the
density of states results in several improvements in laser characteristics such as lower threshold current,
higher efficiency, higher modulation bandwidth, and lower CW and dynamic spectral width. All of these
improvements were first predicted theoretically and then demonstrated experimentally [23–32].

The development of InGaAsP QW lasers were made possible by the development of MOCVD and
GSMBE growth techniques. The transmission electron micrograph (TEM) of a multiple QW laser
structure is shown in Fig. 46.7. Shown are four InGaAs quantum wells grown over n-InP substrate. The
well thickness is 70 A, and the wells are separated by barrier layers of InGaAsP (λ ∼  1.1 µm). Multi-
quantum well (MQW) lasers with threshold current densities of 600 A/cm2 have been fabricated [33].

FIGURE 46.5 Modulation response of a laser at different optical output powers.

FIGURE 46.6 Emission spectrum of a laser with cleaved facets.
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The schematic of a MQW BH laser is shown in Fig. 46.8. The composition of the InGaAsP material
from the barrier layers to the cladding layer (InP) is gradually varied in this structure over a thickness
of ∼ 0.1 µm. This produces a graded variation in index (GRIN structure) which results in a higher optical
confinement of the fundamental mode than that for an abrupt interface design. A larger mode confine-
ment factor results in lower threshold current. The laser has an MQW active region and it utilizes Fe
doped semi-insulating (SI) InP layers for current confinement and optical confinement. The light vs.
current characteristics of an MQW BH laser is shown in Fig. 46.9. The laser emits near 1.5 µm. The
MQW lasers have lower threshold currents than regular DH lasers. Also, the two-dimensional like density
of states of the QW lasers makes the transparency current density of these lasers significantly lower than
that for regular DH lasers [30]. This allows the fabrication of very low threshold lasers using high
reflectivity coatings.

The optical gain (g) of a laser at a current density J is given by

(46.1)

where a is the gain constant and J0 is the transparency current density. Although a logarithmic dependence
of gain on current density [23] is often used in order to account for gain saturation, a linear dependence
is used here for simplicity. The cavity loss α is given by

(46.2)

where αc is the free carrier loss, L is the length of the optical cavity, and R1, R2 are the reflectivity of the
two facets. At threshold, gain equals loss, hence it follows from Eqs. (46.1) and (46.2) that the threshold

FIGURE 46.7 The transmission electron micrograph of a multiquantum well laser structure.

FIGURE 46.8 Schematic of multiquantum well buried heterostructure laser.

g a J J0–( )=
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current density (Jth) is given by

(46.3)

Thus, for a laser with high reflectivity facet coatings (R1, R2 ∼  1) and with low loss (a c ∼  0), Jth ∼  J0. For
a QW laser, J0 ∼  50 A/cm2 and for a DH laser, J0 ∼  700 A/cm2, hence it is possible to get much lower
threshold current using QW as the active region.

 The light vs. current characteristics of a QW laser with high reflectivity coatings on both facets is
shown in Fig. 46.10 [33]. The threshold current at room temperature is ∼ 1.1 mA. The laser is 170 µm
long and has 90% and 70% reflective coating at the facets. This laser has a compressively strained MQW
active region. For a lattice matched MQW active region, a threshold current of 2 mA has been reported
[34]. Such low threshold lasers are important for array applications. Recently, QW lasers were fabricated
which have higher modulation bandwidth than regular DH lasers. The current confinement and optical
confinement in this laser is carried out using MOCVD grown Fe-doped InP lasers similar to that shown

FIGURE 46.9 Light vs. current characteristics of a multiquantum well buried heterostructure laser at different
temperatures.

FIGURE 46.10 Light vs. current of a quantum well laser with high reflectivity coatings on both facets.

Jth ac/a 1/La( ) 1/R1R2( ) J0+ln+=
©2002 CRC Press LLC



 

         
in Fig. 46.2. The laser structure is then further modified by using a small contact pad and etching channels
around the active region mesa (Fig. 46.11). These modifications are designed to reduce the capacitance
of the laser structure. The modulation response of the laser is shown in Fig. 46.12. A 3-dB bandwidth
of 25 GHz is obtained [35].

Strained Quantum Well Lasers

Quantum well lasers have also been fabricated using an active layer whose lattice constant differs slightly
from that of the substrate and cladding layers. Such lasers are known as strained quantum well lasers.
Over the last few years, strained quantum well lasers have been extensively investigated all over the world
[36–43]. They show many desirable properties such as (1) a very low threshold current density and (2) a
lower linewidth than regular MQW lasers both under CW operation and under modulation. The origin
of the improved device performance lies in the band-structure changes brought about by the mismatch-
induced strain [44,45]. Figure 46.13 shows the band structure of a semiconductor under tensile and

FIGURE 46.11 Schematic of a laser designed for high speed (Morton et al. [35]).

FIGURE 46.12 Modulation response of multiquantum well high speed lasers (Morton et al. [35]).

FIGURE 46.13 Band structures under stress. The figures on the left and right represent situations under compressive
and tensile strain, respectively.
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compressive strains. Strain splits the heavy-hole and the light-hole valence bands at the Γ point of the
Brillouin zone where the bandgap is minimum in direct bandgap semiconductors.

Two material systems have been widely used for strained quantum-well lasers: (1) InGaAs grown over
InP by the MOCVD or the CBE growth technique [36–40] and (2) InGaAs grown over GaAs by the
MOCVD or the MBE growth technique [41–43]. The former material system is of importance for low-
chirp semiconductor lasers for lightwave system applications, while the latter material system has been
used to fabricate high-power lasers emitting near 0.98 µm, a wavelength of interest for pumping erbium-
doped fiber amplifiers.

The alloy In0.53Ga0.47As has the same lattice constant as InP. Semiconductor lasers with an In0.53Ga0.47As
active region have been grown on InP by the MOCVD growth technique. Excellent material quality is
also obtained for In1−xGaxAs alloys grown over InP by MOCVD for nonlattice-matched compositions.
In this case, the laser structure generally consists of one or many In1−xGaxAs quantum well layers with
InGaAsP barrier layers whose composition is lattice matched to that of InP. For x < 0.53, the active layer
in these lasers is under tensile stress, while for x > 0.53, the active layer is under compressive stress.

Superlattice structures of InGaAs/InGaAsP with tensile and compressive stress have been grown by
both MOCVD and CBE growth techniques over an n-type InP substrate. Figure 46.14 shows the broad-
area threshold current density as a function of cavity length for strained MQW lasers with four
In0.65Ga0.35As [39] quantum wells with InGaAsP (  µm) barrier layers. The active region in this
laser is under 0.8% compressive strain. Also shown for comparison is the threshold current density as a
function of cavity length of MQW lattice-matched lasers with In0.53Ga0.47As wells. The entire laser struc-
ture, apart from the quantum well composition, is identical for the two cases. The threshold current
density is lower for the compressively strained MQW structure than that for the lattice-matched MQW
structure.

Buried-heterostructure (BH) lasers have been fabricated using compressive and tensile strained MQW
lasers. The threshold current of these lasers as a function of the In concentration is shown in Fig. 46.15
[46]. Lasers with compressive strain have a lower threshold current than that for lasers with tensile strain.
This can be explained by splitting of the light hole and heavy hole bands under stress [47,48]. However,
more recent studies have shown that it is possible to design tensile strained lasers with lower thresholds
[37,42]. 

Strained quantum well lasers fabricated using In1−xGaxAs layers grown over a GaAs substrate have been
extensively studied [41,43,49–54]. The lattice constant of InAs is 6.06 A and that of GaAs is 5.654 A. The
In1−xGaxAs alloy has a lattice constant between these two values, and to a first approximation it can be
assumed to vary linearly with x. Thus, an increase in the In mole fraction x increases the lattice mismatch
relative to the GaAs substrate and therefore produces larger compressive strain on the active region.

A typical laser structure grown over the n-type GaAs substrate is shown in Fig. 46.16 [41] for this
material system. It consists of an MQW active region with one to four In1−xGaxAs wells separated by

FIGURE 46.14 Broad-area threshold current density as a function of cavity length for strained and lattice-matched
InGaAs/InP MQW lasers (Tsang et al. [39]).
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GaAs barrier layers. The entire MQW structure is sandwiched between n- and p-type Al0.3Ga0.7As cladding
layers, and the P-cladding layer is followed by a p-type GaAs contact layer. Variations of the above structure
with different cladding layers or large optical cavity designs have been reported. Emission wavelength
depends on the In composition, x. As x increases, the emission wavelength increases, and for x larger
than a certain value (typically ∼ 0.25), the strain is too large to yield high-quality material. For x ∼  0.2,
the emission wavelength is near 0.98 µm, a wavelength region of interest for pumping fiber amplifiers
[49]. Threshold current density as low as 47 A/cm2 has been reported for In0.2Ga0.8As/GaAs strained
MQW lasers [52]. High-power lasers have been fabricated using an In0.2Ga0.8As/GaAs MQW active region.
Single-mode output powers of greater than 200 mW have been demonstrated using a ridge-waveguide-
type laser structure. 

Frequency chirp of strained and unstrained QW lasers has been investigated. Strained QW lasers (InGaAs/
GaAs) exhibit the lowest chirp (or dynamic linewidth) under modulation. The lower chirp of strained QW
lasers is consistent with a small linewidth enhancement factor (α-factor) measured in such devices. The
α-factor is the ratio of the real and imaginary part of the refractive index. A correlation between the
measured chirp and linewidth enhancement factor for regular double-heterostructure, strained and un-
strained QW lasers is shown in Table 46.1. The high efficiency, high power, and low chirp of strained and
unstrained QW lasers make these devices attractive candidates for lightwave transmission applications.

Other Material Systems

A few other material systems have been reported for lasers in the 1.3 µm wavelength range. These are
the AlGaInAs/InP and InAsP/InP materials grown over InP substrates and, more recently, the InGaAsN
material grown over GaAs substrates. The AlGaInAsP/InP system has been investigated with the aim of
producing lasers with better high temperature performance for uncooled transmitters [55]. This material

FIGURE 46.15 Threshold current of buried heterostructure InxGa1−xAs/InP MQW lasers plotted as a function of
In concentration x (Temkin et al. [46]).

FIGURE 46.16 Typical In1−xGaxAs/GaAs MQW laser structure.
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system has a larger conduction band offset than the InGaAsP/InP material system which may result in
lower electron leakage over the heterobarrier and, thus, better high temperature performance. The energy
band diagram of a GRINSCH (graded index separate confinement heterostructure) laser design is shown
in Fig. 46.17. The laser has five compressively strained quantum wells in the active region. The 300 µm
long ridge-waveguide lasers typically have a threshold current of 20 mA. The measured light vs. current
characteristics of a laser with 70% high reflectivity coating at the rear facet is shown in Fig. 46.18. These
lasers have somewhat better high temperature performance than InGaAsP/InP lasers.

The InAsP/InP material system has also been investigated for 1.3 µm lasers [56]. InAsP with an arsenic
composition of 0.55 is under 1.7% compressive strain when grown over InP. Using the MOCVD growth
technique, buried heterostructure lasers with InAsP quantum well, InGaAsP (λ ∼  1.1 µm) barrier layers,
and InP cladding layers have been reported. The schematic of the laser structure is shown in Fig. 46.19.
Typical threshold currents of the BH laser diodes are ∼ 20 mA for 300 µm cavity length.

TABLE 46.1 Linewidth Enhancement Factor and Chirp of Lasers

Laser Type
Linewidth Enhancement 

Factor
FWHM Chirp at 50 mA 

and 1 Gb/s (A)

DH Laser 5.5 1.2 
MQW Laser 3.5 0.6
Strained MQW Laser 1.0 0.2
InGaAs/GaAs, λ ∼  1 µm
Strained MQW Laser 2.0 0.4
InGaAsP/InP, λ ∼  1.55 µm

Note: FWHM = full width at half maximum.

FIGURE 46.17 Band diagram of an AlGaInAs GRINSCH with five quantum wells (Zah et al. [55]).

FIGURE 46.18 Light vs. current characteristics of a AlGaInAs quantum well laser with five wells (Zah et al. [55]).
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The material InGaNAs, when grown over GaAs, can have very large (∼ 300 meV) conduction band offset
which can lead to much better high temperature performance than the InGaAsP/InP material system [57].
The temperature dependence of threshold is characterized by Ith(T) = Io exp(T/To) where To is generally
called the characteristic temperature. Typical To values for an InGaAsP/InP laser is ∼ 60–70 K in the
temperature range of 300–350 K. The predicted To value for the InGaNAs/GaAs system is ∼ 150 K, and,
recently, To = 126 K has been reported for an InGaNAs laser emitting near 1.2 µm [57].

46.4 Distributed Feedback Lasers

Semiconductor lasers fabricated using the InGaAsP material system are widely used as sources in many
lightwave transmission systems. One measure of the transmission capacity of a system is the data rate.
Thus, the drive towards higher capacity pushes the systems to higher data rates where the chromatic
dispersion of the fiber plays an important role in limiting the distance between regenerators. Sources
emitting in a single wavelength help reduce the effects of chromatic dispersion and are, therefore, used
in most systems operating at high data rates (>1.5 Gb/s).

The single wavelength laser source used in most commercial transmission systems is the distributed
feedback (DFB) laser, where a diffraction grating etched on the substrate close to the active region provides
frequency selective feedback which makes the laser emit in a single wavelength. This section reports on
the fabrication, performance characteristics, and reliability of DFB lasers [58].

The schematic of our DFB laser structure is shown in Fig. 46.20. The fabrication of the device involves
the following steps. First, a grating with a periodicity of 2400 A is fabricated on a (100) oriented n-InP
substrate using optical holography and wet chemical etching. Four layers are then grown over the substrate.
These layers are (1) n-InGaAsP (λ ∼  1.3 µm) waveguide layer, (2) undoped InGaAsP (λ ∼  1.55 µm) active
layer, (3) p-InP cladding layer, and (4) p-InGaAsP (λ ∼  1.3 µm) contact layer. Mesas are then etched on
the wafer using an SiO2 mask and wet chemical etching. Fe doped InP semi-insulating layers are grown
around the mesas using the MOCVD growth technique. The semi-insulating layers help confine the
current to the active region and also provide index guiding to the optical mode. The SiO2 stripe is then
removed and the p-InP cladding layer and a p-InGaAsP contact layer is grown on the wafer using the
vapor phase epitaxy growth technique. The wafer is then processed to produce 250 µm long laser chips
using standard metallization and cleaving procedures. The final laser chips have antireflection coating
(<1%) at one facet and high reflection coating (∼ 65%) at the back facet. The asymmetric facet coatings
help remove the degeneracy between the two modes in the stop band.

The CW light vs. current characteristics of a laser are shown in Fig. 46.21. Also shown is the measured
spectrum at different output powers. The threshold current of these lasers are in the 15 to 20 mA range.
For high fiber coupling efficiency, it is important that the laser emit in the fundamental transverse mode.
The measured far field pattern parallel and perpendicular to the junction plane at different output powers

FIGURE 46.19 Schematic of a buried heterostructure InAsP/InGaAsP quantum well laser (Kusukawa et al. [56]).
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of a device is shown in Fig. 46.22. The figure shows that the laser operates in the fundamental transverse
mode in the entire operating power range from threshold to 60 mW. The full width at half maximum
of the beam divergences parallel and normal to the junction plane are 40° and 30°, respectively.

The dynamic spectrum of the laser under modulation is an important parameter when the laser is
used as a source for transmission. The measured 20 dB full width is shown in Fig. 46.23 at two different
data rates as a function of bias level. Note that for a laser biased above threshold, the chirp width is nearly
independent of the modulation rate.

Tunable Lasers

Tunable semiconductor lasers are needed for many applications. Examples of application in lightwave
transmission systems are (1) wavelength-division multiplexing where signals at many distinct wavelengths
are simultaneously modulated and transmitted through a fiber and (2) coherent transmission systems
where the wavelength of the transmitted signal must match that of the local oscillator. Several types of
tunable laser structures have been reported in the literature [59–64]. Two principle schemes are (1) multi-
section DFB laser and (2) multisection distributed Bragg reflector (DBR) laser. The multisection DBR
lasers generally exhibit higher tunability than the multisection DFB lasers. The design of a multisection
DBR laser is shown schematically in Fig. 46.24 [59]. The three sections of this device are (1) the active
region section that provides the gain, (2) the grating section that provides the tunability, and (3) the
phase-tuning section that is needed to access all wavelengths continuously. The current through each of
these sections can be varied independently. The tuning mechanism can be understood by noting that
the emission wavelength λ of a DBR laser is given by λ = 2nΛ, where Λ is the grating period and n is

FIGURE 46.20 Schematic of a capped mesa buried heterostructure (CMBH) distributed feedback laser.

FIGURE 46.21 CW light vs. current characteristics and measured spectrum at different output powers. Temperature =
30°C.
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FIGURE 46.22 Measured far field pattern parallel and perpendicular to the junction plane.

FIGURE 46.23 Measured chirp as a function of bias.

FIGURE 46.24 Schematic of a multisection DBR laser. The laser has an MQW active region. The three sections
are optically coupled by the thick waveguide layer below the MQW active region (Koch et al. [59]).
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the effective refractive index of the optical mode in the grating section. The latter can be changed simply
by varying the current in the grating section.

The extent of wavelength tunability of a three-section DBR laser is shown in Fig. 46.25 [61]. Measured
wavelengths are plotted as a function of phase-section current for different currents in the tuning section.
A tuning range in excess of 6 nm can be obtained by controlling currents in the grating and phase-tuning
sections.

An important characteristic of lasers for applications requiring a high degree of coherence is the spectral
width (linewidth) under CW operation. The CW linewidth depends on the rate of spontaneous emission
in the laser cavity. For coherent transmission applications, the CW linewidth must be quite small. The
minimum linewidth allowed depends on the modulation format used. For differential phase-shift keying
(DPSK) transmission, the minimum linewidth is approximately given by B/300, where B is the bit-rate.
Thus, for 1-Gb/s transmission rate, the minimum linewidth is 3 MHz. The CW linewidth of a laser
decreases with increasing length and varies as α2, where α is the linewidth enhancement factor. Since α is
smaller for a multiquantum well (MQW) laser, the linewidth of DFB or DBR lasers utilizing an MQW
active region is smaller than that for lasers with a regular DH active region. The linewidth varies inversely
with the output power at low powers (<10 mW) and shows saturation at high powers. The measured
linewidth as a function of output power of a 850 µm long DFB laser with an MQW active region is
shown in Fig. 46.26. The minimum linewidth of 350 kHz was observed for this device at an operating
power of 25 mW. For multisection DBR lasers of the type shown in Fig. 46.24, the linewidth varies with

FIGURE 46.25 Frequency tuning characteristics of a three-section MQW DBR laser (Koch et al. [59]).

FIGURE 46.26 Measured CW linewidth plotted as a function of the inverse of the output power for an MQW DFB
laser with a cavity length of 850 µm.
©2002 CRC Press LLC



 

changes in currents in the phase-tuning and grating sections. The measured data for an MQW three-
section DBR laser is shown in Fig. 46.27. Measured linewidths are plotted as a function of phase-section
current for different currents in the tuning section.

46.5 Surface Emitting Lasers

Semiconductor lasers have cleaved facets that form the optical cavity. The facets are perpendicular to the
surface of the wafer and light is emitted parallel to the surface of the wafer. For many applications
requiring a two-dimensional laser array or monolithic integration of lasers with electronic components
(e.g., optical interconnects), it is desirable to have the laser output normal to the surface of the wafer.
Such lasers are known as surface-emitting lasers (SEL). A class of surface emitting lasers also have optical
cavity normal to the surface of the wafer [65–72]. These devices are known as vertical-cavity surface-
emitting lasers (VCSEL) in order to distinguish them from other surface emitters.

A generic SEL structure utilizing multiple semiconductor layers to form a Bragg reflector is shown in
Fig. 46.28. The active region is sandwiched between n- and p-type cladding layers which are themselves
sandwiched between the two n- and p-type Bragg mirrors. This structure is shown using the AlGaAs/GaAs
material system which has been very successful in the fabrication of SELs. The Bragg mirrors consist of
alternating layers of low index and high index materials. The thicknesses of each layer is one-quarter of
the wavelength of light in the medium. Such periodic quarter wave thick layers can have very high
reflectivity. For normal incidence, the reflectivity is given by [73]

(46.4)

where n2 and n3 are the refractive indices of the alternating layer pairs, n4 and n1 are the refractive indices
of the medium on the transmitted and incident sides of the DBR mirror, and N is the number of pairs.
As N increases, R increases. Also, for a given N, R is larger if the ratio of n2/n3 is smaller. For an
AlAs/Al0.1Ga0.9As set of quarter wave layers, typically 20 pairs are needed for a reflectivity of ∼ 99.5%.
Various types of AlGaAs/GaAs SELs have been reported [74–82].

For an SEL to have a threshold current density comparable to that of an edge-emitting laser, the
threshold gains must be comparable for the two devices. The threshold gain of an edge emitting laser is
∼ 100 cm−1. For an SEL with an active-layer thickness of 0.1 µm, this value corresponds to a single-pass
gain of ∼ 1%. Thus, for the SEL device to lase with a threshold current density comparable to that of an
edge emitter, the mirror reflectivities must be >99%.

FIGURE 46.27 Measured CW linewidth as a function of wavelength for a 3-section MQW DBR laser (Koch et al.
[61]).
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The reflectivity spectrum of an SEL structure is shown in Fig. 46.29. The reflectivity is >99% over a
10 nm band. The drop in reflectivity in the middle of the band is due to the Fabry–Perot mode.

The number of pairs needed to fabricate a high reflectivity mirror depends on the refractive index of
layers in the pair. For large index differences, fewer pairs are needed. For example, in the case of CaF2

and ZnS for which the index difference is 0.9, only six pairs are needed for a reflectivity of 99%. By
contrast, for an InP/InGaAsP (λ ∼  1.3 µm) layer pair for which the index difference is 0.3, more than
40 pairs are needed to achieve a reflectivity of 99%.

Five principal structures (Fig. 46.30) used in SEL fabrication are (1) etched mesa structure, (2) ion-
implanted structure, (3) dielectric isolated structure, (4) buried heterostructure, and (5) metallic reflec-
tor structure. Threshold currents of ∼ 0.3 mA have been reported for InGaAs/GaAs SEL devices. An SEL
design has been demonstrated whose output can be focussed to a single spot [80]. The laser has a large
area (∼ 100 µm dia) and it has a Fresnel zone-like structure etched on the top mirror (Fig. 46.31). The
lasing mode with the lowest loss has π phase shift in the near field as it traverses each zone. The laser
emits 500 mW in a single mode.

FIGURE 46.28 Schematic illustration of a generic SEL structure utilizing distributed Bragg mirrors formed by
using multiple semiconductor layers. DBR pairs consist of AlAs (711 A thick) and Al0.1Ga0.9As (605 A thick) alternate
layers. Active layer could be either a quantum well or similar to a regular double-heterostructure laser.

FIGURE 46.29 Typical reflectivity spectrum of an SEL stack.
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An important SEL structure for the AlGaAs/GaAs material system is the oxide aperture device [81]
(Fig. 46.32). AlAs has the property that it oxidizes rapidly in the presence of oxygen to aluminum oxide
which forms an insulating layer. Thus, by introducing a thin AlAs layer in the device structure, it is possible
to confine the current to a very small area. This allows the fabrication of very low threshold (<0.2 mA) and
high bandwidth (∼ 14 GHz) lasers.

Central to the fabrication of low-threshold SELs is the ability to fabricate high-reflectivity mirrors. In
the late 1970s, Soda et al. [83] reported on an SEL fabricated using the InP material system. The surfaces
of the wafer form the Fabry–Perot cavity of the laser. Fabrication of the device involves the growth of a
double heterostructure on an n-InP substrate. A circular contact is made on the p-side using an SiO2 mask.
The substrate side is polished, making sure that it is parallel to the epitaxial layer, and ring electrodes (using
an alloy of Au–Sn) are deposited on the n-side. The laser had a threshold current density of ∼ 11 kA/cm2 at
77 K and operated at output powers of several milliwatts.

InGaAsP/InP SELs have been investigated by many researchers over the last few years [83–89]. Many
of the schemes utilize alternating layers of InP and InGaAsP to produce Bragg mirrors (Fig. 46.33)[86].
The refractive index difference between InGaAsP (λ ∼  1.3 µm) and InP layers is smaller than that in
GaAs SELs, hence InGaAsP/InP SELs utilize more pairs (typically 40 to 50) to produce a high reflectivity
(>99%) mirror. Such mirror stacks have been grown by both chemical beam epitaxy (CBE) and MOCVD
growth techniques and have been used to fabricate InGaAsP SELs. Room temperature pulsed operation
of InGaAsP/InP SELs using these mirror stacks and emitting near 1.5 µm have been reported [88].

FIGURE 46.30 Schematic of several SEL designs.

FIGURE 46.31 Schematic of a high power SEL with a Fresnel zone.
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An alternative approach is using the technique of wafer fusion [89,90]. In this technique, the Bragg

mirrors are formed using a GaAs/AlGaAs system grown by MBE, and the active region of InGaAsP
bounded by thin InP layers is formed by MOCVD. The post type structure of a 1.5 µm wavelength SEL
formed using this technique is shown in Fig. 46.34 [89]. The optical cavity is formed by wafer fusion of the
InGaAsP quantum well between the Bragg mirrors. Room temperature CW threshold currents of 2.3 mA
have been reported for the 8 µm dia post device [89]. 

FIGURE 46.32 Schematic of a selectivaly oxidized SEL consisting of AlGaAs/GaAs multilayers and buried aluminum
oxide layers. AlGaAs layers with higher Al content are oxidized more.

FIGURE 46.33 Schematic of an InGaAsP SEL fabricated using multilayer mirors (Yang et al. [86]).

FIGURE 46.34 Schematic of an InGaAsP SEL fabricated using wafer fusion (Babic et al. [89]).
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46.6 Laser Reliability

The performance characteristics of injection lasers used in lightwave systems can degrade during their
operation. The degradation is generally characterized by a change in the operational characteristics of the
lasers and, in some cases, is associated with the formation and/or multiplication of defects in the active
region. The degraded lasers usually exhibit an increase in the threshold current which is often accompanied
by a decrease in the external differential quantum efficiency. For single wavelength lasers, the degradation
may be a change in the spectral characteristics, e.g., the degraded device may no longer emit in a single
wavelength although the threshold or the light output at a given current has changed very little.

The dominant mechanism responsible for the degradation is determined by any or all of the several
fabrication processes including epitaxial growth, wafer quality, device processing, and bonding [91–101].
In addition, the degradation rate of devices processed from a given wafer depends on the operating
conditions, i.e., the operating temperature and the injection current. Although many of the degradation
mechanisms are not fully understood, extensive amounts of empirical observations exist in the literature
which have allowed the fabrication of InGaAsP laser diodes with extrapolated median lifetimes in excess
of 25 years at an operating temperature of 20°C [93].

The detailed studies of degradation mechanisms of optical components used in lightwave systems have
been motivated by the desire to have a reasonably accurate estimate of the operating lifetime before they
are used in practical systems. Since for many applications, the components are expected to operate reliably
over a period in excess of 10 years, an appropriate reliability assurance procedure becomes necessary,
especially for applications such as an undersea lightwave transmission system where the replacement cost
is very high. The reliability assurance is usually carried out by operating the devices under a high stress
(e.g., high temperature), which enhances the degradation rate so that a measurable value can be obtained
in an operating time of a few hundred hours. The degradation rate under normal operating conditions
can then be obtained from the measured high temperature degradation rate using the concept of an
activation energy [93].

The light output vs. current characteristics of a laser change after stress aging. There is generally a small in-
crease in threshold current and a decrease in external differential quantum efficiency following the stress aging.
Aging data for 1.3 µm InGaAsP lasers used in the first submarine fiber optic cable is shown in Fig. 46.35 [91].

Some lasers exhibit an initial rapid degradation after which the operating characteristics of the lasers
are very stable. Given a population of lasers, it is possible to quickly identify the “stable” lasers by a high

FIGURE 46.35 Operating current for 3 mW output at 60°C as a function of operating time. These data were
generated for 1.3 µm InGaAsP lasers used in the first submarine fiber optic cable (Nash et al. [91]).
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stress test (also known as the purge test) [91,92,102,103]. The stress test implies that operating the laser
under a set of high stress conditions (e.g., high current, high temperature, high power) would cause the
weak lasers to fail and stabilize the possible winners. Observations on the operating current after stress
aging have been reported by Nash et al. [91]. It is important to point out that the determination of the
duration and the specific conditions for stress aging are critical to the success of this screening procedure.

The expected operating lifetime of a semiconductor laser is generally determined by accelerated aging
at high temperatures and using an activation energy. The lifetime (t) at a temperature T is experimentally
found to vary as exp(−E/kT), where E is the activation energy and k is the Boltzmann constant [104,105].
The measured injection current for 3 mW output power at 60 C for buried heterostructures DFB lasers
as a function of operating (or aging) time is shown in Fig. 46.36. The operating current increases at a
rate of less than 1%/khr of aging time. Assuming a 50% change in operating current as the useful lifetime
of the device and an activation energy of 0.7 eV, this aging rate corresponds to a light emitting lifetime
of greater than 100 years at 20 C.

A parameter that determines the performance of the DFB laser is the side mode suppression ratio
(SMSR), i.e., the ratio of the intensity of the dominant lasing mode to that of the next most intense
mode. An example of the spectrum before and after aging is shown in Fig. 46.37 [105]. The SMSR for
a laser before and after aging as a function of current is plotted in Fig. 46.38. Note that the SMSR does
not change significantly after aging, which confirms the spectral stability of the emission.

FIGURE 46.36 Operating current as a function of operating time for 3 mW output power at 60°C for lasers emitting
near 1.55 µm (courtesy of F. R. Nash).

FIGURE 46.37 Spectrum of a DFB laser before and after aging.
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For some applications such as coherent transmission systems, the absolute wavelength stability of the
laser is important. The measured change in emission wavelength at 100 mA before and after aging of
several devices is shown in Fig. 46.39. Note that most of the devices do not exhibit any change in
wavelength, and the standard deviation of the change is less than 2 A. This suggests that the absolute
wavelength stability of the devices is adequate for coherent transmission applications.

Another parameter of interest in certifying the spectral stability of a DFB laser is the change in dynamic
linewidth or chirp with aging. Since the chirp depends on data rate and the bias level, a certification of the
stability of the value of the chirp is, in general, tied to the requirements of a transmission system application.
A measure of the effect of chirp on the performance of a transmission system is the dispersion penalty. We
have measured the dispersion penalty of several lasers at 600 Mb/s for a dispersion of 1700 ps/nm before
and after aging. The median change in dispersion penalty for 42 devices was less than 0.1 dB and no
single device showed a change larger than 0.3 dB. This suggests that the dynamic linewidth or the chirp
under modulation is stable.

46.7 Integrated Laser Devices

There have been a significant number of developments in the technology of optical integration of semicon-
ductor lasers and other related devices on the same chip. These chips allow higher levels of functionality
than that achieved using single devices. For example, laser and optical modulators have been integrated,
serving as simple monolithic transmitters. 

FIGURE 46.38 Side mode suppression ratio (SMSR) as a function of current before and after aging.

FIGURE 46.39 Change in emission wavelength after aging is plotted in the form of a normal probability distribution.
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Laser Arrays

The simplest of all integrated laser devices are one-dimensional arrays of lasers, LEDs, or photodetectors.
These devices are fabricated exactly the same way as individual devices except the wafers are not scribed
to make single-device chips but left in the form of a bar. The main required characteristics of a laser array
are low threshold current and good electrical isolation between the individual elements of the array. The
schematic of two adjacent devices in a 10-channel low threshold laser array is shown in Fig. 46.40 [106].
These lasers emit near 1.3 µm and are grown by MOCVD on a p-InP substrate. The lasers have multi-
quantum well active region with five 7 nm thick wells, as shown in the insert of Fig. 46.40. The light vs.
current characteristics of all the lasers in a 10 element array are shown in Fig. 46.41. The average threshold
current and quantum efficiency are 3.2 mA and 0.27 W/A, respectively. The cavity length was 200 µm and
the facets of the lasers were coated with dielectric to produce 65% and 90% reflectivity, respectively [106].

The vertical cavity surface emitting laser (SEL) design is more suitable for the fabrication of two dimen-
sional arrays than the edge emitting laser design. Several researchers have reported two-dimensional
arrays of SELs. Among the individual laser designs used are the proton implanted design and the oxide
confined design. These SELs and SEL arrays have been fabricated so far using the GaAs/AlGaAs material
system for emissions near 0.85 µm. 

Integrated Laser Modulator

Externally modulated lasers are important for applications where low spectral width under modulation
is needed [107–110]. The two types of integrated laser modulator structures that have been investigated
are the integrated electroabsorption modulated laser (EML) and the integrated electrorefraction modulated
laser. The electrorefraction property is used in a Mach–Zehnder configuration to fabricate a low chirp
modulated light source.

FIGURE 46.40 Schematic of two adjacent devices in a laser array.

FIGURE 46.41 Light vs. current characteristics of all the lasers in a ten element array.
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For some applications it is desirable to have the laser and the modulator integrated on the same chip.
Such devices, known as electroabsorption modulated lasers (EMLs), are used for high data rate trans-
mission systems with large regenerator spacing. The schematic of an EML is shown in Fig. 46.42 [111].
In this device, the light from the DFB laser is coupled directly to the modulator. The modulator region
has a slightly higher band gap than that of the laser region, which results in very low absorption of the
laser light in the absence of bias. However, with reverse bias, the effective band gap decreases, which
results in reduced transmission through the modulator. For very high-speed operation, the modulator
region capacitance must be sufficiently small, which makes the modulator length small resulting in low
on/off ratio. Recently very high-speed EMLs have been reported using a growth technique where the
laser and modulator active regions are fabricated using two separate growths, thus allowing independent
optimization of the modulator band gap and length for high on/off ratio and speed. 40 Gb/s operation
has been demonstrated using this device [111].

EML devices have also been fabricated using the selective area epitaxy growth process [112]. In this
process, the laser and the modulator active region are grown simultaneously over a patterned substrate.
The patterning allows the materials grown to have slightly different band gaps resulting in separate laser
and modulator regions. EMLs have been fabricated with bandwidths of 15 GHz and have operated error
free over 600 km at 2.5 Gb/s data rate.

An integrated laser Mach–Zehnder device is shown in Fig. 46.43. This device has a ridge-waveguide
type DFB laser integrated with a Mach–Zehnder modulator, which also has a lateral guiding provided
by a ridge structure. The Mach–Zehnder traveling wave phase modulator is designed so that the micro-
wave and optical velocities in the structure are identical. This allows good coupling of the electrical and
optical signal.

FIGURE 46.42 Schematic of an electroabsorption modulated laser structure (Takeuchi et al. [111]).

FIGURE 46.43 Schematic of an integrated laser and Mach–Zehnder modulator.
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Multichannel WDM Sources

An alternative to single channel very high speed (>20 Gb/s) data transmission for increasing transmission
capacity is multichannel transmission using wavelength division multiplexing (WDM) technology. In
WDM systems, many (4, 8, 16, or 32) wavelengths carrying data are optically multiplexed and simul-
taneously transmitted through a single fiber. The received signal with many wavelengths is optically
demultiplexed into separate channels which are then processed electronically in a conventional form.
Such a WDM system needs transmitters with many lasers at specific wavelengths. It is desirable to have
all of these laser sources on a single chip for compactness and ease of fabrication like electronic integrated
circuits. 

Figure 46.44 shows the schematic of a photonic integrated circuit with multiple lasers for a WDM
source [113]. This chip has four individually addressable DFB lasers, the output of which are combined
using a waveguide based multiplexer. Since the waveguide multiplexer has an optical loss of ∼ 8 dB, the
output of the chip is further amplified using a semiconductor amplifier. The laser output in the waveguide
is TE polarized and, hence, an amplifier with a multiquantum well absorption region which has a high
saturation power is integrated in this chip. 

Spot Size Converter (SSC) Integrated Laser 

A typical laser diode has too wide (∼ 30° × 40°) an output beam pattern for good mode matching to a
single mode fiber. This results in a loss of power coupled to the fiber. Thus, a laser whose output spot
size is expanded to match an optical fiber is an attractive device for low loss coupling to the fiber without
a lens and for wide alignment tolerances. Several researchers have reported such devices [114,115].
Generally, they involve producing a vertically and laterally tapered waveguide near the output facet of
the laser. The tapering needs to be done in an adiabatic fashion so as to reduce the scattering losses. The
schematic of an SSC laser is shown in Fig. 46.45 [115]. The laser is fabricated using two MOCVD growth
steps. The SSC section is about 200 µm long. The waveguide thickness is narrowed along the cavity from
300 nm in the active region to ∼ 100 nm in the region over the length of the SSC section. The laser emits
near 1.3 µm, has a multiquantum well active region, and a laser section length of 300 µm. The light vs.
current characteristics of a SSC laser [115] at various temperatures are shown in Fig. 46.46. A beam
divergence of 13° was obtained for this device. Beam divergences of 9° and 10° in the lateral and vertical
direction have been reported for similar SSC devices [115].

FIGURE 46.44 Schematic of a photonic integrated circuit with multiple lasers for a WDM source.
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46.8 Summary and Future Challenges

Tremendous advances in semiconductor lasers have occurred over the last decade. The advances in research
and many technological innovations have led to the worldwide deployment of fiber optic communication
systems that operate near 1.3 µm and 1.55 µm wavelengths and compact storage disks which utilize lasers
for read/write purposes. Although most of these systems are based on digital transmission, lasers have
also been deployed for carrying high quality analog cable TV transmission systems. However, many
challenges remain.

The need for higher capacity is pushing the deployment of WDM-based transmission which needs
tunable or frequency settable lasers. An important research area continues to be the development of lasers
with very stable and settable frequency. Integration of many such lasers on a single substrate would
provide the ideal source for WDM systems.

The laser-to-fiber coupling is also an important area of research. Recent development in spot size
converter integrated lasers is quite impressive, but some more work, perhaps, needs to be done to make
them easy to manufacture. This may require more process developments.

Lasers with better high temperature performance constitute an important area of investigation. The
InGaAsN based system is a promising candidate for making lasers that emit near 1.3 µm with good high
temperature performance. New materials investigation is important.

Although WDM technology is currently being considered for increasing the transmission capacity, the
need for sources with very high modulation capability remains. Hence, research on new mechanisms for
very high-speed modulation is important.

FIGURE 46.45 Schematic of a spot size converter (SSC) laser (Yamazaki et al. [115]).

FIGURE 46.46 Light vs. current characteristics of an SSC laser at different temperatures (Yamazaki et al. [115]).
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The surface emitting laser is very attractive for two-dimensional arrays and for single wavelength oper-
ation. Several important advances in this technology have occurred over the last few years. An important
challenge is the fabrication of a device with characteristics superior to that of an edge emitter.

Finally, many of the advances in the laser development would not have been possible without the
advances in materials and processing technology. The challenges of much of the current laser research
are intimately linked with the challenges in materials growth, which include not only the investigation
of new material systems but also improvements in existing technologies to make them more reproducible
and predictable.
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47.1 Introduction

In the last 15 years, optical fiber transmission systems have progressed enormously in terms of informa-
tion handling capacity and link distance. Some major advances in transmitter technology, both electronic
and optoelectronic, have made this possible. The single longitudinal mode infrared emission from
semiconductor distributed feedback (DFB) laser diodes can be coupled efficiently into today’s low-loss
silica single-mode fibers. In addition, these lasers can be switched on and off with transition times on
the order of 100 ps to provide data rates up to approximately 10 Gb/s. The outstanding performance of
these laser diodes has, in fact, provoked considerable effort to improve the switching speed of digital
integrated circuits in order to fully utilize the capability of the optoelectronic components.

The performance of directly modulated laser transmitters greatly surpasses that of light emitting diode
(LED) transmitters both in terms of optical power coupled into the fiber and switching speed. Short-
distance (<10 km), low-capacity (<1 Gb/s) links use LED transmitters. For these applications, such as for
local area networks, for example, LED transmitters can provide a cost-effective alternative to the laser.

Where high bit rates and a large regenerator spacing are required, optical pulse distortion occurring
in the fiber between the transmitter and receiver is very important. Because of the advent of the optical
amplifier, these requirements are now commonplace in terrestrial as well as submarine communication
systems because amplifiers can cost-effectively eliminate the loss of very long fiber links. With loss out
of the way, distortion becomes a major issue. Phase/frequency shifts accompany the switching of semi-
conductor lasers. Commonly referred to as chirp, these shifts cause rapid deterioration of the pulse shape
in dispersive optical fibers, thereby limiting the reach of directly modulated transmitters. For example,
at a bit rate of 2.5 Gb/s, a distance of 200 km represents the limit of what is currently achievable using
conventional single-mode fiber (assuming an operating wavelength in the 1550 nm low-loss window).
Higher performance transmitters use external modulators to exceed these limits. External modulators
exist which produce little or no switching phase shift.

The following sections include some information about the characteristics of laser diodes used in
directly modulated optical transmitters and the electronic circuits to drive them. A brief description of
packaging technology is also provided. A section is included on the performance characterization of
high-speed digital lightwave transmitters. The use of external modulators introduces a new set of design
requirements. These are also discussed.
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Whereas digital transmission dominates the field of optical fiber transmission systems, analog systems
are also important for the transmission of cable TV signals and microwave signals for remote antenna
location and phase array radar systems, for example. The requirements for analog transmitters depend
on the type of signal to be transmitted and are generally quite different from those of digital systems.
Properties which are not very important in digital systems, such as linearity and signal-to-noise ratio,
are very important in analog systems because, once degraded, the signal quality cannot be restored. More
information about analog transmission is contained in Kolner and Dalfi [1987], Atlas [1996], and Linder
et al. [1995].

47.2 Directly Modulated Laser Transmitters

The design of a state-of-the-art laser transmitter requires the combining of several different technolo-
gies. The laser diode is, of course, the critical component whose properties govern the transmitter
performance. Its electrical and optical properties are both very important. The electrical driver circuit
and the link between it and the laser are also critical design areas. Finally, the package design is a specialized
combination of a microwave and optical enclosure.

Laser Diode Characteristics

The laser diode must launch optical pulses into the optical fiber at the required wavelength, with high
spectral purity, with a high extinction ratio, and with a low-intensity noise. These properties have been
discussed in a previous chapter. The optical format is typically non-return to zero (NRZ), but return-
to-zero (RZ) format is also used. The ideal optical signal will reproduce the data stream faithfully without
jitter, ringing, or chirp. These cannot be eliminated entirely, and each contributes to the overall system
performance.

A look at the light, current (L/I) characteristic of a DFB laser reveals a lot about its basic character
(see Fig. 47.1). The light output is relatively small until the current reaches a certain value, called the
threshold current. Thereafter, the optical intensity rises approximately linearly with increasing current.
For digital modulation, the current to the laser switches between two levels, the 0 level current being
near the threshold current and the 1 level current being higher. The problems associated with typical

FIGURE 47.1 L/I (light vs. current) characteristic of a DFB laser.
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laser diodes are that the curve bends over at high current and tends to shift and bend to the right with
increasing temperature and as the laser ages. In addition, the L/I characteristic often exhibits small kinks,
which are usually related to the level of optical power reflected back into the device [Twu et al., 1992].
Wavelength fluctuations accompany these kinks. In high bit rate systems, an optical isolator prevents
reflections from disturbing the laser. The changes due to temperature and time can, to a large extent, be
countered using electronic feedback circuitry, as described in the next section. Often, a temperature-
controlled laser mount is also used. Keeping the temperature constant also reduces wavelength drift, and
a low temperature extends the laser’s lifetime.

Measurement of laser output while switching the input current between two levels indicates that the
dynamic response of these diodes is not straightforward. When switching from low optical power to a
higher power, there is first a turn-on delay, which has a random component. A rapid increase in power
follows, ringing at the relaxation resonance frequency. An unwanted frequency modulation accompanies
the ringing. The turn-off is a smooth exponential decay, which is somewhat slower than the turn-on
transition time. Typical waveforms for various current levels are shown in Fig. 47.2. The turn-on delay
decreases as the off-state (bias) current is increased. For many digital applications, the bias is carefully
set close to the laser threshold current to minimize the turn-on delay while at the same time providing
a high-extinction ratio.

The dynamic behavior just described can be modeled using the laser rate equations. The single-mode
rate equations are frequently presented as:

 (47.1)

 (47.2)

where N = electron density; q = electron charge; τn = electron lifetime; N0g = electron density for zero
gain; S = photon density; τp = photon lifetime; IA = current injected into active layer; Vact = volume of
active layer; g0 = differential gain constant; ε = gain compression factor; G = optical confinement factor;
β = spontaneous emission factor.

FIGURE 47.2 Switching waveforms of DFB lasers: (a) logic 0 bias below the threshold current and (b) logic 0 bias
above the threshold current.
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Computer programs intended for nonlinear circuit analysis, such as the Berkeley SPICE simulation
program, can be used to solve these equations by defining a circuit to represent them [Tucker, 1985;
Wedding, 1987]. The electron and photon densities are represented by circuit node voltages. The tech-
nique is powerful because it enables additional electronic circuitry to be included in the analysis. For
example, the driver circuit, bond wires, and the laser electrical parasitics, as well as the rate equations,
can all be modeled in the same analysis. This provides a versatile tool for analyzing the dynamic properties
of laser transmitters.

Electronic Driver Circuit Design

A simple approach to driving a laser diode is to connect the output of a current driver circuit directly
to the laser diode, as shown in Fig. 47.3. This approach is frequently adopted when the operating frequency
is below 1 GHz. However, the inductance of the bond wires combined with the capacitance associated
with the driver circuit and the laser can significantly degrade the risetime and cause ringing in the current
pulses. This approach is difficult at higher frequencies because it might be impossible to reduce the
inductance sufficiently. For narrow-bandwidth designs, sometimes a matching circuit can be used to
cancel the effect of the inductance, but for very high-speed digital designs, a different approach is required.
Flip-chip laser mounting on top of the driver circuit [Pedrotti et al., 1992] and fully integrated lasers
and drivers [Eriksson et al., 1996] are the subjects of ongoing research, but typically some form of trans-
mission line is needed between driver and laser. This leads to new requirements for the driver circuit. It
is generally difficult to implement a characteristic transmission line impedance as low as the typical
dynamic resistance of a laser (3–8 Ω ), and so a technique frequently used is to increase its load resistance
to a more manageable value using a closely mounted series resistor. The series resistor increases the power
dissipation of the resultant load for a given modulation current and also the required voltage swing. The
former has adverse consequences related to laser thermal effects, and the latter affects the driver circuit
requirements. Low impedances are normally used (in the range 12–25 Ω ), although, when the driver
circuit is completely separated from the laser package, the standard 50-Ω  transmission line impedance
is frequently used for convenience, allowing the use of standard coaxial connectors (such as sub-miniature
A (SMA) type) and commercial amplifiers to drive the laser. Testing is also simplified because most high-
frequency test equipment uses 50-Ω  interconnects as standard. An example of a current switch driver
circuit with transmission line link to the laser is shown in Fig. 47.4. The modulation current is equal to
the current in the tail of the differential output pair, which is controlled by the voltage at the Vgmod
input. The laser bias current (the logic 0 current) is determined by the current in the separate bias source.
One example of a high-speed GaAs hetero-junction bipolar transistor (HBT) laser driver circuit is that
reported in Runge et al. [1992], which is a monolithic design with several stages of current amplification

FIGURE 47.3 FET laser driver directly connected to laser diode.
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for the laser drive. This circuit includes a Cherry–Hooper amplifier stage driving a cascaded differential
pair output driver.

Typically, various feedback loops are used in practical laser transmitter designs to compensate for the
behavior of laser diodes when influenced by variations in data rate, temperature, and aging effects. The
simplest average power control circuit is shown in Fig. 47.5. The laser is connected in the collector lead
of a typical differential pair driver stage. The data signal is applied to one side of the differential pair and
a reference voltage is applied to the other. In addition, the drive transistor is connected in parallel with
another transistor, which serves as a bias current source. This current source is controlled by the output
of a monitor photodiode. A portion of the output power from the laser, typically taken from the laser’s

FIGURE 47.4 Current switch laser driver with transmission line coupling to laser diode.

FIGURE 47.5 Average power control circuit.
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rear facet, is incident on this detector. The circuit keeps the 0 and 1 levels constant with variations in
threshold current as long as the slope of laser’s L/I characteristic does not change.

The average number of 1s relative to the number of 0s, the mark density, is linearly related to the
average power. If the mark density of the data changes, then the laser bias point will shift using the circuit
of Fig. 47.5. In the extreme case of a long string of zeros, the average power feedback circuit will continue
to increase this zero level up to the setpoint for the average power. To alleviate this problem, a circuit
similar to that shown in Fig. 47.6 can be used. The Vpower reference input of the average power feedback
circuit is replaced with a signal proportional to the mark density. Now, in the case of a long string of
zeros, the reference voltage increases, causing the laser bias current to decrease, maintaining the correct
bias current to the laser. This approach now compensates for threshold current shifts and mark density
variation but not for changes in the slope of the L/I curve.

An approach that allows slope correction is given in Smith [1978]. To detect whether the zero level is
near threshold, the amplitude of the current is modulated at a low frequency when the data input is zero.
By detecting the slow ripple from the photodiode output at this modulation frequency, a signal whose
amplitude is sensitive to the L/I curve slope at the logical zero level is obtained. Since the slope changes
abruptly around the threshold current, the logical zero can be maintained close to the threshold current
using a feedback circuit. When used in conjunction with an average power controller, a constant amplitude
high-extinction ratio optical signal can be maintained for changes in both threshold current and slope.

For high bit rate transmitters, sometimes the 0 level current must be set significantly above the
threshold current in order to reduce turn-on delay, ringing, and chirp. The resulting extinction ratio
penalty is often a small price to pay for the improved system performance when chromatic dispersion is
present. In such circumstances, the circuit shown in Fig. 47.7 may be used [Chen, 1980]. Here, in addition
to average power control, the AC component of the detected current is fed back to the modulation control
of the laser driver. By keeping this constant, slope variations are compensated, and the extinction ratio
is held approximately constant. Mark density compensation can be incorporated, as shown in Fig. 47.6.
A disadvantage of the circuit shown is that a broadband monitor photodiode might be needed. This can
be avoided by adding to the bias current a small low-frequency tone with an amplitude proportional to
the modulation current. This can be detected accurately with low-frequency circuitry to obtain a measure
of the optical modulation amplitude.

Various other methods have been investigated for use in the stabilization of laser output. Among these
are encoding to ensure a suitable balance of 1s and 0s in the circuit, encoding both clock and data, and
using the clock component to adjust the laser drive condition. Albanese [1978] developed a method to
monitor the laser threshold without the use of a monitor photodiode by monitoring the change in laser
electrical characteristics near the threshold.

FIGURE 47.6 Average power control with mark density compensation.
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Optoelectronic Package Design

An illustrative example of a laser diode package is shown in Fig. 47.8. In this particular example, the laser
diode is mounted on a diamond heat spreader, which is mounted on a ceramic carrier. Lasers such as
these, which may be purchased from many vendors, allow ease of handling, testing, and replacement
without handling the device itself. Laser and carrier are mounted on a thermoelectric cooler with a
thermistor to monitor the temperature and a large-area optical detector, which is used to monitor the
optical power by intercepting the backward wave emission of the laser. It is generally preferred to limit
heat generating components mounted on the cooler to a minimum to keep down the cooling requirements.

FIGURE 47.7 Average power and modulation amplitude control circuit.

FIGURE 47.8 Laser package.
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Frequently, the temperature controller will be set to keep the temperature near 25∞C or a little higher
in order to maximize the range over which stabilization can be maintained (the cooler can be used to
heat as well as cool). The electrical link from the driver circuit is provided by a transmission line, as
shown in the diagram. This critical link is designed carefully, taking into account dimensional tolerances
in order to repeatedly obtain good performance. To couple power into the optical fiber, a graded index
(GRIN) or spherical lens is mounted close to the front facet of the laser to produce a collimated beam.
The beam passes through a small optical isolator and is focused into the fiber using a second lens. An
angled optical arrangement is used to reduce reflections. The alignment and stability of this arrangement
is critical to achieve a low coupling loss of about 3 dB. For applications that do not require the use of
an isolator to reduce reflections, adequate coupling efficiency may be obtained by directly coupling from
the laser into the fiber. The end of the fiber is normally tapered, and the tip is formed into a convex lens
to match the laser light into the fiber.

Transmitter Performance Evaluation

The methods of evaluating digital optical transmitters and systems have, to a certain extent, been stan-
dardized in recent years due to the introduction of synchronous optical network (SONET) and synchronous
digital hierarchy (SDH) optical systems standards [Bell, 1994]. One of the purposes of these standards
is to specify a set of requirements to allow interoperability of equipment from different manufacturers. An
additional objective is that transmitters from one manufacturer operate with receivers made by another
manufacturer. Clearly, to achieve this, their characteristics must be sufficiently well specified.

Evaluating the performance of an optical transmitter requires certain measurements of the optical
signal produced. Using a broadband optical detector, an electrical signal proportional to the optical
intensity is obtained, allowing the intensity modulation to be examined using standard electrical mea-
surement techniques. The signal is filtered using a low-pass filter with well-defined characteristics to
provide a standard receiver response. For example, a fourth-order Bessel–Thompson filter with a 3-dB
bandwidth equal to 0.75 of the bit rate is specified for testing SONET transmitters. Using an oscilloscope,
the signal can then be displayed in the form of an eye pattern. The signal shape must meet certain criteria
defined by an eye pattern mask (see Fig. 47.9). Measurement software overlays these masks on the oscillo-
scope screen, measures violations of the limits specified by the masks, and also measures the other char-
acteristics such as extinction ratio and jitter.

Eye pattern measurements of the transmitter output signal do not give any indication of phase or
frequency modulation of the optical signal. These, however, are critically important for long-distance

FIGURE 47.9 Eye pattern mask test.
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transmission through dispersive fiber. The spectral width is one indicator which is helpful here. A wide
spectrum is very susceptible to the effects of chromatic dispersion in the transmission medium. For this
reason, a specification is imposed on the spectral width of the transmitted signal. In addition, degradation
of the signal must be tested by passing it through a length of optical fiber. Typically, the signal power
required at a reference optical receiver input, for example, defined by a 10-10 error rate, when the signal
is passed through a given length of optical fiber, is compared with the power required when the trans-
mitted signal is passed through a very short length of fiber. The optical power going into the receiver is
adjusted using an optical attenuator. The measured power ratio is usually expressed in decibels of dis-
persion power penalty for a given chromatic dispersion. A small value is indicative of a high-performance,
low-chirp transmitter.

As transmission rates increase, the impairments due to laser chirp combined with chromatic dispersion
as well as other signal degradation mechanisms become more severe. One solution to this problem is to
use lower chirp modulator sources, as investigated in the following section. Another that can be used in
conjunction with either lasers or external modulators is to use forward error correction (FEC) encoding.
The fundamentals of FEC are dealt with in detail elsewhere in this volume. Encoding the signal by the
addition of extra bits at the transmitter, their values depending on the bit pattern to be sent, allows the
receiver to not only detect the existence of errors but also to correct them. For example, using the ITU-
G.975 optical coding standard which is a Reed–Solomon (255b/239b) code, a received signal with a bit
error rate of ~8 ×  10-5 with no coding can be received with ~1 ×  10-15 BER using the FEC code. This
improvement is sometimes expressed in terms of coding gain, which is the difference in received power
with and without FEC necessary to achieve a certain BER. This gain depends on the BER used for com-
parison, but improvements of ~5 dB are common. This transmission improvement can be used to increase
the transmission distance or to allow the use of less expensive components or fiber with wider specification
variations. This improvement in transmission comes at the cost of the addition of extra bits and requires
that the transmitter operate at a higher bandwidth, 7% higher in the case of the ITU standard. At 40 Gbit/s,
the problems associated with limited electrical bandwidth, device imperfections, and fiber nonlinearities
require the use of FEC in the transmitter to allow reasonable transmission distances with practical
components. The application of other coding schemes with greater coding gain but more complicated
coding and decoding algorithms are the topics of current investigation.

47.3 Externally Modulated Optical Transmitters

Absorptive modulators and interferometric types are considered here. Because the former type can be
made of the same materials used in the fabrication of lasers, the popularity of these lies in the possibility
of integrating them with the laser diode to save cost [Watanabe, Sato, and Soda, 1992]. The most
commonly used interferometric type, the Mach–Zehnder, normally uses the electro-optic properties of
lithium niobate to provide very precise control over the amplitude and phase of the signal, for high-
performance applications.

Characteristics of External Modulators

Electroabsorption (EA) modulators are monolithic semiconductor devices, usually indium phosphide
(InP) based. They rely on either the Franz–Keldysh effect (FKE) or the quantum-confined Stark effect
(QCSE) and have optical waveguide p-i-n structures grown epitaxially, typically using the InGaAsP-InP
or InGaAs-InAlAs material systems [Chin, 1995; Kawano et al., 1992]. Compatibility with laser structures
makes the integration of laser and modulator possible and very attractive. The advantages of using these
modulators compared with direct laser modulation are that the chirp associated with the laser relaxation
resonance is avoided (although there is some inherent chirp in the modulators (Koyama and Iga, 1988]),
the input impedance is high, and these modulators are capable of very high-speed modulation.

A comprehensive comparison of the relative merits of different types of EA modulators is beyond the
scope of this text. Some of the factors that affect their suitability in different applications are drive level
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requirements, extinction ratio, bandwidth, operating wavelength range, chirp, temperature stability, and,
for analog systems, linearity.

Electrically, EA modulators are diodes that operate in reverse bias. The absorption is dependent on
the applied voltage. For high-frequency applications, the capacitance of the device must be considered.
A sufficiently low-driving impedance is used so that the low-pass pole caused by the capacitor does not
limit the bandwidth too much. A transmission line link to the drive circuit will frequently be required.
In that case, the line could be terminated using a resistor connected in parallel with the modulator at
the end of the transmission line to prevent reflections. For bandpass applications, microwave matching
techniques are used to improve the modulation efficiency. The bandwidth can also be improved by
incorporating the device capacitance into a lumped transmission line structure. The electrical techniques
appropriate to the use of these devices are those that also apply to many other high-impedance devices
such as FETs and varactor diodes.

Mach–Zehnder modulators operate using interference by splitting the input into two paths, which are
later recombined (see Fig. 47.10). Using lithium niobate or another electro-optic material for the optical
waveguides, the phase delay is dependent on the electric field applied to the waveguides. Phase modulators

FIGURE 47.10 Mach–Zehnder modulators: (a) package outline, (b) lithium niobate crystal, and (c) detail.
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can, therefore, be incorporated in one or both of the split paths allowing electrical control of the phase
of the two signals. Depending on their relative phases when they are recombined, constructive or
destructive interference occurs, resulting in amplitude modulation. The phase modulator electrodes are
usually formed into transmission lines following the path of the optical waveguides. In this way, over a
certain path length, an applied electrical pulse will continue to modulate an optical signal as both waves
progress along their respective waveguides. If the velocities are not well matched, which is usually the
case, the optical and electrical waves will not track each other over a long distance and the high-frequency
response is affected. For a given required bandwidth, the length of interaction must be limited, which
in turn limits the phase shift induced by a given applied voltage. Typically, therefore, high-bandwidth
designs require relatively high-drive voltages compared with lower bandwidth designs. The drive voltage
requirements are usually denoted by a value for Vπ, the change in voltage required to produce π-rad phase
shift between the two paths. This corresponds to the voltage needed to go from maximum to minimum
amplitude. Typical values are in the order of 10 V for a device with a 10-GHz modulation bandwidth,
though this is continually being improved. The extinction ratio for these devices, the ratio of maximum
to minimum value expressed in decibels, is dependent on the amplitude balance in the two paths, as well
as the level of other unwanted transmission modes through the device. Typical values are >20 dB.

In modulators for optical transmitters, the path lengths may be several centimeters, equivalent to many
wavelengths of the light passing through them. Although great care is taken to maintain device symmetry,
the path lengths are not generally identical, and so the required voltage for maximum amplitude trans-
mission is usually some random value. In addition, temperature gradients, stresses, and the presence of
impurities in the optical waveguides all have an effect on the relative phase. For these reasons, care is
taken in the packaging and package mounting to avoid mechanical stresses. The terminating resistors
for the electrical transmission lines are usually isolated from the lithium niobate crystal to prevent heating.
Measures are taken to minimize the absorption and subsequent diffusion of impurities in order to reduce
long term drifts in the phase difference.

Various transmission line electrode arrangements are possible. Commonly, a single 50-Ω  coplanar
waveguide is designed to apply electric fields to both optical waveguides simultaneously such that one
optical path is retarded while the other is advanced. If the phase shifts are equal but opposite in the two
paths, the resultant amplitude modulation is free of phase modulation (chirp); whereas if only one path
is phase modulated, the resultant modulation contains both amplitude and phase modulation compo-
nents. Researchers have discovered [Gnauch et al., 1991] that under certain conditions of chromatic
dispersion, transmission distances are actually enhanced if a small amount of phase modulation accom-
panies the amplitude modulation by comparison with a completely chirp-free modulation, so now some
commercial modulators provide this optimum amount of chirp. Another type of modulator simply
provides two separate electrical inputs, each one controlling one arm of the Mach–Zehnder. By controlling
the relative amplitude and sign of the two inputs, the amount and direction of the accompanying chirp
can be precisely controlled. In addition, a differential output driver circuit need supply only half the
voltage swing to each input compared with single-ended drive.

Chirp control is a very important issue when high bit rates are combined with long-distance trans-
mission through dispersive fiber. Another approach to phase control is to add a phase modulator in
cascade with the Mach–Zehnder. It can, of course, be integrated with the Mach–Zehnder by extending
it and incorporating another electrode on the input or output waveguide. The drive waveforms must
then be coordinated between the Mach–Zehnder and the phase modulator to obtain the required simul-
taneous phase and amplitude modulation. Allowance must be made for the optical delay between the
two modulators, and delay must be provided in the drive signals to compensate.

Whichever electrode configuration is used, the output intensity vs. input voltage is usually the same
shape for all Mach–Zehnder modulators. It is shown in Fig. 47.11, and is sinusoidal in character. For
digital modulation, the 1 level is aligned with a peak and the 0 level is aligned with an adjacent trough.
Restated, the modulator is biased to a half-way point and a modulation swing equal to Vπ (peak-to-
peak) is applied. If the modulator has chirp, the sign of the chirp will depend on the sign of the slope,
and so the correct side of the peak must be used. Some advantages of the sinusoidal characteristic are
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readily apparent. First, because the transfer function is flat at both the peaks and the troughs, noise or
spreading of the electrical logic levels will have little effect on the optical intensity levels. Second, the
gradient of the transfer function is steepest at the bias point. Provided the bandwidth of the modulator
is sufficiently high, this can result in a reduction in the output optical transition times compared with
the electrical transition times of the drive waveform. The two factors together give rise to an optical
output waveform, which is superior in many ways to the electrical waveform used to generate it. This is
in marked contrast with the case of direct laser modulation, where the output optical waveforms not
only contain the imperfections of the drive waveform, but also include some added aberrations caused
by the laser itself. The waveform improvement is demonstrated in Fig. 47.12.

For most intensity modulation (IM) transmitters, the bias point is at the half-maximum power point,
corresponding to phase quadrature between the two paths. The intensity vs. drive voltage characteristic
is symmetrical, and the curve is most linear at this point. For most direct detection systems (those in
which the received optical power is directly converted to a proportional electrical signal), this is the
preferred operating point. However, for some applications, the modulator can be biased at the minimum

FIGURE 47.11 Electrical/optical (E/O) transfer function of Mach–Zehnder modulator.

FIGURE 47.12 Effect of E/O transfer function on optical waveform.
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amplitude point. The modulator then behaves very much like the balanced mixers used, for example, as
upconverters in microwave radio systems. An electrical signal applied to the modulator will be reproduced
at optical frequencies in two sidebands on either side of the (suppressed) optical carrier. This means that
many of the techniques used to generate radio signals can also be applied to the generation of optical
signals. The upconversion is quite linear (sinusoidal in fact) so that the electrical signal properties, both
time domain and frequency domain, are preserved in the conversion. If the electrical signal is filtered to
reduce its electrical bandwidth, the optical sidebands will have the same bandwidth. Two references
provide examples of such a use, Izutsu et al. [1981] and Price and Le Mercier [1995].

Modulator Driver Circuit Design

A common feature of EA modulators and Mach–Zehnder modulators is that electrically, by contrast
with laser diodes, they present a high impedance to the driving circuit. A low-output impedance circuit,
such as an emitter follower, is therefore appropriate for situations where the driver is connected directly
to the modulator. However, as is true for laser driver circuits, the requirements change somewhat when
the driver must be separated from the modulator, or when the bond wire inductance becomes a sig-
nificant factor. Then resonances must be dampened using an appropriate driving resistance or load
resistor. In the case of a transmission line link between driver and modulator, or when the modulator
uses transmission line electrodes, it is essential to either resistively terminate the line, drive the line using
a resistive source, or do both. Again, a 50-Ω  transmission line is frequently chosen for convenience and
standardization.

When transmission lines are used, the main driver amplifier requirements for both laser drivers and
modulator drivers become very similar: they must generate electrical pulses of the required power in the
transmission line. The current switch topology of Fig. 47.4 is appropriate for modulators as well as lasers.
The main difference is that the required voltage swings are significantly greater for modulators, especially
existing Mach–Zehnder designs, compared with laser drivers. For this reason, relatively highpower broad-
band 50-Ω  amplifiers are frequently used to drive modulators. Power output requirements between 20
and 30 dB (1 mW) are typical. Hybrid GaAs metal-semiconductor field-effect transistor (MESFET) designs
are used. Integrated circuit solutions include distributed amplifiers.

Automatic control algorithms for Mach–Zehnder modulators contrast those of other optical trans-
mitters because the transfer characteristic (see Fig. 47.11) is quite different and there exists the potential
for multiple operating points and an unlimited lateral drift due to temperature and aging. Typically,
some optical power is tapped from the output of the modulator and detected in a low-bandwidth optical
detector. One method to automatically control the bias point of the modulator is to apply a low-frequency
modulation to the gain of the driver amplifier. A signal will be generated in the detector if the bias point
is not at the quadrature point as intended. By comparing the phase of the detected signal with the original
low-frequency modulation, using a synchronous detector, an error signal can be obtained, which is used
to force the bias point to the quadrature point. Inverting the sense of the feedback loop forces the bias
point to move to the adjacent quadrature point of opposite slope, causing an inversion of the optical
data and the chirp. Methods also exist to optimize the modulation amplitude in order to maintain a
good optical output waveform. A problem with some Mach–Zehnder modulators is that, over a period
of time, the phase shift might continue to drift over many cycles of phase. An automatic bias circuit is
not able to continue to apply higher and higher voltages to track this drift, so a warning circuit is
sometimes included to indicate that the voltage might soon reach a limit, after which it would fail to
track. At a convenient time, the circuit is reset by remote control before failure occurs.

Most fielded optical systems today rely on NRZ encoding. However, for long distance transmission
such as for undersea links, soliton transmission has for many years been a topic of serious research interest
[Agrawal, 1997; Mollenauer et. al., 1997]. A soliton is a particular type of pulse that maintains its shape
during propagation in a dispersive medium. This is the result of a balancing between the effects of
nonlinear self phase modulation due to the Kerr nonlinearity in the fiber with fiber dispersion. To launch
a soliton, a rather high power (sufficient to bring the self phase modulation to an appropriate level) and
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narrow pulse of a particular shape is launched into the fiber. Transmitters to create sequences of suitable
pulses can be realized using mode-locked fiber ring lasers, gain switched DFB lasers, mode-locked
semiconductor lasers in hybrid or monolithic extended cavities, and modulators injected with CW beams.
Information is typically encoded onto these pulse trains using another Mach–Zehnder interferometer to
either pass or block the individual pulses, resulting in an RZ encoded pulse train. The spacing between
these pulses is much greater than their width so that many such pulse trains can be interleaved in time
to create very high bit rate time-division multiplexed signals. New fibers, transmitters, and receivers are
resulting in commercialization of the first such soliton systems.

Another related application of RZ modulation is emerging for high bit rate systems operating at rates
of 10 Gb/s and higher. Here, the use of a similar approach to externally modulate a train of short pulses
provides greater link lengths at high bandwidths although true solitons are not used. The short pulses are
generated by the use of CW light injected into an external or monolithically integrated modulator. With
appropriate modulator bias and modulation [Veselka, et. al., 1996], a series of short pulses with accurately
controlled repetition rate can be generated. These can then be modulated using another amplitude mod-
ulator to create the RZ signal. The advantage for high bit rate systems is that the first modulator can
operate narrowband at the pulse repetition frequency using a sinusoidal electrical signal. The resulting
narrow pulses define the edge rates of the transmitted pulses; the second modulator, which must operate
with broadband data, can now have relaxed bandwidth and edge rate response without incurring excessive
inter-symbol interference (ISI), which can also ease the design of the modulator driver electronics.
Further, the launch power can be increased, increasing regenerator spacing, and some advantage can be
obtained from the interplay of the self phase modulation and fiber dispersion. Additionally, 2-5 dB of
receiver sensitivity improvement can be realized by the use of this impulsive encoding, depending on the
sources of noise in the transmission channel and receiver [Winzer, Kalmar, 1999; Boivin et. al. 1997].

Defining Terms

Chirp: A frequency or phase shift associated with the switching on or off of a laser diode or modulator.
Dispersion power penalty: The power penalty in decibels associated with the increase in receiver optical

power level required to achieve a specified error rate, for example, 10–10, when the signal is subjected
to a specified amount of chromatic dispersion.

Electroabsorptive (EA) modulator: Semiconductor modulators using the Franz–Keldysh effect (FKE)
or the quantum-confined Stark effect (QCSE).

Extinction ratio: The ratio of maximum to minimum insertion loss for an amplitude modulator. The
term also applies to the ratio (in decibels) of the average optical energy in a logic 1 level to the
average optical energy in a logic 0 level of a digitally modulated optical signal.

Eye pattern: Picture built up by overlaying traces corresponding to all possible sequences of a digital
waveform (see Fig. 47.9).

Jitter: Random and systematic deviations of the arrival times of pulses or transitions in digitally
transmitted data. Observed as a horizontal spreading of an eye pattern displayed on an oscilloscope
(see Fig. 47.12).

Laser rate equations: Set of equations representing the dynamic behavior of electron and photon
population densities in a laser.

Laser threshold current: Current threshold at which the gain inside the laser cavity exceeds the losses.
Below the threshold current, light emission is spontaneous. Above the threshold current, stimulated
emission also occurs.

L/I characteristic: Graph of light output vs. injected current, which exhibits a characteristic knee at
the laser threshold current (see Fig. 47.1).

Mach–Zehnder modulator: A two-path optical interferometer that uses phase shifters in one or both
paths to provide amplitude modulation.

Non-return to zero (NRZ): Digital format in which the logic 1 pulses occupy the whole bit period (cf.
return to zero).
©2002 CRC Press LLC



 

          
Optical isolator: A device that utilizes the Faraday effect to allow transmission through the device in
one direction only. These devices are used to isolate lasers from the effects of reflections.

Relaxation resonance: Internal resonance between electrons and photons in a laser diode.
Return to zero (RZ): Digital format in which the logic 1 pulses occupy a fraction (usually 50%) of the

bit period.
Thermoelectric (TE) cooler: Device utilizing the Peltier effect to pump heat from one surface to the

other. Reversing the direction of current flow reverses the direction of heat flow, so that the same
device may be used to heat or cool as necessary.

Vπ: When referred to a phase modulator, it is the voltage change required to give a phase shift of π
rad (180∞). For a Mach–Zehnder modulator, this corresponds to the voltage required to change
from maximum to minimum extinction.
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48.1 Introduction

The optical receiver is an integral part of an optical link. Its function is to detect the received optical
power, amplify the signal, retime, regenerate, and reshape the signal where it may remain as an electrical
signal (terminal), or be used to drive an optical transmitter which then feeds another fiber section.

Goal

The goal of the optical receiver is to achieve the desired system performance while requiring the minimum
amount of received optical power. System performance criteria include bit error ratio (BER) and eye
margin for digital systems, signal-to-noise ratio (SNR) for analog systems, and dynamic range (ratio of
largest to smallest signal levels for which the BER or SNR can be achieved).

Over the past 20 years there has been a large amount of work on optical receivers. This work is well covered
by review papers and book chapters [Kasper, 1988; Muoi, 1984; Smith and Personick, 1982]. Although the
field is fairly mature, there are still advances being made, such as the use of optical preamplifiers to improve
receiver sensitivity [Olsson, 1989].

48.2 The Receiver

A block diagram of the optical receiver is shown in Fig. 48.1. The receiver consists of a photodetector, a
preamplifier, postamplifier, filter, timing recovery, and decision circuit.

The Photodetector

The purpose of the photodetector is to convert the received optical signal into a photocurrent. It is
essentially a photon-to-electron converter. The most widely used forms of photodetectors used in optical
communications are the p-i-n photodiode and the avalanche photodiode (APD). In the case of the p-i-n,
a single electron-hole pair is generated for each photon absorbed by the detector. In the case of the APD,
electronic gain within the detector itself generates secondary electron-hole pairs, multiplying the photo-
current and generally improving the receiver sensitivity. (See chapter on optical detectors for a discussion
of photodetectors.)
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Preamplifier

The preamplifier or front end is the most important element of the receiver in determining the optical
sensitivity. Its principal function is to amplify the generally small photocurrent with the least amount of
added noise. Under most circumstances (especially with a p-i-n detector), the preamplifier noise is dom-
inant in determining the sensitivity. The preamplifier must also have sufficient frequency response so as
not to severely distort the received signal shape (eye margin). In addition to noise level and frequency
response, the front end must be able to respond to a wide range of received optical power levels without
severely distorting the signal (dynamic range). Often, these objectives are in conflict and compromises
must be made.

Optimized optical receivers differ in several ways from receivers used at RF or microwave frequencies.
This difference arises from the fact that the photodetectors generally used (p-i-n, APD) are current
sources, and therefore have inherently high impedance. Optimal signal generation therefore requires the
front end to have a high impedance, which differs from other types of receivers which are typically driven
by low-impedance detectors.

A second major difference between optical systems derives from the relatively large energy of a photon.
For a given received power, there are orders of magnitude fewer photons at optical frequencies than at
microwave or lower frequencies. In the limit of low received optical power, and, hence, low number of
received photons and photogenerated hole–electron pairs, the random arrival rate results in signal related
shot noise, which is often important in determining receiver sensitivity.

Optical receiver front ends can be broadly classed into one of three types: high-impedance or integrating
front end; transimpedance front end; and low-impedance front end, typically a 50-Ω  impedance level.
Although the distinction is not hard and fast, these categories characterize the various approaches to
receiver design.

The high-impedance front end achieves the best sensitivity for a given detector. This design approach
minimizes the thermal noise generated by resistors, given by 4kT/R, by increasing their values such that
the noise is reduced to a level where it is small compared to other noise sources. As a result of the increased
impedance level, the frequency response, determined by the combination of the resistor and the capac-
itance at the input node of the receiver, is generally very much limited, typically being a factor of 10 or
more smaller than that required to reproduce the signal shape. Such a receiver integrates the signal, hence
the sometimes used description as an integrating front end. The accepted approach to the limited

FIGURE 48.1 Schematic diagram of an optical receiver.
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bandwidth is to equalize the signal after sufficient amplification. A simplified schematic of an equalized,
high-impedance front end is shown in Fig. 48.2(a).

The high-impedance front end reduces the thermal noise associated with the input resistor, which has
two major consequences. The first is related to the dynamic range of the receiver. Although the signal
fidelity is restored by the equalizer, the low-frequency components of the received signal generate large
voltages at the input node of the receiver. At received optical signals well in excess of the minimum, this
signal buildup will eventually cause the active device (input transistor) to overload, distorting the signal,
or perhaps cutting off the receiver. For many applications, dynamic ranges of 20 to 30 dB of optical
power (40 to 60 dB electrical) are required. This requirement and the limited dynamic range of the high-
impedance type of front end limit the usefulness of this approach.

The second consequence of the equalization is to accentuate the noise generated at the output of the
amplifying stage. Because of the effect of the equalization, the noise spectral density associated with the out-
put stage is proportional to the square of the input capacitance. Optimization (reduction) of the equivalent
noise of the output stage, and, hence, the receiver front end, requires the minimization of the input capaci-
tance, a goal of all optical receiver designs. The details of such optimization and the relevant formulas giving
the analytical expressions for the resulting noise can be found in Kasper [1988], Muoi [1984], and Smith
and Personick [1982], and are summarized subsequently.

At the other extreme of receiver design is the low-impedance front end typified by a 50-Ω  input
impedance amplifier. The low-impedance front end is the least sensitive of the receivers as its noise level
is much larger than that of both the high-impedance and transimpedance approaches. Low-impedance
receivers find use in laboratory experiments and are used in practical optical communication systems
only in conjunction with optical preamplifiers.

The transimpedance receiver is schematically shown in Fig. 48.2(b). It is essentially a current-to-voltage
converter. The bandwidth of the receiver is often dominated by the parasitic capacitance of the feedback resistor,

FIGURE 48.2 Schematic diagrams: (a) an integrating front end with equalization and (b) a transimpedance
front end.
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which can be very small. Hence, for a given resistor value, the bandwidth of the transimpedance receiver
will be greater than the high-impedance receiver. Under practical conditions, the transimpedance receiver
is usually designed with a bandwidth sufficient to reproduce the signal without recourse to equalization.
Typically, this results in a higher noise level and hence a poorer sensitivity compared to a high-impedance
receiver. It does, however, have an improved dynamic range as the input node is effectively a low impedance
due to the electrical feedback. The transimpedance receiver is generally used in optical systems as it offers
a good compromise between the various receiver requirements.

Early receivers were realized with discrete transistors. At the present time, many designs are realized
using integrated circuits, especially Si bipolar and GaAs field-effect transistor (FET) designs. The GaAs
receiver designs generally provide superior receiver sensitivity but are more expensive than their Si bipolar
counterparts. Metal-oxide-semiconductor (MOS) integrated circuit (IC) technology has not found much
application in optical receiver front ends, but is used in associated circuitry where the speed is sufficient.
Generally speaking, the best sensitivities are still achieved with discrete FET front ends, but for economic
considerations, integrated circuits are widely used.

Postamplifier

Front ends, as usually employed, typically generate relatively small output signal levels. The output from
the front end is usually amplified by a postamplifier. Because the range of optical input signals can be
as much as 30 dB (60-dB electrical), the postamplifier usually employs some form of output level control.
This is typically achieved by an automatic gain control (AGC) function or by using a limiting amplifier.
The output signal level is typically of the order of 1 V, which is sufficient to toggle the decision circuit.

Filtering

The main purpose of the filter shown in Fig. 48.1 is to improve the SNR by reducing the noise. Under
ideal conditions, where the effective bandwidths of the components in the system prior to the filter are
large, the filter function is such that the signal in a given time slot has zero signal level in all adjacent
time slots. The effective bandwidth of such a filter is approximately 0.6 to 0.7 times the signalling rate,
B. In a practical system, the pulse shape incident upon the filter is not ideal as a result of limited bandwidth
in the transmitter, front end, postamplifier, and dispersion in the transmission fiber. The actual filter
function required is one which transforms the waveform prior to the filter into one that produces an
acceptable waveform at the decision circuit while minimizing the noise. In many practical lightwave
systems, there is little or no actual filtering done due to the limited bandwidth of components preceeding
the filter. Often, the filtering is accomplished by the preamplifier or front end.

Timing Recovery

In nearly all lightwave systems it is necessary to recover the clock in the process of regenerating the signal.
Several commonly used methods of clock recovery make use of phase locked loops or surface acoustic wave
filters, with the latter being the most widely used for high-frequency systems which have strict requirements
on the phase transfer function. Because the commonly used nonreturn to zero (NRZ) format does not
contain energy at the clock frequency, it is necessary to use some form of nonlinear device, such as a rectifier
or exclusive OR gate, to produce frequency components at or near the clock frequency. This signal is then
passed through a narrowband filter such as a surface acoustic wave (SAW) filter or dielectric resonator to
extract the clock. The extracted clock, suitably phased, is used to clock the decision circuit and may be used
elsewhere in the terminal or regenerator as needed.

Decision Circuit

The decision circuit receives the signal (plus noise) from the postamplifier along with the recovered clock.
The decision circuit produces an output which is reshaped and retimed.
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48.3 Receiver Sensitivity: General

The sensitivity of a receiver is usually measured in terms of the average optical power required to produce
the desired level of system performance. For digital systems, the measure of performance is the BER or
bit error ratio (often referred to as the bit error rate, although incorrectly). The performance measure
commonly used is for a BER = 10–9, although many systems require significantly better performance.
For analog applications, the measure of performance is usually the carrier-to-noise ratio (CNR). Power
is measured in terms of decibels referred to 1 mW of received power. Further, for digital systems, sensitivity
is measured in terms of the average power received, taking into account the population of marks and
spaces (i.e., 1s and 0s). The average power is thus approximately one-half of the peak power or 3 dB
below the peak received power. In order to evaluate the receiver sensitivity, it is necessary to evaluate
both the photogenerated signal current and the sources of noise which corrupt the signal.

Signal Current

The photocurrent generated by a received optical power P is given by

 (48.1)

where h is Planck’s constant (6.623E-34 J/s), υ is the optical frequency, q is the electronic charge, and η
is the quantum efficiency of the detector (defined in terms of the number of photoelectrons generated
per photon received). In well-designed detectors, the quantum efficiency is usually between 0.8 and 1.0.
When a p-i-n detector is used, Eq. (48.1) becomes the signal current; for an avalanche photodiode, the
signal current is given by

(48.2)

where Μ is the expectation value of the avalanche gain.

Sources of Noise

Amplifier or Circuit Noise

As the received signal level (photocurrent generated in the photodetector) is small it must be amplified
by an electronic amplifier, which contributes noise to the system. The principal sources of noise in the
amplifier are thermal noise from resistors and noise generated in the amplifying transistors. It is common
practice in the analysis of optical receivers to refer all noise sources to the input node where they can be
compared to the signal current, Eq. (48.1) or (48.2).

In evaluating the contributions of the various sources of noise, account is taken of the frequency
response of the various components of the receiver. The details of this computation are too numerous
to be included in this summary and may be found in Personick [1973, 1979] and in Smith and Personick
[1982]. We will summarize here the essential results described in the aforementioned references.

The variance of the circuit noise for an FET front end is given by

 (48.3)

where k is Boltzmann’s constant, T is the absolute temperature, RL is the load resistance at the input node,
q is the electronic charge, Ig is the gate leakage current, gm is the transconductance of the input transistor,
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CT is the total capacitance at the input node, B is the design bit rate, and Γ  is a parameter characterizing
the channel noise, which has a value ª1. The parameters ¡2 and ¡3, referred to as the Personick integrals, are
dimensionless numbers, which derive from the details of the transfer function of the system. Typical values
of ¡2 and ¡3 are 0.6 and 0.1, respectively. (A detailed explanation of the Personick integrals may be found
in Personick [1973] and Smith and Personick [1982].) The B3 dependence of the last term arises from the
referral of the output noise source to the input.

The corresponding equation for the variance of the noise for a bipolar front end, neglecting the effect
of noise due to base resistance, is given by

 (48.4)

For a bipolar transistor, Ic = βIb and the transconductance gm is proportional to the collector current Ic;
hence, the noise can be minimized by operating the input transistor at the optimum collector current.
The minimum bipolar circuit noise is given by

(48.5)

Signal Shot Noise

The random arrival rates of photons at the detector result in an additional source of noise, which is
proportional to the received photocurrent, referred to as signal-dependent shot noise. The spectral density
of this noise source is given by

(48.6)

where I is the average current. This signal-dependent noise constitutes a major difference in optical systems
compared to radio frequency and microwave systems. The variance of this contribution to the noise is
found by integrating the noise spectral density over the transfer function of the system giving

(48.7)

where ℑ 1 is another Personick integral, which has a value ª0.5, and B is the bit rate.

Shot Noise with an Avalanche Photodiode

In many receivers, an avalanche photodiode is used in place of a p-i-n photodiode. As discussed in the
chapter on optical detectors in this volume, the APD multiplies the received primary photocurrent given
by Eq. (48.1) by an average multiplication factor M,

For receivers employing an APD, this becomes the signal current [see Eq. (48.2)].
If the avalanche multiplication process were ideal (i.e., deterministic), the shot noise spectral density

associated with the signal would be given by

(48.8)

The avalanche process is, however, a random process and not deterministic. This randomness adds
additional noise, which is accounted for by a multiplicative noise factor, referred to as the excess noise
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factor, and denoted F(M). In this case, the signal-dependent shot noise spectral density becomes

  (48.9a)

and the mean square noise after integration with respect to frequency is

(48.9b)

Many approximations for F(M) have been given. Among the most commonly used are

(48.10a)

and

(48.10b)

In Eq. (48.10a), x is an empirical constant, usually between 0 and 1, and in Eq. (48.10b), k is the ratio
of the ionization coefficients of holes and electrons (not to be confused with Boltzmann’s constant). The
value of k is between 0 and 1 if the avalanche is initiated by the most ionizing carrier, as it should be in
a well-designed device. Equation (48.10b) provides a better approximation to the excess noise factor and
is generally used.

Sensitivity of a Digital Receiver

In a digital system, the objective is to correctly identify transmitted marks (1s) and spaces (0s). Incorrectly
identifying the transmitted signal produces an error. The probability of making an error in turn depends
on the signal level and the probability distribution of the system noise. Under many circumstances, but
not always, the probability distribution of the noise is Gaussian, with an associated standard deviation σ.

Gaussian Approximation

The assumption of a Gaussian distribution permits simplified analytical approximations to sensitivity
calculations, which are generally close to the more rigorous computational approaches. In optical systems,
the noise levels associated with the different signal states are not necessarily identical. The standard
deviation of the noise associated with a transmitted 1 is denoted by σ1 and for a transmitted 0 by σ0.
The ratios of the signal levels relative to the decision level D normalized to the associated root mean
square (rms) noise levels are given by

(48.11a)

and

(48.11b)

With these definitions, and using the Gaussian approximation, the probability of misinterpreting a trans-
mitted 0 as a 1 is given by

(48.12a)
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and the probability of misinterpreting a transmitted 1 is given by

 

(48.12b)

To a good approximation, the minimum probability of error occurs when each probability of error is
the same, that is, P(0, 1) = P(1, 0), resulting in Q1 = Q0 = Q with

(48.13)

The probability of error as a function of the Q factor is shown in Fig. 48.3. The desired error performance
determines the value of Q. The average required signal level is given by

(48.14)

with

 (48.15)

When the decision level is not optimally placed (Q1 π Q2), the probability of error becomes

 (48.16)

Receiver Sensitivity: p-i-n Detector

We are now in a position to calculate the sensitivity of a receiver using a p-i-n detector. Combining Eqs.
(48.1) and (48.15), we find that the required peak signal current is

 (48.17)

where we assume the signal in the 0 state is identically zero and S1 = Is. The variance of the noise σ2 is
given by the sum of the circuit noise and the signal shot noise, Eq. (48.7).

 (48.18)

FIGURE 48.3 Probability of error vs. Q value.
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The circuit noise for an FET front end is calculated from Eq. (48.3) and for an optimally biased bipolar
front end by Eq. (48.5). Since the signal current equals Is in the 1 state and 0 in the 0 state, the variances
become

 (48.19a)

and

(48.19b)

Substituting Eqs. (48.19a) and (48.19b) into Eq. (48.17) gives

(48.20)

The peak optical power is found from Eq. (48.1), and the sensitivity, measured in terms of the average
power, is given by

 (48.21)

Under most circumstances, with a p-i-n detector, the second term in Eq. (48.21) is small compared to
the first, leading to the commonly used expression for the p-i-n sensitivity

(48.22)

where λ is the wavelength expressed in micrometers. 

Receiver Sensitivity: Avalanche Photodiode Detector

For an APD receiver, the signal current is given by Eq. (48.2) and the variances of the noise in the two
signal states become

(48.23a)

and

 (48.23b)

These relations neglect the effect of photodetector dark current and also assume the received signal is
identically zero when a 0 is received. A more general account maybe found in Smith and Personick [1982].
Substituting these equations into Eq. (48.17) gives the result

 (48.24)

A plot of this expression vs. the gain of the APD, M, is shown in Fig. 48.4 for a receiver operating at
622 Mb/s [Tzeng, 1994]. For low gain, the sensitivity is seen to improve, reaching an optimum, and then
declines for further increases in the gain. The initial improvement is associated with the amplification
of the signal current by the APD, whereas the decrease at high gain results from the excess signal shot
noise associated with the random nature of the avalanche process. 

Receiver Sensitivity: Optical Preamplifier

A recent advance in optical fiber technology is the development of optical amplifiers. The most widely
used is the Er-doped fiber amplifier EDFA (see Chapter 52 in this volume for a detailed discussion of
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optical amplifiers). One application of optical amplifiers is their use as an optical preamplifier preceding
the optical receiver previously described. The optical preamplifier amplifies the received optical signal
prior to detection by the photodetector. As with other types of amplifiers, optical amplifiers introduce
noise resulting from spontaneous emission in the amplifying region. This type of noise is referred to as
amplified spontaneous emission (ASE).

Figure 48.5 is a schematic of an optical preamplifier showing the important parameters defined as
follows:

ηin = coupling efficiency of transmission fiber to the optical amplifier
ηout = coupling of optical amplifier to photodetector input including transmission loss of the optical

filter
η = detector efficiency
G = small signal gain of the optical amplifier
Fm = noise figure of the optical amplifier
Bo = bandwidth of the optical filter, Hz
Be  = electrical bandwidth of the receiver, Hz

The noise figure of the amplifier is defined as 2nsp where nsp is the spontaneous emission factor. See
Chapter 52 on optical amplifiers in this volume for more detail.

Photocurrents

In receivers incorporating optical preamplifiers, p-i-n detectors are usually employed. For this case, the
signal photocurrent is given by

(48.25)

FIGURE 48.4 Sensitivity of an APD receiver at 622 Mb/s as a function of the APD gain.

FIGURE 48.5 Schematic diagram of an optical preamplifier.
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and the photocurrent generated by the ASE is given by

(48.26)

Noise Sources

The photodetector behaves as a square law detector. The generated photocurrent, which is proportional
to the square of the incident optical field, contains components proportional to signal*signal, ASE*ASE,
and signal*ASE. Following the analysis of Olsson [1989], the components of the noise are given by

 (48.27a)

(48.27b)

(48.27c)

The first term, , is the shot noise generated by the amplified signal and ASE and contains a term
proportional to the received signal. The second term, , results from the ASE beating with itself
in the detector. Since the bandwidth of the optical gain is large (ª1012 Hz) compared to the signal band-
width in common usage, the spectral width of the ASE is normally reduced by the use of an optical filter
of bandwidth Bo. Bo can be reduced in principle until it approaches Be. The problems of achieving a
narrow optical filter bandwidth and of aligning the optical filter with the signal wavelength set the practical
limit on Bo. The noise term  is independent of the signal level and, hence, is present in both the
0 and 1 states of the signal.

The term  results from the mixing of the signal and ASE fields. This noise term is proportional
to the received optical signal power, and in an ideal system, when the received optical power is zero in
the 0 state,  = 0. The total noise associated with the 0 state, assuming zero power received, is given
by

 (48.28)

and for the 1 state the noise is given by

(48.29)

The receiver sensitivity can be calculated by combining Eqs. (48.13) and (48.25–48.29), yielding

(48.30)

Typically, G is greater than or equal to 30 dB (1000), in which case the first term in brackets is negligible.
Further, since  varies as the square of the gain while  varies only as the first power of the
gain and  is independent of the gain,

(48.31)
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itivity measured in terms of the average received power incident on the optical amplifier in
large gain is

 (48.33)

tical filter bandwidth is comparable to the electrical bandwidth (practical only at very high
d for very low BER (Q  1), the limiting sensitivity becomes

(48.34)

ndwidth of the optical filter is large compared to the electrical bandwidth, Eq. (48.33) applies.
 of the noise figure Fm depends on the detailed characteristics of the optical amplifier. Under
ions of perfect inversion of the gain medium, Fm = 2. Typical values are somewhat higher.
trical bandwidth Be = B/2, the limiting sensitivity for a receiver using an optical preamplifier is

(48.35)

 Limits

imit. In the limit that the sensitivity is given by the statistics of the received photons which
rized by a Poisson process, the ultimate sensitivity for a BER = 1 E-9 is 10 detected photons
ved [Henry, 1985], which corresponds to

 (48.36) 

plifier Limit. With an optimized optical amplifier, the limiting sensitivity for BER = 1E-9

(48.37)

roximately four times the quantum limit. Demonstrated sensitivities are within a factor of
 of this value at bit rates greater than 1 GB/s. See Park and Grandlund [1994] for a discussion
ntal results.
alanche Photodiode Performance. The ultimate receiver sensitivity achievable with an APD
 of the circuit noise and the excess noise factor associated with the avalanche process. Because
oise factor increases as the avalanche gain is increased, the optimum gain is in the range of
isting APDs and is significantly below the gains used in optically preamplified receivers. The
ensitivity is accordingly poorer than the limit for an optical preamp, being in the range of a
 to as much as several thousand photons per bit and, hence, between a factor of 10–100
he quantum limit.
i-n Performance. In the absence of a gain mechanism, either avalanche or optical amplifi-
eceiver sensitivity is determined by the circuit noise, hence, depending on the design of the
t end. Typically, the sensitivity of a p-i-n-based receiver will be ≈10 dB poorer than an APD-
er and, hence, typically a few thousand photons per bit.

Is 2Q2 qFmηoutη G 1–( )Be 1
1
Q
----

Bo

Be

----- 1
2
--– 

 
1
2
--

+
 
 
 

=

ηinPs Q2 hυ( )FmBe 1
1
Q
----

Bo

Be

----- 1
2
--– 

 
1
2
--

+=

>>

ηinPs Q2 hυ( )FmBe≈

ηinPs Q2 hυ( )B=

ηPlimit 10 hυ( )B=

ηinPs−opt.ampl 36 hυ( )B=

ress LLC



 

Defining Terms

Amplified spontaneous emission (ASE): The fundamental source of noise in optical amplifiers.
Avalanche photodiode (APD): A photodiode with internal current gain resulting from impact ionization.
Excess noise factor (ENF): A measure of the amount by which the short noise of an APD exceeds that

of an ideal current amplifier.
Front end (FN): The input stage of the electronic amplifier of an optical receiver.
Integrating front end (IFE): A type of front end with limited bandwidth which integrates the received

signal; requires subsequent equalization to avoid intersymbol interference.
Transimpedance front end (TFE): A type of front end which acts as a current to voltage converter;

usually does not require equalization. 
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Further Information

This section has focused on direct detection of digital signals, which constitute the most widely used
format in optical communication systems. Coherent optical systems have been studied for some time
but have not yet found practical application. A discussion of this technology and the associated receiver
sensitivities may be found in Chapter 53 on coherent systems in this volume. Another application of
optical fiber technology is in the distribution of analog video, which is being employed by community
antenna television (CATV) distribution companies. A discussion of the sensitivity of analog receivers
may be found in Smith and Personick [1982].
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49.1 Introduction

In recent years, the state of the art of optical fiber technology has progressed to where the achievable
attenuation levels for the fibers are very near the limitations due to Rayleigh scattering. As a result, optical
fibers, and particularly the single-mode fibers that are used in today’s communications systems, can be
routinely fabricated with attenuation levels below  0.5 dB/km  at a wavelength of  1300 um and  0.25 dB/km
at 1550 nm. Employing these fibers in optical communications systems requires precise jointing devices
such as connectors and splices. Considering the small size of the fiber cores, less than 10 µm in diameter
for single mode and 100 µm for multimode fibers, it is not surprising that these interconnecting devices
can easily introduce significant optical losses. Furthermore, since single-mode fibers have practically
unlimited bandwidth, it is also not surprising that they have become the choice for optical communica-
tions applications. To provide low-loss connectors and splices for these single-mode fibers, reliable and
cost-effective alignment accuracies in the submicrometer range are required.

This chapter will review the fundamental technology that is presently used for optical connectors and
splices. In particular, since single-mode fibers dominate optical communications systems and also require
the greatest precision and performance, we will focus mainly on the jointing of these fibers. However,
for completeness, we will also briefly review multimode fiber jointing technology as well.

Before reviewing the technology, we should define the implied differences between an optical con-
nector and a splice. The term connector is commonly used when referring to the jointing of two optical
fibers in a manner that not only permits but also anticipates the unjointing, or unconnecting, through
the design intent. Optical connectors are commonly used for terminating components, system config-
uration and reconfiguration, testing, and maintenance. In contrast, the term splice is commonly used
when referring to the jointing of two optical fibers in a manner that does not lend itself to unjointing.

William C. Young
Bell Communications Research
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There are two types of splices: mechanical splices that join two butt-ended fibers and use index matching
material between their endfaces, and fusion splices where the two fibers are heated to just below their
melting point and are pressed together to form a permanent joint. Splices are commonly used when the
total optical fiber span length can be realized only by the concatenation of shorter sections of fiber, and
also for repairing severed fiber/cables.

49.2 Optical Fiber Coupling Theory

The optical forward coupling efficiency of a connector or splice, that is, the insertion loss, and the optical
backward coupling efficiency (reflectance) are the main optical performance criteria for optical fiber
joints, and, therefore, these two parameters are used to evaluate the joint’s optical performance over
various climatic and environmental conditions [Miller, Mettler, and White, 1986].

The factors affecting the optical coupling efficiency of optical fiber joints can be divided into two
groups, extrinsic and intrinsic factors  (Table 49.1).

Factors extrinsic to the optical fiber, such as lateral or transverse offset between the fiber cores,
longitudinal offset (endface separation), and angular misalignment (tilt), are directly influenced by the
techniques used to join the  fibers. In contrast, intrinsic factors are directly related to the particular
properties of the two optical fibers that are joined. In the case of single-mode fibers, the important
intrinsic factor is the fiber’s mode field diameter. With multimode fibers, the intrinsic factors are the
core diameter and numerical aperture (NA). The fiber’s core concentricity and outside diameter are also
commonly referred to as intrinsic factors, but practical connectors and splices must be designed to
accommodate variations in these two parameters.

The effect that these factors have on coupling efficiency may also depend on the characteristics of the
optical source, and in the case of multimode fiber joints, on the relative location of the joint in the optical
path. For example, in the case of an incoherent optical source such as a light emitting diode (LED), the
mode power distribution (MPD) along a continuous fiber’s path largely depends on the length and curvature
of the fiber. With these sources and fibers, the effect a particular offset will have on the coupling efficiency
will decrease until a steady-state mode distribution is realized. Because of these MPD effects, a much
practiced method of evaluating multimode fiber joints is to use an over-moded launch condition (uniform)
followed by a mode filter that selectively filters the higher-ordered modes, thereby establishing a steady-
state MPD condition. Characterizing multimode fiber joints in this manner eliminates the uncertainty of
different MPD effects. Of course, in use, the coupling efficiency of the connector or splice is dependent on
the particular MPD (a function of the optical source and location along the optical path). In the case of
single-fiber joints, it is only necessary that the fiber is operated in the single-mode wavelength regime.

Multimode Fiber Joints

Various experiments [Chu and McCormick, 1978] and analytical models have been used to quantify the
effects that extrinsic factors have on coupling efficiencies for butt-jointed multimode fibers. Based on
these studies, we have plotted (Fig. 49.1) the coupling loss as a function of normalized lateral, longitudinal,
and angular offset for graded-index multimode fibers. 

TABLE 49.1 Factors Affecting Coupling Efficiency 

Extrinsic factors:

Lateral fiber cone offset
Longitudinal offset 
Angular misalignment 
Reflections

Intrinsic factors: 

Mismatch in fiber core diameters (mode field diameters) 
Mismatch in index profiles
©2002 CRC Press LLC



 

                       
In Fig. 49.1, the coupling losses for various offsets are plotted for both a uniform MPD as well as a
steady-state MPD. From these curves, it can be seen that as the quality of the alignments improve, the
effect of the presence of higher order modes diminishes. For example, today’s connectors and splices
have high control on angular (tilt) and longitudinal (gap) offsets, and, as a result, the coupling loss is
mainly due to lateral offset. Therefore, as can be seen in Fig. 49.1, a connection of a typical graded-index
multimode fiber having a 50-mm core diameter and having a lateral offset of about 10 µm has a coupling
loss of 0.25 dB with a steady-state MPD, whereas with a uniform MPD the same joint has a loss of 0.5 dB.
It is, therefore, very important, in the case of multimode fibers, that the particular MPD be known at
the site of each joint for correct estimation of the loss incurred in the system. It should also be pointed
out that due to cross-coupling effects, the offsets at a joint can also change the MPD directly after the
joint. Thus, in summary, because of the many factors that can change the MPD in a multimode fiber,
such as optical launch conditions, offsets at joints, fiber length and deployment conditions, mode mixing,
and differential mode attenuation of the particular fibers, there is no unique coupling or insertion loss
for multimode fiber joints that is based only on their physical fiber alignment. It therefore is very
important for the system designer to analyze the system for these factors and then make the appropriate
assignment for expected loss of the connector and splices.

Intrinsic factors can also have a large effect on multimode fiber joints. Therefore, when evaluating the
joint loss of multimode fiber joints one also must consider the characteristics of the fibers on either side
of the joint, as well as the direction of propagation of the optical power through the joint. Again, various
experiments and analytical models have been used to quantify these effects. Based on these studies, the
dependence of the coupling loss on mismatches in numerical apertures and core radii is summarized in
Fig. 49.2.

As can be seen in Fig. 49.2, we have plotted the coupling loss for the cases when the transmitting fiber
has the larger core radius and larger NA. For the opposite cases, there is no loss incurred at the joints.
Referring to Fig. 49.2, for a mismatch in core diameters of 48 and 52 µm, the expected loss is about

FIGURE 49.1 Coupling loss vs. offsets for butt-jointed graded-index multimode fibers (where a is the fiber’s core
radius and d is the offset in micrometers).

FIGURE 49.2 Coupling loss vs. mismatches in numerical aperture NA and fiber core radius a for graded-index
multimode fiber having a steady-state MPD. The subscripts r and t represent the receiving and transmitting fibers.
©2002 CRC Press LLC
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 for a  mismatch in numerical aperture of 0.20–0.23 it is about 0.35 dB. These values are
hen compared to expected loss due solely to extrinsic alignment inaccuracies and are also

 direction dependent. Therefore, the performance of multimode fiber connectors and splices
loyment dependent, requiring a complete understanding of the characteristics of the optical
expected loss values can be calculated with confidence.

ode Fiber Joints

f single-mode fiber joints, it has been shown that the fields of single-mode fibers being used
arly Gaussian, particularly those designed for use at a wavelength of 1310 nm. Therefore,
 losses for the joints can be calculated by evaluating the coupling between two misaligned

ams [Marcuse, 1977]. Based on this model, the following general formula has been developed
d Makimoto, 1979] for calculating the insertion loss (IL) between two single-mode fibers
al or unequal mode field diameters (an intrinsic factor) and lateral, longitudinal, and angular

ell as reflections (extrinsic factors) as defined in Fig. 49.3:

(49.1)

(49.1)

efractive indices of the fiber and the medium between the fibers, respectively
ode field radii of the transmitting and receiving fibers, respectively

perating wavelength
ateral and longitudinal offset, respectively 
ngular misalignment

Schematic representation of a fiber butt joint having lateral and longitudinal offset and angular
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Although the fields of dispersion-shifted fibers (fibers having minimum dispersion near 1550 nm) are
not truly Gaussian, this general formula is still applicable, particularly for the small offsets and misalign-
ments that are required by connectors and splices designed for communication applications (<0.5 dB).
In the preceding general formula, terms in the first parentheses, inside the square bracket, account for
the loss due to reflection at two fiber/gap interfaces, which can be as high as 0.32 dB for air as a gap
material. If fiber core-to-core contact is established in a connector or perfect index matching is used in
a mechanical splice, this loss reduces to zero. The formula, however, does not account for the loss variation
due to interference effects caused by multiple beam interference that may exist in joints with fiber endface
separation [Wagner and Sandahl, 1982]. Even though high-performance connectors are designed for
fiber core-to-core contact and therefore should not be subject to reflections caused by an air gap, the
lack of workable standards and manufacturing tolerances may result in endface separation. Even if the
end separation is less than a micrometer, it can still have severe results on insertion loss. Although index
matching material is used in mechanical splices, the refractive index of the material is temperature
dependent and, therefore, the resulting index mismatches can also have an impact on insertion loss. The
effects from multiple beam interference and its impact on connector and splice performance are discussed
in a later section.

The preceding general formula can be reduced to determine the coupling loss due only to a mode
field diameter mismatch (intrinsic factor). Assuming no extrinsic factors, and assuming core-to-core
contact, the formula reduces to

(49.2)

Using this expression, the loss due to a 10% mismatch in mode field diameters, typical for today’s
commercial fibers and with no other factors present, is calculated to be 0.05 dB. Generally, to control
the fiber’s cutoff wavelength and zero dispersion wavelength, the mode field diameters of communications
single-mode fibers are usually within 10%. A typical requirement range for the mode field diameter of
dispersion-unshifted single-mode fiber is from 8.8 to 9.5 µm. It can also be seen in the preceding
expression that, contrary to multimode fiber joints, the loss of a single-mode fiber joint having mode
field diameter mismatches is independent of the direction of propagation through the joint. In Fig. 49.4,
the coupling loss between two fibers having different mode field radii is plotted as a function ratio of
transmitting fiber’s radii to the receiving fiber’s radii.

Although for a given fiber type and design the mode field diameters are usually held to within 10%,
the loss in Fig. 49.4 is plotted for ratios from 0.6 to 1.54. This large range is needed to describe the intrinsic
loss for fiber joints between dispersion-shifted and dispersion-unshifted fibers. This ensemble of fibers
may be experienced when and if dispersion-shifted fibers become prevalent in future fiber deployments.
It is common to see references that the mode field diameter of dispersion-shifted fiber is similar to that

FIGURE 49.4 Plot of coupling loss vs. ratio of mode field radii.
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of today’s fiber of choice, 1310-nm optimized dispersion-unshifted fiber. Although this is true, if one uses
the intended wavelength of propagation, 1550-nm for dispersion-shifted and 1310-nm for unshifted fibers,
it becomes important to look at the mode field diameters at similar wavelengths. This condition can exist
when these different fiber types meet in a connector joint. Furthermore, both wavelengths, 1310 and
1550 nm, can be experienced. Table 49.2 summarizes some typical mode field diameters.

It is noteworthy to look at the intrinsic loss for 1310 nm propagation. The diameter ratios for this
wavelength of propagation are about 0.70 or 1.43, depending on which is the receiving fiber. As Fig. 49.4
shows, the intrinsic loss due only to mode field diameter mismatch is 0.55 dB. For the case of 1550-nm
propagation, the ratios are 0.77 and 1.30, and the loss due to mode field diameter mismatch is 0.30 dB.
Of course, this loss must be added to any extrinsic loss due to existing misalignments.

Continuing, we can also use this general formula to analyze the types of alignments that are necessary
for high-performance connectors and splices. As previously stated, angular misalignments and longitu-
dinal offsets (endface separation) are more easily minimized, in connectors and splices, than lateral
offsets. Therefore, the main objective in connector and splice design is controlling the lateral offset
between the adjacent fibers. For this reason, the preceding general formula can be reduced to the following
expression that describes the dependence of insertion loss on lateral offset:

(49.3)

This relationship assumes that identical fibers are in the joint, which is a valid assumption considering
the small variation in mode field diameter in the manufacture of today’s fibers and its effect on coupling
loss. It also assumes no reflections, that is, zero end separation or perfect index matching. This expression
has been used to plot insertion loss vs. lateral offset in Fig. 49.5 for both dispersion-shifted (DS) and
unshifted (US) fibers at both 1310 and 1550 nm wavelengths. Also plotted (using the preceding general
formula) are losses for joints between these two different types of fibers. It should be noted that Eq. (49.3)
has been verified in numerous experiments [Kummer and Fleming, 1982].

In Fig. 49.5, coupling loss (insertion loss) is plotted as a function of lateral offset between various
combinations of fiber types. Curve A represents a joint between dispersion-shifted and dispersion-
unshifted fibers, and curve B represents a joint between two dispersion-shifted fibers; both curves are
for a propagation wavelength of 1310 nm. Also plotted is curve C, which represents a joint between two

TABLE 49.2 Mode Field Diameters of Different Fiber Types

Fiber Type
Mode Field Diameter 

(wavelength, 1310 nm)
Mode Field Diameter 

(wavelength, 1550 nm)

Dispersion-unshifted, mm 9.3 10.5
Dispersion-shifted, mm 6.5 8.1

FIGURE 49.5 Plot of coupling loss vs. lateral offset for various fiber type combinations.
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dispersion-unshifted fibers, and curve D, a joint between a dispersion-shifted and dispersion-unshifted
fibers; both of these curves are for a propagation wavelength of 1550 nm. Finally, joints between two
dispersion-shifted and two dispersion-unshifted fibers, both for a wavelength of 1550 nm, are shown by
curves E and F, respectively.

A typical specification for today’s connectors is a maximum loss of 0.5 dB and an average loss of 0.25 dB.
As can be seen, a lateral alignment of 1.5 µm is required for 0.5 dB and about 1 µm for 0.25 loss, using
today’s standard dispersion-unshifted fibers and an operating wavelength of 1310 nm (curve C.) The
information in Fig. 49.4 can then be used to predict the performance of today’s connectors (connectors
having 1.5 and 1 µm lateral offsets) with the various combinations of fiber types and operating wavelengths.
Table 49.3 summarizes these losses for a 1.5 µ m lateral offset.

The preceding discussion is based on the fact that today’s insertion loss specifications for high-performance
connectors, dominated by lateral offsets, are usually a maximum of 0.5 dB and show averages of 0.25 dB that
imply lateral offsets of 1.5 and 1 µ m, respectively. In addition, to minimize reflections and insertion loss, the
connectors must achieve fiber core-to-core contact throughout the operating range. How this submicrometer
control is achieved in these butt-joint ferrule connectors is discussed in a later section. 

Reflectance Factors 

Reflectance  is the ratio of reflected power to incident power at a fiber joint, expressed in decibels.
Reflectance can, therefore, be defined by the following expression: 

(49.4)

Historically, insertion loss has been the only performance criterion for connectors and splices. Recently,
it has been recognized that a fiber joint’s reflectance performance is also important because optical
reflections from refractive index discontinuities in the fiber path can adversely affect the performance of
direct-detection, coherent-detection, and analog lightwave communications systems, particularly in
single-mode fiber applications [Mazurczyk, 1981]. In cases having multiple reflectors in the fiber path
(such as multiple connectors and splices), high reflectance may also result in the interferometric conver-
sion of laser phase noise to intensity noise, resulting in system degradations and/or measurement limi-
tations. Optical feedback may also cause detrimental changes in the performance characteristics of active
components, resulting in further system degradations and measurement limitations. For example, optical
feedback into a laser cavity can increase mode-partition noise and add noise caused by reflection-induced
power fluctuations. In optical amplifiers, reflections can cause lasing or multiple reflection noise, thereby
severely affecting amplifier characteristics, and drastically restricting the amounts of amplifier gain and/or
reflectance that can be allowed in high-speed systems.

Thus, besides insertion loss, the reflectance of optical fiber connectors and splices has become an
important optical performance criterion. In this regard, requirements for reflectance are not only rou-
tinely specified but are presently becoming more stringent, changing from the minimum of -30 to -40 dB.

Connectors

Since high-performance connectors are usually designed for physical core-to-core contact to reduce
insertion loss, optically transparent fiber joints might be expected (effectively an optically continuous
length of fiber). To understand why physical contact between fiber endfaces does not yet result in
reflectances that are equivalent to a continuous fiber, we recall that when bulk silica glass is polished, a

TABLE 49.3 Insertion Loss for 1.5 µm Lateral Offset

US/US Fibers 
(dB)

DS/DS Fibers 
(dB)

DS/US 
Fibers (dB)

1310 nm(λ) 0.5 0.8 1.1
1310 nm(λ ) 0.3 0.6 0.7

reflectance 10
reflected power
incident power
-------------------------------------

 
  dBlog=
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thin layer with a refractive index higher than the bulk glass is usually formed at the polished surface
[Rayleigh, 1937]. This increase in refractive index is the result of compaction of the fiber endface material
(increase in density) caused by the mechanics of the polishing process. Almost all connectors use polished
endfaces. This polishing-induced increase in the refractive index of the fiber endface creates an interior
index discontinuity parallel to the fiber endface. This index discontinuity occurs at a fraction of a
micrometer from the fiber endface, and even when fiber endface contact is achieved, these two index
discontinuities within the fibers result in increased reflectance. Figure 49.6 shows a model of the endface
for the cleaved fiber [Fig. 49.6(a)] and for the polished fiber [Fig. 49.6(b)].

The refractive index of the bulk fiber material (here the small difference between the core and cladding
index is neglected), the gap material (generally air), and the index of the thin high-index layer are denoted
by n, n1, and n2, respectively. The thickness of the high-index layer is denoted by h.

When physical contact between two polished fiber endfaces occurs, even though the interface between
the fiber endface and the gap material disappears, two index discontinuities separated by a distance 2h
still remain near the joint (as shown in Fig. 49.7).

These two interfaces can cause a significant degradation in the connector’s reflectance performance
while only a negligible increase in insertion loss. This discussion assumes that the fiber endfaces are polished
flat. Many of the commercially available ferrule-type physical-contact (PC) connectors use nonflat end-
faces, as shown in Fig. 49.8.

Usually, the fiber endface is polished spherically convex, as shown in Fig. 49.8. The reason for using a
nonflat fiber endface is to ensure fiber core-to-core contact. Because of point or line contact between the two
contacting spherical surfaces, the axial compressive spring force in the connector body provides the necessary
force to cause controlled elastic deformation of the fiber/ferrule endface, thereby achieving fiber endface
contact. Thus, the model presented in Fig. 49.7 still holds for such nonflat fiber endfaces, and the reflectance
performance is still limited by the two interfaces formed by the high-index layers previously described.

FIGURE 49.6 The model of (a) a cleaved and (b) a polished fiber endface depicting the high-index layer on the
polished endface.

FIGURE 49.7 Schematic representation of two beam interference of a fiber joint having  a high index-layer.

FIGURE 49.8 A nonflat, polished fiber endface.
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Furthermore, since the refractive index n2 and the thickness h of the high-index layer at the polished
fiber endface are dependent on various polishing conditions, such as the polishing material, polishing
pressure, grit size of the polishing material, etc., the reflectance of PC connectors depends critically on
the polishing technique. For example, polishing with diamond with grit size of 1 or 3 µm or with 1 µm
grit size aluminum-oxide coated on a polyester sheet produces a smooth fiber endface having a high-
index layer of almost 0.09 µm thick with the refractive index of about 1.54 compared 1.47 for bulk fiber
glass. With such a layer present on a fiber endface, a theoretical value of approximately –30 dB is predicted
for the reflectance of such a PC connector. Experimentally, –34 dB has been measured for similar
connectors, indicating good agreement with theoretical predictions.

When it was recently realized that it was possible to obtain better reflectance performance by using
enhanced polishing techniques to significantly minimize the thickness of the compacted endface layer,
the performance for some connectors changed from –30 to –40 dB. However, some of these techniques
may also produce fiber endfaces that are recessed from the ceramic ferrule endface, therefore making it
more difficult to achieve fiber core contact in the connector. The reflectance performance also depends
on various environmental conditions. Some conditions may produce an air gap in connectors designed
for physical contact, resulting in multiple beam reflections.

Splices

Recall that there are two types of fiber splices: fusion splices and mechanical splices. Fusion of the two
fibers together, with respect to reflectance, results in an optically transparent length of fiber. With these
types of splices it is very difficult to measure any level of reflectance. On the other hand, because the
index matching material used for mechanical splices is temperature dependent, mechanical splices can
exhibit wide ranges of reflectance. It is not uncommon for a mechanical splice, cleaved perpendicular
fiber endfaces, to have reflectances between –25 and –45 dB over a temperature range of –40∞ and 80∞F.
In order to avoid this temperature dependence, cleaved angled fiber endfaces have been recently employed.
With endface angles between 5∞ and 10∞, and index matching material, mechanical splices with reflec-
tance performances equal to fusion splices can be easily achieved. Furthermore, it can be theoretically
shown that the fibers having angled endfaces can be joined within the splice hardware without regard to
ensuring that the endfaces are parallel.

49.3 Multibeam Interference (MBI) Theory

MBI Effects on Transmission

The previous sections discussed factors that cause insertion loss and reflectance in the butt coupling of
two single-mode fibers. It was shown that as long as fiber endface contact is achieved with connectors
or perfect index matching is achieved with splices, the dominating factor that causes insertion loss in
typical high-performance connectors and splices is lateral offset. Furthermore, as the connector’s reflec-
tance performance became an important performance criterion, it became a requirement that fiber core-
to-core contact be achieved in order to minimize both insertion loss and reflectance. Consequently, it is
necessary to ensure fiber endface contact over the expected environmental and climatic conditions. When
contact is lost, an air gap is created between the fibers and two glass/air interfaces are formed. The Fresnel
reflection at the two interfaces (here, for the sake of clarity, cleaved fiber endfaces are assumed) results
in an additional insertion loss of 0.32 dB, as shown by the following formula:

where

(49.5)
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Although an increase in insertion loss of 0.32 dB nearly doubles the typical performance of high-performance
connectors, it is even more important that the two adjacent fibers and the air gap in the connection form a
Fabry–Perot etalon. The resulting multiple beam interference, from this gap, can cause additional increases
in insertion loss. In analyzing this effect, consider the two beams, as shown in Fig. 49.9.

Figure 49.9 represents an air gap between two fiber endfaces. The two beams shown in Fig. 49.9 will
interfere with each other both constructively and destructively, depending on the physical path length
difference 2x. The effect that this two-beam interference can have on the insertion loss performance of
the connector can be quite severe. The following expression can be used to evaluate the effect of this
multiple beam interference for the small end separations that unfortunately might develop in some high-
performance connectors. In cases having larger end separation (not applicable to connectors or splices),
it is necessary to include the effects of the coherence length of the optical source, aperturing of the fiber
core, and diffraction of the emitted beam.

where

(49.6)

This expression was used to plot insertion loss vs. end separation shown in Fig. 49.10. As shown, the
insertion loss is highly dependent on the fiber endface separation x, and as a result, the insertion loss
can increase by almost 0.7 dB for just a submicrometer air gap. When the realistic case of a polished
connector is considered, the presence of a polishing-induced high-index layer on the fiber endface can
increase the peak-to-peak variation in insertion loss from 0.7 dB to as much as 1.1 dB [Shah, Young,

FIGURE 49.9 Multiple beam interference model for an air gap between two single-mode fibers.

FIGURE 49.10 Plot of insertion loss vs. endface separation of a butt-joint connector.
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and Curtis, 1987]. For a performance level of 0.5 dB, such large loss variations are clearly not acceptable
and, therefore, must be avoided.

MBI Effects on Reflectance

Next, we consider the effect of multiple beam interference on reflectance performance. In analyzing this
effect, consider the two reflected beams shown in Fig. 49.11.

We begin by analyzing the reflectance of a fiber butt joint that has fiber endface separation without
index matching, an air gap. This type of fiber joint results in two fiber/air interfaces, and the reflectance
is caused by the resulting Fresnel reflections. Again, in cases that have a large air gap, with reference to
the coherence length of the optical source, multiple-beam interference effects can be neglected and the
following expression can be used to calculate a reflectance of -11.4 dB:

reflectance = 10 log dB

where

(49.7)

where
ng = refractive index of gap
nf = refractive index of fiber

Even though a reflectance level of -11.4 dB is much greater than today’s typical performance require-
ment of <-40 dB, interference effects can occur with air-gap joints that are even more of a concern.
Referring to Fig. 49.11, the two reflected beams shown can interfere with each other both constructively
and destructively depending on the physical path length difference x, and the effect that this two-beam
interference can have on the reflectance performance of the connector can be quite severe. Figure 49.12
illustrates the results of an often verified theoretical analysis.

As Fig. 49.12 shows, a large dependence exists on the fiber endface separation x, and as a result, the
reflectance can vary from -8.5 dB to -∞ within a quarter-wavelength change in separation. Since the reflect-
ance at its lowest value is an extremely sensitive function of air gap (asymptotic), its average value
tends to be very close to the largest reflectance value, -8.5 dB for the case shown in Fig. 49.11. As
previously discussed, a large change in the insertion loss (around 0.7 dB for cleaved endfaces) will
simultaneously occur. Thus, when any air gap exists, the connector reflectance performance usually
will be severely degraded and approach –8.5 dB, as compared to the extremely low reflectance when fiber
endface contact is achieved.

In the case of the polished fiber endfaces, Fig. 49.13 is a schematic of the two-beam reflection model
when a high-index layer exists on both fiber endfaces and physical contact between fiber endfaces is
achieved. As Fig. 49.13 shows, the two-beam reflection model used in Fig. 49.11 can still be applied to
determine the reflectance performance of the connection between two polished fiber endfaces under
physical contact. 

FIGURE 49.11 Schematic representation of two beam interference of a fiber joint having cleaved fiber endfaces.
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The amplitudes and relative phase-shifts of the two beams reflected from the polishing induced index
discontinuities (shown in Fig. 49.13) are directly determined by the refractive index of the polishing-
induced layer n2 and the total thickness of this layer 2h, thereby determining the connector’s reflectance
performance. Assuming the refractive index of the layer is 1.54, the reflectance performance can be
calculated as a function of the total thickness 2h. As Fig. 49.14 shows, the reflectance increases from -∞
to -40 dB as the layer thickness increases from 0 to 0.0075 µm (total thickness is 0.015 µm).

The reflectance attains its maximum value of about -21 dB for a layer thickness of 0.1 µm (total
thickness is 0.2 µm), for a wavelength of 1310 nm, and then decreases with further increase in layer
thickness. As Fig. 49.14 shows, reflectances of -30, -40, and -60 dB require polishing techniques that
result in a layer thickness of 0.009, 0.0075, and 0.00075 µm, respectively.

Since physical contact may be lost due to environmental factors such as temperature changes and/or
due to variations in fiber endface profiles resulting in an air gap at the joint, further analysis of the

FIGURE 49.12 Theoretical plot of reflectance vs. endface separation for two cleaved fiber endfaces.

FIGURE 49.13 Schematic representation of two-beam interference of a fiber joint having a high-index layer.

FIGURE 49.14 Reflectance vs. high-index layer thickness for index of 1.54.
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interference effects is required. Using the model in Fig. 49.15, three types of plugs, polished with different
polishing procedures (different high-index layer thickness), are considered.

The hypothetical plugs are such that under physical contact condition, the connector reflectance values
are -60, -40, and -30 dB, respectively. It is assumed that the index of refraction of the high index layer
is 1.54 and that the plugs have different layer thicknesses that yield different reflectance performance.

The reflectances of each of these joints plotted as a function of air gap between the fiber endfaces at
a wavelength of 1310 nm are shown in Fig. 49.16.

The plot is an expanded view of the region near zero endface separation showing a rapid asymptotic
decrease in reflectance from its value at physical contact to -∞ dB at a small nonzero separation. This
effect is not consistent with the cleaved fiber endfaces, where the first reflectance minimum occurs at
physical contact. The separations for minimum reflectance for the three plugs are 0.00038, 0.0056, and
0.0385 µm, respectively. Beyond these separations, the reflectance again increases. Thus, for polished
fiber endfaces, a situation exists wherein the reflectance performance actually improves within a small
range of nonzero endface separation.

In summary, excellent reflectance performance can be achieved with single-mode fiber, physical-
contact connectors when appropriate endface polishing techniques are used. In particular, with the
enhanced polishing techniques that have been recently developed, reflectance performance of <-40 dB
can be routinely obtained, provided fiber endface contact is maintained. However, if the fiber/ferrule
endface polishing techniques are not fully under control, the performance of physical contact connectors
may not be maintained over all environmental conditions or with random intermating of connectors
using different endface polishing treatments.

FIGURE 49.15 Air-gap joint with two polished fibers having high-index layers.

FIGURE 49.16 Reflectance vs. endface separation for three different polishing procedures: –60, –40, and –30 dB;
type 1, type 2, and type 3, respectively.
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49.4 Connector Design Aspects

Introduction (Types of Connectors)

There are two types of connector designs that have received attention: the expanded-beam type and the
butt-joint connector. The expanded-beam connectors have not yet found acceptance in communications
systems, and are unlikely to find a niche (based on past results); therefore, this chapter does not discuss
them in detail. However, for the sake of completeness, we will briefly describe the philosophy of this type
of connector design.

The goal of the expanded-beam connector is to make the connector more tolerant to lateral alignment
inaccuracies. To accomplish this, the fibers are terminated with a collimating/focusing element (lenses,
as shown in Fig. 49.17) that expands and collimates the beam, thereby facilitating connecting and
disconnecting [Nica and Tholen, 1981].

Initially, it appears that the expanded-beam connector has a large advantage over the butt coupling
of fibers. However, there are aspects of the design that require the same degree of precision alignment.
Although it is a fact that the expanded and collimated beam is more tolerant to lateral offsets, angular
misalignments of the collimated beam, even as small as a few arc-seconds, can result in large insertion
losses. These angular misalignments of the expanded beam result in a lateral displacement of the focus
point, resulting in high coupling losses between the fiber and lens. Consequently, the fiber and lens must
be aligned to the same submicrometer tolerances that are required in butt coupling of the fibers. Fur-
thermore, to avoid spherical aberrations, and the resulting wavelength dependency of insertion loss,
aspheric lenses must be used. Because of these concerns, and the general complexity of the designs,
expanded-beam connectors have yet to find general acceptance in communications systems.

Communications systems, both multimode and single-mode fiber systems, have successfully used butt-
joint connectors since the very first applications in the mid-1970s. Furthermore, despite the submicro-
meter alignment tolerances required, more than 30 million butt-joint connectors have been manufactured
and deployed. This chapter focuses on the cylindrical-ferrule, physical-contact, butt-joint connectors that
are the choice for optical communications systems. Two popular versions of these connectors, bayonet-
lock fastened and push/pull snap-lock fastened are shown in Figs. 49.18 and 49.19, respectively. 

Factors Contributing to Insertion Loss

Minimizing the lateral offsets between butt-coupled fibers and achieving fiber core-to-core contact are
the two most challenging aspects of designing high-performance single-mode fiber connectors. The
model in Fig. 49.20 shows the major inaccuracies encountered in minimizing the centering of the fiber’s
optical field within a single-mode fiber ferrule.  

FIGURE 49.17 Schematic of an expanded-beam type optical fiber connector.
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In analyzing the model, the first consideration is the quality of the fiber. As Fig. 49.20 shows, the axial
offsets between the geometric center of the fiber and the fiber core center (optical center of the mode field
diameter), and the clearance between the ferrule’s hole and the outside diameter of the fiber, are major
contributors to the final quality of the connector ferrule assembly (the lateral offset between the reference
surface center of the ferrule and the fiber core).

The contributions from the physical dimensions of the ferrule must be also considered. Similarly to
the fiber, fabrication of the connector ferrule results in additional inaccuracies that must be accommo-
dated in the connector design. The outside diameter of the ferrule will vary, as will the hole diameter
and the offset between the hole center and the reference surface center. As can be seen in Fig. 49.20, the
offset that must be minimized is the offset between the fiber core center and the reference surface center.
Recall that when two single-mode fibers are butt coupled, in order to achieve insertion losses <0.25 dB,
the total lateral offset should be less than 1 µm.

Statistical analyses of the inaccuracies shown in Fig. 49.20, such as Monte Carlo simulations, have
been carried out to quantify the tolerances required for a specific optical performance [Young, 1984].

FIGURE 49.18 Bayonet-lock fastened cylindrical ferrule ST type connector.

FIGURE 49.19 Push/pull snap-lock fastened cylindrical ferrule SC type connector.

FIGURE 49.20 Model showing inccuracies encountered in assembling a connector ferrule.
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These statistical analyses have also been experimentally verified. First, to achieve total lateral offsets
of <1 µm, the diametral clearance between the hole in the ferrule and the fiber must also be <1 µm.

To more fully understand the difficulty in analyzing the required lateral offsets in the ferrule assembly,
two popular ferrule assembly techniques are examined. To begin our analysis, recall that to achieve 1 µm
lateral alignment between fiber cores within a connection, which is required for 0.25-dB insertion loss,
we need on average 0.5 µm centering of the fiber core within each ferrule. This means that if the ferrules
have the same outside diameters, and the ferrule axes are perfectly aligned by the alignment sleeve, then
we need to consider only the overlap area that is established by the locus of the core centers in each
ferrule assembly. This type of ferrule having the fiber cores centered to within less than 1 µm is shown
in Fig. 49.21.

If we consider the popular ceramic cylindrical ferrule connectors, the manufacturing processes do not
routinely yield the necessary hole centering. To overcome this aspect of these ferrules, performance
keying or tuning is frequently used. Figure 49.22 demonstrates how performance keying can be used to

FIGURE 49.21 Ferrule having fiber cores centered to required tolerance.

FIGURE 49.22 Model of a performance keyed ferrule.
©2002 CRC Press LLC



 

achieve a similar size area for the locus of fiber core centers that is achieved in the directly centered
ferrules. In performance keying, the location of the key is determined after the fibers are inserted into
the ferrules and the connector endface is finished. Usually, the keying is done by measuring the insertion
loss as a function of ferrule rotation against a standard reference ferrule. The use of performance keying
is widespread with single-mode fiber cylindrical ferrule connectors.

The final factor is aligning the two ferrules and realizing a connection requires an alignment sleeve.
This alignment sleeve is usually allowed to float in a housing that has the appropriate coupling features
(screw threads, etc.). This component is referred to as either a coupling or an adaptor. A schematic
representation of a cylindrical ferrule connector is shown in Fig. 49.23. At first observation, it might
appear that the cylindrical alignment sleeve is a trivial component. However, this is not the case. The
materials of the sleeve have ranged from plastic, austenitic stainless steel, copper alloys, and glass to
ceramic. It appears there is a tendency today to use single-slit ceramic sleeves. The concern over the
alignment sleeve designs for the cylindrical ferrule connector is driven by the fact that the sleeve must
coaxially align ferrules that have unequal diameters. Even though the diameter of ferrules can be man-
ufactured to a tolerance of 1 µm, an insertion loss performance of <0.25 dB requires lateral alignment
of the cores of <1 µm. Additionally, this 1 mm tolerance has to accommodate all inaccuracies, including
the fiber core offsets within the ferrules. For these reasons, the alignment sleeve is indeed an important
component of an optical fiber connector. 

Factors Contributing to Reflectance (Physical Core-to-Core Contact)

As mentioned previously, besides achieving submicrometer lateral alignments, in order to realize low
insertion loss and low reflectance, high-performance connectors must achieve and maintain fiber core-
to-core contact. Again referring to physical contact cylindrical ferrule connectors, at first glance
(Fig. 49.23) it appears trivial to achieve physical core contact. However, one has to investigate the geometry
in finer detail.

As stressed in this chapter, the lateral offset between adjacent single-mode fibers must be controlled
to less than 1 µm in order to achieve 0.25 dB insertion loss performance. The cylindrical geometry
therefore must maintain very small diametral clearances between the ferrules and the alignment sleeve
to minimize lateral offsets. These small clearances require precise perpendicularity of the ferrule/fiber
endfaces to achieve physical contact of the fiber cores. In practice, this required precision in perpendic-
ularity has not been realized. As a result, the usual practice is to use spherically polished endfaces
[Shintaku, Nagase, and Sugita, 1991]. In theory, the spherical endface should result in the fiber core being
the highest point on the ferrule endface, thereby always achieving core contact. However, since the
material of choice for manufacturing the submicrometer precision ferrule is a ceramic, spherical endface,
polishing tends to result in a slight recessing of the fiber endface within the ferrule tip (Fig. 49.24). This
recessing is caused by the differential polishing rates of the ceramic ferrules and the glass fibers. This
recessing of the fiber endfaces is overcome in the cylindrical ferrule connector by using controlled elastic
deformation of the ferrules.

Therefore, when two ferrules are forced into contact (Fig. 49.25) by the compression springs within
the fastening hardware, line contact is established and large hertz contact forces are exerted on the ferrules’
endfaces. If one correctly selects the ferrule’s material properties, specifies the radius of the sphere, and
controls the amount of fiber recess, then a controlled elastic deformation of the ferrule can be used that

FIGURE 49.23 Schematic of a cylindrical ferrule alignment machanism.
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results in fiber core-to-core contact. If these parameters are not controlled, an unstable physical contact
connection can result.

To summarize this section on fiber core-to-core contact connectors, the controlled elastic deformation
technique with type PC connectors is presently the overwhelming choice for low reflectance and low
insertion loss connections. There are many details and features that must be controlled to achieve and
maintain this core-to-core contact to provide the appropriate elastic deformation within the connectors.
Some of these are manufacturing know-how and must be fully developed and socialized within the
connector community before appropriate intermateability standards can be realized.

49.5 Splicing Design Aspects

Fiber splices are used in applications where the goal is to achieve a permanent joint between two fibers.
Since the splice will be permanent, there are no intermateability concerns as with connectors. Without
these concerns, splices are easily designed to have very low insertion losses, <0.1 dB, and very low
reflectance, <-55 dB. With the recent improvement in fiber geometry, multiple fiber splices are now
becoming feasible as well. As previously mentioned, there are two types of fiber splices: mechanical splices
and fusion splices. The recent use of angled endfaces in mechanical splices have made their optical
performance equal to that of fusion. A large differentiator between them is the required level of initial
capital investment. Fusion splicing is capital intensive, whereas mechanical splicing is more or less a buy-
as-needed process.

FIGURE 49.24 Ferrule endface with recessed fiber.

FIGURE 49.25 Ferrule endface contact of spherical ferrule endfaces with fiber recess.
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Mechanical Splices

Mechanical splicing techniques use butt-joint coupling similar to those used in connectors. However, the
fact that the splice is permanent implies there do not need to be any intermateable parts. This fact results
in their higher optical performance and lower cost. Essentially, the mechanical splice is a consumable
part that mechanically aligns the fibers by referencing on their outside diameters [Patterson, 1988]. The
splicing process is quite simple. The plastic coating on the fiber is removed and the fiber endface is
cleaved, either perpendicular or with an angle. The two cleaved fibers are inserted or placed in the
consumable part (the splice) and are usually held in place by a simple clamping method. The low loss
is attributable to the use of a continuous alignment surface similar to a v-groove and the use of an index
matching material in the very small gap that exists between the fibers to eliminate reflections. A typical
mechanical splice is depicted in Fig. 49.26.

The first mechanical splices and most used today employ perpendicular endfaces. Since the cleaved
endfaces are not exactly perpendicular, fiber core contact is not achieved within the splice. Consequently
there exists a gap, which is filled with index matching material. Because the refractive index of the available
materials varies with temperature, two index mismatches are created, one at each fiber end. These index
mismatches result in multiple beam interference as in the case with connectors. These mismatches are
not sufficient to cause significant increases in insertion loss (about 0.002 dB) but can severely affect the
reflectance performance of the splice. As previously mentioned in this chapter, reflectances ranging
between -25 and -40 dB over the expected temperature range can be realized. With the recent reflectance
requirements of less than -40 dB, angled endfaces are starting to be used in mechanical splices to avoid
this temperature dependence [Young, Shah, and Curtis, 1988]. Simple cleaving tools have been developed
that provide endface angles ranging between 5∞ and 10∞. These angled endfaces can be used in existing
mechanical splices and thereby yield reflectance performance equal to that of fusion splices.

Fusion Splices

Much progress has been made in the performance of equipment used to perform arc fusion of optical
fibers. Essentially, the process is quite simple: the fibers’ butt ends are heated to just below their melting
point and pressed together to form a continuous fiber [Kato et al. 1984]. After the fusion process is
complete, a strength reinforcement member is applied to protect the bare fiber. Table 49.4 lists the typical
steps used in the fusion process. In Fig. 49.27, a simple schematic of a holding and alignment mechanism
that is part of most splicing machines is shown. In reality, these mechanisms are quite sophisticated,
involving computer controlled movements to achieve accurate alignment and positioning. The machines
are fully automatic and also provide an estimation of the splice loss.

TABLE 49.4 Typical Steps in Fusion Splicing

• Cable structure removal
• Fiber coating removal
• Cleaning of bare fiber
• Fiber cleaving
• Fusion process
• Installation of strength reinforcement detail

FIGURE 49.26 Schematic of a typical mechanical splice.
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An example of a fusion splicing cycle is depicted in Fig. 49.28. The cycle is usually fully automatic. The
operator loads the cleaved fibers in the v-grooves and grossly positions the ends. The cycle begins by
moving the fibers into contact and then separating them a fixed amount. Then the arc is energized with
a specific current and the fibers are moved toward each other. This step is used to clean and round the
edges of the fiber ends. When the fiber ends reach the contact point, the current is increased to soften
the fibers and the fibers are driven past the original contact point (pressed together). Finally, the current
is decreased and brought to zero. Although the process seems quite simple, the tolerances for these
movements and currents can be quite demanding. 

In the fusion splicing of multimode fibers, the surface tension between the fiber endfaces, while
softened, can be used to self-align the fibers with reference to their physical geometric axes (outside
diameters). This technique makes the fusion splicing of multimode fibers easy and reliable. With the small
mode field diameters of single-mode fibers and the existence of fiber core eccentricities, this self-alignment
technique has usually needed to be avoided. To avoid this self-alignment requires precise control of the
temperature or softness of the end faces during fusion, the distance the fibers move beyond their original
contact location (overlap distance), and the fiber cleave angles. Cleave angles of less than 1∞, specific
arc duration times within 0.1 s, and overlaps to within 1 µm are usually maintained. Also, since the
insertion loss target is typically <0.1 dB, it usually requires that the fibers are aligned with respect to
their mode field diameters not their outside diameters. Various techniques have been used to achieve
and monitor these alignments. For these reasons, the fusion splicer has developed into a very sophisti-
cated apparatus.

Recently, there has been a marked improvement in the concentricity and diameters of single mode
fibers. These improvements have had a positive impact on fusion splicing of these fibers. The self-aligning

FIGURE 49.27 Schematic of holding and alignment mechanism. 

FIGURE 49.28 Example of a fusion splicing cycle.
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of the fibers is becoming acceptable. Also, the relaxed tolerances on fiber cleave angles and overlap
distances have resulted in simpler and less costly splicers, as well as the multiple fiber fusion splices.

Finally, to complete the splicing operation, the splice must be reinforced. Typically, the tensile strength
of an unprotected or reinforced splice is between 10 and 15% of the original coated fiber’s strength. The
strength of the splice can be improved to between 50 and 70% with the use of a reinforcement detail.
An example of a reinforcement detail is shown in Fig. 49.29.

49.6 Conclusions

Major advances have been made in the past 20 years with regard to fiber optic connector and splicing
technology. The performance of these components has dropped from 1.5 to 0.25 dB for connectors and
to <0.1 dB for splices. Along with impressive improvement transmission performance, reflectance per-
formances have also improved dramatically. Connectors and mechanical splices have been reported and
marketed with reflectances < -55 dB. These performances have also been achieved with a drastic reduction
in cost. However, in spite of a lot of work over the past 15 years, the intermateability standards for these
connectors have not yet been published. Hopefully, intermateability standards will soon be finalized at
the international level.

With regard to fusion splices there has also been impressive improvement in recent years. Much of
this improvement can be attributed to the improvement in the geometry of the optical fibers themselves.
The increase in the precision of the fibers has resulted in simpler and less costly splicing machines, as
well as the feasibility of multifiber splicing.

Defining Terms

Cleaved fiber: A fiber having an endface prepared by a combination of a prescribed stress distribution
and an induced flaw that follows the Griffith fracture theory.

Controlled elastic deformation: A technique used to achieve core-to-core contact when the fiber
endfaces have been recessed below the endface of the connector’s ferrule.

Dispersion-unshifted fiber: A single-mode fiber designed to have a minimum dispersion at a wave-
length of 1550 nm, the intended operating wavelength window.

Dispersion-unshifted single-mode fiber: A single-mode fiber designed to have minimum dispersion
at a wavelength of 1310 nm, the intended operating wavelength window.

Performance keying: A method used to overcome the errors in coaxially aligning the fiber core center
with the ferrule’s reference surface axis resulting in low insertion loss connections.

Physical core-to-core contact: A connector designed to achieve physical and optical contact between the
core areas of adjacent fibers, thereby minimizing insertion loss and reflectance caused by reflections.

Reflectance: Reflectance is analogous with the term return loss, the only difference being that one term
is the negative of the other.

Single-slit alignment ceramic sleeves: A ceramic sleeve having a precise inside diameter and a longi-
tudinal slit along its length that increases its compliance to varying ferrule diameters.

FIGURE 49.29 Fusion splice reinforcement detail.
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Further Information

Several technical conferences provide the latest trends and results on fiber optic connectors and splices.
Two of the major conferences to follow are the Optical Fiber Communications (OFC) Conference,
sponsored by the Optical Society of America (OSA) and IEEE (LEOS), and the International Wire and
Cable Symposium, sponsored by the U.S. Army Electronics Command, Fort Monmouth, NJ. Both of
these conferences are held annually. 

Three major journals that report latest work are the Journal of Lightwave Technology (OSA), Applied
Optics (OSA), and Electronic Letters (IEE).

Generic requirements and future trends can be followed in the Bellcore Digest of Technical Information,
Piscataway, NJ. 

To follow the standardization of connectors and splices in the U.S., the Telecommunications Industries
Association (TIA), Washington, D.C., is recommended. To follow international standardization, refer to
the International Electrotechnical Commission in Geneva.
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50.1 Introduction

Passive optical components play a large role in making simple fiber systems (such as point-to-point links)
practical and extending their applications to more complicated systems (such as local-area and subscriber-
distribution networks). This chapter limits its coverage to a few of the more important bulk passive
components not covered elsewhere in this book.

The components to be described are the following optical devices: GRIN rod lens, isolator, direc-
tional coupler, star coupler, optical filter, attenuator, circulator, mechanical switch, and polarization
controller.

50.2 Losses in a Passive Optical Component

A generic passive optical component is shown in Fig. 50.1. It has several ports (as few as two and, in
some cases, over 100), all of which can be input or output ports. The transmission loss generally refers
to the coupling efficiency between any two ports. In terms of decibels, the transmission loss is then

(50.1)

where Pin and Pout are the input and output powers at the two ports being considered. Insertion loss is
commonly used to refer to the loss in a desired direction of signal travel, and isolation or directionality
is used for the transmission loss between two ports where coupling is undesirable. Typical losses for
different devices will be presented in the paragraphs where the devices themselves are described.

L 10 Pout/Pin( )log–=
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50.3 Grin Rod Lens

The GRIN rod lens is a short cylindrical length of graded index (GRIN) material that functions as a lens.
It is shown schematically in Fig. 50.2 being used to couple between two fibers. An advantage of this
connector is the improved tolerance to lateral offsets because of the expanded beam. Another advantage
is that significant gaps can exist between the lenses without large losses because of the collimation of the
beam. This property also allows the GRIN rod lens to be part of functional devices where gaps are needed
to accommodate additional components such as filters, beamsplitters, and gratings. Examples of useful
devices employing the GRIN lens will be described later.

50.4 Isolator

An isolator, illustrated in Fig. 50.3, is a one-way transmission line. Its defining characteristics are insertion
loss (the loss in the direction of allowed propagation) and isolation (the loss in the undesired direction
of propagation). Typical insertion losses are less than 1 dB and isolations are 25 dB or more.

Isolators are used to protect laser diodes from back reflections, which can increase the laser noise level.
Isolators are also needed in optical amplifiers to prevent feedback, which could initiate unwanted oscil-
lations of a beam bouncing back and forth through the amplifier due to reflections.

The principle of the isolator is illustrated in Fig. 50.4. A polarizer aligns the beam along one direction.
The polarization is rotated 45∞ by a Faraday rotator to align it with an output polarizer. For a beam
traveling in the opposite direction (to the left in the figure), the beam is rotated such that it aligns at
90∞ to the polarizer. It is thus blocked from further travel. 

FIGURE 50.1 Passive optical component with N ports.

FIGURE 50.2 GRIN rod lens connector.

FIGURE 50.3 Isolator showing preferred direction of beam travel.
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50.5 Directional Couplers

The four-port directional coupler is shown schematically in Fig. 50.5 [Palais, 1998]. Arrows in the diagram
indicate the directions of desired power flow. Power entering port 1 is divided between ports 2 and 3
according to the desired splitting ratio. Any desired split can be obtained, but the most common one is
a 50:50 split. Under ideal (lossless) conditions, the insertion loss to ports 2 and 3 would then be 3 dB
and the isolation (coupling loss to port 4) would be (in decibels) infinite. In practice, there are excess
losses associated with the coupler. Excess losses, which can be as low as a few tenths of a decibel for a
good coupler, add to the splitting loss. That is, the total insertion loss is the sum of the splitting loss and
the excess loss. Typical insertion losses for the 3-dB coupler are, thus, around 3.3 dB. Typical isolations
are 40 dB or more.

Applications include local monitoring of the power levels of the transmitting light source, tapping
power from a data bus in a local-area network, signal splitting in a subscriber distribution system, power
splitting in an optical sensor, and combining signals in a heterodyne (coherent) receiver.

The fused biconically tapered coupler is one popular construction technique. Two fibers are fused
together over a short length by heating. During the fusing process, the fibers are stretched, creating a
tapered region in the fused section. The fused fiber coupler is shown schematically in Fig. 50.6. The
amount of light coupled between the two fibers depends on the coupling length (L) and can be varied
from 0 to 100%. A 50% split, creating a 3-dB coupler, is most common.

Directional couplers can also be constructed using GRIN rod lenses. Illustrated in Fig. 50.7 are a
prism/beamsplitter and a reflective coating directional coupler.

50.6 Star Coupler

The star coupler is a multiport device (more than four ports) which commonly distributes power entering
one port equally among a number of output ports. Referring to Fig. 50.8, power entering any of the N
input ports is equally distributed among all of the N output ports. As an example, an ideal 16 ×  16 star
coupler would deliver 1/16 of the input power to each output port, resulting in an insertion loss of 12.04 dB.
If the coupler were not ideal, for example, having a 2-dB excess loss, the actual insertion loss would be
14.04 dB.

FIGURE 50.4 Principle of the optical isolator. P1 and P2 are polarizers that allow propagation of waves polarized
in the directions indicated by the long arrows. The shorter solid arrows refer to waves traveling in the preferred
direction (left to right). The dashed arrows refer to waves traveling in the reverse (undesired) direction. Ideally, no
wave will get past polarizer P1 (traveling to the left) because the wave will enter P1 at 90∞ with respect to the allowed
direction of wave polarization.

FIGURE 50.5 A four-port directional coupler.

FIGURE 50.6 Fused biconically tapered directional cou-
pler. Two fibers are fused over length L.
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The star coupler is heavily used in the passive star local-area network architecture. Using the 16 ×  16
coupler just described, 16 terminals (each with its own transmitter and receiver) can be interconnected.

The most common implementation is the fused tapered star coupler, as illustrated in Fig. 50.9, where
8 fibers are fused to produce an 8 ×  8 star. The 16 ×  16 star would require that 16 fibers be fused together. 

FIGURE 50.7 Directional couplers: (a) prism/beam-splitter coupler and (b) GRIN rod lens reflective coupler.

FIGURE 50.8 A star coupler.

FIGURE 50.9 An 8 ×  8 fused star coupler.
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50.7 Optical Filter

Optical filters separate (or combine) the power carried by different wavelengths that travel through a
fiber. Just like electronic filters, they pass or block different wavelengths. Unlike electronic filters, they
often also spatially separate the various wavelengths present, as indicated in Fig. 50.10.

Optical filters are necessary in wavelength-division multiplexing (WDM) systems where multiple
optical carriers traverse the same fiber to increase system capacity. The fused directional coupler can be
used for a two-channel system because the splitting is wavelength dependent. As an example, referring
to the directional coupler in Fig. 50.6, if signals at wavelengths 1300 and 1550 nm are received along the
same fiber, they can be separated by a coupler that transmits the 1300-nm beam from port 1 to 2 and
the 1550-nm beam from port 1 to 3. At the transmitter, the same coupler can combine the two signals
onto a fiber connected to port 1 if the 1300-nm signal enters port 2 and the 1550-nm signal enters port
3. As is commonly the case, the same device can serve as either a multiplexer or a demultiplexer.

The reflective coupler drawn in Fig. 50.7(b) can also serve as a two-channel multiplexer/demultiplexer.
In this case, as illustrated in Fig. 50.11, the coating is reflective at one of the system wavelengths and
transmissive at the other.

WDM systems carrying more than two channels require more complex multiplexers/demultiplexers.
Two such devices are sketched in Fig. 50.12. One uses a GRIN rod to collimate the beam diverging from
the input fiber. The collimated beam strikes the blazed grating, which directs different wavelengths into
different directions. The lens then refocuses the collimated (but redirected) beams onto different output
fibers leading to the receivers. In the second device, a curved reflector performs the same function as the
GRIN rod lens. Both of these components can multiplex/demultiplex 10 or more channels (wavelengths).
Insertion losses and isolations are on the order of 1 dB and 25 dB, respectively.

Another filter is based on Bragg reflection by a waveguide grating imbedded in the fiber, as illustrated
in Fig. 50.13. This device has a periodic refractive index variation for a short length along the axis of
the fiber. The variation is produced by exposing the fiber to a periodic variation in ultraviolet light,
which permanently changes the refractive index of the glass fiber, thus producing a grating. The
transmission characteristics are determined by the grating periodicity and the depth of the refractive
index changes. 

FIGURE 50.10 Optical filter used as a demultiplexer.

FIGURE 50.11 Two-wavelength demultiplexer. By reversing the direction of the arrows, the device acts as a
multiplexer.
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50.8 Attenuator

Optical attenuators make it possible to change the light intensity in a fiber. Applications include testing
receivers at various light levels (for example to determine the receiver’s dynamic range) and adjusting
the light intensity to prevent saturation of the receiver.

An absorbing type attenuator appears in Fig. 50.14. The absorbing wheel has a different amount of
absorption at different points so that rotating it provides a variation in the attenuation. Misaligned fibers
can also be used as attenuators, as indicated in Fig. 50.15. Varying the gap or the lateral offset provides
variable attenuation.

50.9 Circulator

An optical circulator, whose operation is sketched in Fig. 50.16, directs the signal sequentially from one
port to the next. That is, an input at port 1 exits at port 2, an input at port 2 exits at port 3, and an
input at port 3 exits at port 1. Insertion losses are typically just under 1 dB and isolations are above 25 dB.

FIGURE 50.12 Two multiplexers/demultiplexers: (a) grating and GRIN rod lens; (b) grating and curved reflector.

FIGURE 50.13 Bragg reflection filter.

FIGURE 50.14 Fiber variable attenuator using an absorbing wheel.

FIGURE 50.15 Fiber variable attenuator using movable offset fibers.
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The circulator can be used to decouple transmitted and received signals traveling along the same fiber
(that is, in a bidirectional communications system such as that sketched in Fig. 50.17).

A circulator uses a Faraday rotator, similar to that found in the optical isolator. A fuller description
of the circulator appears in Kashima [1995].

50.10  Mechanical Switch

An optical switch allows an incoming signal to be diverted to any one of two or more different output
fibers, as schematically shown in Fig. 50.18. A mechanical switch does this by physical movement of the
fibers or some other element of the switch. The insertion loss (coupling to the desired port) should be
no more than a few tenths of a decibel and the isolation (undesired coupling to any other port) should
be more than 40 dB. Switching speeds are on the order of a few milliseconds, not fast by electronic and
optical measures, but quick enough for many fiber applications.

On/off switches allow power to be supplied to a system under test only when needed. Multiple output
port switches find applications in measurement systems (for example, to selectively measure the output
power from a sequence of fibers). Switches can also redirect signals from a disabled fiber link onto an
alternate fiber route. They are used to produce bypass paths directing signals around disabled equipment,
such as a node in a local-area network.

In an on/off switch, a block is inserted into a small gap between fibers in the off position and removed
in the on position. In a 1 ×  N switch, the end of the transmitting fiber physically moves into alignment
with the desired output fiber.

FIGURE 50.16 Fiber circulator.

FIGURE 50.17 Full duplex fiber transmission system.

FIGURE 50.18 A 1 ¥ N mechanical switch.
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50.11 Polarization Controller

The polarization controller is a fiber device for producing a desired state of polarization. Although most
fiber systems operate independently of the state of polarization of the optical beam, coherent systems
and certain sensors are very much dependent on the state of polarization of the optical signal. 

A simple polarization controller is constructed by winding the fiber around a disk whose diameter is
on the order of a centimeter [Chen, 1996]. Usually, two or three of these fiber disks are connected in
series (Fig. 50.19). Rotating the disks about the axis of the fiber produces a differential change in the
refractive index of the two normal orthogonally polarized beams traversing the fiber. Any desired polar-
ization state can be obtained with the appropriate rotation of the disks.

Defining Terms

Demultiplexer: Separates different wavelengths entering from a single transmission fiber and directs
them to separate receivers.

Directionality: The fractional change in power level (expressed in decibels) when a signal passes
between two ports which are ideally meant to be uncoupled.

Excess losses: The fractional amount of input power (expressed in decibels) that reaches all the desired
output ports of an optical component.

Faraday rotator: A component which rotates the polarization of the electric field passing through it.
Often, the rotation of an incident linearly polarized beam is 45∞. The rotation is nonreciprocal.

Insertion loss: The fractional change in power level (expressed in decibels) when a signal passes between
two ports which are designed to be coupled.

Isolation: Same as directionality.
Multiplexer: Combines two or more wavelengths from separate light sources onto a single fiber for

transmission.

References
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Further Information

Information on components for optical fiber systems appears in several professional society journals.
These include the IEEE Journal of Lightwave Technology, the IEEE Photonics Technology Letters, and the
Optical Society of America’s Applied Optics. Valuable information is also contained in several trade
magazines such as Lightwave and Laser Focus World.

FIGURE 50.19 Fiber polarization controller.
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51.1 Introduction

The deployment of optical amplifiers in fiber optic communications systems has received widespread
attention over the past several years. Signal repeaters are needed to overcome inherent transmission losses
including fiber absorption and scattering, distribution losses, and connector and component losses.
Traditional repeaters are based on optoelectronic conversion where the optical signal is periodically
converted to an electronic signal, remodulated onto a new optical signal, and then transmitted onto the
next fiber section. An alternative approach is to use repeaters based on optical amplification. In optical
repeaters, the signal is amplified directly without conversion to electronics. This approach offers distinct
advantages including longer repeater spacings, simultaneous multichannel amplification, and a band-
width commensurate with the transmission window of the optical fiber. The deployment of optical
amplifiers in operational networks has reduced maintenance costs and provided a path for upgrading
the existing fiberplants since the amplifiers and fibers are transparent to signal bandwidth.

Two classes of optical amplifiers are used in fiber-based systems: active fiber amplifiers and semicon-
ductor optical amplifiers (SOAs). In this chapter we concentrate on semiconductor amplifiers. Fiber-
based amplifiers have advanced more rapidly into the deployment phase due to their high-output
saturation power, high gain, polarization insensitivity, and long excited state lifetime that reduces crosstalk
effects. Fiber amplifiers have been successfully used in the 1.55-µm fiber transmission window but are
not ideally suited for the 1.31-µm fiber transmission window. Fiber amplifiers are covered in detail in
the companion chapter in this handbook. Recent developments in SOAs have led to dramatic improve-
ments in gain, saturation power, polarization sensitivity, and crosstalk rejection. Semiconductor ampli-
fiers also have certain characteristics that make their use in optical networks very desirable: (1) they have
a flat gain bandwidth over a relatively wide wavelength range that allows them to simultaneously amplify
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signals of different wavelengths, (2) they are simple devices that can be integrated with other semicon-
ductor based circuits, (3) their gain can be switched at high speeds to provide a modulation function,
and (4) their current can be monitored to provide simultaneous amplification and detection. Additionally,
interest in semiconductor amplifiers has been motivated by their ability to operate in the 1.3-µm fiber
transmission window. For these reasons, semiconductor optical amplifiers continue to be studied and
offer a complementary optical amplification component to fiber based amplifiers.

In this chapter, we first discuss the principle of operation of SOAs followed by amplifier design
considerations. The gain characteristics are described next with discussion on small-signal gain, wave-
length dependence, gain saturation, dynamic range, polarization sensitivity, and noise. Amplification of
optical pulses and multichannel amplification are treated followed by a brief discussion of applications.

51.2 Principle of Operation

A semiconductor optical amplifier operates on the principle of stimulated emission due to interaction
between input photons and excited state electrons and is similar to a laser in its principle of operation.
The semiconductor can be treated as a two energy level system with a ground state (valence band) and
excited state (conduction band), as shown in Fig. 51.1. Current is injected into the semiconductor to
provide an excess of electrons in the conduction band. When a photon is externally introduced into the
amplifier, it can cause an electron in the conduction band to recombine with a hole in the valence band,
resulting in emission of a second photon identical to the incident photon (stimulated emission). As
these photons propagate in the semiconductor, the stimulated emission process occurs over and over
again, resulting in stimulated amplification of the optical input. Since an SOA can amplify input photons,
we can assign it a gain. As will be discussed in further detail, the material gain is only a function of the
basic device composition and operating conditions, whereas the amplifier gain defines the relationship
between the input and output optical power.

In addition to amplification of the input photons (signal), it is important to consider how noise is
generated within the amplifier when an electron in the conduction band spontaneously recombines with
a hole without the aid of a photon. This process, known as spontaneous emission, results in an emitted
photon with energy equal to the energy difference between the electron and hole. Photons created from
spontaneous emission will propagate in the amplifier and experience gain through stimulated emission.
This process leads to amplification of spontaneous emission and is called amplified spontaneous emis-
sion (ASE). ASE is a noise mechanism as it is not related to the input signal and is a random process.
Additionally, ASE takes away amplifier gain that would otherwise be available to the signal.

51.3 Types of Semiconductor Optical Amplifiers

SOAs can be classified as either subthreshold or gain clamped. Subthreshold amplifiers are lasers
operated below threshold, and gain-clamped amplifiers are lasers operated above threshold but used as
amplifiers. Subthreshold SOAs can be further classified according to whether optical feedback is used. If
the SOA amplifies the optical signal in a single pass, it is referred to as a traveling wave amplifier (TWA),
as shown in Fig. 51.2. The second type of subthreshold amplifier is a resonant amplifier, which contains

FIGURE 51.1 Spontaneous and stimulated emission occuring between the two energy states of an atom.
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a gain medium and some form of optical feedback. In this case, the gain is resonantly enhanced at the
expense of limiting the gain bandwidth to less than that of the TWA case for an equivalent material. An
example of a resonant amplifier is the Fabry–Perot (FP) amplifier shown in Fig. 51.2. The FP amplifier
has mirrors at the input and output ends, which form a resonant cavity. The resonant cavity creates an
optical comb filter that filters the gain profile into uniformly spaced longitudinal modes (also see Fig. 51.2).
The TWA configuration has a bandwidth limited by the material gain itself but is relatively flat, which
is desirable for an optical communications system application. Typical 3-dB bandwidths are on the order
of 60–100 nm. Although the FP amplifier exhibits very large gain at wavelengths corresponding to the
longitudinal modes, the gain rapidly decreases when the input wavelength is offset from the peak
wavelengths. This makes the gain strongly dependent on the input wavelength and sensitive to variations
that may occur in an optical communications system.

Gain-clamped semiconductor optical amplifiers operate on the principle that the gain can be held
constant by a primary lasing mode and signals can be amplified if their wavelength is located away from
the main lasing mode. Laser structures suitable for this approach are distributed feedback (DFB) and
distributed Bragg reflector (DBR) lasers, which lase into a single longitudinal mode. Since only a single
mode oscillates, the remainder of the gain profile is available for amplification. Figure 51.3 illustrates the
output optical spectra of a gain-clamped amplifier with the main lasing mode and the amplified signal
identified. A primary advantage of gain clamped amplifiers is a reduction in crosstalk in multichannel
amplification applications discussed in Section 51.7.

FIGURE 51.2 Classification of semiconductor optical amplifiers. (Source: Saitoh, T. and Mukai, T. 1991. In Coher-
ence, Amplification, and Quantum Effects in Semiconductor Lasers, Ed. Y. Yamamoto, John Wiley & Sons, New York.)

FIGURE 51.3 Output optical spectrum of a gain clamped amplifier with the main lasing mode and the identified
amplified signal.
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51.4 Design Considerations

For optical communications systems, traveling wave SOAs are desirable due to the wide gain bandwidth
and relatively small variation in gain over a wide signal wavelength range. Most practical TWAs exhibit
some small ripples in the gain spectrum that arise from residual facet reflections. A large effort has been
devoted to fabricate amplifiers with low cavity resonances to reduce gain ripple. For an amplifier with
facet reflectivities R1 and R2, the peak-to-valley ratio of the output intensity ripple is given by [Dutta and
Simpson, 1993]

(51.1)

where Gs is the single-pass gain of the amplifier. For the ideal case R1, R2 → 0, V = 1, that is, no ripple
at cavity mode frequencies in the output spectrum. A practical value of V should be less than 1 dB. Thus,
for an amplifier designed to provide gain Gs = 25 dB, the facet reflectivities should be such that 
must be less than 3.6 ×  10-4.

Three principle schemes exist for achieving low facet reflectivities. They are: (1) antireflection dielectric
coated amplifiers [Olsson, 1989], (2) buried facet amplifiers [Dutta et al., 1990], and (3) tilted facet
amplifiers [Zah et al., 1987]. In practice, very low facet reflectivities are obtained by monitoring the
amplifier performance during the coating process. The effective reflectivity can be estimated from the
peak-to-peak ripple at the FP mode spacings caused by residual reflectivity. Reflectivities less than 10-4

over a small range of wavelengths are possible using antireflection coatings [Olsson, 1989]. In buried
facet structures, a transparent window region is inserted between the active layer ends and the facets
[Dutta et al., 1990]. The optical beam spreads in this window region before arriving at the semiconductor–
air interface. The reflected beam spreads even farther and does not couple efficiently into the active layer.
Such structures can provide reflectivities as small as 10-4 when used in combination with antireflection
dielectric coatings. Another way to suppress the FP modes of the cavity is to slant the waveguide (gain
region) from the cleaved facet so that the light incident on it does not couple back into the waveguide
[Zah et al., 1987]. The process essentially decreases the effective reflectivity. A combination of antire-
flection coating and the tilted stripe can produce reflectivities less than 10-4. A disadvantage of this
structure is that the effective reflectivity of the higher order modes can increase, causing the appearance
of higher order modes at the output which may reduce fiber-coupled power significantly.

Another important consideration in amplifier design is choice of semiconductor material composition.
The appropriate semiconductor bandgap must be chosen so that light at the wavelength of interest is
amplified. For amplification of light centered around 1.55 µm or 1.31 µm, the InGaAsP semiconductor
material system must be used with optical gain centered around the wavelength region of interest.

51.5 Gain Characteristics

The fundamental characteristics of the optical amplifiers such as small-signal gain, gain bandwidth, gain
saturation, polarization sensitivity of the gain, and noise are critical to amplifier design and use in systems.
The component level behavior of the optical amplifier can be treated in a manner similar to electronic
amplifiers.

Small-Signal Gain and Bandwidth of Traveling Wave Amplifiers

The optical power gain of an SOA is measured by injecting light into the amplifier at a particular wavelength
and measuring the optical output power at that wavelength. The gain depends on many parameters,
including the input signal wavelength, the input signal power, material gains and losses, amplifier length,
current injection level, etc. For a TWA operated with low-input optical power, the small-signal gain is

V
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(51.2)

he optical mode confinement factor, g0 is the unsaturated material gain coefficient, αm is
on coefficient, and L is the amplifier length. The material gain coefficient g0 has a Lorentzian
 amplifier is modeled as a two-level atomic system. An important distinction is made between
 gain bandwidth and the amplifier signal bandwidth. The 3-dB bandwidth (full width at half-
of g0 is ∆νg = 1/πT2, and the 3-dB bandwidth of the TWA signal gain [Eq. (51.2)], is

 (51.3)

illustrates that the material gain bandwidth is greater than the amplifier small-signal gain

nal Gain and Bandwidth of FP Amplifiers

gnal power transmission of an FP amplifier shows enhancement of the gain at transmission
 given by [Saitoh and Mukai, 1991]

 (51.4)

he cavity resonant frequency and ∆ν is the free spectral range (also called the longitudinal
g) of the SOA. The single-pass small-signal gain G0 is given by Eq. (51.2). Note that for R1 =
reduces to that of a TWA. The 3-dB bandwidth B (full width at half-maximum) of an FP

Lorentzian material gain profile and the corresponding amplifier gain spectrum for an amplifier
two-level atomic system. (Source: Agrawal, G.P. 1995. In Semiconductor Lasers: Past, Present, and Future,
wal, AIP Press.)
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amplifier is expressed as [Saitoh and Mukai, 1991]

(51.5)

whereas the 3-dB bandwidth of a TWA is three orders of magnitude larger than that of the FP amplifier
since it is determined by the full gain width of the amplifier medium itself. Figure 51.5 shows the small-
signal (unsaturated) gain spectra of a TWA within one free spectral range [Saitoh, Mukai, and Noguchi,
1986]. Solid curves represent theoretical FP curves fitted to the TWA experimental data. Experimental
FP amplifier data are also shown (dashed curve). It can be seen that the signal gain fluctuates smoothly
over the entire free spectral range of the TWA in contrast to the FP amplifier, where signal gain is obtained
only in the vicinity of the resonant frequencies.

Wavelength Dependence of Gain

As seen previously, the amplifier gain varies with the input wavelength for both the TWA and FP cases.
The peak and width of the gain can also vary as a function of injection current. The material gain vs.
wavelength for a typical amplifier is shown in Fig. 51.6 as a function of injection current. As the injection
current increases, the peak gain increases and the location of the peak gain shifts toward shorter wavelengths.

Gain Saturation

The gain of an optical amplifier, much like its electronic counterpart, can be dependent on the input
signal level. This condition, known as gain saturation, is caused by a reduction in the number of electrons
in the conduction band available for stimulated emission and occurs when the rate of input photons is
greater than the rate at which electrons used for stimulated emission can be replaced by current injection.
The time it takes for the gain to recover is limited by the spontaneous lifetime and can cause intersymbol
interference among other effects, as will be described. The saturated material gain coefficient is given by

(51.6)

FIGURE 51.5 Unsaturated gain spectra of a TWA and an FP amplifier within one free spectral range. (Source:
Saitoh, T., Mukai, T., and Noguchi, Y. 1986. In First Optoelectronics Conference Post-Deadline Papers Technical Digest,
Paper B11-2, The Institute of Electronics and Communications Engineers of Japan, Tokyo.)
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where g0 is the unsaturated material gain coefficient, P is the total optical power in the active layer of the
amplifier, and Ps is the saturation power defined as the light intensity that reduces the material gain g to
half its value (g0/2). In general, the optical saturation power is related to the carrier lifetime but can be
reduced as the optical intensity in the amplifier increases. The single-pass saturated signal gain G(ν) is
given by [Saitoh and Mukai, 1991]

(51.7)

where Pin and Pout are the input and the output optical powers and G0 is the unsaturated gain given by
Eq. (51.2). Figure 51.7 shows experimental gain saturation characteristics of both FP and TWAs [Saitoh
and Mukai, 1987] along with theoretical curves.

Dynamic Range

The dynamic range is defined as the range of input power for which the amplifier gain will remain
constant. The gain saturation curves shown in Fig. 51.8 [Adams et al., 1985] show the relationship between
input power and gain for various current injection levels. The flat regions are the unsaturated regions.

FIGURE 51.6 Gain spectrum of a TWA at several current levels. (Source: Saitoh, T. and Mukai, T. 1987. Electron.
Lett., 23:218.)

FIGURE 51.7 Theoretical and experimental signal gain of a TWA and FP amplifier as a function of amplified
output power. (Source: Saitoh, T. and Mukai, T. 1987. Electron. Lett., 23:218.)
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As the gain increases, the 3-dB rolloff moves toward lower input power, leading to a decrease in dynamic
range.

Polarization Sensitivity

In general, the optical gain of an SOA is polarization dependent. It differs for the transverse-electric
(TE) and transverse-magnetic (TM) polarizations. Figure 51.9 shows the gain spectra of a TWA for both
TE and TM polarization states [Jopson et al., 1986]. The polarization-dependent gain feature of an
amplifier is undesirable for lightwave system applications where the polarization state changes with
propagation along the fiber.

Several methods of reducing or compensating for the gain difference between polarizations have been
demonstrated [Saitoh and Mukai, 1991]. A successful technique that leads to polarization dependent
gain on the order of 1 dB involves the use of material strain [Dubovetsky et al., 1994]. The measured
gain as a function of injection current for TE and TM polarized light for a tilted-facet amplifier is shown
in Fig. 51.10 [Zah et al., 1987]. Figure 51.11 shows the measured optical gain plotted as a function of
output power for regular double heterostructure (DH) and multi-quantum well (MQW) amplifiers

FIGURE 51.8 Effect of amplifier injection current on variation in gain as a function of optical input power. Flat
regions are unsaturated gain. Range of unsaturated gain vs. input power changes as a function of unsaturated gain.
Values indicated on curves are for injected current density. Dashed curves are obtained without taking into account
ASE. (Source: Adams, M.J. et al. 1985 IEEE Proceedings Part J, 132:58.)

FIGURE 51.9 Theoretical and experimental gain spectra of TE- and TM-polarized input signals. (Source: Jopson,
R.M. et al. 1986. Electron. Lett., 22:1105.)
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[Dutta and Simpson, 1993]. The multiquantum well amplifier result is shown for the TE mode, whereas
the gain difference between TE and TM modes for double heterostructure amplifiers was less than 1 dB.

Amplifier Noise

Semiconductor optical amplifiers add noise to the amplified optical signal in the form of amplified
spontaneous emission. This noise can reduce the signal-to-noise ratio of the detected output and can
reduce the overall gain available to the signal through gain saturation. ASE forms a noise floor with a
wavelength dependence approximately that of the gain. Figure 51.12 shows a typical optical spectrum at

FIGURE 51.10 Measured gain as a function of injection current. (Source: Zah, C.E. et al. 1987. Electron. Lett., 23:990.)

FIGURE 51.11 Measured gain as a function of output power for regular double heterostructure and multiquantum
well amplifiers. (Source: Dutta, N.K. and Simpson, J.R. 1993. Progress in Optics, Ed. E. Wolf, Vol. 31, North-Holland,
Amsterdam.)
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the output with the amplified signal and the ASE. Semiconductor optical amplifiers can be characterized
by a noise figure. Typical noise figures are in the range of 5–8 dB and can be calculated from the carrier
density due to current injection N, the carrier density required to reach transparency N0, the saturated
gain g, and the internal amplifier losses aint [Saitoh and Mukai, 1991]:

(51.8)

In calculating signal-to-noise ratio, it is useful to consider the total output of an SOA after it has been
converted to an electronic signal using a photodetector. Here we consider direct detection where a square
law detector is used to convert the optical signal to an electrical signal. In addition to the amplified
signal, several noise terms result from interaction between signal and noise in the square law detection
process [Mukai, Yamamoto, and Kimura, 1982; Yamamoto, 1980]: amplified signal shot noise, sponta-
neous emission shot noise, signal-spontaneous beat noise, spontaneous-spontaneous beat noise, and
signal excess noise. The first and third types of noise are proportional to the signal power, whereas the
second and fourth types of noise are generated from the ASE that exists independently of the input signal.
For a single amplifier, the two beat noise terms dominate as they are G times stronger [Saitoh and Mukai,
1991] than the shot noise contributions. The spontaneous-spontaneous beat noise can be reduced by
loading a narrowband optical filter matched to the signal frequency, since this noise arises from the beat
between the ASE components over a wide gain spectrum [Saitoh and Mukai, 1991]. For a direct detection
system with a high-gain optical amplifier prior to the photodetector, the electrical SNR is given by [Jopson
and Darcie, 1991]

(51.9)

where the input power to the amplifier is Pin, the optical bandwidth of the output of the amplifier is
δνopt, the receiver electrical bandwidth is Be, the amplifier noise figure is F, and the optical frequency is ν.

51.6 Pulse Amplification

The large bandwidth of a TWA suggests that they are capable of amplifying very fast optical pulses without
significant pulse distortion. However, the output pulses can be distorted either when the optical power
exceeds the saturation power or when the pulse width gets short compared to the carrier lifetime [Agrawal
and Olsson, 1989]. 

FIGURE 51.12 A typical optical spectrum at the output with the amplified signal and the amplified spontaneous
emission. (Source: BT&D Technologies, Publication No. DS007, 1992.)
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The Gaussian pulse and its spectrum for various small-signal gains G0 when the pulse width τp is much
smaller compared to carrier lifetime τc is shown in Fig. 51.13 [Agrawal and Olsson, 1989]. The input
pulse energy Ein is equal to 0.1 times the saturation energy Esat of the SOA. The pulse gets distorted such
that its leading edge becomes sharper compared with the trailing edge. When the pulse width is on the
order of the carrier lifetime, saturation can lead to a closing of the eye of a pseudo-random bit stream,
as shown in Fig. 51.14 [Jopson and Darcie, 1991]. If a sequence of short pulses (bits) are injected, where
the bit duration is less than the carrier lifetime, bit patterning can occur.

When the pulse width is comparable to τc , the saturated gain has time to recover during the pulse.
Figure 51.15(a) shows [Agrawal and Olsson, 1989] the effect of gain recovery on the output pulse shape
when the input pulse is Gaussian. As the input pulse width is increased, the output pulse becomes less
asymmetric and becomes broader than the input pulse. The gain recovery mainly affects the trailing edge
of the pulse. In the presence of partial gain recovery, the output spectrum also becomes less asymmetric
and the spectral shift becomes smaller. When , the gain recovery is complete and the output pulse
as well as its spectrum become symmetric. Figure 51.15(b) shows [Agrawal and Olsson, 1989] the output

FIGURE 51.13 Output pulse shapes and spectra for several values of the unsaturated gain when the input pulse is
Gaussian. The ratio of input pulse energy to the saturation energy is 0.1. (Source: Agrawal, G.P. and Olsson, N.A.
1989. IEEE J. Quant. Electron., 25:2297.)

FIGURE 51.14 Effect of gain saturation of binary bit eye diagram. Upper figures show amplifier output as output
power varies with saturation power. Decrease in bit height as a function of time is due to time constant of gain
saturation. Lower figures show effect of electronic bandpass filtering prior to level discrimination in an optical receiver.
Bit period is half the gain saturation time constant. (Source: Jopson, R.M. and Darcie, T.E. 1991. In Coherence,
Amplification, and Quantum Effects in Semiconductor Lasers, Ed. Y. Yamamoto, John Wiley & Sons, New York.)

tp >>tc
©2002 CRC Press LLC



 

pulses when . The pulse is also broadened because the peak experiences less amplification than
the wings because of gain saturation.

51.7 Multichannel Amplification

A TWA can greatly simplify optical repeaters used in wavelength-division multiplexed (WDM) systems,
since its wide gain bandwidth allows a single amplifier to simultaneously amplify signals of different
wavelengths. In practice, however, several phenomena in SOAs can induce interchannel crosstalk: cross-
gain modulation (XGM) and four-wave mixing (FWM). To understand XGM, the optical power in
Eq. (51.6) should be replaced by the total power in all channels. Thus, the gain of a specific channel is
saturated not only by its own power but also by the power of other channels. If channel powers change
depending on bit patterns, as in amplitude-shift keying (ASK), then the signal gain of one channel changes
from bit to bit, and the change also depends on the bit pattern of the other channels [Agrawal, 1995].
The amplified signal appears to fluctuate randomly, which degrades the signal-to-noise ratio at the
receiver. This crosstalk can be largely avoided by operating SOAs in the unsaturated regime. It is absent
for phase-shift keying (PSK) and frequency-shift keying (FSK) systems, since the power in each channel,
and therefore the total power, remains constant with time [Agrawal, 1995].

The four-wave mixing causes the generation of new optical frequencies in closely spaced WDM systems.
This phenomenon is similar to interharmonic distortion in electronic systems. The presence of multiple
wavelengths in the amplifier results in nonlinear amplification. Two wavelengths can generate additional
optical frequencies, as shown in Figure 51.16. If these frequencies coincide with existing channels,
crosstalk results. This crosstalk can be incoherent [Darcie and Jopson, 1988] or coherent [Blumenthal
and Kothari, 1996] in direct detection systems and limitations on the input power can be computed for
each case [Darcie and Jopson, 1988; Blumenthal and Kothari, 1996] for a given number of channels,

FIGURE 51.15 Output pulse shapes for (a) several values of pulse width in the partial gain recovery regime and
(b) several values of input power when the pulse width is much larger than the carrier life time. (Source: Agrawal, G.P.
and Olsson, N.A. 1989. IEEE J. Quant. Electron., 25:2297.)

FIGURE 51.16 Generation of new frequencies due to FWM interaction between the signals at frequencies f1 and f2.
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channel spacing, and amplifier gain. Unequal channel spacing can be used to minimize crosstalk effects
due to FWM [Forghieri et al., 1994].

51.8 Applications

Semiconductor optical amplifiers have multiple potential uses in optical communication systems (see
Fig. 51.17). Power boosting, optical preamplification prior to photodetection, compensation of distribu-
tion losses, and in-line amplification are examples of transmission applications. In-line amplifiers elim-
inate the need for electronic regenerators and allow multichannel amplification. As a booster amplifier,
the transmission distance can be increased by 10 to 100 km. SQAs can be integrated with a semiconductor
laser to obtain a high-power, narrow-linewidth optical source useful for coherent communication systems
[Koch and Koren, 1991; Glance et al., 1992]. Transmission distance can also be increased by putting an
amplifier to operate the receiver in the shot noise limit.

Another potential application of SOAs is in the area of dispersion compensation. Midpoint dispersion
compensation in a fiber link is achieved by using the SOA to perform frequency conversion through
four-wave mixing [Tatham, Sherlock and Westbrook, 1993]. This process inverts the ordering of the
optical spectrum within the pulse, thereby reversing the effect of dispersion in the second section of fiber.
An SOA can also be used as a booster amplifier to balance the effect of frequency chirp in direct drive
semiconductor lasers [Yazaki et al., 1992].

A third class of application, photonic switching, may require switching of signals in space and/or
wavelength. SOAs can be integrated in space switches as transmission gates [Gustavsson et al., 1992]
with very high-extinction ratio in the off state. SOAs can also be used to translate signals between
wavelengths using wavelength conversion techniques such as cross-gain saturation [Valiente, Simon, and
LeLigne, 1993] or four-wave mixing [Zhou et al., 1994].
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FIGURE 51.17 Configurations for SOA applications. (Source: Yamamoto, Y. and Mukai, T. 1989. Optical Quant.
Electron., 21:S1.)
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Defining Terms

Absorption coefficient: Amount of optical power absorbed in material per unit length.
Amplified spontaneous emission (ASE): Stimulated replication of photons that were originally gen-

erated by spontaneous emission. 
Amplifier gain: Ratio of optical power at input of amplifier to optical power at output of amplifier.
Bit patterning: Influence of a previous bit on subsequent bits in a bit stream due to gain saturation

effects.
Comb filter: Transfer function of resonant structure that has repeating periodic passband.
Cross-gain modulation (XGM): Modulation of amplifier gain at one wavelength due to variation in

signal at another wavelength.
Dispersion compensation: Realignment of phases for different spectral components in a pulse so that

pulse broadening can be reduced.
Distributed Bragg reflector laser (DBR): Laser structure with Bragg reflectors at ends of cavity.
Distributed feedback laser (DFB): Laser structure with Bragg reflector in middle of cavity and without

mirrors at ends.
Fabry–Perot (FP) amplifier: Resonant amplifier using mirrors at input and output for feedback.
Four-wave mixing (FWM): Generation of new frequencies, or intermodulation products, through gain

nonlinearity.
Free spectral range: Spacing between longitudinal modes in resonant cavity.
Frequency chirp: Change in optical frequency as a function of time across a modulated optical signal.
Gain clamped: Operation of gain structure above condition where gain equals cavity losses.
Gain ripple: Periodic variation in gain over amplifier bandwidth.
Gain saturation: Reduction in gain due to increase in optical power.
Interchannel crosstalk: Transfer of information between channels due to a physical crosstalk mecha-

nism.
Longitudinal modes: Single passband of a resonant cavity with comb-filter type transfer function.
Material gain: Number of photons generated per incident photon per unit length of material.
Optical mode confinement factor: Amount of optical signal that passes through amplifying medium.
Photonic switching: Switching or redirection of optical signals without conversion to electronics.
Polarization dependent: Variation in gain for different orientations of optical field.
Resonant amplifier: Amplifier with gain and feedback.
Saturated material gain: Optical signal-level dependent gain.
Space switches: Connection through spatially discrete elements.
Spontaneous emission: Emission of a photon by random transition from a high-energy state to a low-

energy state.
Stimulated amplification: Stimulated replication of photons through stimulated emission.
Stimulated emission: Emission of a photon due to transition from a high-energy state to a low-energy

state that was caused by an initial photon.
Subthreshold: Operation of gain structure below condition where gain equals cavity losses.
Traveling wave amplifier (TWA): Single-pass amplifier with optical gain.
Unsaturated material gain coefficient: Gain provided to optical signal that is not signal-level dependent.
Wavelength-division multiplexing (WDM): Transmission of simultaneous channels on parallel optical

wavelengths.
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52.4 Summary

52.1 Introduction

From the first demonstration of optical communication, a primary drive in the research activity has been
directed toward constant increase in the system capacity. Until very recently, the ultimate capacity limits
have been determined by the spectral bandwidth of the signal source and of the fundamental fiber
parameters: attenuation and dispersion. On the basis of the limiting term of the transmission link, systems
have been denoted as either loss limited or dispersion limited, and it can be seen that there have been
alternations between these two extremes over the past 20 years. In the mid-1980s, the international
development had reached a state at which not only dispersion-shifted fibers were available but also
spectrally pure signal sources emerged. The long-haul optical communication systems were, therefore,
clearly loss limited and their problems had to be overcome by periodic regeneration of the optical signals
at repeaters applying conversion to an intermediate electrical signal. Because of the complexity and lack
of flexibility of such regenerators, the need for optical amplifiers was obvious.

The technological challenge was to develop a practical way of obtaining the needed gain, that is, to
develop amplifiers with a complexity and application flexibility superior to the electrical regenerators.
Several means of doing this had been suggested in the 1960s and 1970s, including direct use of the
transmission fiber as gain medium through nonlinear effects [Agrawal, 1989], semiconductor amplifiers
with common technical basis in the components used for signal sources [Simon, 1983], or doping optical
waveguides with an active material (rare-earth ions) that could provide the gain [Koester and Snitzer,
1964]. First, however, with the pronounced technological need for optical amplifiers and the spectacular
results on erbium-doped-fiber amplifiers [Mears et al., 1987], an intense worldwide research activity on
optical amplifiers was initiated. This resulted in the appearance of commercially available packaged
erbium-fiber amplifier modules as early as 1990, and the rapidly expanding technology and transfer of
knowledge from research to practical system implementation make it clear that optical amplifiers and,
especially, the erbium-doped-fiber amplifier are bringing about a revolution in communication systems.

The following section provides a short review of the general properties and limitations of optical
amplifiers. Thereafter, the specific technologies available for the realization of optical amplifiers are
reviewed, and their key parameters are compared. Finally, the chapter includes a short review of some
of most significant results on optical amplifiers in optical communication systems.

Anders Bjarklev
Technical University of Denmark
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52.2 General Amplifier Concepts

In order to clarify and define the need for optical amplifiers, we discuss here some concepts general to all
optical amplifiers. In an ideal optical amplifier, the signal would be amplified by adding, in phase, a well-
defined number of photons to each incident photon. This means that a bit sequence or an analog optical
signal simply would increase its electromagnetic field strength but not change its shape by passage through
the optical amplifier, as illustrated in Fig. 52.1(a). In a perfect amplifier, this process would take place
independent of the wavelength, state of polarization, intensity, (bit) sequence, and optical bandwidth of
the incident light signal, and no interaction would take place if more than one signal were amplified
simultaneously. In practice, however, the optical gain depends not only on the wavelength (or frequency)
of the incident signal, but also on the electromagnetic field intensity at any point inside the amplifier.
Details of wavelength and intensity dependence of the optical gain depend on the amplifying medium.

Before we turn to describing the different types of amplifiers, however, it is informative to illustrate
some general concepts of practical optical amplifiers. To do so, we consider a case in which the gain
medium is modeled as a homogeneously broadened two-level system. In such a medium, the gain
coefficient (i.e., the gain per unit length) can be written as [Agrawal, 1992]:

(52.1)

Here g0 is the peak value of the gain coefficient determined by the pumping level of the amplifier, ω is
the optical angular frequency of the incident signal, and ω0 is the atomic transition angular frequency.
Ps is the optical power of the signal and Psat is the saturation power, which depends on the gain medium
parameters such as fluorescence lifetime τ and the transition cross section. The parameter T2 in Eq. (52.1)
is normally denoted as the dipole relaxation time [Agrawal, 1992].

Two important amplifier characteristics are described in Eq. (52.1). First, if the signal power ratio
obeys Ps /Psat  1 throughout the amplifier, the amplifier is said to be operated in the unsaturated region.
The gain coefficient is then maximum when the incident angular frequency ω coincides with the atomic
transition angular frequency ω0. The gain reduction for angular frequencies different from ω0 is generally
given by a more complex function than the Lorentzian profile, but this simple example allows us to define
the general property of the gain bandwidth. This is normally defined as the full-width half-maximum
(FWHM) value of the gain coefficient spectrum g(ω). For the Lorentzian spectrum, the gain bandwidth
is given by Dωg = 2/T2.

From the communication system point of view, it is more natural to use the related concept of amplifier
bandwidth instead of the gain bandwidth, which is related to a point within the gain medium. The
difference becomes clear when we consider the amplifier gain G defined as

(52.2)

where  is the input power and  is the output power of a continuous wave (CW) signal being
amplified. The amplifier gain G may be found by using the relation

(52.3)

where P(z) is the optical power at a distance z from the amplifier input end. If the gain coefficient g(ω),
for simplicity, is considered constant along the amplifier length, the solution of Eq. (52.3) is an expo-
nentially growing signal power P(z) =  exp(gz). For an amplifier length L, we then find that

(52.4)
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Equation (52.4) illustrates the frequency dependence of the amplifier gain G and shows that G(ω)
decreases much faster than g(ω) with the signal detuning (ω - ω0) because of the exponential dependence
of G on g. As shown in Fig. 52.1(b), the amplifier bandwidth DωA, which is smaller than the gain
bandwidth, results in signal distortion in the case where a broadband optical signal is transmitted through
the amplifier.

FIGURE 52.1 Optical amplifiers with different limiting properties: (a) ideal optical amplifier, (b) optical amplifier
with a Gaussian bandwidth limitation, (c) optical amplifier with saturation limitation, (d) optical amplifier adding
noise to the signal, (e) optical amplifier with isolator and filter to limit residual pump and ASE disturbance in the
surrounding system, (f) polarization sensitive optical amplifier, and (g) optical amplifier inducing interchannel
crosstalk.
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Another important limitation of the nonideal amplifier is expressed in the power dependence of the
gain coefficient. This property, which is known as gain saturation, is included in the example of Eq. (52.1),
and it appears in all cases where the term Ps/Psat is nonnegligible. Since the gain coefficient is reduced
when the signal power Ps becomes comparable to the saturation power Psat, the amplification factor (or
amplifier gain) G will also decrease. This is illustrated in Fig. 52.1(c), where it is shown how G decreases
from its unsaturated value G0.

Gain saturation might be seen as a serious limitation for multiwavelength optical communication
systems. However, gain saturated amplifiers have practical use as their self-regulating effect on the signal
output power is going to be used in planned transoceanic communication links including many concat-
enated amplifiers. The principle is as follows: if the signal level in a chain of amplifiers is unexpectedly
increased along the chain, due to saturation the following amplifiers will be operated at a lower gain and
vice versa for a sudden signal power decrease.

Besides the bandwidth and gain saturation limitations of practical optical amplifiers, another property
is inherent for practical amplifiers today. Optical amplifiers, in general, will add spontaneously emitted
or scattered photons to the signal during the amplification process, and this will consequently lead to a
degradation of the signal-to-noise ratio (SNR). This property is illustrated in Fig. 52.1(d). The SNR
degradation is quantified through a parameter F, normally denoted as the amplifier noise figure, which
is defined as the SNR ratio between input and output [Yariv, 1990],

(52.5)

It should be noted that it is common practice to refer the SNR to the electrical power generated when
the optical signal is converted to electrical current by using a photodetector. The noise figure as defined
in Eq. (52.5), therefore, in general, would depend on several detector parameters which determine the
shot noise and thermal noise associated with the practical detector. However, the influence of detector
parameters will not help us clarify the amplifier noise properties, and it is therefore advantageous to
consider an ideal detector, whose performance is limited by shot noise only [Yariv, 1990].

In practice, the spontaneous emission is reduced by optical filtering of the received signal. Therefore,
the SNR generally also will be dependent on the bandwidth of the optical filters and the spectral power
distribution of the spontaneous emission from the amplifier. However, since this filtering is a process
independent of the amplifier properties, it is also common practice to eliminate this ambiguity by
considering an ideal filter [Agrawal, 1992]. Such an ideal filter is introduced only to allow the signal and
the spontaneous emission within the signal bandwidth to pass to the detector. Therefore, it will only be
the spontaneous emission spectral power density at the signal wavelength that enters the ideal detector,
and the noise figure becomes independent of the spectral shape of the spontaneous emission. Note that
since the amplifier deteriorates the signal-to-noise ratio, that is, SNRin > SNRout, the noise figure will
always obey the relation F  > 1.

For a practical communication system, the amplifier spontaneous emission may have another influence
besides that described through the noise figure (i.e., besides the effect that it adds fluctuations to the amplified
optical signal power, which are converted to current fluctuations during the photodetection process). Namely,
the spontaneous emission, which is emitted from the amplifier input end, may enter the signal source (a
semiconductor laser), where it can result in performance disturbances. Therefore, it is often necessary to
include isolation between amplifier and light source to avoid additional noise in the system.

Therefore, it must be considered that the optical communication system has to be protected against
undesired emission from the amplifier, and it is necessary to include the special properties of optically
pumped amplifiers. These may also transmit residual pump power onto the transmitter and/or detector.
The actual effect of this will be strongly dependent on the spectral properties of the pump light and
whether the signal source or detector is sensitive to such radiation. As shown in Fig. 52.1(e), this often
implies the inclusion of separate isolators and filters (if not already included for direct reduction of noise-
induced signal power fluctuations).

F
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Another property that has to be evaluated for the optical amplifier is the polarization sensitivity. A high-
polarization sensitivity means that the amplifier gain G differs for different polarization directions of the
input signal. This is shown in Fig. 52.1(f) for two orthogonal linear polarization states. Since optical
communication systems normally do not include polarization control, and because the polarization state
is likely to vary due to external factors such as mechanical pressure, acoustic waves, and temperature
variations, amplifier polarization sensitivity is naturally an undesired property in most cases. Therefore,
for amplifiers that are inherently polarization sensitive, it has been a primary goal to reduce or even
eliminate the amplifier output power variation due to changes in the signal input polarization state.

All of the limiting properties, which we have previously discussed, are not surprisingly distinctly
different for different types of amplifiers. This is also the case for the crosstalk limitation that relates to
multichannel applications of optical amplifiers. In contrast to the ideal case, where all signal channels
(or wavelengths) are amplified by the same amount, undesired nonlinear phenomena may introduce
interchannel crosstalk (i.e., the modulation of one channel is affected or modified by the presence of
another signal channel). The effect of crosstalk is illustrated in Fig. 52.1(g), where one channel is
considered to carry a modulated signal, whereas the other carries a continuous wave (CW) signal. By
passage of the amplifier, the CW has been modulated by the signal carried in the other channel. We will
return to the more specific nature of these nonlinear phenomena in connection with the discussion of
the different optical amplifiers.

The final limiting factors that should be mentioned here are closely related to the physical environ-
ment in which the amplifier is placed. These may include sensitivity toward vibrations, radioactive
radiation, chemicals, pressure, and temperature. However, since, at least, amplifiers for optical com-
munication systems generally are placed in controlled environments, we will not go further into a detailed
discussion of such properties at this point.

The relative importance of the different limiting factors as just discussed depends on the actual
amplifier application. One application is as replacement of electronic regenerators; in such cases, the
amplifiers are placed at a considerable distance from the transmitter and receiver and they are denoted as
in-line amplifiers. The optical amplifier may also be used to increase the transmitter power by placing
an amplifier just after the transmitter. Such amplifiers are called power amplifiers, or boosters, because
their main purpose is to boost the transmitted power. Long-distance systems may also be improved by
the inclusion of so-called preamplifiers, which are placed just before the receiver. Finally, optical amplifiers
may find use in local area networks in which they can compensate for distribution losses. Thereby, the
number of nodes in the networks may be increased.

52.3 Alternative Optical Amplifiers for Lightwave
System Applications

The most important factors that limit the performance of practical optical amplifiers have now been
identified. The next task then is to investigate the technologies available for obtaining realistic amplifiers.
Basically, six different ways of obtaining optical amplification have to be considered: fiber-Raman and
fiber-Brillouin amplifiers, semiconductor optical amplifiers (SOA), rare-earth-doped fiber amplifiers,
rare-earth-doped waveguide amplifiers, and parametric amplifiers. The aim of the present description
is to present the basic physical properties of these candidates as relates to their applicability as practical
optical amplifiers.

Fiber-Raman Amplifiers

The fiber-Raman amplifier works through the nonlinear process of stimulated Raman scattering (SRS)
occurring in the silica fiber itself. SRS is an interaction between light and the vibrational modes of silica
molecules. The process appears because the SRS converts a small fraction of the incident power from
one optical beam (the pump) to another optical beam (the signal) at a frequency down-shifted by an
amount determined by the vibrational modes of the medium.
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The light generated by SRS is called the Stokes wave, and Stokes waves are generated both copropagating
and counterpropagating with the incident beam. As early as 1962, it was observed that for very intense
pump waves a new phenomenon of SRS can occur in which the Stokes wave grows rapidly inside the
medium such that most of the pump energy appears in it. If the signal angular frequency w s and pump
angular frequency wp are chosen with a difference of Ω R = ωp - ωs (the Stokes shift) corresponding to
the value dictated by the vibrational energy of the molecules, the signal may experience Raman gain.

A significant feature of the Raman gain in silica fibers is that it extends over a large frequency range
(up to 40 THz with a typical FWHM width of 6 THz) with a broad dominant peak near 13 THz. This
is due to the amorphous nature of fused silica in which the molecular vibrational frequencies spread out
into bands overlapping each other and creating a continuum (depending on the fiber core composition).
The relatively large bandwidth of fiber-Raman amplifiers and a very large saturation power (typically
around 1 W) makes them attractive for optical communication systems. Also, their noise properties are
good, since a noise figure close to 3 dB is obtainable. On the other hand, one of the considerable drawbacks
of this amplifier type is that to obtain a 20-dB gain in a 100-km-long standard fiber for optical commu-
nication, more than 2.5 W of pump power at 1480 nm is needed [Agrawal, 1989]. Another important
limitation of fiber-Raman amplifiers is their polarization sensitivity. Experiments show the necessity of
matching the polarization directions of pump and signal, since SRS ceases to occur for the case of
orthogonal polarizations. Because polarization control is not normally employed in optical communi-
cation systems, this property introduces an additional complexity, which, together with the high pump
power requirements, makes the Raman amplifier only slightly attractive from the point of view of the
optical communication system designer. Table 52.1 lists key parameters for the fiber-Raman amplifier.

Brillouin Amplifiers

Another type of amplifier that makes use of the physical properties of the silica transmission fiber itself
is the stimulated Brillouin scattering (SBS) amplifier [Agrawal, 1989]. The nonlinear SBS process
appears through the generation of a backward propagating Stokes wave that carries most of the input
energy and is, in this sense, similar to the SRS process. There are, however, major differences between
the SRS and SBS processes. One aspect is that the Stokes wave in the case of SBS propagates backwards
and, in contrast to SRS, the input power levels needed to obtain SBS are much lower (ª1-mW CW pump
power is sufficient to obtain SBS). Note also that the SBS depends on the spectral width associated with
the pump wave and it nearly ceases to occur for short pump pulses. Finally, the Stokes shift in SBS
(ª10 GHz) is smaller by three orders of magnitude compared with that occurring in SRS. The differences
between SRS and SBS may be explained from a single fundamental difference; optical phonons participate

TABLE 52.1 Comparison of Optical Amplifiers Around 1550 nm

Property
Raman 

Amplifier
Brillouin 
Amplifier SOA EDFA

RE-Doped 
Waveguide 
Amplifiers

Optical 
Parametric 
Amplifiers

Small-signal gain >40 dB >40 dB >30 dB >50 dB 20 dB 16 dB
Efficiency 0.08 dB/mW 5.5 dB/mW 28 dB/mA 11 dB/mW 0.1 dB/mW 10-4 dB/mW
Output power 1 W 1 mW >0.1 W >0.5 W 2 mW
Distortion/

Crosstalk
Negligible Negligible Significant

(in saturation)
Negligible Negligible

Dynamic 
performance

>20 Gb/s <100 MHz >25 Gb/s >100 Gb/s >100 Gb/s

Gain bandwidth A few tens of nm <100 MHz 60–70 nm ª30 nm A few tens of nm 5000 GHz
Noise figure ª3 dB >15 dB 5–7 dB ª3 dB >3 dB
Polarization 

sensitivity
Significant None <A few dB Insignificant 

(<0.1 dB)
<1 dB <A few dB

Coupling loss
(to fiber)

<1 dB <1 dB A few dB <1 dB
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in the Raman process, whereas acoustical phonons (forming acoustic waves) participate in the Brillouin
process. In the ideal case Brillouin scattering should not occur in the forward direction in an optical
fiber, but due to spontaneous or thermal Brillouin scattering, small amounts of forward scattered light
may be measured.

The obtainable SBS gain is nearly three orders of magnitude larger than the Raman gain [Agrawal, 1989].
This means that the fiber-Brillouin amplifier can amplify a signal by 30 to 35 dB with a small pump power
in the range of 1 to 10 mW. Also, the saturation power of fiber-Brillouin amplifiers is different from that
of the Raman amplifier; in the case of SBS it is in the milliwatt range. However, from the point of view of
the optical communication system designer, who in the mid-1980s was seeking an efficient optical amplifier,
the central problem of fiber-Brillouin amplifiers was their narrow gain bandwidth (less than 100 MHz).
This narrow bandwidth, which, due to fiber inhomogeneities, is broadened even compared to the bulk silica
value of around 17 MHz [Agrawal, 1992], makes fiber Brillouin amplifiers less suitable as power amplifiers,
preamplifiers, or in-line amplifiers in generally used intensity-modulated direct detection systems. Fiber-
Brillouin amplifiers need to be pumped by narrow linewidth semiconductor lasers (<10 MHz), which
obviously limit their potential use in optical communication systems since, in practice, a wavelength tuneable
narrow bandwidth pump is required. As a consequence of this, SBS has, since its first observation in optical
fibers in 1972, primarily been studied as a nonlinear phenomenon limiting transmitter power in fiber optic
communication systems. It is, on the other hand, important to note that the narrow bandwidth nature of
SBS lately has attracted attention, for example, in connection with channel selection in multichannel
lightwave systems.

Another property that adds to reservations about fiber Brillouin amplifiers is their disadvantageous
noise properties. Noise appears due to a large population of acoustic phonons at room temperature, and
noise figures as large as 15 dB are likely to appear. This makes the Brillouin amplifier highly problematic
both as a preamplifier and for in-line applications.

Semiconductor Optical Amplifiers

The semiconductor optical amplifier, in contrast to both Raman and Brillouin fiber amplifiers, is fabri-
cated in a material and structure different than silica transmission fiber. Therefore, light has to be coupled
from fiber to SOA and vice versa, which inevitably results in coupling losses. Unless special action is
taken, the SOA itself also will experience relatively large feedback due to reflections occurring at the
cleaved end facets (32% reflectivity due to refractive index differences between semiconductor and air),
resulting in sharp and highly disadvantageous gain reduction between the cavity resonances of the
Fabry–Perot resonator. Therefore, it is necessary to design traveling wave (TW) type SOAs by suppressing
the reflections from the end facets; a common solution is the inclusion of antireflection coating of the
end facets. It turns out that to avoid the amplifier bandwidth being determined by the cavity resonances
rather than the gain spectrum itself, it becomes necessary to require that the facet reflectivities satisfy
the condition [Agrawal, 1992]  Here, G is the single-pass amplification factor, and R1

and R2 are the power reflection coefficients at the input and output facets, respectively. For an SOA
designed to provide a 30-dB gain, this condition will mean that  which is difficult
to obtain in a predictable and reproducible manner by antireflection coating alone. Additional methods
to reduce the reflection feedback include designs in which the active-region stripe is tilted from the facet
normal and introduction of a transparent window region (nonguiding) between the active-layer ends
and the antireflection coated facets. Reflectivities as small as 10-4 may thereby be provided, and the SOA
bandwidth will be determined by the gain medium. Typically, 3-dB amplifier bandwidths of 60–70 nm
may be obtained.

The gain in an SOA depends on the carrier population, which changes with the signal power and the
injection current. Note that, in contrast to the alternative optical amplifiers, the SOA is not optically
pumped, and an important property is the very short effective lifetime of the injected carriers (i.e., of
the order of 100 ps). This property becomes specifically relevant for multichannel applications of SOAs,
where crosstalk limitations are in question. This crosstalk originates from two nonlinear phenomena:

G R1R2 0.17.<

R1R2 0.17 10 4– ,◊<
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cross saturation and four-wave mixing. The former appears because the signal in one channel through
stimulated recombinations affects the carrier population and, thereby, the gain of other channels. This
significant problem may only be reduced by operating the amplifier well-below saturation, but this is
not an easy task due to the relatively limited saturation output power of 5 to 10 mW. Four-wave mixing
also appears because stimulated recombinations affect the carrier number. More specifically, the carrier
population may be found to oscillate at the beat frequencies between the different channels, whereby
both gain and refractive index are modulated. The multichannel signal therefore creates gain and index
gratings, which will introduce interchannel crosstalk by scattering a part of the signal from one channel
to another. Finally, it should be mentioned that, due to their large bandwidth, SOAs have the potential
of amplifying ultra-short pulses (a few picoseconds). However, the gain dynamics will play an important
role and saturation induced self-phase modulation has to be considered. In other words, the SOA will
introduce a frequency chirp, which may find positive use in terms of dispersion compensation.

The noise properties of the SOA are determined by two factors. One is the emission due to spontaneous
decays and the other is the result of nonresonant internal losses α int (e.g., free carrier absorption or
scattering loss), which reduce the available gain from g to (g  - α int). Also, residual facet reflectivities (i.e.,
loss of signal input power) increase the noise figure. Typical values of the noise figure for SOAs are 5 to
7 dB.

An undesirable characteristic of the early SOAs is the polarization sensitivity, which appears because the
amplifier gain differs for the transverse-electric (TE) and transverse-magnetic (TM) modes in the semicon-
ductor waveguide structure. However, intense research over the last few years has reduced the problem,
and an SOA with much reduced polarization sensitivity has been reported by many groups [Stubkjaer
et al., 1993]. For such state-of-the-art SOAs, a net gain of 25 dB may be achieved for a bias current of
100 mA. At this gain level, the polarization sensitivity is ±1 dB, and it becomes insignificant for gain
levels lower than ª20 dB. Other methods of using serial or parallel coupled amplifiers or two passes
through the same amplifier are also suggested, but such schemes increase complexity, cost, and stability
requirements.

To conclude the discussion of the semiconductor optical amplifier, it is important to note that SOAs
through the 1980s have shown potential for optical communication applications. However, drawbacks
such as polarization sensitivity, interchannel crosstalk, and large coupling losses have to be overcome
before their use becomes of practical interest. In favor of the SOA are the large amplifier bandwidth and
the possibility of monolithical optoelectronic integration, especially within the receiver, where the input
signal powers are weak enough to avoid undesired nonlinearities. Therefore, it is likely that SOAs will
find application in future optical communication systems. It should be mentioned that the SOA itself
can be used as an amplifier and a detector at the same time, because the voltage across the pn-junction
depends on the carrier density, which again interacts with the optical input signal. Promising results for
transparent channel drops, channel monitoring, and automatic gain control have been demonstrated
[Stubkjaer et al., 1993]. Note that possible future applications of SOAs will not be in their ability as
amplifiers alone, but rather as wavelength conversion elements and optical gates [Stubkjaer et al., 1993].

Rare-Earth-Doped Fiber Amplifiers

Parallel to the maturation of semiconductor optical amplifiers, another development has taken place,
which in only three years has demonstrated a large impact on optical communication systems. With a
point of reference in work on rare-earth- (RE-) doped glass lasers initiated as early as 1963 [Koester and
Snitzer, 1964], the first rare-earth-doped fiber amplifiers (as possible useful devices for telecommunica-
tion applications) were demonstrated in 1987 [Mears et al., 1987]. Progress since then has multiplied to
the extent that amplifiers today offer far-reaching new opportunities in telecommunication networks.

The possible operational wavelengths of rare-earth-doped fiber amplifiers are determined by the
emission spectra of the rare-earth ions moderately modified by the host material in which they are
embedded. Only a few rare-earth materials become relevant for optical communication purposes, pri-
marily erbium, which may provide amplification in the 1550 nm wavelength band, and neodymium or
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praseodymium, which may be operated around the 1300 nm band. The absorption spectrum holds
accurate information about the location of possible pump wavelengths and the ability to excite the rare-
earth ions to higher energy levels. From this higher energy level the electron can relax, transferring its
packet of energy to the ground state either radiatively or nonradiatively. The nonradiative de-excitation
involves the creation of phonons (i.e., a quantized vibration of the surrounding medium), whereas the
radiative decay to lower energy levels takes one of two forms. These are known as spontaneous and
stimulated emission, and in both cases photons are emitted. Spontaneous emission always takes place
when the electrons of a collection of atoms are in an excited state; therefore, spontaneously emitted light
may not be avoided in a fiber amplifier. Stimulated emission is the process that allows signal amplification
to take place and, therefore, is the desired property of the fiber amplifier. The process may be explained as
follows. A photon incident on the medium, with an energy equal to the difference in energy of the ground
state and an excited state, promotes de-excitation, with the creation of a photon that is in phase with the
incident photon. When the ions are pumped to energy levels above the upper laser level, the population
cascades down through the intervening levels by nonradiative transitions and eventually leads to a popu-
lation of the upper laser level. This level is normally described as metastable, since transitions from this to
lower manifolds only appear because the crystal field has broken the inversion symmetry of the ion’s
environment, permitting the electric dipole transitions to occur. Note that for this reason, the involved
lifetimes in the upper laser level (typically, 10 to 14 ms for erbium) are many orders of magnitude larger
than the nonradiative lifetimes of the higher energy levels.

Focusing on the erbium-doped-fiber amplifier (EDFA), which may be fabricated using a silica glass
host, semiconductor pump sources have been successfully used to pump amplifiers in the 800-, 980-, and
1480-nm absorption bands. In addition, pumping at lower wavelengths is also applicable but less interesting
due to the lack of practical pump sources [Bjarklev, 1993]. Basic differences exist between the application
of the three mentioned pump choices. First, it should be noted that amplification occurs according to a
three-level scheme when 800- or 980-nm pumping is applied, but the erbium ion works as a two-level
system when 1480-nm pumping is used. Furthermore, 800-nm pumping is much less efficient than 980-
nm pumping due to a pronounced excited-state absorption (ESA) of pump photons [Bjarklev, 1993].
Because of these differences, today only 980- and 1480-nm pumping is considered in practical system
applications. In cases where very low-noise figures are required, 980-nm pumping is the preferred choice,
since the three-level nature of the system makes excitation of all erbium ions (full inversion) possible,
resulting in a noise figure very close to 3 dB. For 1480-nm pumping, only 70% of the erbium ions may
be excited to the upper laser level, and noise figures down to 5 dB are generally obtainable. However,
1480-nm pumping still provides highly efficient amplifiers, and more reliability testing of the semicon-
ductor pump sources have been performed at this wavelength, making 1480-nm pumped amplifiers
preferred for many present applications.

EDFAs readily provide small-signal gain in the order of 30 to 40 dB, but values as high as 54 dB have
been demonstrated [Hansen, Dybdal, and Larsen, 1992]. The EDFA also provides high-saturation powers,
and signal output powers of more than 500 mW have been demonstrated. In such power amplifier
applications, 80% or more of the pump photons may be converted to signal photons, indicating the high
efficiency of the EDFA. A 30-nm bandwidth of the EDFA may easily be obtained, and although this is
not quite as large as that of the SOA, it will be quite sufficient for most multiwavelength applications of
optical amplifiers.

The long lifetime in the upper laser level makes the EDFA an almost ideal energy reservoir, and it is
important to note that, with the power levels used in modern optical communication systems, one signal
pulse will only interact with very small fraction of the erbium ions within the EDFA. The following pulse
is, therefore, very unlikely to interact with the same erbium ions, and it will remain unaffected by other
pulses. For this reason, in practice, no crosstalk will be seen in fiber amplifiers. The EDFA is also very
insensitive to polarization variations of the signal, and only systems with cascaded amplifiers have lately
demonstrated degradation due to polarization effects. A typical gain variation of 0.1 dB is found [Mazurczyk
and Zyskind, 1993] when the polarization state of the signal is switched between orthogonal linearly
polarized states. Finally, it should be mentioned that since the EDFA is an optical fiber itself, very low
©2002 CRC Press LLC



 

coupling losses (comparable to ordinary splice losses) are involved in the application of EDFAs. The key
numbers describing the EDFA are shown in Table 52.1.

In contrast to the EDFA, the 1300-nm fiber amplifiers have to deal with a number of difficulties, and
their applicability still remains an unanswered question. The neodymium-doped fiber amplifier operates
at a wavelength that is too high (around 1340 nm) to provide a realistic gain, and so the best candidate in
the 1300-nm wavelength band is the praseodymium-doped fiber amplifier (PDFA). The primary difficulty
is that for 1300-nm applications, the rare-earth dopants have to be placed in a host material other than
silica (otherwise no net gain will appear) [Bjarklev, 1993]. Until now the most promising host materials
have been different compositions of fluoride glasses, which suffer from low strength and hygroscopy.
However, a small-signal gain of 34 dB (fiber-to-fiber) and a saturated output power of 200 mW have been
demonstrated for a praseodymium-doped fiber amplifier module. Another problem is that the 1300-nm
amplifiers normally have a lower pump efficiency than EDFAs. However, the latest results present values as
high as 4 dB/mW for praseodymium-doped amplifiers, which also show noise figures in the 5 to 8 dB range.

Rare-Earth-Doped Waveguide Amplifiers

Rare-earth-doped waveguide amplifiers are only different from fiber amplifiers in the respect that the
rare-earth material is embedded in a planar optical waveguide and not a fiber. This means, at first glance,
that only another waveguide geometry has to be considered. However, two important factors have to be
considered in the design of rare-earth-doped waveguide amplifiers. First, the background loss is several
orders of magnitude larger in a planar waveguide (around 0.1 dB/cm) than in a fiber, and second, a much
higher rare-earth-dopant concentration is necessary in the relatively short planar waveguides. This raises
the problem of energy transfer between the rare-earth ions and a resulting lower amplifier efficiency. Not
surprisingly, the focus has been on the erbium-doped planar waveguide amplifiers in silica, and integra-
tion with a 980/1530-nm wavelength division multiplexer has been presented [Hattori et al., 1994]. In
this component, a maximum gain of 13.5 dB for a 600-mW pump power was shown, but gain values
up to 20 dB have been demonstrated in other amplifiers. Of course, these early amplifiers are far from
optimized, but the results indicate that the rare-earth-doped planar waveguides have realistic and attrac-
tive application possibilities in integrated-optical devices. We may consider other host materials such as
lithiumniobat and new applications beside optical communication. On the other hand, it is not realistic
to expect that the rare-earth-doped waveguide amplifier will completely replace EDFAs as high-performance
amplifiers in optical communication systems.

Optical Parametric Amplifiers

Finally, it should be mentioned that the possibility of using second-order nonlinearity in electro-optic
materials for amplification exists. In this case, energy is transferred from a strong optical pump to the
signal with the aid of an optical idler in a degenerate four-wave-mixing process. It is referred to as a
parametric process as it originates from light-induced modulation of a medium parameter such as the
refractive index, and its origin lies in the nonlinear response of bound electrons of the material to an
applied optical field. The main difficulty is that phase matching of the three interacting waves has to be
maintained. Furthermore, a high-pump-power requirement is a serious limitation, and parametric ampli-
fiers are, at present, inferior to erbium-doped and semiconductor optical amplifiers. However, such phase
sensitive amplifiers are suitable for squeezed-state amplification, and they have no lower limit for the
noise figure in the limit of high amplification [Kumar, Kath, and Li, 1994].

Comparison of Amplifier Characteristics

Table 52.1 lists the key parameters of all of the different optical amplifiers discussed. In principle, the
different types may be operated at any wavelength, except for the erbium-doped amplifiers. However,
since the 1550-nm wavelength band is one of the most important for optical communication, Table 52.1
refers to this wavelength band, and, as such, it serves as a source of comparison between the different
amplifiers.
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52.4 Summary

Through the description of the alternative optical amplifiers for optical communication systems we learn
that fiber-Raman and fiber-Brillouin amplifiers have not been able to completely fulfill the demands of
optical communication systems, and it was with the demonstration of practical EDFAs that the devel-
opment of optical amplifiers for communication systems really first started. The tremendous progress
provided by the EDFA over the past five years has been complemented by the development of high-
performance SOAs, and, lately, rare-earth doped planar waveguide amplifiers and parametric amplifiers
have been investigated. However, the last two still have to mature before a practical system application
is demonstrated. For these reasons, we end this description by looking at the system performance of the
EDFA and, to a minor extent, the SOA.

The main reason for the strong impact that especially the EDFAs have had and will have on data
communication systems is to be found in the fact that they are unique in two respects: they are useful
for amplifying input signals of different bit rates or formats, and they can be used to achieve simultaneous
amplification of multiwavelength optical signals over a wide spectral region. These multiwavelength
optical signals can carry different signal formats, including digital data, digital video, analog video, etc.,
allowing flexible upgrading in a broadband distribution network by adding extra wavelength-division
multiplexed (WDM) channels as needed. With optical amplifiers, therefore, the bottleneck of the narrow
and fixed bandwidth of electrical repeaters is avoided. The outstanding properties offered by the EDFAs
can be summarized as follows: high gain, high-power conversion efficiency, low noise, low crosstalk,
high-saturation power, polarization insensitivity, broad spectral bandwidth, very low-coupling losses,
and low cost. This short list of fiber amplifier properties underlines the huge potential of these compo-
nents, which most likely will extend to a large variety of applications in the years to come.

Some of the most significant system capability results achieved over the last few years are plotted in
Fig. 52.2 as a function of the publication date. For comparison, the highest performance results of direct
detection systems without optical amplifiers are also included. Compared to these, it is obvious that only
by including EDFAs at the ends of the transmission link (as either power boosters or preamplifiers) can
a significant bit rate distance improvement be obtained. One of the highest capacities achieved with only
one EDFA is 2000 Gb/s ◊ km, which was demonstrated by transmitting 20 Gb/s over a distance of 100 km.
This is equivalent to the transmission of 300,000 simultaneous telehone channels transmitted over 100 km.

Not surprisingly, most of the later system experiments include one or a multiple of in-line EDFAs, and
transmission over transoceanic distances is obtained in this way. The breakthrough for capacity increase

FIGURE 52.2 Capability of optical direct detection systems measured as reported bit rate distance product against
data of report.
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that happened with the availability of optical amplifiers and especially EDFAs in 1989 is therefore evident.
It should also be mentioned that all reported high performance system experiments today use optical
amplifiers. The present record is as much as 45 Tb/s · km, with which, according to Fig. 52.2, we have
obtained a bit rate distance product improvement of a factor of 100 compared to systems without EDFAs.

However, limits also exist for direct detection systems with EDFAs. In contrast to electronic repeaters,
the EDFA cannot regenerate the shape of the optical pulses. Thus, in dispersive fiber links, the transmis-
sion length will be dispersion limited, especially at high bit rates. However, methods to avoid this are
studied intensively at the present time, and optical amplifiers can also help to overcome the dispersion
limitation by exploiting the nonlinear effects.

From the results in Fig. 52.2, it is evident that optical amplifiers have demonstrated their relevance in
high-speed, long-distance repeaterless communication systems. The applications here are many, such as
undersea and off-shore links, island jumping, and trunk lines between main exchanges. However, it is also
relevant to consider that many medium-distance applications exist (i.e., interconnection of points spaced
by 100–300 km). In such cases (and especially for submarine applications), it may be of interest to avoid
the in-line amplifier, since the system maintenance and reliability problems would then be considerably
reduced. Additionally, the EDFA will find many applications in optical signal distribution systems, and
splits up to 39 million subpaths have been demonstrated for only two stages of amplification. In short,
the EDFA has revolutionized thinking on future optical fiber networks.

Finally, note that the application of SOAs in a 10-Gb/s preamplified receiver today realizes system
sensitivities of -28 dB (1 mW) with a fiber-to-fiber gain of the SOA of 18.5 dB. The polarization
dependency of the receiver has been brought below 0.5 dB. For comparison, a fiber preamplifier used
with the same front-end and the same transmitter resulted in a sensitivity of -34 dB (1 mW) [Stubkjaer
et al., 1993].

Defining Terms

Erbium-doped fiber amplifier (EDFA): Fused silica fiber codoped with erbium as the active material
providing gain in the 1.55-mm wavelength range. The erbium ions are most commonly pumped
at either 0.98 or 1.48 mm using high-power semiconductor pump sources.

Fiber-Brillouin amplifier: Optical fiber (typical of fused silica) providing signal gain through the
process of SBS.

Fiber-Raman amplifier: Optical fiber (typical of fused silica) providing signal gain through the process
of SRS.

Parametric optical amplifier: Amplifier in which optical power is transferred from a strong optical
pump to a signal through a degenerate four-wave mixing process. The term parametric amplifier
refers to the property of using light-induced modulation of a medium parameter such as the
refractive index.

Praseodymium-doped fiber amplifier (PDFA): Optical fiber (typically manufactured from a fluoride
glass composition) codoped with praseodymium in order to obtain gain in the 1.3-mm wavelength
range through stimulated emission.

Rare-earth-doped waveguide amplifier: Dielectric waveguide doped with a rare earth material. This
material has the effect of providing gain through stimulated emission, and the necessary power
for this process appears through absorption of pump photons (propagating within the waveguide
structure at a different frequency than the signal).

Semiconductor optical amplifier (SOA): Electrically pumped active semiconductor component pro-
viding optical gain. SOAs have a large potential as amplifiers integrated with receivers, for example,
and as wavelength conversion elements.

Stimulated Brillouin scattering (SBS): Interaction between light and acoustic phonons (forming
acoustic waves) resulting in conversion of light at one frequency (the pump) to another (the signal).
SBS couples energy from one mode to another propagating in the opposite direction and is a quite
narrowband phenomenon (bandwidth less than 100 MHz).
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Stimulated Raman scattering (SRS): Interaction between light and vibrational modes (optical
phonons) of the transmission medium that converts a fraction of the incident power from one
optical beam (the pump) to another optical beam (the signal) at a frequency downshifted by an
amount determined by the vibrational modes of the medium.
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Further Information

A thorough treatment of fiber optical amplifiers and their applications in optical communication systems
can be found in Optical Fiber Amplifiers: Design and System Applications, by A. Bjarklev, 1993, Artech
House, Norwood, MA.

Fiber lasers and amplifiers are treated in detail in Rare Earth Doped Fiber Lasers and Amplifiers, by
M.J.F. Digonnet, 1993, Marcel Dekker Inc., and in Optical Fiber Lasers & Amplifiers, by P.W. France, 1991,
Blackie and Son Ltd.

The journals IEEE Electronics Letters, IEEE Photonics Technology Letters, and IEEE Journal of Lightwave
Technology reports advances in optical amplifiers and optical communication systems. Also, Proceedings
of the Annual European Conference on Optical Communication (ECOC) and the annual OSA Conference
on Optical Fiber Communication (OFC) present state-of-the-art results on optical amplifiers. The annual
SPIE conference OE/FIBERS also presents valuable information relevant to the subject.
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53.1 Introduction

Optical fiber communications have been expected to play a leading role in communication networks and
have already been put into commercial operation in domestic and international trunk lines. The present
systems employ intensity modulation/direct detection (IM/DD), where the transmitter laser diode (LD)
is directly on–off modulated and the signal is directly detected by an avalanche photodiode. Although
advantageous in simplicity and low cost, these systems are as primitive as the radio communication
systems prior to 1930, and do not fully utilize the potential ultra-high capacity of an optical fiber. On
the other hand, in radio communications, the heterodyne scheme has become common, and sophisti-
cated coherent modulations such as frequency or phase modulation are also widely used. Immediately
after the invention of the laser, some heterodyne-type optical communication systems had been conceived,
where they were assumed to use gas lasers and lens waveguides, and were far from practical. After the
advent of LDs and optical fibers in 1970, the IM/DD was the only scheme; the heterodyne scheme had
been given up because of the poor spectral purity and frequency stability of the LDs and because of the
multimode nature of an optical fiber.

Interest in heterodyne-type optical fiber communications, hereafter called coherent optical fiber com-
munications or coherent systems including the homodyne scheme, was revived around 1980 [Okoshi
and Kikuchi, 1980] when the truly single-frequency LDs such as distributed-feedback (DFB) LDs and
single-mode optical fibers began to be available. Since then, research on coherent systems has been
expanded, along with the drastic improvement of LDs’ spectral purity and the spread of the single-mode
optical fibers, because the coherent systems have two main advantages: (1) dramatic improvement of the
receiver sensitivity and the resulting elongation of the repeaterless transmission distance and (2) drastic
improvement of the frequency selectivity and the resulting possibility of dense frequency-division mul-
tiplexing (FDM) [Okoshi and Kikuchi, 1988; Smith, 1987; Linke and Gnauck, 1988; Ryu, 1995]. Many
experimental demonstrations of long distance and FDM systems have been reported, and, recently, field
tests of a practical 2.5-Gb/s trunk system over 300 km [Hayashi, Ohkawa, and Yanai, 1993] and a 128-
channel FDM distribution system [Oda et al., 1994] have been reported.

Shinji Yamashita 
The University of Tokyo
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This chapter describes the fundamentals, practical implementation, and constraints and countermea-
sures of coherent optical fiber communication systems. The emphasis is on digital systems.

53.2 Fundamentals of Coherent Systems

Basic construction of the coherent optical fiber communication system is shown in Fig. 53.1. Amplitude,
frequency, or phase of an optical carrier is modulated at a transmitter directly or by using a modulator.
The electric field of the optical signal is expressed as

(53.1)

where ES, ωS, and φS are the field amplitude, frequency, and phase of the carrier; d(t) is the baseband
information impressed on the amplitude and θ(t) is that on the frequency or phase. After passing through
a single-mode optical fiber, the optical signal is mixed with a local oscillator (LO) light using a beam
splitter (BS) or a fiber coupler, and detected by the pin photodiode (PD). When we denote the LO light
field as,

(53.2)

the detected photocurrent becomes, assuming no mismatch of the states of polarization (SOP) between
the signal and the LO light fields and ignoring the loss,

(53.3)

where ω IF = ωS - ωLO, φIF = φS - φLO and K is a constant. The third term in Eq. (53.3) is a beat component
between the signal and the LO light. It is found to be a down-converted signal from the optical carrier
frequency into the microwave beat frequency. This beat frequency is called an intermediate frequency
(IF), and this process is called optical heterodyne detection. The obtained IF signal is fed into a heterodyne
demodulator, which is basically identical to that used in radio communications, and then the baseband
signal is regenerated.

In a special case where the IF is equal to zero, that is, where the optical carrier and LO light have the
same frequency, it is called optical homodyne detection. In this case, the baseband signal is obtained
directly; however, both the frequencies and phases of the optical carrier and LO light must be matched
exactly.

The high receiver sensitivity near the shot-noise limit of a coherent receiver stems from the fact that
the shot noise due to the high-power LO light predominates over the thermal noise that a DD receiver
suffers from, and the high-frequency selectivity from an electrical filter with sharp cutoff characteristics
can be used at the IF stage instead of a dull optical filter.

FIGURE 53.1 A basic construction of the coherent optical fiber communication system.
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53.3 Modulation Techniques

In digital coherent systems, information is impressed on an optical carrier in one of three ways: amplitude-
shift keying (ASK), frequency-shift keying (FSK), and phase-shift keying (PSK). These are basically
identical to those of digital radio communication systems. In a binary ASK, d(t) in Eq. (53.1) is equal to
1 for mark data and 0 for space data; similarly, θ(t) = +∆ωt/2 and -Dωt/2 in a binary FSK, and θ(t) = 0
and π in a binary PSK, respectively. PSK signals can also be expressed as d(t) = 1 and -1, which means
that a binary PSK signal is a carrier-suppressed binary ASK signal.

The FSK systems are classified by the magnitude of the frequency deviation Dω. Normalizing it by the
bit rate Rb, the modulation index m is defined as m = ∆ω/2πRb.When m ≥ 2, it is referred to as wide-
deviation FSK, and when m ≤  2, it is referred to as narrow-deviation FSK. The minimum value of m is
0.5, which is referred to as minimum-shift keying (MSK). If the FSK signal has continuous phases between
the mark and the space, which is the case of direct FSK modulation of an LD, it is called continuous-
phase FSK (CPFSK).

In many cases, the ASK and PSK signals are produced by using LiNbO3 external waveguide modulators,
whereas the FSK signal is obtained by directly modulating the drive current of the transmitter DFB-LD.
Direct ASK modulation of the LD, that is, the IM used in the conventional systems, is not available
because of the accompanying large frequency shift (chirping). In the LiNbO3 crystal, it is possible to
change the refractive index by applying an electric field (electrooptic effect). Thus, the LiNbO3 waveguide
can be used directly as a phase modulator, as shown in Fig. 53.2(c), or as an amplitude modulator by
forming a Mach–Zehnder interferometer, as shown in Fig. 53.2(a). High-speed modulation over 10 Gb/s
has been realized by making these modulators traveling-wave types. A drawback of the use of these
LiNbO3 modulators is that high voltage around 10 V needs to be applied to get p phase shift; therefore,
a high-power, high-speed, and high-cost driver is required. In contrast, the frequency can be modulated
over 10 Gb/s by using the LD’s chirping characteristics, that is, by modulating its drive current slightly
through a bias circuit, as shown in Fig. 53.2(b), which is easy and simplifies the transmitter.

The data can be transmitted more efficiently by using multilevel keying formats, which are common
in modern radio systems. In coherent optical fiber communication systems, however, their use has not
yet been considered seriously, partly because of the added complication in the system and technical
difficulties and partly because the available vast bandwidth in an optical fiber has not yet been fully
utilized.

FIGURE 53.2 Modulation schemes: (a) ASK external
modulator, (b) FSK direct modulation, and (c) PSK
external modulator.
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53.4 Detection and Demodulation Techniques

Detection schemes are basically classified into heterodyne and homodyne types by the IF, as previously
described. A heterodyne-detected IF signal is a down-converted signal from the optical carrier frequency
into the microwave IF, that is, the heterodyne-scheme has spectral transparency. Demodulation must be
performed to get the baseband signal after detection, whereas only the IF is to be locked, as shown in
Fig. 53.3(a). Required bandwidth of the PD and IF amplifiers is usually 5–6 times larger than the baseband,
which makes it difficult to detect a high bit rate signal.

On the other hand, in a homodyne receiver, detection and demodulation are performed simulta-
neously, and the baseband signal is obtained directly. Only the bandwidth identical to the baseband is
required; therefore, it is suitable for detection of a high bit rate signal. However, an optical phase-locked
loop (PLL) is indispensable, as shown in Fig. 53.3(b). Though there are some realizations such as the
pilot carrier PLL and the Costas PLL [Smith, 1987], the optical PLL is extremely difficult due to the large
phase noise of the LDs.

Demodulators in heterodyne receivers are also basically identical to those used in digital radio receivers.
In most cases, however, asynchronous (square law or differential) demodulators are used because syn-
chronous demodulations are difficult because of the large phase noise of the LDs. An ASK signal is
demodulated by a square-law demodulator [Fig. 53.4(a)]. For a wide-deviation FSK signal, a bandpass
filter is used to extract the mark or space spectrum and convert it to an ASK signal, which is fed into a
square-law demodulator [Fig. 53.4(b)]. The signal-to-noise (SN) ratio is enhanced if both the mark and
space spectra are demodulated using dual filters and subtracted. A differential demodulator is used for
a narrow-deviation FSK signal as a frequency discriminator [Fig. 53.4(c)]. For a CPFSK signal obtained
by the direct modulation of an LD, the optimum delay τ becomes 1/2mRb [Linke and Gnauck, 1988].
Likewise, a PSK signal is demodulated by a differential demodulator having the delay t of 1-bit period
1/Rb . In this case, however, the demodulator output is encoded according to d(t)d .  (t - τ ) [d(t) = ±1],
and a decoder is required to get the original signal d(t). This implementation is called differential PSK
(DPSK).

53.5 Receiver Sensitivity

In the detection of the light in the classical coherent state, a quantum mechanical noise exists, which is
called shot noise. In a DD receiver, the shot-noise power is proportional to the signal power PS . However,
the thermal noise predominates over the shot noise when PS is small, and it makes the DD receiver much
less sensitive.

FIGURE 53.3 Detection schemes: (a) heterodyne and (b) homodyne.

FIGURE 53.4 Demodulation schemes: (a) square-law demodulator for ASK, (b) single- or dual-filter demodulator
for wide-deviation FSK, and (c) differential demodulator for narrow-deviation FSK and PSK.
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On the other hand, in a coherent receiver, the shot-noise power is proportional to the LO power PLO

(and predominates over the thermal noise when PLO  PS), thus, highly sensitive receivers near the shot-
noise limit are possible. Since the beat signal power is proportional to PSPLO, the shot-noise-limited SN
ratio for the heterodyne scheme is given by

 (53.4)

and for the homodyne scheme is

(53.5)

where h is Planck’s constant, η is the quantum efficiency of the PD (ideally, η = 1), and B is the receiver
bandwidth. The SN ratio improvement by 3 dB in a homodyne scheme stems from the fact that the
required receiver bandwidth becomes half [Okoshi and Kikuchi, 1988]. The expression of the SN ratio
is simplified using the number of received photons per bit N. If we assume that the receiver bandwidth
is half of the bit rate (Shannon’s essential limit), N = PS/2hωB. In this case, γhet = ηN, and γhom = 2ηN.

The bit error rate (BER) is approximately given as

(53.6) 

where n is an integer inherent in the modulation formats. For ASK and single-filter FSK, n = 4; for
dual-filter FSK, n = 2; and for differential FSK and PSK, n = 1. Equation (53.6) holds for both heterodyne
and homodyne schemes. Using Eq. (53.6), we can compute the required N for various schemes to achieve
a prescribed BER. Table 53.1 shows the result of a computation assuming that η = 1 and BER = 10-9.
The required beat linewidth is also shown and will be described in the next section. The PSK homodyne
scheme has the highest sensitivity (Nrequired = 10), the PSK and differential FSK heterodyne schemes
are lower by 3 dB and the next best sensitivity (Nrequired = 20), the ASK homodyne and dual-filter FSK
heterodyne schemes have a further 3-dB decrease (with Nrequired = 40), and the ASK and single-filter FSK
heterodyne is the lowest (Nrequired = 80). Note that the optical power or the number of photons is defined
to be the peak values.

For example, we will consider a 10-Gb/s PSK homodyne system having an ideal performance. If we
assume that a signal at 1.55 µm of 10 mW is incident to the system fiber, the number of photons in one
bit is calculated as PS/hωRb = 7.8 × 106. As Ns required = 10 for an ideal PSK homodyne receiver, it has the
power margin of 7.6 × 105 = 58.9 dB. The loss in a fiber at 1.55 µm is less than 0.2 dB/km; therefore,
unrepeated transmission of about 300 km is possible in this case.

The differences in sensitivity among the schemes can be attributed to the degree of coherence the light
utilizes in modulation and demodulation; the PSK scheme is coherent modulation, the ASK, incoherent.

TABLE 53.1 Receiver Sensitivity and Linewidth Requirement

Detection Modulation, Demodulation Nrequired Required Beat Linewidth

Homodyne PSK 10 5 × 10-4 Rb

ASK 40 5 × 10-4 Rb

Heterodyne DPSK 20 3–7 × 10-3 Rb

FSK (narrow-dev.), differential 20 3–20 × 10-3 Rb

FSK (wide-dev.), dual-filter 40 0.1–0.2 Rb

FSK (wide-dev.), single-filter 80 0.1–0.2 Rb

ASK, square-law 80 0.1–0.2 Rb
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The PSK homodyne is the most coherent system. As the degree of coherence of the system is enhanced,
its realization becomes more and more difficult.

53.6 Practical Constraints and Countermeasures

The coherent systems promise excellent performance compared with the conventional IM/DD system,
as previously mentioned. However, practical systems have many difficulties, such as the phase and
intensity noise of the LD, frequency response and bandwidth of the modulators and receivers, fluctuation
of the SOP in a fiber, and the dispersion and nonlinearity in a fiber.

Phase and Intensity Noise in the Laser Diode

The prime concern in realizing coherent systems has been the spectral purity of the signal and local LDs.
Because the spectral shape of a single-mode laser under continuous wave (CW) operation becomes
Lorentzian, the spectral purity is characterized by the linewidth of the full width at half-maximum
(FWHM). The origin of the spectral broadening is phase noise generated by spontaneous emission events.
Typical linewidth of a commonly used DFB-LD is around 10 MHz, which is in contrast to electrical or
microwave oscillators having linewidths less than 1 Hz. The required beat linewidth to hold the sensitivity
penalty below 1 dB is shown for various schemes in Table 53.1 [Linke and Gnauck, 1988]. It is propor-
tional to the bit rate for all schemes, which can be understood by the fact that the phase correlation
between adjacent bits becomes higher as the bit duration becomes shorter. As mentioned previously, the
homodyne schemes require extremely narrow linewidth. It is tolerated in heterodyne schemes, but PSK
and narrow-deviation FSK schemes require still narrower linewidth. In contrast, ASK and wide-deviation
FSK can accept wider linewidth. As the bit rate has grown higher recently (typically, 2.5 Gb/s), the
requirement has been relaxed and PSK or the narrow-deviation FSK schemes have become common.
Nevertheless, homodyne schemes are still difficult.

To avoid the extremely severe linewidth requirement of the homodyne schemes, the phase-diversity
receiver has been proposed, as shown in Fig. 53.5(a), in which two orthogonal in-phase (I) and quadrature
(Q) homodyne-detected signals iI(t) and iQ(t) are produced using a so-called 90° optical hybrid as

(53.7)

(53.8)

By feeding the signals to demodulators (square-law demodulators for ASK and differential demodulators
for PSK) and combining, the baseband signal is obtained irrespective of the phase term φIF [Kazovky,
1989]. The 90° optical hybrid uses the properties of SOPs of the signal and LO light; I and Q signals are
produced by combining the signal of a 45° linear SOP and the LO of a circular SOP and by splitting
them using a polarization beam splitter (PBS).

If the I and Q signals are up-converted by two electrical LO waves having mutually orthogonal phases
cos ωIF2t and sin ωIF2t, as shown in Fig. 53.5(b), instead of demodulating them, the combined up-converted

FIGURE 53.5 Phase-diversity receivers: (a) single-stage and (b) double-stage.
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signal becomes

(53.9)

which is identical to a heterodyne-detected IF signal having the IF of ωIF2. The baseband signal is obtained
by feeding it to a heterodyne demodulator. It is called the double-stage phase-diversity (DSPD) receiver
[Okoshi and Yamashita, 1990]. The receiver sensitivities and the linewidth requirement of the phase
diversity and DSPD receivers are both the same with the heterodyne receivers.

An LD not only has phase noise but also intensity noise, which is also generated by spontaneous
emission events. Specifically, the intensity noise in a local LD produces additional large noise through
the second term in Eq. (53.3). It can be suppressed by using a balanced receiver as shown in Fig. 53.6.
When we use a 50:50 BS or fiber coupler, the two outputs have the same power but the relative phases
between the signal and LO fields have a 180° difference, because the phase does not shift on transmission
but shifts by 90° on reflection. The two outputs are detected independently and subtracted to be

(53.10)

It is found that terms of the direct-detected signal and LO lights are suppressed. The balanced receiver
has another merit in that it can effectively utilize the optical power that is unused in the single-detector
receiver. The subtraction is easily performed by combining two PDs in tandem. Therefore, the balanced
receiver is implemented in most systems. It can also be combined with phase-diversity receivers.

Frequency Response and Bandwidth of Modulators and Receivers

In most of the recent experiments, CPFSK modulation is employed because there is no need for an
external modulator and direct modulation is much easier, as shown in Fig. 53.2(b). However, the normal
DFB-LDs have different frequency responses for direct modulation between the low- and high-frequency
regions and cause distortion of the signal waveform. This is a result of the synergism of the heat effect
and carrier effect on the modulation of the LDs. To avoid this, we can use an equalization circuit before
the bias circuit for direct modulation, or we can use the more sophisticated LDs, having flat frequency
response such as three-electrode distributed Bragg reflector (DBR) LDs. The LiNbO3 modulators used
for ASK/PSK modulations do not have this problem, although a high-power, high-speed driver is nec-
essary and the transmitter becomes more complicated.

In a heterodyne receiver, the bandwidth of the PD and IF amplifiers must be over 5–6 times the
baseband, as shown in Fig. 53.3(a), which makes high-speed signal (over 5 Gb/s) detection difficult. In
this point, a homodyne receiver is advantageous because the required bandwidth is only the baseband,
as shown in Fig. 53.3(b). The homodyne receiver has another advantage in that it has no image inter-
ference from adjacent channels when it is used in an FDM system. These are the reasons why the phase-
diversity techniques have been studied.

In principle, it is possible to build an FDM system with an arbitrarily large number of channels having
channel spacing equal to the bit rate Rb . Actually, this is, of course, not exact since the modulated spectrum

FIGURE 53.6 Balanced heterodyne receiver.
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can be much wider and some guard band is necessary. The narrow-deviation CPFSK signal has a spectrum
as narrow as Rb, and the required channel spacing has been found to be about 3Rb in a homodyne receiver
[Linke and Gnauck, 1988]. It is increased to be 6Rb in a heterodyne receiver due to image interference.
It should be noted that the balanced receiver is indispensable in the FDM system in order to reject the
beat components between channels.

Polarization Fluctuation in the Fiber

In the derivation of Eq. (53.3), we assumed the SOPs of the signal and LO light fields are matched. In
practice, however, the SOP of the signal fluctuates in a fiber due to the birefringence change caused by
the external stress or the temperature change. There are four countermeasures: (1) use of a polarization-
maintaining (PM) fiber such as a PANDA (Polarization-maintaining AND Absorption-reducing) or a
bow-tie fiber as the system fiber, (2) use of an active polarization controller at the receiver, (3) use of a
polarization-scrambling scheme in which the SOP of the signal is scrambled within one bit at the trans-
mitter, and (4) use of a polarization-diversity receiver. Among these countermeasures, the fourth is
considered to be superior and is implemented in many receivers. Figure 53.7 shows the polarization-
diversity receiver. It uses an optical circuit similar to the 90° optical hybrid. The LO light is set to be a
45° linear SOP and split by the PBS to be x and y linear SOPs having the same amplitude. The PBS splits
the signal to be k :1 − k according to the power ratio of x to y elements. Then, the IF signals detected by
the x and y branches have the amplitude ratio of  Just like the phase-diversity receiver, they
are fed to demodulators having square-law characteristics and combined to be baseband signal indepen-
dent of the value of k. The polarization diversity scheme can be combined with phase diversity and
balanced receivers.

Dispersion and Nonlinearity in the Fiber

As bit rate, incident power, transmission distance, and number of channels are increased, optical fiber
properties other than transmission loss become increasingly important. The loss of the single-mode
optical fiber (0.2 dB/km at 1.55 µm and 0.35 dB/km at 1.3 µm) is the basic limitation on transmission
distance. However, dispersions and various nonlinear effects can dominate under certain conditions [Linke
and Gnauck, 1988]. The single-mode optical fiber has chromatic dispersion around 17 ps/km · nm in
the lowest loss window at 1.55 µm. It is a phenomenon in which the speed of the light is different in
frequency and acts on the spectrum spread by the modulation. As the different spectral components
arrive at different times, it produces distortion in the demodulated waveform, resulting in intersymbol
interference in the received signal and degradation of the receiver sensitivity. Its effect is proportional to

 where L is the total system length, and, therefore, becomes more significant as the bit rate becomes
higher. A solution is the use of a dispersion-shifted fiber, which has zero dispersion around 1.55 µm, but
it costs much more and is inconsistent with the normal fiber already installed for conventional systems.
In a heterodyne receiver, we have another solution: the use of an equalizer at the IF stage [Iwashita and
Takachio, 1990]. A microstrip line (typically 20 cm long for the compensation of 100-km fiber) has been
found to be adequate as the equalizer because it has the reverse characteristics in dispersion. It is possible
because the heterodyne scheme is spectrally transparent, that is, the IF spectrum is the down-converted

FIGURE 53.7 Polarization-diversity heterodyne receiver.
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optical spectrum, as shown in Fig. 53.3(a). In a homodyne or a phase-diversity receiver, the detected
spectrum is folded into baseband and, thus, equalization is not possible. The DSPD receiver, in contrast,
can equalize at the second IF stage. Thus, the DSPD receiver has both the advantages of the heterodyne
and the homodyne schemes.

The birefringence in the fiber causes not only the fluctuation of the SOP but also polarization mode
dispersion (PMD). It is a phenomenon where two orthogonal polarization modes propagate at different
speeds in a fiber, and the different spectral components arrive at different SOPs. The propagation delay
is known to be proportional to  The PMD in a typical fiber is not very large (0.1 − 2.0 ,
but it becomes important in a long-distance high-speed system.

Other problems in the optical fiber are the various nonlinear effects [Agrawal, 1989]. For coherent
systems, the stimulated Brillouin scattering (SBS), the stimulated Raman scattering (SRS), and non-
linear Kerr effect are the main problems. The SBS and SRS are phenomena where the light incident to
a fiber is back-reflected due to the interaction between a photon and a phonon when the power exceeds
the threshold. The threshold of the SBS is typically 3–4 mW, whereas the fiber amplifier can amplify the
signal to 10–100 mW when used as the postamplifier after the transmitter LD. Fortunately, the bandwidth
of the SBS is as narrow as 100 MHz. The SBS can be avoided if the high-speed carrier-suppressed
modulations (PSK or CPFSK) or the optical spread-spectrum modulations are employed. The threshold
of the SRS is much higher (∼ 1 W) in a single-channel system, although the SRS brings crosstalk at lower
power in an FDM system. The Raman induced crosstalk is known to be reduced by closely spacing the
channels, which can be done easily in a coherent system.

The nonlinear Kerr effect is a third-order nonlinear effect. In the presence of the Kerr effect, the
refractive index of the fiber becomes n = n0 + n2|E |2, where n0 and n2 are the linear and nonlinear refractive
indices. In the ASK system, the modulation in amplitude causes modulation in phase (AM-PM conver-
sion). It is called self-phase modulation (SPM). It causes chirping in the signal spectrum and produces
waveform distortion in conjugation with the chromatic dispersion. In an FDM system, the phase of a
channel may be modulated by the amplitude of the other channel. This is called cross-phase modulation
(XPM). SPM and XPM can be avoided by using the modulations having constant envelope (PSK or FSK).
The most severe restriction in FDM systems is four-wave mixing (FWM), in which the two lightwaves
E1exp( jω1t) and E2exp( jω2t) generate another two lightwaves E3exp( jω3t) and E4exp( jω4t) through the
Kerr effect, where ω3 = 2ω1 − ω2 and ω4 = 2ω2 − ω1. The generated lights may interfere with the other
channels. It has also been pointed out that, in long-distance single-channel systems using optical ampli-
fiers, phase noise is enhanced through the nonlinear interactions between the signal and amplified
spontaneous emission (ASE) noise, which makes the long-distance coherent system difficult [Ryu, 1992;
Ryu, 1995].

53.7 Summary and Conclusions

Coherent techniques offer the potential of nearly ideal receiver sensitivity together with frequency selec-
tivity improvements. Most of the technical obstacles described here have been overcome, and coherent
systems are ready to be practical. Unfortunately, the advent and recent development of the erbium-doped
fiber amplifiers has reduced the first advantage and seems to keep the coherent systems away from practical
use. Nevertheless, the second advantage still remains very important because it enables us to exploit the
vast bandwidth of an optical fiber. Moreover, coherent techniques are found to be effective to enhance
the performance of the amplifier systems [Yamashita and Okoshi, 1994]. Coherent techniques will
certainly play a leading role in future communication networks.

Defining Terms

Balanced receiver: A coherent receiver having two detectors combined in tandem, which can suppress
intensity noise.

Chromatic dispersion: A phenomenon in which the speed of the light is different in optical frequency.

L. ps/ km)
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Heterodyne scheme: A coherent detection scheme in which the optical signal is down-converted to
the microwave intermediate frequency.

Homodyne scheme: A coherent detection scheme in which the optical signal is down-converted directly
to the baseband.

Intensity noise: Random intensity fluctuation of the light emitted from a laser, which is generated by
spontaneous emission events.

Nonlinear Kerr effect: The third-order nonlinear effect in a fiber, which changes the refractive index
in proportion to the intensity of the light.

Phase-diversity receiver: A homodyne receiver composed of a 90° optical hybrid and two sets of detec-
tors and demodulators, in which the linewidth requirement is very relaxed.

Phase noise: Random phase fluctuation of the light emitted from a laser, which is generated by spon-
taneous emission events.

Polarization-diversity receiver: A heterodyne receiver comprising an optical hybrid and two sets of
detectors and demodulators, which is insensitive to polarization fluctuation.

Polarization mode dispersion (PMD): A phenomenon in a fiber, in which two orthogonal polarization
modes propagate at different speeds.

State of polarization (SOP): A spatial trace drawn by the electric field vector of the lightwave, which
is characterized by amplitude and phase differences between the vertical and longitudinal wave
components.

Stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS): Phenomena in a fiber
where the incident light is back-reflected due to the interaction between a photon and a phonon
when the power exceeds the threshold.
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Further Information

More details on the general aspects of coherent systems are described in Okoshi and Kikuchi [1988] and
Ryu [1995]. Details on practical constraints can be found in Linke and Gnauck [1988] and Smith [1987].
Current research is reported in a number of Technology Letters, and IEEE Electronics Letters. Annual
international conferences of interest include the Conference on Optical Fiber Communications (OFC),
the European Conference on Optical Communication (ECOC), the International Conference on Inte-
grated Optics and Optical Fiber Communication (IOOC), the Opto-Electronics Conference (OEC), and
many more.
©2002 CRC Press LLC



 

                       
54
Fiber Optic Applications

54.1 Introduction 
54.2 Optical Interconnects.

Interconnect Media • Backplane Optical 
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Broadcast-and-Select Networks • Wavelength-Routed 
Networks

54.6 Fiber Sensors 

54.1 Introduction

The recent rapid advance of optical technologies includes the following:

• Low-loss single-mode fiber

• Single longitudinal mode distributed feedback (DFB) laser diodes

• Low-threshold-current multiple-quantum-well (MQW) lasers

• Vertical cavity surface emitting lasers (VCSEL)

• High-speed p-i-n and MSM photodetectors and receivers

• Optical amplifiers

• Integrated optics

These enable the deployment of fiber optical components to both computing and communication systems.
The rapid commercialization of these components has already had a profound impact in the following
areas:

• Optical interconnect within a system or between systems

• Local area networks

• Access networks

• Backbone networks

• Fiber optic sensors

In this chapter, we will examine each individual application in detail.

Chung-Sheng Li  
IBM T.J. Watson Research Center
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54.2 Optical Interconnects

Current metal technology has difficulty in supporting bus and backplane bandwidth exceeding several
hundred megahertz. Therefore, a serious bandwidth bottleneck exists between processor and memory
or between processors. Thus, new technology is required to overcome these obstacles in order to create
low-latency, high-bandwidth communication paths whose characteristics match the performance of ever-
increasing processor speed. Different metal-based technology standards such as Rambus [Farmwald and
Mooring, 1992], Ramlink [Gjessing et al., 1992], and scalable coherent interface (SCI) [IEEE, 1992] have
been proposed for parallel metal interconnects to meet the requirements of systems with clock speeds
up to 500 MHz and are in the process of being implemented. These systems show that careful engineering
such as the use of a controlled-impedance transmission line, fully differential signalling (SCI and Ram-
link), and limiting the interconnection structure to point-to-point (SCI and Ramlink) can push the metal
interconnection technology to higher bandwidths than could be supported with existing technology.
Nevertheless, the cost of the new technology is initially high, and there is no guarantee that the solutions
can be scaled to clock speeds higher than their present limits. If any of these interconnection technologies
is going to succeed, it must be available at low cost in high volume, and must be able to evolve to support
future clock speeds of 1 GHz and beyond.

Optical interconnections provide an alternative technology to solve the interconnection problem. The
multigigabit bandwidth allowed by this technology is more than sufficient for applications, such as com-
munications within a multimedia system, for the foreseeable future. Furthermore, it is easier to control
reflections in this technology for both point-to-point and multidrop structures than in metal links [Stone
and Cook, 1991]. Optical links generally exhibit less noise problems due to ground-loop noise because
fibers do not carry currents as do metal links. For these reasons, optical interconnections may be an
attractive alternate technology for building high-speed board and backplane interconnections in future
multimedia systems.

An optical link can be designed to be an almost one-to-one replacement for metal point-to-point or
multidrop connections. The conventional line driver is replaced by a laser driver and an edge-emitting
or surface-emitting laser diode/LED, or a laser diode and an external modulator such as a Mach–Zehnder
interferometer, directional coupler, total internal reflection (TIR) modulator spatial light modulator (SLM),
self-electro-optic device (SEED), or vertical-to-surface transmission electrophotonic device (VSTEP) at the
transmission end. The conventional line receiver is replaced by a light sensitive device such as a p-i-n
diode or metal-semiconductor-metal (MSM) photodetector and an amplifier at the receiving end. The
light can be guided from the transmission end to the  receiving end through single-mode or multimode
fiber ribbon cable, polyimide or silica-on-silicon channel waveguides, or free-space microlenses and/or
holograms.

Figure 54.1 shows the structure of a typical optical interconnect, which consists of a driver array, a
laser diode or LED (LD/LED) array, a waveguide or fiber ribbon array, a photodetector array (p-i-n or
MSM), and a receiver array. Using optical interconnects for high-bandwidth communication channels
between boxes has been demonstrated, for example, in Lockwood et al. [1995]. It is conceivable that
optical interconnect can also be used within a box (both at the board and backplane levels), shown in
Fig. 54.2.

Interconnect Media

Possible media that can be used for optical interconnects include:

• Free-space interconnect. Light travels fastest in free space. In addition, free-space interconnects also
offer the highest density and the most sophisticated interconnection patterns. Unfortunately, bulk
optical elements, such as lenses, holograms, beam splitters, etc., are usually unavoidable in free-
space optical interconnects and, thus, make the alignment of optical beams very difficult and
unstable with respect to environmental disturbances.
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• Optical fiber ribbon. Optical fiber has the least loss compared with the other two media, and most
of the technologies used in fabrication are already mature. Fiber ribbon cable also has the potential
of providing reasonable interconnect density with regular interconnection pattern. However, fibers
are incompatible with the existing packaging technology at the board or multichip module (MCM)
level and they are not suitable for interconnects with very short distance or complicated patterns
due to the possibly excessive volume occupied by the fiber cable. A lot of research effort has thus
been devoted to develop compatible connector and packaging technologies to interconnect fiber
ribbon and optical transceiver arrays.

• Planar optic waveguide. Passive planar optic waveguides are emerging as a viable alternative to
optical fiber for very short distance interconnects. They have a higher propagation loss than optical
fiber (0.01 ~ 0.5 dB/cm as compared to 0.2 dB/km) but use technologies that are compatible with
existing PCB or MCM technology. Therefore, they are more suitable for short-distance dense
interconnect applications. However, coupling of light into and from the waveguides is also difficult
and careful alignment cannot be avoided.

FIGURE 54.1 Structure of an optical interconnect system.

FIGURE 54.2 A packaging structure uses optical interconnect at board and backplane levels.
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Backplane Optical Interconnects

The function of a backplane is to provide a logical bus for all of the boards connected to it. Free space,
fibers, and planar waveguides are all suitable for backplane interconnects. An optical backplane can be
achieved through the use of star couplers, as shown in Fig. 54.3. Each board in the architecture occupies
one input port and one output port from each of the star couplers so that signals input to any of the
input ports will be broadcast to all of the output ports. The total number of star couplers required can
be greatly reduced by multiplexing several channels into a single waveguide, with each channel using a
different wavelength.

On the other hand, a topological bus can also be used to interconnect from one board to another, as
shown in Fig. 54.4. The bus is either folded back at the end or two independent buses are used because
a unidirectional optical bus structure is usually easier to implement.

Board and Multichip-Module Optical Interconnects

Board-level optical interconnects have to provide interconnects between different single chip modules
(SCMs) or MCMs, whereas MCM-level optical interconnects have to provide interconnects between
unpackaged wire-bonded or solder-ball-bonded flipped chips. At the board level, the electrical to optical
(E/O) and optical to electrical (O/E) conversion can be performed within an SCM/MCM, or through
separate special-purpose E/O and O/E chips. Similarly, the E/O and O/E conversion at the MCM level

FIGURE 54.3 Optical backplane interconnects: star couplers are used to combine and redistribute the data signals.

FIGURE 54.4 Optical backplane interconnects: a topological bus is used to provide a communication path between
any two boards connected to the backplane.
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can be performed within the chip where the logical signals are generated or via separate special-purpose
E/O and O/E chips on an MCM.

If the E/O and O/E conversion is performed before the package is connected to the next higher level,
as shown in Fig. 54.5, the electrical discontinuity can be minimized but the optical alignment is more
difficult. On the other hand, more electrical discontinuity and, thus, more signal distortion are introduced
if the E/O and O/E conversion is performed after the package is connected to the next level, as shown
in Fig. 54.6. However, this is acceptable for applications that require only moderate data rates.

In both cases, there already exist multiple layers of metal interconnect to provide signal lines as well
as power and ground plane. Optical interconnects can be developed on top of these metal interconnect
layers to allow optical signals to propagate from one chip/module to another chip/module. In some cases,
more than one optical layer may be necessary in order to provide a sufficient interconnect density (such
as at the MCM level) just similar to its metal counterpart.

54.3 Local Area Networks and Input/Output (I/O) 
Interconnections

Examples of local area networks and input/output (I/O) channels that use fiber optics include:

• Fiber distributed data interface (FDDI), FDDI-II

• Fiber channel

• Gigabit ethernet (802.3z)

Since the protocol of FDDI and ethernet have been described elsewhere, this section will only focus on
the fiber channel.

The major application area of fiber channel, which became an American National Standards Institute
(ANSI) standard in 1994, is to provide high-bandwidth (up to 100 megabyte/s) connectivity to clusters
of supercomputers, mainframes, workstations, disk arrays, and other peripheral devices. Its origin has
strong ties with high performance parall interface (HIPPI) and enterprise systems connection (ESCON),

FIGURE 54.5 E/O and O/E conversion: conversion is performed at the same packaging level as the electrical signal
is generated.

FIGURE 54.6 E/O and O/E conversion: conversion is performed at the next higher packaging level.
©2002 CRC Press LLC



 

               
both of which provide circuit switching, and small computer systems interface (SCSI), which is the primary
interconnection mechanism for peripheral devices. Fiber channel defines a point-to-point or switched
point-to-point link, which includes definitions of the physical layer, transmission code, and higher level
functions such as flow control and multiplexing. Figure 54.7 shows a collection of nodes (called N-port)
interconnected by a fabric through the fabric ports (called F-port).

The fiber channel standard includes definitions of the following functions:

• Physical layer. The physical layer specifies four data rates: 133, 266, 533, and 1062.5 Mb/s. Because
of the adoption of 8B/10B line coding technique, there is a 25% increase in the transmission data
rate. The transmission media defined for a fiber channel includes miniature coax, multimode and
single-mode fibers. The physical layer also defines bit synchronization, serial-to-parallel conversion,
and an open fiber control protocol. This protocol performs automatic shutdown of the laser diode
when there is a fiber cut and automatically establishes a full duplex link when the fiber connection
is restored.

• Data link layer. This layer specifies a line coding technique, the 8B/10B code, to ensure sufficient
transitions are present in the data stream. In addition, byte-to-word conversion and word syn-
chronization are also performed in this layer.

• Arbitrated loop layer. The arbitrated loop layer specifies the loop control and bypass mechanisms for
an end node when such an end node participates in the connection of a loop, as shown in Fig. 54.8.

FIGURE 54.7 Several nodes interconnected by a fabric.

FIGURE 54.8 Several nodes interconnected by a fabric.
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This configuration has the advantage of reduced cost at the cost of reduced performance and is
particularly attractive for disk storage applications.

• Frame processing layer. The processing and validation of the integrity of each received frame
including, CRC checking is performed in this layer.

54.4 Access Networks

Access networks provide interconnections between the customer premises equipment (CPE) and the central
offices. The average distance of these types of networks is usually less than 3 mi. The components of
access networks are extremely cost sensitive. Although the price of fiber has gone down dramatically, the
price of a single-mode distributed feedback (DFB) laser has not. The design of the access network is,
thus, to minimize the use of active devices such as the laser diodes or confine the use of such devices
within central offices. The current fiber deployment strategies are divided into the following two cate-
gories: hybrid fiber coaxial (HFC) and fiber to the home (or fiber in the loop). Although fiber to the
home is the ultimate answer to broadband services, HFC seems to be the most tangible interim solution.

The hybrid fiber coaxial cable structure deploys both the fiber and the coaxial cable. The basic fiber/coax
network is already taking shape as a result of the cable TV delivery system. Signals in most of the existing
HFC networks are transmitted using fiber with broadband RF spectrum to an headend. A typical archi-
tecture is shown in Fig. 54.9. The signals are then converted back into an electrical RF signal and
distributed to the home. The major advantages of this star-configured fiber network with coax bus are
as follows [Paff, 1995]:

• Better quality video

• More bandwidth possible with lower beginning investment

• Better reliability

• Dedicated feed into and out of a small area

FIGURE 54.9 A broadcast-and-select network.
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Although the current HFC network is a broadcast and isolated architecture, a lot of research had been
devoted to the next generation HFC network that can provide an interactive and broadband element
within the public telecommunication fabric.

54.5 Wavelength-Division Multiplexing-Based 
All Optical Networks

The advantages of a wavelength-division multiplexing (WDM)-based optical network can be grouped
into two aspects. One aspect lies in its potential in utilizing the vast bandwidth offered by the single-
mode optical fiber since there are no electronic components in the network. The other equally important
aspect is its simple network control. To transmit a packet, the source only needs to identify the destination
through a unique wavelength. There is no need to know about the exact network topology for route
selection. There is no buffering within the network and, therefore, no need for flow control or congestion
control at or below the network layer. Only the associated end nodes need to do handshaking between
themselves.

Two types of WDM-based networks are commonly discussed:

• Broadcast-and-select networks

• Wavelength routed networks

Broadcast-and-Select Networks

A broadcast-and-select network consists of nodes interconnected to each other via a star coupler, as
shown in Fig. 54.10. An optical fiber link, called the uplink, carries signals from each node to the star.
The star combines the signals from all of the nodes and distributes the resulting optical signal equally
among all its outputs. Another optical fiber link, called the downlink, carries the combined signal from an
output of the star to each node. Examples of such networks are Lambdanet [Goodman et al., 1990] and
Rainbow [Janniello, Ramaswami, and Steinberg, 1993].

Wavelength-Routed Networks

A wavelength-routed network is shown in Fig. 54.11. The network consists of static or reconfigurable
wavelength routers interconnected by fiber links. Static routers provide a fixed, nonreconfigurable routing
pattern. A reconfigurable router, on the other hand, allows the routing pattern to be changed dynamically.
These routers provide static or reconfigurable lightpaths between end nodes. A lightpath is a connection
consisting of a path in the network between the two nodes and a wavelength assigned on the path. End
nodes are attached to the wavelength routers. One or more controllers that perform the network man-
agement functions are attached to the end node(s).

FIGURE 54.10 A broadcast-and-select network.
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54.6 Fiber Sensors

It is well known that optical techniques, interferometry in particular, offer extremely high precision.
However, it is difficult to apply these high-precision techniques outside a laboratory for the following
two reasons:

• Environmental perturbations tend to cause rapid misalignment of the optical components.

• Optical components have to be within line of sight and, thus, remote sensing is difficult to achieve.

This situation has recently changed dramatically due to the incorporation of fiber optic waveguides
into sensors where the fiber optic waveguides can act as the sensor or serve as a transceiver to transfer
light signals to a remote sensor. Several examples of the application of optical techniques are as follows:

• Biomedical transducer [Mignani and Baldini, 1995]. The development of optic fiber sensors for
medical applications dates back to the 1970s. The current-generation fiber optical sensors, which
are mostly composed of silica and plastic fibers, are coupled to sensitive fiber sections or optrodes.
These sensors are usually based on intensity modulation interrogation schemes, as shown in
Fig. 54.12. Applications of these sensors include cardiovascular and intensive care, angiology,
gastroenterology, ophthalmology, oncology, and neurology, to name just a few. 

• Chemical transducer. Because of their immunity to electromagnetic interference (EMI), electric
and intrinsic safety, possibility of miniaturization, and biocompatibility, optical fiber pH sensors
are ideal for blood monitoring [Deboux et al., 1995]. These sensors are based on the observation
of the changes in the optical properties of colorimetric or fluorimetric pH indicators. The changes
are measured by reflection or through interaction with the evanescent field changes in the absorp-
tion due to changes in color of colorimetric indicators. Optical sensors based on optical time-
domain reflectometry can also be used to detect the water ingress point.

• Intelligent sensors.  Fiber optical sensors can be embedded in cement mortar bodies for nonde-
structive monitoring of structures and for deformation measurement [Habel and Polster, 1995].

• Magnetic/electric field transducer [Ezekiel et al., 1995]. Magnetic and electric fields can be
measured through spectroscopic techniques, as shown in Fig. 54.13. These techniques usually
involve the excitation of atoms and molecules in a cell using a tunable light source, such as a
laser, and measuring the resulting absorption or fluorescence. In this way, it is possible to identify
the type of molecule in the vapor, as well as the concentration. This method is generally referred
to as a single-step or single-photon spectroscopy, since the excitation involves a single pair of
energy levels. Recently, there are also new techniques that utilize two-step or two-photon
spectroscopy, in which two radiation fields simultaneously interact with the atom or molecule
in the vapor.

FIGURE 54.11 A wavelength-routed network.
©2002 CRC Press LLC



 

                           
• Moisture transducer. Instead of using a large number of electrically passive sensors, moisture
can be detected through the use of a single fiber based on optical time-domain reflectometry.
This technique enables the presence of water to be detected as a linear function of the fiber
length.
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55.1 Introduction

Research in wavelength-division multiplexing (WDM) technology is driven by the desire to exploit the
immense bandwidth available for transmission in a single-mode optical fiber. The low-loss wavelength
range around 1.55 µm alone can support over 10 THz of bandwidth. However, this bandwidth cannot
be directly utilized by time-division multiplexed (TDM) systems due to the speed limitations posed by
fiber dispersion. WDM offers a more practicable solution of multiplexing many high-speed channels at
different optical carrier frequencies and transmitting them over the same fiber. It is expected that WDM
technology will play a greater role in the coming years as the telecommunications networks evolve to
meet the growing demand for bandwidth.

In this chapter, we describe the fundamental concepts of WDM systems, beginning with a review of
key optical components and their performance requirements. This is followed by a discussion of system
design issues and a review of several promising applications for telecommunications networks.

55.2 Optical Components for Wavelength-Division 
Multiplexed Systems

WDM systems are commonly classified into three general groups based on the choice of channel spacing
and the aggregate transmission capacity supported. The simplest configuration, often known as the coarse
WDM architecture, supports transmission of two channels in the broad low-loss windows of the fiber
at 1.3 µm and at 1.55 µm. A greater capacity can be supported by dense WDM systems, where several

Mari W. Maeda
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wavelengths are transmitted in the 1.55-µm region with a typical channel spacing on the order of one
to several nanometers, as shown in Fig. 55.1. Optical frequency-division multiplexed (OFDM) systems
support even greater density of channels with the spacing in the range of 0.1 nm (~10 GHz). Although
both dense WDM and OFDM systems can support aggregate transmission capacity of over 100 Gb/s,
dense WDM is becoming widely accepted as offering a more practical, near-term solution in various
applications and will be the primary focus of this chapter.

Figure 55.2 shows a basic WDM system for point-to-point high-capacity transmission applications.
The signals at different wavelengths are optically multiplexed so that N wavelengths are simultaneously
carried on a common transmission fiber. Optical amplifiers may be used to compensate for fiber atten-
uation and component loss. At the receiving end, the signals are demultiplexed and detected by opto-
electronic receivers. The key optical components for WDM systems are now reviewed.

FIGURE 55.1 (a) Fiber transmission loss showing the low-loss windows at 1.3 and 1.5 µm. (b) Transmission
spectrum for an eight-channel WDM system using an erbium-doped fiber amplifier (EDFA). The background detail
shows the spontaneous emission spectrum from EDFA.

FIGURE 55.2 Basic WDM system configuration, optical amplifier (OA).
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Transmitter

Lasers for high-speed transmission systems must emit single wavelengths (i.e., a single longitudinal mode)
and support high output power (>1-mW coupled into fiber pigtail) over a large modulation bandwidth
with a specified spectral stability. Output spectral characteristic is one of the key considerations in
designing high-speed systems where the transmission distances can be limited by fiber chromatic dis-
persion. Well-confined optical spectrum is especially important for WDM since the channel spacing must
be selected to minimize interchannel crosstalk. Optical sources that are in widest use today are distributed
feedback (DFB) lasers. DFB lasers can support multigigabit per second rate intensity modulation through
direct injection current modulation and produce an output signal with a stable spectrum over the entire
modulation bandwidth. For applications requiring ~10-Gb/s modulation rates, external modulation can
be used to reduce the extent of wavelength chirping that normally accompanies direct modulation. It
should be noted that incoherent sources such as light emitting diodes (LEDs) or super luminescent diodes
together with wavelength filters can also be used to generate quasi-monochromatic signals [Iannone,
1995]. This so-called spectral-slicing technique is applicable for systems that emphasize simplicity and
cost effectiveness of the transmitter design.

Multiplexer and Demultiplexer

Key considerations in selecting the multiplexing and demultiplexing technologies are the passband charac-
teristics, insertion loss, polarization sensitivity, and thermal stability. For systems with wavelength spacing
in the range of 1–10 nm, commonly used passive de/multiplexers are based on diffraction gratings and
multilayer interference filters. For systems employing narrower channel spacing in the range of 0.1 nm,
cascaded Mach–Zehnder or Fabry–Perot (FP) interferometer devices may be used for filtering the desired
channel. A commonly used alternative to using a wavelength-selective coupling device is to use a passive N
by N star coupler, which evenly splits each input signal between N outgoing ports. The intrinsic splitting
loss of a star coupler may be compensated by the use of an optical amplifier. Star couplers are often employed
in a broadcast-and-select configuration together with tunable filters on the receiving end. Examples of tunable
filters include the index-tuned liquid crystal FP filter, acousto-optic filter, and DFB filter amplifier. For
further details on tunable filter technology and its application in multiaccess networks, readers may consult
Mestdagh [1995].

Optical Amplifier

Recent technological advances have shown optical amplification to be practical in the form of erbium-
doped fiber amplifiers (EDFA). EDFAs possess the desirable features of high fiber-to-fiber gain (20 to
40 dB), high output power [>10 mW], and quantum limited noise figure, and offer approximately 30 nm
of useful gain bandwidth in the 1535 to 1565 nm range [Desurvire, 1994]. For WDM systems employing
cascaded EDFAs, cumulative gain nonuniformity over the gain spectrum can be significant and channel
equalization is necessary (for example, by using filters or a signal pre-emphasis technique). The high
signal powers made possible with EDFAs also raise the issue of signal degradations due to fiber non-
linearity, which must be carefully addressed especially in long-haul, high-speed system design.

55.3 Wavelength-Division Multiplexed System Design

Successful WDM system design entails a tradeoff of channel spacing, per channel bit rate, and feasible
transmission distances based on various physical and practical constraints. Table 55.1 lists key factors
limiting system performance along with possible solutions for relaxing the constraints.

The maximum transmission distances that can be attained without optoelectronic regeneration are
limited by three characteristics of the fiber: linear loss, chromatic dispersion, and nonlinearity. Linear
loss in the fiber, due primarily to Rayleigh scattering and molecular absorption, can be largely compen-
sated by the use of optical amplifiers. For systems employing multigigabit per second channel rates, viable
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transmission distances become limited by the fiber dispersion and optical spectral characteristics. For
example, with a conventional (nondispersion shifted) single-mode fiber that is widely deployed in the field,
the dispersion level of ~17 ps/km-nm at 1550 nm limits the transmission distances to a mere 11 km when
launching a 10-Gb/s signal with a spectral width of 1.0 nm. However, when the spectral width is reduced
to 0.1 nm, the transmission distance is extended to 65 km. Such reduction in the optical spectral width can
be attained by replacing direct laser modulation with the use of an external modulator. The chromatic
dispersion problem can be also alleviated with the use of dispersion-shifted fiber whose zero-dispersion
wavelength is in the 1550-nm range instead of the 1300 nm for conventional fiber. However, when such
redeployment of fiber is not an option, as the case may be when upgrading a network using already installed
fibers, dispersion management techniques can be used to extend the transmission span. For example, a
dispersion compensating device or a length of negative-dispersion fiber can be inserted periodically into
the fiber span to correct the signal distortions [Lin et al., 1980; Onaka et al., 1996]. In laboratory experiments,
several different dispersion management techniques have been successfully employed to extend the regen-
eratorless transmission spans into the thousands of kilometers range.

When the transmitted signal powers are high, as they are in systems employing optical amplifiers, the
effects of fiber nonlinearities must be taken into consideration during system design [Chraplyvy, 1990].
Fiber nonlinearities cause energy transfer between propagating wavelengths and lead to nonlinear loss
and crosstalk if the system parameters such as launch powers and channel spacing are not carefully
selected. One such effect is nonlinear phase modulation, which results from the power dependence of
the refractive index. For single-wavelength systems, this nonlinearity takes the form of self-phase mod-
ulation (SPM), whereas in WDM systems, cross-phase modulation (XPM) plays a greater role as the
phase of one wavelength is influenced by the intensity of all other wavelengths [Marcuse, 1994]. SPM
and XPM broadens the signal spectrum, causing pulse distortions due to fiber chromatic dispersion.
Degradations can be alleviated by reducing the launched signal power, increasing the channel spacing,
and using a passive dispersion compensation technique mentioned earlier.

Another nonlinear effect that has a deleterious effect on WDM systems is four-wave mixing (FWM),
where nonlinear interaction between three wavelengths generates a fourth wavelength, analogous to third-
order intermodulation in radio systems. FWM interaction between different combinations of multiplexed
wavelengths results in an appearance of interfering light at a signal channel, causing a crosstalk penalty.

TABLE 55.1 Sources of Limitations in WDM Systems, Their Effects, and Possible Solutions

Limitation 
Sources Effect Solutions

Fiber dispersion Waveform distortion at high bit rates Reduce signal chirp (e.g., use 
external modulator)

Use dispersion-shifted fiber
Use dispersion compensation

SPM/XPM Waveform distortion at high bit rates
and high launch powers

Use dispersion-shifted fiber

Use dispersion compensation
Increase channel spacing
Reduce power

Four-wave 
mixing

Nonlinear crosstalk and loss at high 
launch powers

Increase channel spacing

Avoid dispersion-shifted fiber
Reduce per-channel power

Amplifier gain 
nonuniformity

Uneven gain for different λ Use equilization or 
pre-emphasis

Use narrow spacing to confine 
the channel spread

Wavelength drift Crosstalk and signal fading Require active λ stabilization
Increase channel spacing
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Because FWM requires optical phase matching between the interacting signals, the effect can be reduced
by using unequal or large channel spacings and by locally avoiding dispersion of magnitude less than
about 1 to 2 ps/nm-km in the transmission fiber. The latter can be accomplished by using the dispersion
compensating technique whereby the dispersion level in an individual fiber segment is kept greater than
the required 1 to 2 ps/nm-km but the overall dispersion is minimized.

There are other factors, in addition to fiber nonlinearity, that influence the choice of WDM channel
spacing. When the wavelength spacing is very small, it is possible to pack more channels into the wavelength
regime where the EDFA gain is relatively uniform. However, when the spacing is reduced to a fraction of a
nanometer, the design requirements for various optical components become quite stringent. For example,
stabilization of optical sources and multiplexers becomes necessary so that wavelength drifts do not cause
signal fading and crosstalk. Optical demultiplexers and filters also require more careful design to minimize
interchannel crosstalk. Although there have been demonstrations of OFDM systems using wavelength spacing
in the range of 0.1 nm (~10 GHz) [Nosu et al., 1993], a typically selected spacing for most applications is in
the range from 0.6 nm to several nanometers. Indeed, a preliminary agreement in the International Tele-
communication Union (ITU) standards endorses the usage of a 100-GHz (1.1 nm) frequency grid referenced
to an absolute frequency of 193.100 THz (1552.52 nm).

55.4 Trunk Capacity Enhancement Applications

Near-term applications for high-speed WDM systems can be found in fiber trunk capacity enhance-
ments. Currently available upgrade options are: (1) use of higher speed TDM systems, (2) use of additional
fibers, and (3) use of wavelength multiplexing. Although a mix of three approaches will most likely be
used in different parts of the network depending on the need and the economics, a transmission technique
of combining high-speed TDM with WDM is especially attractive for long-haul applications since cost
saving is made possible through fiber and amplifier sharing. Also, in those parts of the network where
existing capacity is nearing exhaustion, the use of WDM offers a lower cost alternative to installing new
cables or constructing new ducts.

Figure 55.3 shows the growing transmission capacity demonstrated in laboratory experiments from
the mid-1980s to 1996. A two to three orders of magnitude increase in per-fiber capacity has been achieved

FIGURE 55.3 Trend in experimental demonstrations: total transmission capacity over one single-mode fiber for
single-wave systems and for WDM systems.
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with improvements in device speeds and through the use of WDM. A record 1.1-Tb/s transmission over
150 km was demonstrated in early 1996 with the use of 55 wavelength sources, each operating at 20 Gb/s
[Onaka et al., 1996]. An equally remarkable trend has been witnessed in the transmission distances attained
with WDM systems. In a recent experiment, eight 5-Gb/s channels were transmitted over 4500 km of fiber
using 69 optical amplifiers [Suyama et al., 1996]. A separate experiment has demonstrated the feasibility
of transmitting 20 5-Gb/s WDM channels over 9100 km of fiber in a circulating-loop configuration
[Bergano et al., 1996].

Although it will be a while before terabit per second systems become a commercial reality, deployment
of WDM systems has begun in terrestrial and undersea networks. Most terrestrial long distance networks
in the U.S. are currently based on single-wavelength 2.5-Gb/s [optical carrier-OC-48] SONET systems. Next
generation TDM systems operating at the speed of 10 Gb/s (OC-192) are nearing deployment while,
simultaneously, WDM-based upgrade solutions are becoming commercially available. Network architects
are also investigating the use of WDM in global undersea communication networks. For example, the Africa
Optical Network, which will encircle the African continent with a 40,000-km trunk and branch network,
will utilize a WDM technique [Marra et al., 1996]. Of eight wavelengths to be transported over the main
ring fibers, four wavelengths will carry interregional traffic while the remaining four wavelengths will carry
intraregional traffic. Over the trans-Atlantic and trans-Pacific spans, single-wavelength systems incorporat-
ing optical amplifiers are currently deployed. However, the feasibility of upgrading the existing cable capacity
using WDM has been experimentally verified [Feggeler et al., 1996] and WDM technology will no doubt
play an important role in future generations of transoceanic networks.

55.5 Wavelength-Division Multiplexed Networking 
and Reconfigurable Optical Transport Layer

Whereas point-to-point WDM systems are becoming a commercial reality, the role of WDM in a recon-
figurable optical transport network is being researched by a number of laboratories around the world [Hill
et al., 1993; Sato, 1994; Brackett et al., 1993; Alexander et al., 1993]. Such WDM networks can be
dynamically reconfigured to carry existing transport signals and are especially suited for supporting high-
capacity demands that vary with time, a situation that may become likely as broadband services become
widespread [Berthold, 1996]. WDM networks may consist of nodes or network elements that can multi-
plex, switch, and terminate wavelengths. For example, an N by N wavelength cross-connect routes wave-
lengths from input WDM ports to output WDM ports. A wavelength add–drop multiplexer (W-ADM)
performs the function of assigning an input wavelength and multiplexing this signal to be routed over the
network. A chain of W-ADMs can be deployed in a linear or ring configuration, similar to SONET ADMs.

In addition to reconfigurability and capacity enhancement, the WDM network can offer an advantage
of built-in network survivability. For example, in an event of a fiber failure, the entire multiplexed signal
traversing the failed link can be switched and routed on a protection fiber using a loopback mechanism
similar to that used in SONET rings. Alternatively, a wavelength path can be protected on an end-to-end
basis using a pre-configured protection path that becomes activated only after the primary path failure.

Figure 55.4 shows an example design for a W-ADM with single and multiwavelength ports. An incoming
wavelength at a single-wavelength port is wavelength adapted through a receiver/laser pair or multiplexed
directly through the optical cross connect fabric. Incoming multiplexed signals are demultiplexed and
dropped or transparently routed through the optical cross connect fabric. In contrast to SONET ADMs,
electronic signal processing and regeneration are kept to a minimum with most signal processing being
done in the optical domain. The key active elements are optical cross connects for routing signals and
optical amplifiers for compensating signal loss. The integrity of the signals is monitored at various points
internal to the node, allowing dynamic adjustments to be made in the event of signal degradations.

Research is currently being pursued to define various aspects of the network architecture and the nodal
design, including the performance requirements, protection switching mechanisms, and methods to
support embedded management channels. Because the viability of WDM networks hinges strongly on
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the economics, both cost effectiveness and manageability of the network are being closely examined by
a number of research consortia.

55.6 Summary

There have been rapid advances in the lightwave technology over the past decade, especially in the areas
of single-frequency sources, optical amplifiers, wavelength multiplexers, demultiplexers, and optical receiv-
ers. These advances have made possible a tremendous increase in the per-fiber transmission capacity, as
exemplified by the terabit per second WDM transmission experiments demonstrated in early 1996. WDM
systems are beginning to be deployed in the terrestrial networks, as the as well as in undersea global
networks and are expected to play a greater role in the future as the demand for bandwidth continues to
grow and the need for economical capacity upgrades becomes more compelling.
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56.1 Introduction

Communication satellites, whether in geostationary Earth orbit (GEO) or low Earth orbit (LEO), provide
an effective platform to relay radio signals between points on the ground. The users who employ these
signals enjoy a broad spectrum of telecommunication services on the ground, the sea, and in the air. In
recent years, such systems have become practical to the point where a typical household can have its own
direct-to-home (DTH) satellite dish. Whether or not we reach the stage of broad acceptance depends on
the competition with the more established broadcasting media, including over-the-air TV and cable TV.
The success of British Sky Broadcasting in the U.K. market shows this is entirely possible. In any case,
GEO and non-GEO satellites will continue to offer unique benefits for other services such as mobile
communications and multimedia, but it is up to us to exploit them.

Technology and applications have progressed significantly since the late 1980s; however, the basic principles
remain the same. Satellite communication applications extend throughout human activity, both occupational
and recreational. Many large companies have built their foundations on TV, data communications, informa-
tion distribution, maritime communications, and remote monitoring. For many others, satellites have
become a hidden asset. In the public sector, satellite applications are extremely effective in emergency
situations where terrestrial lines and portable radios are not available or ineffective for a variety of reasons.

1Adapted with permission from The Satellite Communication Applications Handbook, Bruce Elbert, Artech House,
Norwood, MA, 1997.

Bruce R. Elbert 
Application Technology Strategy, 
Inc.
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From this experience, those of us who have offered satellite services to large user communities know
that the orbit position is paramount to achieving a solid business. Consider as an example the U.S.
geostationary orbital service arc shown in Fig. 56. 1. Highlighted are the most popular cable TV satellites:
Galaxy I-R, Satcom C-1, Galaxy 5, and Satcom C-3. These four satellites collect revenue comparable to
the remaining 25 satellites. Users of these hot birds pay a premium for access to the ground infrastructure
of cable TV receiving antennas, much like tenants in a premium shopping mall pay to be in an outstanding
location and in proximity to the most attractive department stores in the city. In the case of cable
TV, access is everything because the ground antenna is, in turn, connected to households where
cable services are consumed and paid for. For new satellite operators to get into such an established
market often requires them to subsidize users by providing new antennas or paying for repointing.
This then reduces the potential profitability as these switching costs must come out of the forth-
coming revenues.

Satellite operators, who invest in the satellites and make capacity available to their customers, generally
prefer that users own their own Earth stations. This is because installing antennas and associated indoor
electronics is costly for satellite service providers. Once working, this investment must be maintained
and upgraded to meet evolving needs. The owner/user benefits because: (1) there is complete control of
the service facility and (2) advances in microcircuitry and satellite sophistication have reduced the cost
and complexity of ownership and operation. A typical small Earth station is no more complex than a
cellular telephone or video cassette recorder (VCR). Larger Earth stations such as TV uplinks and
international telephone gateways are certainly not a consumer item, but the advantages of control typically
motivate leading TV networks and communication companies to take these on.

Several U.S. corporations attempted to introduce DTH service in the mid-1980s at a time when cable
TV was still establishing itself. The first entrants experienced great difficulties with the limited performance
of low- and medium-power Ku-band satellites, hampering the capacity of the networks and affordability
of the home receiving equipment. Europe and Japan had problems of their own creating viable DTH
systems with the technologies at hand, choosing first to launch high-power Ku-band satellites with only a
few operating channels. It was not until BSkyB and NHK were able to bring attractive programming to
the public on their respective satellites that consumers adopted the services.

In the U.S., DTH first emerged in the 1980s through the backyard C-band satellite TV business that
allowed consumers to pull existing cable TV programming from cable TV hot birds like Galaxy I and
Satcom 3R. This clearly demonstrated the principle that people would vote with their money for a wide
range of attractive programming, gaining access to services that were either not available or priced out
of reach. Early adopters of these dishes paid a lofty price per installation because the programming was
essentially free since the signals were unscrambled. Later, HBO and other cable networks scrambled their
programming using the Videocipher 2 system, resulting in a halt to expansion of backyard dishes. This
market settled back into the doldrums for several years.

FIGURE 56.1 An illustration of the U.S. GEO orbital arc as of 1996, highlighting the most popular cable TV
satellites.
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In 1994, Hughes Electronics introduced its DIRECTVTM service through a high-power BSS satellite
(labeled DBS-1 in Fig. 56.1). With a combined total of over 150 channels of programming, DIRECTV,
Inc., and another service provider, USSB, demonstrated that DTH could be both a consumer product
and a viable alternative to cable. An older competing service, Primestar, was first introduced by TCI and
other cable operators as a means to serve users who were beyond the reach of their cable systems. This
subsequently provided the platform for a new and improved Primestar, rebuilt along lines very similar
to DIRECTV. By converting from an analog to a digital system and expanding programming, the Prime-
star service has seen much greater demand than when it was first introduced in 1992.

Satellite communication applications can establish a solid business for companies that know how to
work the details to satisfy customer needs. Another example is the IDB Communications Group. From
a very modest start from distributing radio programs by satellite, IDB branched out into every conceivable
area of the telecommunication industry. Whether the requirement is to cover a media event in Antarctica
or to connect Moscow to the rest of the world with voice and video links, IDB proved its worth. They
capitalized on the versatility of satellite communication in the pursuit of a growing company and a
demanding base of investors. Sadly, IDB ran into financial difficulties in 1994 and had to merge with
LDDS, the fourth largest long distance carrier in the U.S. IDB’s early success points out that needs can
be met and money is to be made in the field of satellite communication.

56.2 Satellite Network Fundamentals

A commercial satellite communication system is composed of the space segment and the ground segment,
illustrated in Fig. 56.2. In this simple representation of a GEO system, the space segment includes the satellites
operating in orbit and a tracking, telemetry, and command (TT&C) facility that controls and manages their
operation. This part of the system represents a substantial investment, where the satellite operating lifetime
is typically of the order of 12 years based on fuel availability. Satellites tend to operate peacefully after they
have survived launch and initiation of service. Failures of on-board equipment are generally transparent to
users because the satellite operator can activate spare electronic equipment, particularly traveling wave
tubes and solid state power amplifiers (the critical elements in the communications subsystem). From a
user’s perspective, the more important portion of the system is the ground segment, which is the focus of
this chapter. It contains Earth stations of various types: large hubs or gateways and much smaller stations
that render services directly to individual users.

Every satellite application achieves its effectiveness by building on the strengths of the satellite link. A
satellite is capable of performing as a microwave repeater for Earth stations that are located within its
coverage area, determined by the altitude of the satellite and the design of its antenna system [Elbert,
1987]. The arrangement of three basic orbit configurations is shown in Fig. 56.3. A GEO satellite can
cover nearly one-third of the Earth’s surface, with the exception of the polar regions. This includes more
than 99% of the world’s population and essentially all of its economic activity.

Satellite Orbits and Constellations

The LEO and medium Earth orbit (MEO) approaches require more satellites to achieve this level of
coverage. Because of the fact that the satellites move in relation to the surface of the Earth, a full
complement of satellites (called a constellation) must be operating to provide continuous, unbroken
service. The tradeoff here is that the GEO satellites, being more distant, incur a longer path length to
Earth stations, whereas the LEO systems promise short paths not unlike those of terrestrial systems. The
path length introduces a propagation delay since radio signals travel at the speed of light. Depending on
the nature of the service, the increased delay of MEO and GEO orbits may impose some degradation on
quality or throughput. The extent to which this materially affects the acceptability of the service depends
on many factors.
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At the time of this writing, the only non-GEO system, Orbcom, has entered commercial service with
its first two satellites. The applications of Orbcom include paging and low-speed burst data. Systems
capable of providing telephone service, such as Iridium and I-CO Communications, will achieve
operation in the near future. On the other hand, GEO satellite systems continue to be launched for
literally all services contemplated for satellite, and the ones currently operating have lives (based on fuel
reserves for stationkeeping) that will carry them through the year 2010.

FIGURE 56.2 Elements of a satellite system, including the space and ground segments.

FIGURE 56.3 The three most popular orbits for communication satellites are low Earth orbit (LEO), medium
Earth orbit (MEO), and geostationary Earth orbit (GEO). The respective altitude ranges are LEO (500–900 km),
MEO (5,000–12,000 km), and GEO (36,000 km). Only one orbit per altitude is illustrated, even though there is a
requirement for constellations of LEO and MEO satellites to provide continuous service.
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Frequency Spectrum

Satellite communication services are provided through GEO satellites operating between 1 and 30 GHz.
As microwave frequencies, transmissions to and from the satellite propagate along a line-of-sight path
and experience free space loss that increases as the square of the distance. As indicated in Fig. 56.4, the
spectrum is allocated in blocks which are designated L-, C-, X-, Ku-, and Ka-bands. The scale along the
x axis is logarithmic in order to show all of the satellite bands; however, observe that the bandwidth
available for applications increases in real terms as one moves toward the right (i.e., frequencies above
4 GHz). Also, the precise amount of spectrum that is available for services in a given region or country
is usually less than Fig. 56.4 indicates. Precise definition of the services and their allocated bandwidths
can be found in the current edition of the Radio Regulations, published by the International Telecom-
munication Union in Geneva, Switzerland.

As a general rule, the lower the band is in frequency, the better the propagation characteristics. This
is countered by the second general principle, which is that the higher the band, the more bandwidth that
is available. The mobile satellite service (MSS) is allocated to the L and S bands, where there is a greater
degree of diffraction bending and penetration of physical media like foliage and non-metallic buildings.
This tends to improve service in a mobile environment. Yet, the bandwidth available between 1 and 2.5 GHz,
where MSS applications are authorized, must be shared not only among MSS applications, but with all
kinds of radio broadcast and point-to-point services as well. Therefore, the competition is keen for this
spectrum due to its excellent space and terrestrial propagation characteristics. The rapid rollout of wireless
services such as cellular radiotelephone and personal communications services (PCS) will probably
conflict with advancing GEO and non-GEO MSS systems.

Fixed satellite service (FSS) refers to applications between fixed Earth stations on the ground. These
satellites deliver a wide range of services for video, telephone, and data communication. Wideband services
such as DTH and broadband integrated services digital network (ISDN) using asynchronous transfer
mode (ATM) can be accommodated at frequencies above 3 GHz, where there is more than 10 times
the bandwidth available. Add to this the benefit of using directional ground antennas that effectively
multiply the number of orbit positions. Some wideband services have begun their migration from the

FIGURE 56.4 The general arrangement of the frequency spectrum that is applied to satellite communications and
other radiocommunication services. Indicated are the short-hand letter designations along with an explanation of
the typical applications. Note that the frequency ranges indicated are the general ranges and do not correspond
exactly to the ITU frequency allocations and allotments.
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well-established world of C band to Ku band and Ka band. The X-band allocation for FSS has been
reserved by governments for their internal uses, notably for military fixed communications.

Higher satellite effective isotropic radiated power (EIRP) used at Ku and Ka bands allows the use of
relatively small Earth station antennas. An important factor in the use of these higher bands is the
additional attenuation produced by heavy rain. Additional link margin is demanded in cases where the
service must achieve an availability of greater than about 99%. The bands below Ku (e.g., C, S, and L)
experience relatively minor amounts of rain attenuation and, therefore, can use their power to improve
other aspects of service. C band, in particular, should maintain its strength for video distribution to cable
systems and TV stations, particularly because of the extensive investment in uplink and downlink
antennas and electronic equipment. One needs to identify and evaluate all of the critical factors before
making a selection.

Network Topology

Applications are delivered through a network architecture that falls into one of three categories: point-to-
point (mesh), point-to-multipoint (broadcast), and multipoint interactive [very small aperture terminal
(VSAT)]. Mesh-type networks mirror the telephone network. They allow Earth stations to communicate
directly with each other on a one-to-one basis. To make this possible, each Earth station in the network
must have sufficient transmit and receive performance to exchange information with its least-effective
partner. Generally, all such Earth stations have similar antennas and transmitter systems, so that their
network is completely balanced. Links between pairs of stations can be operated on a full-time basis for
the transfer of broadband information such as TV or multiplexed voice and data. Alternatively, links can
be established only when needed to transfer information, either by user scheduling (reservation system)
or on demand (demand assignment system).

By taking advantage of the broadcast capability of a GEO satellite, the point-to-multipoint network
supports the distribution of information from a source (the hub Earth station) to a potentially very large
number of users of that information (the remote Earth stations). A broadcast of information by the satellite
is more efficient than terrestrial arrangements using copper wires, fiber optic cables, or multiple wireless
stations. Therefore, any application that uses this basic feature will tend to provide value to the business.

Many applications employ two-way links, which may or may not use the broadcast feature. The appli-
cation of the VSAT to interactive data communication applications has proven very successful in many
lines of business. A hub and spoke network using VSATs competes very effectively with most terrestrial
network topologies that are designed to accomplish the same result. This is because the satellite provides
the common point of connection for the network, eliminating the requirement for a separate physical link
between the hub and each remote point. Other interactive applications can employ point-to-point links
to mimic the telephone network, although this tends to be favored for rural and mobile services. The
coming generation of Ka-band satellite networks that support very low-cost VSATs are expected to reduce
barriers to entry into satellite communication.

Satellite vs. Terrestrial Communication 

The degree to which satellite communication is superior to terrestrial alternatives depends on many
interrelated factors, many of which are listed in Table 56.1. Although satellite communication will
probably never overtake terrestrial telecommunications on a major scale, these strengths can produce
very effective niches in the marketplace. Once the satellite operator has placed the satellite into service,
a network can easily be installed and managed by a single organization. This is possible on a national or
regional basis (including global in the case of non-GEO systems). The satellite delivers the same consistent
set of services independently of the ground infrastructure, and the costs of doing this are potentially
much lower as well. For the long term, the ability to serve mobile stations and to provide communications
instantly are features that will gain strength in a changing world.
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Satellite and Earth Station Designs

Originally, Earth stations were large, expensive, and located in rural areas so as not to interfere with
terrestrial microwave systems that operate in the same frequency bands. These monsters had to use
wideband terrestrial links to reach the closest city. Current emphasis is on customer premise Earth stations:
simple, reliable, and low cost. An example of a Ku-band VSAT is illustrated in Fig. 56.5. Home receiving
systems for DTH service are also low in cost and quite inconspicuous. Expectations are that the coming
generation of Ka-band VSATs will reduce the cost and thereby increase their use in smaller businesses and,

TABLE 56.1 The Primary Strengths of Satellite Communications

Feature of Satellite Service Application

Wide-area coverage Domestic, regional, global 
Wide bandwidth Up to 1 GHz per coverage
Independent of land-based 

networks 
Does not require connection to terrestrial 

infrastructure
Rapid installation Individual sites can be installed and activated in one 

day for VSAT or two months of major hub
Low cost per added site Depends on type of service; can be as low as $600 

for DTH
Uniform service characteristics Determined by coverage and type of transmission 

system
Total service from a single 

provider
By the satellite operator or a separate organization 

that leases transponder capacity
Mobile Communication Requires line-of-sight path over the coverage area

FIGURE 56.5 An example of a small customer premise VSAT used in data communication. (Photograph courtesy
of Hughes Network Systems.)
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ultimately, the home. There is the prospect of satellites delivering improved Internet access ahead of the
terrestrial networks, which have yet to deliver on the promise of ubiquitous wide digital bandwidth.

The other side of the coin is that as terminals have shrunk in size, satellites have grown in power and
sophistication. There are three general classes of satellites used in commercial service, each designed for
a particular mission and capital budget. Smaller satellites provide a basic number of transponders, usually
in a single-frequency band. One such satellite can be launched by the old and reliable Delta II rocket or
dual-launched on the Ariane 4 or 5. Satellite operators in the U.S., Canada, Indonesia, and China have
established themselves in business through this class of satellite. The Measat satellite, illustrated in Fig. 56.6,

FIGURE 56.6 Measat, first launched in 1996, is a small satellite of the Hughes HS-376 class. With 1100 W of payload
power, it provides both low-power C-band and medium-power Ku-band transponders to Malaysia and surrounding
countries in the Asia–Pacific region. (Photograph courtesy of Hughes Space and Communications Company.)
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is an example of this class of vehicle which delivers a total of 18 transponders to Malaysia and neighboring
countries in Asia. Introduction of mobile service in the LEO will involve satellites of this class as well.

Moving up to the middle range of spacecraft, we find designs capable of operating in two frequency
bands simultaneously. Galaxy VII, shown in Fig. 56.7, provides 24 C-band and 24 Ku-band transponders
to the U.S. market. A dual payload of this type increases capacity and decreases the cost per transponder.
First generation DTH and MSS applications are also provided by these spacecraft. Because of the increased
weight of this size of vehicle, launch service must be provided by larger rockets such as the Atlas 2,

FIGURE 56.7 Galaxy VII, launched in 1993, is a medium-power Hughes HS-601 satellite that provides 24 low-
power C-band and 24 medium-power Ku-band transponders to the U.S. market. It is used by cable TV and over-
the-air broadcasting networks to distributed programming to affiliates. (Photograph courtesy of Hughes Space and
Communications Company.)
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Ariane 4 or 5, the Russian Proton, or the Chinese Long March 2E or 3B (an improved Delta capable of
launching such spacecraft was under development at the time of this writing).

Finally, the largest satellites serve specialized markets where the highest possible power or payload
weight are required. The generation of GEO mobile satellites that are capable of serving handheld phones
fall into this classification. An example of one of these satellites, APMT, is shown with its 12-m antenna
deployed in Fig. 56.8. Also, the trends to use the smallest possible DTH home receiving antenna and to
cover the largest service area combine to demand the largest possible spacecraft. The total payload power

FIGURE 56.8 APMT is a regional GEO mobile communications satellite of the largest HS-601 HP class pro-
duced by Hughes. It serves the Asia Pacific region and employs a 12-m reflector to serve mobile and fixed users,
many of which will use handheld user terminals. (Photograph courtesy of Hughes Space and Communications
Company.)
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of such satellites reaches 8 kW, which is roughly eight times that of Measat. Designs are on drawing
boards at the time of this writing for satellites that can support payload powers of up to 16 kW. 

These general principles lead to a certain set of applications that serve telecommunication users.
Satellite manufacture is a strong and viable business, as three American and a like number of European
firms compete in the global market. Earth stations are produced by specialists in the U.S., Canada, Europe,
Japan, and Korea. However, world-class consumer electronics and telecommunication equipment firms
are lining up for the opportunity to address the megamarkets in DTH and MSS systems. In the next
section, we review the most popular applications.

56.3 Satellite Application Types

Applications in satellite communication have evolved over the years to adapt to competitive markets.
Evolutionary development, described in Elbert [1987], is a natural facet of the technology because satellite
communication is extremely versatile. This is important to its extension to new applications in the coming
century.

Television and Video Services

Commercial TV is the largest segment of the entertainment industry; it also represents the most financially
rewarding user group to satellite operators. It may have taken 10 or more years for the leading networks
in the U.S. and Europe to adopt satellites for distribution of their signals, but by 1985, it was the mainstay.
Prior to this date, pioneering efforts in Indonesia and India allowed those countries to introduce nation-
wide TV distribution via satellite even before the U.S. made the conversion from terrestrial microwave.
European TV providers pooled their resources through the European Broadcasting Union (EBU) and
the EUTELSAT regional satellite system. Very quickly, the leading nations of Asia and Latin America
adopted satellite TV delivery, rapidly expanding this popular medium to global levels.

There are four fundamental ways that GEO satellites are used to serve the TV industry:

• Point-to-point transmission of video information from a program source to the studio (also called
backhaul)

• Point-to-multipoint distribution of TV network programming from the studio to the local broad-
cast station

• Point-to-multipoint distribution of cable TV programming from the studio to the local cable TV
network

• Point-to-multipoint distribution of TV network and/or cable TV programming from the studio
directly to the subscriber (i.e., DTH) 

The first technique is a part of the three that follow, since programming material must be acquired from
a variety of sources. A simplified view of the latter three is given in Fig. 56.9. In each case, the video
channels are transmitted to the satellite by an uplink Earth station with the capability to obtain and
assemble the programming. This can involve fixed antennas to backhaul programming from other
satellites, tape play machines and video servers to play back prerecorded material, and fiber optic con-
nections to distant studios. DTH systems with their smaller antennas require higher satellite power than
cable TV and TV distribution. Hence, a common satellite for all three classes is rarely the case.

Over-the-Air TV Broadcasting

Video distribution by satellite is now standard for TV broadcasting in the very high-frequency (VHF)
and ultra high-frequency (UHF) bands, which use local TV transmitters to cover a city or area. The
satellite is used to carry the network signal from a central studio to multiple receive Earth stations, each
connected to a local TV transmitter. This has been called TV distribution or TV rebroadcast. When equipped
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with transmit uplink equipment, the remote Earth station can also transmit a signal back to the central
studio to allow the station to originate programming for the entire network. U.S. TV networks such as
CBS employ these reverse point-to-point links for on-location news reports. The remote TV uplink
provides a transmission point for local sporting and entertainment events in the same city. This is popular
in the U.S., for example, to allow baseball and football fans to see their home team play an away-from-
home game in a remote city. More recently, TV networks employ fiber optic transmission services from
a national fiber network, but satellites continue as the most flexible routing mechanism.

Revenue for local broadcast operations are available from two potential sources: advertisers and public
taxes. From its beginnings in the U.S., TV provided an excellent medium to influence consumers on their
purchase behavior. In exchange for watching commercials for soap, airlines, and automobiles, the con-
sumer is entertained for virtually nothing. This has produced a large industry in the U.S. as stations
address local advertisers and the networks promote nationwide advertising.

An alternative approach was taken in many European countries and Japan, where government operated
networks were the first to appear. In this case, the consumer is taxed on each TV set in operation. These
revenues are then used to operate the network and to produce the programming. The BBC in the U.K.
and NHK in Japan are powerhouses in terms of their programming efforts and broadcast resources.

FIGURE 56.9 Framework for satellite communication applications in local broadcasting, cable TV, and direct-to-
home satellite broadcast.
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However, with the rapid introduction of truly commercial networks, cable TV, and DTH, these tax-
supported networks are experiencing funding difficulties.

Public TV in the U.S. developed after commercial TV was well established. Originally called educational
TV, this service existed in a fragmented way until a nonprofit organization called the Public Broadcasting
Service (PBS) began serving the nation by satellite in 1978. The individual stations are supported by the
local communities through various types of donations. Some are attached to universities; others get their
support by donations from individuals and corporations. PBS itself acquires programming from the
member stations and from outside sources such as the BBC. Programs are distributed to the members
using satellite transponders purchased by the U.S. government. Therefore, it must compete with other
government agencies for congressional support. PBS programming is arguably of better quality than
some of the popular shows on the commercial networks. Even though PBS addresses a relatively narrow
segment, its markets are now under attack by even more targeted cable TV networks such as A&E, the
Discovery Channel, the Learning Channel, and a more recent entry, the History Channel. All of these
competitors built their businesses on satellite delivery to cable systems and DTH subscribers.

Cable TV

Begun as a way to improve local reception in the fringe areas and thinly populated sections of the U.S.,
cable TV has established itself as the dominant entry point of TV programming. Its popularity grew after
pioneering cable TV networks such as HBO and Turner Broadcasting (which are not available over the
air) were added by cable operators seeking more subscribers. These organizations, joined by Viacom,
Disney, ABC, and NBC, used C-band satellite transmission to bypass the conventional TV networks to
deliver programming to cable head ends and, thence, to the home. By 1980, 40% of urban-U.S. homes
were using cable to receive local TV stations (because cable provided a more reliable signal); at the same
time, the first nationwide cable networks were included as a sweetener and additional revenue source.
During the 1980s, cable TV became an eight billion dollar industry and the prototype for this medium
in Europe, Latin America, and the developed parts of Asia.

Cable TV networks offer programming as a subscriber service to be paid for on a monthly basis, or
as an almost free service such as commercial TV broadcasting. HBO and the Disney Channel are examples
of premium (pay) services, whereas the Discovery Channel and TBS are examples of commercial channels
that receive most of their revenue from advertisers. The leading premium channels in North America
and Europe are immensely successful in financial terms, but the business has yet to be firmly established
in economies with low-income levels.

Cable TV became the first to offer a wide range of programming options that are under the direct
control of the service provider. This ensures that subscription fees and service charges can be collected
from subscribers. If the fees are not paid, the service is terminated. Wireless cable, a contradiction in
terms but nevertheless a viable alternative to wired cable, is gaining popularity in Latin America and
Asia. The principle here is that the cable channels are broadcast locally in the microwave band to small
dishes located at subscribers. Just as in the case of DTH, wireless cable depends on some form of
conditional access control that allows the operator to electronically disconnect a nonpaying user.

Direct-to-Home Satellite Broadcasting

The last step in the evolution of the satellite TV network is DTH. After a number of ill-fated ventures
during the early 1980s, DTH appears to be ready to take off. B Sky B in the U.K., NHK in Japan, DIRECTV
in the U.S., and STAR TV in Asia are now established businesses, with other broadcasters following suit.
Through its wide area broadcast capability, a GEO satellite is uniquely situated to deliver the same signal
throughout a country or region at an attractive cost per user. The particular economics of this delivery
depend on the following factors:

• The size of the receiving antennas: Smaller antennas are easier to install and maintain and are
cheaper to purchase in the first place. They are also less noticeable (something which is desirable
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in some cultures but not necessarily in all others). However, the diameter of the receiving antenna
is inversely proportional to the square root of the effective radiated power of the satellite.

• The design of the equipment: It is simple to install and operate (this author’s RCATM brand Digital
Satellite System (DSS) installation, needed to receive DIRECTV, took only 2 h: 105 min to run
the cables and 15 min to install and point the dish).

• Several users can share the same antenna: This is sensible if the antenna is relatively expensive,
say in excess of $1000; otherwise, users can afford their own. A separate receiver is needed for
each independent TV watcher (i.e., for private channel surfing).

• The number of transponders that can be accessed through each antenna: The trend is now toward
locating more than one satellite in the same orbit position, to increase the available number of
transponders. The more channels that are available at the same slot, the more programming choices
the user will experience.

• The number of TV channels that can be carried by each transponder: Capacity is multiplied
through digital compression techniques such as Moving Pictures Expert Group (MPEG) 2. This
multiplies the quantity of simultaneous programs by five or more.

The ideal satellite video network delivers its programming to the smallest practical antenna on the
ground, has a large number of channels available (greater than 100), and permits some means for users
to interact with the source of programming. A simple connection to the public-switched telephone
network (PSTN) allows services to be ordered directly by the subscriber. Thus, the system emulates a
direct point-to-point connection between user and programming supplier, something that broadband
fiber optic networks promise but have yet to deliver on a wide-scale basis.

Trends in Satellite Voice Communications

Voice communications are fundamentally based on the interaction between two people. It was recognized
very early in the development of satellite networks that the propagation delay imposed by the GEO tends
to degrade the quality of interactive voice communications, at least for some percentage of the population.
However, voice communications represent a significant satellite application due to the other advantages
of the medium. For example, many developing countries and lightly inhabited regions of developed
countries continue to use satellite links as an integral part of the voice network infrastructure. Further-
more, one area where satellite links are essential for voice communications is the mobile field.

The public-switched telephone network within and between countries is primarily based on the
requirements of voice communications, representing something in the range of 60–70% of all interactive
traffic. The remainder consists of facsimile (fax) transmissions, low- and medium-speed data (both for
private networks and access to public network services such as the Internet), and various systems for
monitoring and controlling remote facilities. The principal benefit of the PSTN is that it is truly universal.
If you can do your business within the limits of 3000 Hz of bandwidth and can tolerate the time needed
to establish a connection through its dialup facility, the PSTN is your best bet.

Propagation delay has become an issue when competitively priced digital fiber optic networks are
introduced. Prior to 1985 in the U.S., AT&T, MCI, and others were using a significant amount of analog
telephone channels both on terrestrial and satellite links. An aggressive competitor in the form of U.S.
Sprint invested in an all-digital network that employed fiber optic transmission. Sprint expanded their
network without microwave or satellite links and introduced an all-digital service at a time when com-
petition in long distance was heating up. Their advertising claimed that calls over their network were so
quiet you could “hear a pin drop.” This campaign was so successful that both MCI and AT&T quickly
shifted their calls to fiber, resulting in rapid turn down of both satellite voice channels and analog
microwave systems.

Satellite-based telephone service is acceptable in cases where it is the best alternative. For example,
wired networks cannot provide mobile communications on the oceans and in very remote areas. Here,
digital voice over satellite is widely accepted. A particular application, called mesh telephony, allows
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separate VSATs to operate as independent connection points for users or small village. Gateways in major
cities connect calls between these remote VSATs and subscribers on the PSTN. Major telephone Earth
stations are part of the international telecommunication infrastructure, connecting to and between
countries that are not yet served by modern fiber optic systems. The basic voice transmission quality is
the same on satellite or terrestrial fiber because it is determined by the process of converting from analog
to digital format. All long-distance transmission systems, satellite and cable, require echo cancellers to
maintain quality. GEO satellite links experience a delay of about 260 ms and so are different from their
terrestrial counterparts. However, they can be quite acceptable given that the application favors this
medium for economic or practical reasons.

The economics of satellite voice communications are substantially different from those of the terrestrial
PSTN, even given the use of digital technology on both approaches. With low-cost VSAT technology and
high-powered satellites at Ku and Ka bands, satellite voice is the cheapest and quickest way to reach
remote areas where terrestrial facilities are not available. It will be more attractive to install a VSAT than
to extend a fiber optic cable over a distance greater than several hundred meters. A critical variable in
this case is the cost of the VSAT, which is expected to drop from the $10,000 level to perhaps as low as
$1500 before 2000.

Fiber optic transmission is not the only terrestrial technology that can address the voice communication
needs of subscribers. There is now a new class of terrestrial wireless system called fixed cellular. Low-cost
cordless phones or simple radio terminals are placed in homes or offices, providing access to the PSTN
through a central base station. The base stations are concentrating points for traffic and can be connected
to the PSTN by fiber or even satellite links. The cost of the base station and network control is kept low
by not incorporating the automatic hands-off feature of cellular mobile radio. Instead, user terminals of
different types make the connection through the closest base station, which remains in the same operating
mode throughout the call. Fixed cellular can grow in cost beyond VSATs as more cells are added.

New classes of public network services are expected in coming years, under the general category of
broadband communications. The underlying technology is asynchronous transfer mode, a flexible high-
speed packet-switched architecture that integrates all forms of communications. ATM services can be
delivered through fiber optic bandwidths and advanced digital switching systems and include the fol-
lowing, among others:

• High-speed data on demand (384 kb/s to 155 Mb/s, and greater)

• Multichannel voice

• Video services on demand

• High resolution fax (300 dots per inch and better)

• Integrated voice/data/video for enhanced Internet services

Because of the high cost of upgrading the terrestrial telephone plant to provide ATM services on a
widespread basis, many of these services will not appear in many places for some time. However, they
represent the capability of the coming generation of public networks being implemented around the
globe.

Satellite communication currently addresses these services as well and, in fact, has been the only means
available to provide them on a consistent basis. In private network applications, satellite communication
has a big advantage for delivering broadband services to a large quantity of sites. Fiber optic networks
are attractive for intra- and intercity public networks and can offer broadband point-to-point transmis-
sion, which is potentially lower in cost per user. Yet, this is easier to do with a satellite because it provides
a common traffic concentration point in the sky (a principle of traffic engineering). The bandwidth is
used more effectively and, therefore, the network can carry more telephone conversations and generate
more revenue.

Satellite networks are very expandable because all points are independent and local terrain does not
influence the performance of link. Consider the example of the largest German bank, Deutsche Bank,
which needed to offer banking services in the new states of the former East Germany. The telecom
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infrastructure in East Germany in 1990, although the best in eastern Europe, was very backward by
western European standards. Deutsche Bank installed medium-sized Earth stations at new bank locations
and was then able to offer banking services that were identical to those of their existing branches in the
west. Another excellent example is Wal*Mart Department Stores, reviewed later in this chapter.

Digital Information Services

Satellite networks are able to meet a wide variety of data communication needs of businesses and
noncommercial users such as government agencies. The wide-area coverage feature combined with the
ability to deliver relatively wide bandwidths with a consistent level of service make satellite links attractive
in the developing world as well as in the geographically larger developed countries and regions.

The data that is contained within the satellite transmission can take many forms over a wide range of
digital capacities. The standard 36-MHz transponder, familiar to users of C-band worldwide, can easily
transfer over 60 Mb/s, suitable for supercomputer applications and multimedia. Most applications do
not need this type of bandwidth; therefore, this maximum is often divided up among multiple users who
employ a multiple access system of some type. In fact, the multiple access techniques used on the satellite
mirror the approaches used in local-area networks (LANs) and wide-area networks (WANs) over terres-
trial links. As in any multiple access scheme, the usable capacity decreases as the number of independent
users increases. Satellite data networks employing VSATs offer an alternative to terrestrial networks
composed of fiber optics and microwave radio. There is even a synergy between VSATs and the various
forms of terrestrial networks, as both can multiply the effectiveness of their counterpart.

Some of the must successful users of VSATs are familiar names in North American consumer markets.
Wal*Mart, the largest U.S. department store chain, was an early adopter of the technology and has pushed
its competitors to use VSATs in much the same manner that they pioneered. Chevron Oil also was first
among the gasoline retailers to install VSATs at all of their company-owned filling stations to speed
customer service and gain a better systemwide understanding of purchasing trends.

Whereas voice networks are very standardized, data networks cover an almost infinite range of needs,
requirements, and implementations. In business, information technology (IT) functions are often an
element of competitive strategy [Elbert, 1992]. In other words, a company that can use information and
communications more effectively than its competitors could enjoy a stronger position in the ultimate
market for its products or services. A data communication system is really only one element of an
architecture that is intended to perform business automation functions.

A given IT application using client/server computing networks or broadband multimedia will demand
efficient transfer of data among various users. Satellite communication introduces a relatively large
propagation delay, but this is only one factor in the overall response time and throughput. These include:
the input data rate (also in bits per second), the propagation delay through the link, the processing and
queuing delay in data communication equipment, any contention for a terrestrial data line, and the final
processing time in the end computer system (client or server). This is shown in Fig. 56.10. Each of these
contributors must be considered carefully when comparing terrestrial and satellite links.

Propagation delay from a satellite link could reduce the throughput if there is significant interaction
between the two ends of the link. The worst-case condition occurs where the end devices need to exchange
control information to establish a connection or confirm receipt. Modern data communication standards,
such as transmission control protocol/internet protocol (TCP/IP) and systems network architecture/
synchronous data link control (SNA/SDLC), guard against the loss of throughput by only requesting
retransmission of blocks of data which have errors detected in them by the receiver. However, to optimize
throughput, there is a need to test and tune the circuit for the expected delay, type of information, and
error rate.

The main deterrent to wider usage of digital satellite links is the cost of the terminal equipment, which
today is much higher than that of a personal computer (PC). True low-cost VSATs have yet to appear at
the time of this writing. Once the $2000 U.S. barrier is broken, many residential and small business users
will be able to afford to purchase their own systems. This is not unlike the situation with backyard TVRO
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dishes, which, during the 1980s, were selling above $2000 U.S. Through innovations such as DIRECTV,
Inc.’s digital satellite system, which sells for around $600 U.S., the home dish has become as attainable
as the VCR. This also has benefits for data applications. If the bulk of the data transfer is outbound only
(so that the user installation is receive only from the satellite), the DSS type of installation easily can
deliver over 20 Mb/s of downlink capacity. A key example is the DirectPCTM service from Hughes Network
Systems that provides turbospeed Internet access service in the U.S.

Mobile and Personal Communications

The world has experienced an explosion of demand for mobile telephone and data communications. The
basis for this is the technology of cellular radio systems, which allow handheld mobile phones to connect
to the public network as if they had access by wire. Availability of cellular radio at a reasonable cost has
allowed a much larger subscriber base to develop than was possible during earlier generations of mobile
phone technology. Now, we are prepared for the advance of cellular like systems that connect users directly
to orbiting satellites, thus eliminating the terrestrial base station (a much smaller quantity of gateway
Earth stations are still needed to connect mobile calls to PSTN subscribers).

Satellite-based mobile radio was first introduced to the commercial market in the late 1970s in the
form of maritime mobile satellite service (MMSS) by COMSAT. Within a 10-year period, MMSS overtook
the radio telegraph as the primary means of allowing ships to communicate. In the 1990s, ships ceased
carrying conventional radio stations, which have been completely replaced by MMSS terminals. Today,
the International Maritime Satellite (Inmarsat) system serves commercial ships and has been extended
to commercial airlines as well.

Like INTELSAT, Inmarsat serves the needs of its owners and their respective clients. Within the last
five years, Inmarsat introduced land-based communications in a service called land mobile satellite service
(LMSS). The first LMSS terminals are portable so that they can be set up quickly from a stationary
location.

In 1994, Optus Communications of Australia began providing the Mobilesat LMSS service to its
domestic market. Mobilesat follows the model of the second generation of LMSS phones, allowing
subscribers to communicate from moving vehicles. Optus is the pioneer in this type of system, having
directed the development of the ground infrastructure and mobile terminals. The Optus B series of
satellites includes the necessary L-band payload for Mobilesat and also carries Ku-band transponders to
connect to gateways to the PSTN. The American Mobile Satellite Corp (AMSC) and Telesat Mobile Inc.
extended this concept to the North American market in 1996. In this case, a satellite is dedicated to
providing mobile telephone services.

A new generation of LMSS is expected before the year 2000, capable of supporting handheld phones
similar to those used in cellular. In fact, the promoters of this advanced class of satellite network show

FIGURE 56.10 Contributors to the throughput and end-to-end delay of a data communication link involving a
VSAT and a hub.
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models of modified cellular phones to promote their concept. The two basic approaches being taken are
either the use of GEO, with satellites that serve specific countries or regions, or the LEO or MEO approach,
where an orbiting constellation of satellites covers the entire globe. Figure 56.3 illustrates only one orbit
with a single LEO satellite, whereas in the typical LEO constellation, the globe is covered by multiple
orbits, each containing several satellites. The number of required orbits and satellites decreases as the
orbit altitude is increased. The minimum number of three satellites to provide global coverage (except
the polar regions) is obtained at GEO. The advantage of the GEO approach is its lower initial cost and
possibly lower risk, whereas the advantage of the LEO approach is the lower propagation delay and ability
to connect users to each other anywhere in the world.

Many of these wireless networks have value to business as a vehicle for extensive data communica-
tions and paging services. Mobile data services have been around in the U.S. for over a decade, first
introduced for private purposes. Federal Express equips their drivers with radio-based data communi-
cations terminals, and today a majority of competing delivery companies have also adopted the technol-
ogy. An explosion may occur before the year 2000 due to the creation of several satellite mobile data
networks in the U.S. and other countries. There is now the prospect of providing a public data network
service to all users who wish to access information databases and other facilities while on the move. This
is something that the cellular network has had difficulty demonstrating, due to technical issues of
maintaining a solid circuit connection during the entire data call.

All together, the MSS is poised to become a substantial contributor to the future of the satellite industry.
Spacecraft manufacturers are developing technical designs which even a few years ago looked like science
fiction (see Fig. 56.7). Once again, today’s science fiction becomes tomorrow’s science fact.
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57.1 Introduction

Communication satellites in geostationary orbits have had a tremendous impact on our lives by providing
almost instantaneous worldwide electronic communications. The unique capabilities of communication
systems that use geostationary satellites have revolutionized the design of telecommunication and tele-
vision systems.

The purpose of this chapter is to provide an explanation of the specialized techniques that are used
to communicate electronically using satellite repeaters or transponders. This chapter will be useful to
anyone interested in learning about satellite communication techniques. Engineers and technicians, who are
already familiar with communication concepts, can use this chapter to learn about the unique character-
istics of communicating by satellite. Teachers and students will find this chapter to be an excellent reference
in communication concepts and techniques. Managers and nontechnical people can use this chapter as
a reference to obtain an understanding of the concepts and technical terms used by communication
engineers. A glossary of satellite communication terms used in this chapter is provided in the Defining
Terms section at the end of the chapter.

A communication satellite, often called a COMSAT, is a spacecraft that receives electrical signals from
a transmitter on the Earth, amplifies these signals, changes the carrier frequencies, and then retransmits
the amplified signals back to receivers on the Earth [Douglas, 1988]. Since communication satellites simply
amplify and retransmit signals, they are often called repeaters or relays. Communication satellites are
usually placed in geostationary Earth orbits, which allows the satellites to appear stationary to the trans-
mitters and receivers on the Earth. Placing communication satellites in this special orbit prevents problems
caused by the Doppler shift. One Earth station transmitter and one satellite can provide signals to
receivers in an area that covers almost one-third of the Earth’s surface. Satellites have revolutionized
electronic communications since the first commercial satellite was launched in 1965. There are now more
than 200 communication satellites in orbit around the world, and new satellites are launched regularly.
Communication satellites have made it possible to routinely receive live television coverage of important
news and sporting events from anywhere in the world. Satellites have also improved worldwide telephone
communications, navigation, and weather information.

Robert L. Douglas
Harding University
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Arthur C. Clarke suggested the amazingly simple concept of communicating by satellites in stationary
orbit in 1945. He called the satellite repeaters “extra-terrestrial relays” [Clarke, 1945]. At that time,
television was being developed commercially, and Clarke maintained that it would be much cheaper to
develop and use communication satellites than to build a ground-based (terrestrial) network of trans-
mitters and receivers with repeaters every 30–50 mi to amplify and retransmit the signals. He was correct,
of course, but the technology needed to build the satellites and place them in geostationary orbit was not
developed until the 1960s. By that time, many countries had developed extensive terrestrial systems for
the distribution of television and other wideband communication signals. Communication satellites are
rapidly replacing these terrestrial systems.

Communication satellites have several advantages when compared to other forms of electronic com-
munications. One of these advantages is the wide area covered by a single transmitter. The transmitting
antennas on a communication satellite can be designed to provide signals to service areas as small as a
city or as large as a country. The maximum area that can be covered by a geostationary satellite is approx-
imately one-third of the Earth’s surface. With satellites, it is just as easy to receive a signal in a remote
location such as a farm or an island as it is to receive the signal in a city. One satellite can easily provide
coverage for the entire U.S. Another advantage of a communication satellite is the low average operating
cost. Manufacturing and launching a satellite is very expensive, but a typical satellite will operate con-
tinuously for 8–12 years. This extended operating lifetime makes satellite communication systems very
competitive with terrestrial microwave systems and transoceanic cables.

57.2 Satellite Systems

A typical geostationary satellite, which is used to receive and retransmit signals from Earth, is launched
from Earth or a spacecraft and placed in orbit at a particular longitude. After a satellite has been placed
in geostationary orbit, a station keeping subsystem in the satellite is activated from a control station on
Earth to maintain the satellite’s position within plus or minus 0.1 º  of longitude and equatorial incli-
nation. An electrical power subsystem in the satellite is activated to generate and regulate the electrical
power needed by the transponders and other equipment in the satellite. An antenna subsystem provides
the receiving and transmitting antennas needed for the transponder and other special purpose antennas
such as an omnidirectional antenna that is used as a beacon. The antenna subsystem on each satellite
provides the radiation pattern needed to transmit and receive signals to and from specific regions on
Earth. A command and control telemetry subsystem is provided on each satellite to transmit operating
information about the satellite’s systems to Earth and to receive and process control signals from Earth
to the satellite. The transponder subsystem on each satellite provides the low-noise amplifiers (LNAs),
the downconverters, and the high-power amplifiers (HPAs) needed to receive signals from the Earth
station transmitters and to retransmit signals to the Earth station receivers. A typical example of each of
these subsystems is further described later in this chapter. Communication satellites have a typical lifetime
of 8–12 years. The amount of fuel (gas) in the station keeping subsystem is one of the factors that limits
the useful lifetime of a satellite. The gradual deterioration of the solar cells that are used in the electrical
power subsystem also limits the useful lifetime.

57.3 Transponder Systems

The primary purpose of communication satellites in geostationary orbit is to receive and retransmit
signals from the Earth. Transponders provide the electronic equipment needed to accomplish this objec-
tive. A communication satellite is capable of receiving and retransmitting one or more independent
signals. Each uplink signal is amplified and translated to a lower downlink carrier frequency by electronic
circuits in the satellite. The electronic equipment used to amplify and shift the frequency of each signal
is called a transponder. Typically, each satellite has 16–24 active transponders plus 6–8 spares.
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Satellite Footprints

The radiation pattern of a satellite transmitting antenna determines the region on Earth where the downlink
signal can be received. The radiation pattern for a transmitting antenna of any satellite can be superim-
posed onto a map of the region covered to display the effective isotropic radiated power (EIRP) radiated
by the satellite to each area of the region. Maps that give the EIRP for a satellite are called satellite
footprints. Vertical and horizontal radiation patterns for a satellite are usually combined on one footprint.
Figure 57.1 shows a typical satellite footprint. The footprint given in Fig. 57.1 can be used to determine
the EIRP for any location in the continental U.S. For example, the EIRP for Memphis, Tennessee, is
+36 dBW (decibel referenced to 1 W) and the EIRP for Boston, Massachusetts, is +33 dBW. The actual
power of a signal received from the satellite represented by this footprint is determined by subtracting
the space loss to any Earth location from the EIRP.

Transponder Analysis

Figure 57.2 provides a functional block diagram of a simplified transponder which has only one input
signal. The uplink signal received from an Earth station transmitter is amplified by the combination of the
receiving antenna of the satellite and a low-noise amplifier. Tunnel diode amplifiers, operated at reduced
temperatures, are often used in the LNAs in satellite receivers. After amplification, the output signal from
the LNA is mixed in a translator with a signal from a fixed frequency oscillator. The output signal from the
mixer contains the sum and difference frequencies of the inputs. A filter passes the difference frequencies
and blocks the sum frequencies. The output of the downconverter contains the same information as the
input, but the center frequency of the carrier has been shifted down by 2225 MHz. The output of the
downconverter is amplified in a high-power amplifier to increase the power of the downlink signal. Very
few electronic devices provide the power output needed (10–50 W) and the lifetime required (up to 12
years without maintenance) for the 4–20 GHz signals amplified in the HPAs. Most of the HPAs used in
satellite transponders are either traveling wave tube amplifiers (TWTA) or gallium-arsenide field-effect
transistor (GaAsFET) amplifiers. GaAsFETs have replaced TWTAs at 4 GHz as new satellites have been

FIGURE 57.1 Satellite footprint.
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launched to replace older satellites. GaAsFETs HPA are called solid-state power amplifiers (SSPAs).
TWTAs are still being used at 12 GHz and 20 GHz. The output of the HPA is amplified by the transmitting
antenna and radiated back to Earth.

As an example of a simplified satellite transponder, assume that the uplink carrier signal has a
frequency of 5945 MHz ± 18 MHz. This signal is amplified by the receiving antenna and the LNA and
then mixed with a 2225-MHz signal. The output of the mixer is 3720 MHz ± 18 MHz (5945 - 2225) and
8170 MHz ± 18 MHz (5945 + 2225). The 3720 MHz ± 18 MHz signals pass through a filter to the HPA.
The HPA and the transmitting antenna amplify and concentrate the output signal from the filter to
provide the effective power needed to radiate this 3720 MHz ± 18 MHz downlink signal back to Earth.
Notice that the uplink signal is not demodulated in the satellite.

Keeping the Pipeline Full

Satellite transponder systems provide a bandwidth of 500 MHz to over 2 GHz to the signals being relayed.
Frequency- and/or time-division multiplexing is used to take full advantage of this available bandwidth.
The design of a specific transponder system depends on the type of multiplexing used. For example,
analog television video and audio signals can be frequency modulated onto transponder channels, which
have a bandwidth of 40 MHZ. Telecommunication systems use different multiplexing techniques and,
therefore, require different transponder designs to fully utilize the available bandwidth.

Television Transponder Systems

Most of the C-band communication satellites use two 12-channel transponders to receive, translate, and
retransmit 24 independent channels simultaneously. One of these transponders receives and transmits
signals using vertically polarized antennas while the other transponder receives and transmits signals
using horizontally polarized antennas. Each LNA amplifies one of these uplink signals and then shifts the
uplink frequencies in all 12 channels to corresponding downlink frequencies. The output of the translator
is split into 12 separate signals and each signal is amplified by a separate HPA. The outputs of the HPAs
are recombined and transmitted back to the Earth. Figure 57.3 provides a functional block diagram of
a typical 4/6-GHz transponder system that has 24 channels. Two receiving antennas are used to separate
the uplink signal into one vertically polarized and one horizontally polarized signal. The vertically polar-
ized signal contains all of the even-numbered channels from 2 to 24, and the horizontally polarized signal
contains all of the odd-numbered channels 1 through 23. Each channel has a bandwidth of 36 MHz,
and there is a 4-MHz guardband between each channel. Two separate LNA-translator circuits are
required because the horizontally polarized and vertically polarized signals reuse the same frequencies.

FIGURE 57.2 Transponder block diagram.
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After amplification in the HPAs, the even-numbered channels are recombined and radiated to the Earth
using a vertically polarized transmitting antenna and the odd-numbered channels are recombined and
radiated to the Earth using a horizontally polarized transmitting antenna.

Redundancy is used in most transponder systems to improve reliability. For example, most satellites
usually have 4–6 spare transponders and one or more spare LNA translators that are used to replace
defective circuits. The command and telemetry subsystem is used by a controller on Earth to switch spare
circuits in and out of the system. An input multiplexer uses bandpass filters to separate the uplink signal
into individual channels between the downconverter and the HPA. There is a separate HPA for each
channel. An output multiplexer (diplexer) is used to recombine the outputs of the HPAs into a composite
downlink signal.

Antenna Subsystem

A satellite usually has an omnidirectional antenna that is used to receive command signals from Earth
and transmit telemetry signals to Earth. These command signals are used to control all of the equipment
in the satellite. For example, a command signal is used to start the apogee motor to transfer a satellite
from elliptical orbit to geostationary orbit. Command signals are also used to start or stop the spinning

FIGURE 57.3 Simplified 4/6-GHz transponder system.
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of a satellite and to position the attitude of a satellite so that the other satellite antennas are pointing
toward the Earth. Telemetry signals are used to provide information about a satellite to the Earth control
station. An omnidirectional antenna must be used for the telemetry and control subsystem during the
launching and positioning of the satellite because the other antennas on the satellite may not be pointing
toward the Earth. The directional antennas can be used for the command and telemetry signals after a
satellite has been properly positioned and oriented.

Some satellites have Earth coverage antennas. Earth coverage antennas are horn (cone) shaped with
radiation patterns that cover all of the Earth’s surface visible from the geostationary orbit. Earth coverage
antennas can be used to transmit or receive signals to or from any place on the Earth. A beamwidth of
17.2∞ is required for Earth coverage from the geostationary orbit.

Parabolic antennas are used on satellites to generate spot-beams or radiation patterns that cover only
a portion of Earth’s surface. In general, the diameter of parabolic antennas and the diameter of a radiation
pattern on Earth are inversely related. Large parabolic antennas are used to transmit or receive signals
from a small specific region on Earth. Smaller parabolic antennas are used for larger areas.

The radiation pattern of a parabolic reflector can be tailored to cover a particular region by using
multiple feed horns that are positioned to provide the coverage desired. For example, the radiation pattern
of an antenna can be tailored to cover the continental U.S. (CONUS), Alaska, or portions of Canada.
Tailoring a radiation pattern to cover a specific region on Earth is called beam shaping. One particular
communication satellite uses two 60-in.-diameter parabolic reflectors with multiple feed horns to obtain
a beamwidth of 7º  by 3.2º  for CONUS coverage. Additional feed horns are used to provide a 4º  by 2º
beam for Alaska, a 3º  beam for Hawaii, and a 3º  beam for Puerto Rico [Gould and Lum]. Satellites
that use vertical and horizontal polarization to reuse the available bandwidth often have two transmit
parabolic antennas (one for vertical polarization and one for horizontal polarization) and two receive
parabolic antennas (one for vertical polarization and one for horizontal polarization). Many satellites
have two receiving and two transmitting antennas. One antenna is used to receive vertically polarized
uplink signals, and the other receiving antenna is used for horizontally polarized uplink signals. Similarly,
one transmitting antenna is used for vertically polarized downlink signals and the other for horizontally
polarized downlink signals.

57.4 Launching Satellites

A communication satellite is launched into a geostationary orbit using either an unmanned launch vehicle
that is expendable or a manned space shuttle that is reusable. The launch vehicle has one or more rocket
stages that provide the acceleration needed to place a satellite into Earth orbit. The satellite is normally
placed in a circular or elliptical Earth orbit by the launch vehicle and then transferred into a geostationary
orbit.

An unmanned launch vehicle usually places the satellite directly into an elliptical Earth orbit that is
called a transfer orbit. The highest point in this elliptical orbit is called the apogee and the lowest point
is called the perigee. The launch is designed to provide an apogee that is the same height as the geosta-
tionary orbit. A special rocket in the satellite provides the acceleration needed to transfer the satellite from
an elliptical orbit into a geostationary orbit. This special rocket in a satellite is called an apogee motor or
an apogee kick motor (AKM). Elliptical orbits have an angle of inclination that corresponds to the latitude
of the launch site. For example, satellites launched from Cape Canaveral, Florida, have an elliptical orbit
with an inclination of approximately 27.5º . The apogee motor must also provide the acceleration to
change the angle of inclination to zero as a satellite’s orbit is changed from elliptical to geostationary.

Space shuttles provide an alternate method to launch communication satellites. One or more satellites
are stored in the payload bay of a space shuttle. The space shuttle, which is manned, is then launched
into a circular orbit that is approximately 200 mi above Earth’s surface. Astronauts unload the satellites
from the payload bay and place them into an elliptical Earth orbit. The satellites are then transferred from
this elliptical orbit into a geostationary orbit. Launching satellites with a space shuttle is less expensive
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than using unmanned launch vehicles because space shuttles can be reused. Space shuttles have also been
used to retrieve satellites from space.

57.5 Station Keeping and Stabilization

Ideally, a satellite in geostationary orbit should remain in a fixed position because the gravitational and
centrifugal forces on it are equal. Unfortunately, the gravitational forces on a geostationary satellite are
not constant. The gravitational forces of the sun and moon on a geostationary satellite cause a change
in the inclination angle of the satellite. The station keeping subsystem in a satellite provides small thruster
rockets that are periodically used to move the satellite back to an inclination angle of zero degrees.
Orbital calculations also assume that the mass of the Earth is uniformly distributed in a perfect sphere.
Actually, the Earth is slightly egg shaped. This error causes a change in the longitude of geostationary
satellites. The station keeping subsystem is also used to keep geostationary satellites in their assigned
longitudes. The thruster rockets used for station keeping use gas that is stored in tanks in the satellites.
Hydrazine gas is often used for the thruster rockets on satellites. The amount of gas stored in the tanks
for the thruster rockets is one of the limits on the effective lifetime of a geostationary satellite.

The attitude of a geostationary satellite refers to the orientation of the satellite with respect to Earth.
For example, the antennas on a satellite must be positioned so that their radiation pattern covers a specific
region on Earth. Once the attitude of a satellite has been established, it is maintained by a stabilization
subsystem. There are two different types of stabilization subsystems used in communication satellites.

Spinner-type satellites provide stabilization by causing the body of the satellite to rotate at several
hundred revolutions per minute. The angular momentum of the spinning satellite acts like a gyroscope
to stabilize the attitude of the satellite. Antennas on spinner satellites are despun because they must
maintain a fixed pointing position and polarization. The bodies of spinner satellites are usually cylindrical
in shape, and these satellites have a pendulumlike device called a nutation damper to damp out any
periodic wobbling motion that may occur in the spin axis.

Another type of stabilization system uses three inertia wheels to create three-dimensional gyroscopic
forces. Satellites that use three-dimensional stabilization have one inertia wheel rotating in each dimen-
sion. Each inertia wheel is a completely enclosed rotating sphere or cylinder that provides stabilization
in one dimension. The three dimensions are referred to as pitch, roll, and yaw. The body of a three-
dimensional satellite is usually square or rectangular in shape since it does not spin. The velocities of the
inertia wheels can be changed to provide notation damping.

57.6 Electrical Power Subsystem

Solar cells which convert sunlight into electrical energy are used to generate the electrical power used in
the satellites. Satellites require a large number of solar cells to generate the electrical power needed. The
solar cells are mounted on satellites using two different methods. Spinner satellites have their solar cells
mounted on the rotating cylindrical body of the satellite so that a portion of the solar cell array is always
exposed to sunlight as the body of the satellite rotates. This method is inefficient because few of the solar
cells are continuously exposed to direct sunlight. The electrical power generated by the solar cells on a
spinner satellite must be transferred by slip rings from the body of the satellite to the equipment that is
despun. Three-dimensional stabilized satellites (that do not spin) use large flat panels or arrays of solar
cells. These arrays are positioned so that all of the solar cells on the panel are exposed to direct sunlight
simultaneously. These arrays of solar cells are often called solar sails. Solar sails are usually folded against
the body of three-dimensional stabilized satellites during launch so that the satellite will fit inside of the
launch vehicle. The solar sails are deployed after a satellite has been placed in geostationary orbit and
stabilized. Solar sails must be rotated by stepper-motors once every 24 h to keep the solar cells pointing
toward the sun. DC-to-DC converters are used to change the electrical output of the solar cells into the
voltages needed throughout a satellite.
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The relative positions of the sun, the Earth, and a geostationary satellite change continuously as the
Earth rotates on its axis and revolves around the sun. A satellite eclipse occurs when the Earth moves
between the sun and a satellite. Since the solar cells on a satellite cannot generate electrical power during
a satellite eclipse, satellites must have storage batteries to provide electrical power during this time.
These batteries are recharged by the solar cells between eclipses.

The use of solar cells limits the lifetime of a satellite. The electrical output of a solar cell gradually
decreases with age; after 8 to 10 years, the electrical output from a solar-cell will decrease by about 20%.
Eventually, there is not enough electrical power available to keep all of the transponders operating.
However, the lifetime of a satellite can be extended by turning one or more of the transponders off.
Communication satellites are usually replaced after about 10 to 12 years of continuous service.

Defining Terms

Apogee: The place in an elliptical orbit that is farthest from Earth.
Apogee kick motor (AKM): A special rocket in a satellite that is used to provide the acceleration needed

to transfer the satellite from an elliptical orbit into a geostationary orbit.
C-band: A 4/6-GHz bind of microwave frequencies used in many satellite communication systems.
Commercial satellites: Satellites owned and operated by private companies.
CONUS: The contiguous states in the U.S.
Demand assignment: A communication system that assigns channels to users upon demand.
Despun: The parabolic antennas on a spinner satellite do not spin because they must maintain a fixed

pointing position and polarization.
Direct broadcast satellite (DBS): A communication system that broadcasts signals directly from a

satellite into homes and businesses.
Domestic satellite (DOMSAT): A satellite that provides communication service within a country.
Downconverter: An electronic circuit that is used to translate a modulated signal to a lower band of

frequencies.
Downlink: The path from a satellite to an Earth station.
Earth station: The site of the transmitting and receiving equipment used to communicate with satellites.
Effective isotropic radiated power (EIRP): The effective power radiated from a transmitting antenna

when an isotropic radiator is used to determine the gain of the antenna.
Elevation: The angle at which a satellite is viewed from a site on Earth.
Equatorial inclination: The angle that the orbital plane of a satellite makes with the equator.
Equatorial orbit: A satellite is in an equatorial orbit when the orbital plane includes the equator. The

angle of inclination for an equatorial orbit is zero degrees.
F(noise factor): A method used to specify noise in electronic circuits and systems.
Footprint: The radiation pattern of the transmitting antenna of a satellite superimposed onto a map

of the region covered.
Frequency-division multiplexing: The combining of two or more input signals which are separated

by frequency into a composite output signal.
Frequency reuse: The use of two different antenna polarizations to transmit and receive two indepen-

dent signals that use the same frequency bands.
Gain/temperature figure of merit (G/T): The ratio of antenna gain to system noise temperature in

decibels per keluin. G/T is used to specify the quality of a satcom receiving system.
Gallium-arsenide field-effect transistor (GaAsFET): A special type of transistor that is used in low-

noise amplifiers and high-power amplifiers.
Geostationary: A special Earth orbit that allows a satellite to remain in a fixed position above the

equator.
Geosynchronous: Any Earth orbit in which the time required for one revolution of a satellite is an

integral portion of a sidereal day.
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High-power amplifier (HPA): A linear power amplifier that is used to amplify modulated signals at
microwave frequencies.

Hydrazine: A gas that is used in the thruster rockets on satellites.
Inclinometers: A tool that is used to measure the angle of elevation of an antenna.
Isotropic radiator: A reference antenna that radiates energy in all directions from a point source.
Ku-band: A 12/14-GHz band of microwave frequencies used in many satellite communication systems.
LNA: Low-noise amplifier.
Look angles: The azimuth and elevation angles used to point or aim an Earth station antenna toward

a satellite.
Multiple access: Several users have access to the same satellite channels.
Multiplexing: The combining of two or more input signals into a composite output signal.
Nutation damper: A pendulumlike device that is used to damp out any periodic wobbling motion that

occurs in the spin axis of a satellite.
Perigee: The place on an elliptical orbit that is nearest to the Earth.
Polarization: The direction of the electric field radiated from an antenna.
Polar orbit: A satellite is in a polar orbit when the orbital plane includes the North and South Poles.

The angle of inclination for a polar orbit is 90º .
Satcom: A satellite communication system.
SATCOM: A series of satellites owned by RCA.
Solar sails: A large flat array of solar cells.
SSPA: Solid-state power amplifier.
Space loss: The attenuation that occurs as an electromagnetic wave propagates through space.
Spinner: A satellite that spins at several hundred revolutions per minute to stabilize the attitude of the

satellite.
Terrestrial: Satcom equipment on the Earth.
Three-dimensional stabilization: Three inertia wheels are used to provide roll, pitch, and yaw stabi-

lization of a satellite.
Time-division multiplexing: The combining of two or more input signals that are separated by time

into a composite output signal.
Translator: The shifting of an AM or FM signal up or down in frequency without changing the frequency

spacing or relative amplitudes of the carrier and sideband components.
Transponder: The equipment in a satellite that is used to receive the uplink signals and transmit the

downlink signals.
Traveling wave tube amplifier (TWTA): A microwave amplifier that is used as the high-power ampli-

fiers in many satellites.
Uplink: The path from an Earth station to a satellite.
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58.1 Introduction

The term Earth station is generally used to refer to a ground based communications facility made up of
the transmitters, receivers, and antennas used to relay signals to or from a communications satellite. By
definition, the Earth station also includes the equipment required to interconnect the satellite signals to the
end user, whether the user is located at the Earth station facility or at a remote location. Information may
be transmitted or received in the form of analog or digital carriers for voice, data, or video transmission.
The signal is transmitted, or uplinked, from the ground station to a satellite transponder (Fig. 58.1). The
satellite transponder relays the signal back to Earth where it can be received, or downlinked, anywhere
within the coverage area known as the footprint. The majority of commercial Earth stations are designed
to operate with satellites in geosynchronous orbit operated by AT&T, GE, Hughes, and other domestic and
international carriers. Geosynchronous satellites are positioned approximately 22,300 mi. above the equator
and rotate at the same speed as the Earth. From a fixed point on the ground, a satellite in geosynchronous
orbit appears stationary and can provide continuous service to the end user. Figure 58.2 is an aerial view
of Teleport Chicago showing multiple earth station antennas used for video and audio transmission. There
are approximately 35 commercial satellites that can be accessed by locations in North America, which provide
domestic C- and Ku-band satellite service (not including the Direct Broadcast Satellites). 

58.2 Components of the Earth Station

An earth station will consist of one or more antennas, either stationary or motorized, equipped to receive
and/or transmit signals to a communications satellite. Commercial satellites for voice, data, and video
services operate at C- and Ku-band frequencies. C-Band satellites operate with uplink frequencies of 5.9
to 6.4 GHz and downlink frequencies from 3.7 to 4.2 GHz. Ku-band satellites operate with uplink
frequencies from 14.0 to 14.5 GHz and downlink frequencies from 11.7 to 12.2 GHz. The Ku-band
satellites providing international service operate with slightly different frequency plans. Because of the
shorter wavelength of the higher frequencies used, Ku-band satellite systems experience attenuation
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during periods of heavy rain. Overall link availability of Ku systems will be decreased depending on the
annual rainfall amount in the geographic area where the earth station is located. C-band transmissions
are not appreciably affected by rainfall. 

Some of the newer generation satellites have both C- and Ku-band capability. These satellites are referred
to as hybrids. Some of their transponders can actually be configured by the satellite operator to receive a
ground transmission on C-band and relay it back to earth on Ku-band. Most C-band satellites operate with
24 channels or transponders, each using a bandwidth of 40 MHz although only 36 MHz is actually used
to provide for a guard band at each end of the transponder. The 36 MHz bandwidth will support one
standard National Television Standards Committee (NTSC) television signal, including audio channels,
using FM modulation. It will also support multiple analog or digital carriers for voice, data, or compressed
video transmission. Ku-band satellites do not follow the same transponder plan as C-band. Many Ku satellite

FIGURE 58.1 Typical satellite uplink/downlink system.

FIGURE 58.2 Teleport Chicago Earth station.
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transponders have wider bandwidths available. In many cases, two FM video carriers may operate side by
side on one Ku-band transponder. Both C- and Ku-band satellites receive and transmit signals on alternate
polarization to reduce the chance of interference from adjacent transponders in the frequency plan.

The antenna itself can vary in design, but it is usually a parabolic dish with a feedhorn assembly. The
feedhorn is the point at which satellite signals are collected from the antenna reflector surface to be fed
to receive equipment. It is also the point where transmit signals are sent out to the reflector surface of
the antenna to be focused into a beam aimed toward the satellite. The diameter of the reflective surface
determines the gain and beamwidth of the antenna. The gain of the antenna becomes an important part
of calculating a system link budget to determine the quality and availability of the signal. 

Parabolic dish antennas can use many types of feedhorn assemblies. The most common are the prime-
focus feed (Fig. 58.4) or the Cassegrain (Fig. 58.5) feed system. The prime focus system uses a feedhorn
placed at the focal point of the reflector. Transmit or receive signals are directed from the reflector to the
feed point. In the Cassegrain feed system, a subreflector is used to direct the transmit or receive signals to
a feedhorn extending from the hub of the antenna. The actual feedhorn is hollow and the opening is covered
with a protective window. The material used for the window is transparent to the satellite signal and keeps
moisture or foreign objects from entering the assembly. Cassegrain feed systems are usually pressurized with
nitrogen or dry air to help prevent moisture from degrading the signal. Pressurization systems should be
monitored for any sign of leakage since damage to the feed window can occur from hail, birds, or vandalism.
Even a small amount of moisture can affect transmit cross polarization, attenuate the transmit and receive
signals, and generally degrade system performance. It is advisable to have an alarm tied into the pressur-
ization system so that corrective action can quickly be taken if a feed window is damaged.

Feedhorn assemblies can be designed to accommodate up to four interface ports for transmitters and
receivers. Four-port feedhorns are the most complicated and are sometimes referred to as frequency
reuse feeds. They contain a diplexing assembly at the base of the feedhorn to separate both transmit and
receive frequencies. The diplexer also divides signals into two orthogonal ports for transmit and two for
receive. This provides signals for both polarizations used by the satellite. Part of the diplexer assembly
also contains a transmit reject filter to prevent signals that are being transmitted to the satellite from

FIGURE 58.3 Prime-focus feed system.
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FIGURE 58.4 Cassegrain feed system.

FIGURE 58.5 Diesel engine generator.
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interfering with the signals being received within the feedhorn assembly. Some international and non-
commercial satellite applications use circular or linear polarization for transmission, which requires a
different diplexer design. The Federal Communications Commission (FCC) requires that satellite trans-
mit antennas be able to maintain a radiation pattern that limits the amount of energy radiated in the
sidelobes. This is to reduce the potential for interference to adjacent satellites in orbit. Antennas meeting
this requirement are advertised as being 2º  compliant and usually require adjustments of the subreflector
(or feedhorn, in prime-focus systems) at the time of installation to meet the FCC requirement. To certify
the antenna is 2º  compliant, pattern testing is performed. The received signal level of an unmodulated
carrier (transmitted from a different antenna) is observed as the antenna under test is moved in azimuth
and elevation. The level of the sidelobes in relation to the main carrier is observed on the spectrum
analyzer and a plot is made in both the azimuth and elevation axes to determine if 2º  performance is
being achieved. Transmit pattern testing may also be performed on the antenna in the same manner, but
it is difficult to perform without causing interference to adjacent satellites as the antenna is moved in
azimuth. Receive-only antennas are not required to be 2º  compliant by law. However, they may suffer
from some adjacent satellite interference if they are not compliant because of the closer spacing used by
satellites in orbit today. Specific information with regard to FCC antenna performance requirements can
be found in Part 25 of The Code of Federal Regulations.

Depending on the Earth station location, snow and ice can be a factor. The antenna reflector will
collect ice and snow, reducing gain and affecting the transmit pattern and antenna gain. Earth station
antennas can be equipped with deicing systems that keep the reflector clear during storm conditions.
Deicing systems use either electrical heating elements or gas-fired furnaces to supply heat to the rear of
the reflector surface. Cassegrain antenna designs usually include electric heaters in the feedhorn and
subreflector surfaces to keep those areas free of snow and ice. Automatic sensors can be mounted at the
antenna to detect snow and ice and place the deicing system into operation.

Received satellite signals are extremely low in level at the antenna feed point and require amplification
to a level acceptable to be passed on to the satellite receiver or downconvertor. The amplifier must be
capable of considerable gain with low noise, and it is usually mounted at the feedhorn to achieve the best
results. This portion of the system is referred to as the low-noise amplifier (LNA) or low-noise block
down-converter (LNB). Two LNAs or LNBs are required if both polarizations are used on the receive
system. The LNA and LNB both use a gallium-arsenide field effect transistor (GAsFET) design to achieve
the low-noise performance. The LNA amplifies the incoming receive signal and passes it to the receiver
at the original operating frequency. The LNB amplifies the received signal and converts it to an L-band
frequency of 950–1450 MHz. Noise performance of an LNA or LNB is measured in degrees Kelvin. Today
it is not uncommon to find LNAs or LNBs with noise temperatures of 30º K or better. The gain of the
LNA or LNB along with its noise temperature are used when calculating total receive system gain. 

Older system designs use an LNA as the heart of the receive system. Because the signal travels from
the antenna to the receiver at the original operating frequency, low-loss feedline has to be used.

Most newer satellite receivers are designed to operate with an L-band frequency input of 950–1450 MHz
so an LNB can be used at the antenna. The L-band signal can be more easily fed from the LNB directly to
the receiver or downconvertor using a conventional shielded coax. Both the LNA or LNB receive their DC
power through the signal cable. The LNA/LNB power supply is located internally on some receivers or it
can be a separate component in the Earth station. Many of today’s video and data applications are using
signal compression to allow more carriers to be placed on a single satellite transponder. To receive these
signals, a digital integrated receiver-decoder (IRD) is used. The IRD contains satellite receive circuitry as
well as on-board digital processing to decode compressed or encrypted signals. IRDs are available for
different digital transmission formats such as MPEG and DVB. For these applications, a phase-stable LNB
should be used. A phase-stable LNB will minimize frequency drifting that can produce bit errors, which
will degrade the video signal. 

U.S. television broadcasters are required to begin using a new digital television (DTV) standard by
2006. Some of this programming may be in high-definition format, or broadcasters may elect to transmit
several standard definition signals over one television channel. Earth stations involved in the delivery of
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these signals to broadcasters will most likely utilize digital IRDs. Therefore, new Earth station facilities
should consider initially installing phase-stable LNBs, and older facilities may need to upgrade in order
to be able to provide reliable digital services.

A newer style analog video receiver with an LNB input can still be used with an LNA equipped antenna.
A device called a block downconvertor can be inserted between the LNA output and the receiver. The
block downconvertor will convert the LNA signal to the L-band frequencies required by the newer receiver.

For analog FM video transmission, a device called an exciter is used as the first stage in the uplink
chain. The exciter performs baseband processing of the video signal and includes separate subcarrier
modulators for the audio portion of the transmission. FCC regulations require that all video earth stations
include an automatic transmitter identifier signal (ATIS) in their carrier. This signal consists of an
additional subcarrier modulated with Morse code, which contains the Earth station FCC callsign and
telephone number. The ATIS signal is used to help protect against unintentional interference by a video
uplink. It is used by the satellite controller to identify stray carriers which have inadvertently been left
transmitting to the satellite. Newer video exciters include an onboard ATIS generator. There are outboard
models available, which may be added on to older units.

The processed video, audio, and ATIS subcarriers are applied to the modulator stage of the exciter. The
intermediate frequency (IF) output of the modulator is then applied to the upconvertor, which is the last
stage of the exciter. The upconvertor takes the IF signal and multiplies it to the desired uplink frequency,
which is selected by the operator. The exciter output is then sent to the high power amplifier (HPA).

For compressed video signals, an encoder or codec is used instead of an exciter. Video compression
allows several video signals to be placed onto a single satellite transponder in order to save space and
cost. The level of compression used will dictate picture quality since some artifacts due to the compression
process may be visible. Another advantage to digital video transmission is that many encoders provide
for remote control of the IRDs receiving their signal. This allows the uplink operator to select the receive
sites that will be authorized to receive a transmission.

For data or other high-speed traffic such as Internet service, satellite modems are used in place of an
exciter. Modems can be configured to match the bandwidth requirements for a given application. Satellite
modems generally contain forward error correction circuitry to increase the reliability of the satellite
link. In the case of Internet traffic, a satellite link is used primarily in areas where terrestrial connections
are unavailable, especially internationally. A router is usually placed between the satellite modem and the
Internet customer.

The modulator, satellite modem, or codec produces an IF output, which is fed to an outboard
upconvertor. This upconvertor performs the same function as the upconvertor in a video exciter. The
operator must tune the upconvertor to the correct frequency for the desired satellite transponder. The
output is then fed to the HPA. The HPA is the last device in the transmit chain prior to the antenna.
This amplifier will develop the power necessary to send the signal from the Earth station antenna to the
satellite. The exact amount of power required will vary depending on the type of modulation used, the
transmission line loss, the gain of the antenna, and the characteristics of the satellite transponder. Most
HPAs used for fixed Earth station applications use a travelling wave tube (TWT) or klystron as the main
amplifying component. TWTs are wide bandwidth devices and do not require any tuning before trans-
mission. Klystrons are manufactured in single- or multiple-channel configurations. The multiple-channel
Klystrons have internal mechanical tuning cavities, which must be set to the desired transponder fre-
quency before transmitting. Some Earth stations and some mobile uplink trucks will use a solid-state
HPA mounted at the antenna feed point. This minimizes transmission line loss and reduces the output
power requirement of the amplifier. Solid state HPAs are not suited for all applications, as they cannot
develop the power levels that a TWT or Klystron amplifier can. 

HPAs will usually have an input attenuator to control the level of drive from the exciter or upconvertor.
This attenuator is used to set the power output level of the HPA. The attenuator may operate manually
but some amplifiers use a motorized system for remote control of output power. The HPA output is
connected to the antenna using a waveguide. Provision must be included in the system design for routing
the HPA output to the appropriate antenna and polarization if the system is used to provide occasional
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service to multiple users. Provision should also be included for routing the HPA into a dummy test load.
This helps facilitate testing of the HPA and reduces the chance that the system may be inadvertently left
transmitting to the satellite. In redundant transmit systems, the backup HPA is usually connected to a
dummy load unless a failure occurs on the primary unit. 

58.3 Earth Station Site Selection

Earth stations in the United States are required to be licensed by the Federal Communications Commis-
sion before they can be placed into service. Part 25 of the Code of Federal Regulations should be referred
to for the information needed to make an application for station authorization. Part of the procedure
will include performing a frequency coordination analysis. This will assess the impact of a new Earth
station to existing common carrier facilities. Placement of a receive-only Earth station is limited by several
factors. One is the potential for interference from ground-based communication systems. C-band down-
link frequencies are also used by common carriers for point-to-point microwave communications.
However, common carrier use of these frequencies has diminished in many areas as higher capacity fiber
optic systems replace microwave radio as the means for transmission. This has made it less likely that
interference from these carriers will occur to Earth stations. Nonetheless, a spectrum analyzer should be
used with a low-noise amplifier and handheld horn antenna to survey any potential Earth station site
for external interference. There are companies that will perform this service for a fee during the initial
site selection process. Ku-band downlink frequencies are also shared by common carriers for temporary
local television transmission. Common carriers are secondary users of this band and are required by the
FCC to coordinate transmissions with all satellite users in their service area. It is not uncommon, however,
to experience interference from these terrestrial systems, especially in metropolitan areas where signals
may be reflected into downlink antennas from nearby structures. Antennas can be equipped with mechan-
ical shielding devices, which help reduce received interference. These devices may reduce overall system
gain, but when used in combination with outboard filters in either the RF or IF stages of a receiver,
interference can be reduced to a tolerable level. 

In North America, the domestic satellite arc extends from about 63º –139º  west longitude. A potential
Earth station site should have a clear view of the entire satellite arc. Depending on geographic location,
North American Earth stations can also see some of the international satellites. This will extend the arc
clearance required. 

Potential Earth station locations should be studied for adjacent trees or buildings that may cause
obstructions. It is advisable to check with local zoning authorities to determine any future building plans
near the proposed site location when making the initial visual inspection. An inclinometer or transit can
be used to calculate elevation clearance. There are many shareware and commercially available computer
programs that will calculate each satellite’s azimuth and elevation angle as viewed from the geographic
coordinates of the proposed site. 

Local authorities will also be able to provide information regarding zoning restrictions that may limit
the placement of Earth station facilities. In 1996, the FCC issued a report and order (FCC 96-326)
adopting new guidelines for evaluating the environmental effects of radio frequency (RF) radiation from
FCC licensed transmitters. As part of this report, the FCC has adopted RF exposure limits for both
controlled and uncontrolled environments at Earth station facilities. An uncontrolled environment
includes areas around an Earth station site where individuals might be exposed to RF radiation without
their knowledge. The Earth station operator will need to include proof that a proposed antenna instal-
lation will meet RF exposure limits when submitting a license application to the FCC. In planning a new
Earth station installation, a link budget is normally prepared, which determines the maximum HPA
power output that will be required. The link budget also takes into account the proposed transmit antenna
size, satellite transponder characteristics, and atmospheric losses and determines overall quality of service.
Calculations can be performed using this data to determine the level of RF exposure that the Earth station
will present to surrounding areas. In most cases, the services of a professional engineering firm should
be contracted to perform the calculations. 
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Earth stations may be collocated with the end user of the satellite service they provide. This is true
for many video applications where programming originates or terminates at a television studio. In other
cases, provision must be made for relaying the signal to the end user. This can be done through fiber
optic cable, microwave radio, or a combination of both when route diversity is required. It is important
to note that if the Earth station will use terrestrial microwave radio channels to receive or transmit satellite
signals to the end user, the site selection process will need to include the feasibility of erecting a tower
to support the microwave antennas. A microwave path study will then need to be performed to determine
the tower height required. Path length and the frequency band used in a microwave interconnection will
determine the potential impact of rain attenuation. 

The frequency used for the interconnecting microwave facilities should be carefully planned. C-band
earth stations transmit in the range of 5.9–6.4 GHz, which is still shared by some telephone common
carriers. Most Earth stations will not use microwave radio in this frequency band because it is likely to
receive interference from the higher power signals transmitted from the Earth station to the satellite.
Earth stations operated by common carriers usually use microwave channels in the 12-, 18- or 23-GHz
common carrier bands when fiber optic cable is not practical. Although this solves the problem of possible
interference to the microwave channels from C-band transmissions, the 12-GHz common carrier band
falls within some international Ku-band satellite downlink frequency plans. Therefore, these microwave
channels may interfere with international satellite downklinks.

Local telephone and alternate access carriers should be contacted during the site selection process to
determine the availability and cost of providing telephone and fiber optic interconnections to the Earth
station. Plan ahead for future growth when contracting for these facilities to be brought into the site. At
the time of installation, it is advisable to provide surge protection on all incoming telephone circuits to
protect equipment from transients occurring elsewhere on the line due to lightning strikes, etc. 

The local electric utility should be contacted to determine any special construction that will be required
to bring sufficient power to the site. If the Earth station is to be manned, gas, water, and sewer utilities
should be contacted to determine their installation costs into the site. If a hot-air deicing system is going
to be used on the antenna, it is advisable to plan a route for the installation of the gas line prior to the
beginning of construction. 

58.4 Power Distribution

Reliability of the power is another major concern for the Earth station. Depending on the application, different
levels of primary and backup power systems may be required. To increase reliability, some Earth stations use
two different sources of commercial power from the utility company that are fed from different grids. The
electrical service entrance must be properly sized by calculating the load for all anticipated equipment.
The calculated load should include ancillary systems such as antenna deicing and heating, ventilation,
and air-conditioning (HVAC) systems. The electric service entrance should also be equipped with surge
protectors to help guard against equipment damage from lightning strikes. The Earth station equipment
building or shelter should be designed so that sufficient room is provided for the power distribution
equipment required. It is sometimes helpful to provide separate distribution for critical and noncritical
loads. When backup systems are used, there are sometimes capacity limitations that require noncritical
systems to remain off-line during power outages. 

One or more outboard engine generators may be used to supply primary or standby power. If a
generator is planned, the required capacity should be calculated by determining the initial total site load
and potential for growth. The maximum rate of fuel consumption per hour can then be calculated and
a fuel storage tank can be sized accordingly. Consideration must be given to the placement of a fuel tank
so that it remains accessible at all times for refueling. Local ordinances may stipulate whether the tank
can be above or below ground and they will also dictate if special spill containment basins will be required.
Newly installed underground tanks will require automatic leak detection systems and double-walled
piping to comply with recent federal Environmental Protection Agency (EPA) rulings. As part of a standby
generator system, an electrical or mechanical transfer switch will need to be installed. The transfer switch
©2002 CRC Press LLC



 

            
will sense a failure of the incoming utility power feed and automatically place the generator on-line.
Because of the initial current demand placed on a generator at the moment of transfer, time delay relays
can be installed to stagger the start up time of high current devices such as air-conditioner compressors.
This arrangement can help keep the line frequency stable, especially on generators that use a mechanical
governor system. Electrical governors tend to provide better line regulation under varying loads. 

Earth stations which utilize electric heaters on the antennas for deicing may wish to include an option
for using either commercial AC power or the standby generator for power. Using the generator to power
deicing systems is a good way to exercise the unit under an actual load condition. 

It is a good idea to include remote alarms on the generator to monitor critical parameters such as oil
pressure, water temperature, and fuel level. Most generators have built-in alarms that will initiate shut-
down if a dangerous situation occurs. However, few generators have factory-installed prealarms to alert
the user to a potential shutdown condition. It is also a good idea to have the generator vendor install
prealarms so that the Earth station operator can take corrective action before a shutdown occurs.

Critical earth station components can be powered from an uninterruptable power system (UPS). A
UPS system will keep electrical service from being interrupted while backup generators come on-line
during a power failure. As with a standby generator, the UPS system should have the capacity to accom-
modate all of the existing and anticipated site load. It may not be practical or economically feasible to
run the entire Earth station from UPS power. In this case, the electrical distribution should be planned
to route the UPS system to critical loads only. 

Satellite transmission equipment is often designed with redundant power supplies. The UPS system
can be used as one source of power to feed the equipment, and the utility power can be used as the other
source. This will prevent an interruption to transmission if one power source fails. 

An important part of any installation will be the grounding system. Grounding must conform to the
National Electrical Code. A poor ground system becomes a safety hazard for personnel working at the
site and also increases the risk of damage from a lightning strike. All antenna systems should be grounded,
and if a tower is used for microwave interconnection, it should also be grounded. Equipment racks in
the Earth station shelter or building should be tied into the same ground system as all of the outdoor
equipment. 

58.5 Batteries

In some applications, storage batteries are used to power equipment in the event of commercial AC
failure. Storage batteries will also be part of a UPS system. The size and number of battery cells required
will be determined by the power requirements of the Earth station equipment. The desired battery reserve
time will also be a factor, especially in facilities that do not utilize a backup engine generator. Once the
equipment load is calculated, the battery manufacturer should be consulted to determine the type of cell
and charging system that will work best. Battery cells must be properly housed and maintained to ensure
safe, reliable operation. Instructions provided by the battery manufacturer should always be followed
regarding the storage, installation, and maintenance of batteries. Although many storage batteries are of
a lead-acid design, newer cells are available using chemical compositions that require minimal mainte-
nance and greatly reduce the chance of a chemical spill.

The temperature of the batteries will affect their ability to deliver power under load and can also
limit their overall life expectancy. In general, the batteries should be located in an area that will be kept
between 72º  and 78º F. Earth station design should include a separate room for batteries to provide a
proper environment and safe operation. Local ordinances will address any special requirements for
battery room designs such as ventilation, spill containment, or explosion-proof fixtures for battery cells
that contain acid. Entrance to battery rooms should be restricted to maintenance personnel, and no
one should be permitted to enter the room without proper safety clothing and eye protection. Special
safety equipment including eye wash stations and clean-up equipment should be located in every battery
room. 
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58.6 Antenna Foundation Requirements

The antenna manufacturer will provide specific information regarding the foundation requirements for
each particular model. Because of the complexity of foundation design, it is recommended that a profes-
sional engineer be consulted. The information provided by the manufacturer will include wind loading
data and anchor bolt patterns. These should be provided to the foundation engineer before the design
process begins. 

For antennas requiring a reinforced concrete foundation or ‘‘pad,’’ the engineer must take several items
into consideration. Soil bearing capacity should be measured from samples obtained at the site. Once an
excavation is made, additional samples may be taken from the base to determine if any special soil reinforce-
ment is required prior to the construction of the foundation. The engineer will specify the minimum strength
the concrete mix must achieve after curing. This will be based on the analysis of wind load requirements and
soil condition. The design of the pad should specify any steel reinforcements required. 

The installation contractor should be familiar with local zoning and building ordinances and obtain
all of the necessary permits before work begins. The contractor should also be provided with a survey
of the site to insure proper placement of the foundation. It is essential that the foundation is oriented
correctly so that the desired portion of the satellite arc can be reached. Placement of each antenna
foundation should be planned so that any future antenna installations will not have a portion of their
desired arc coverage obstructed by existing antenna installations. As construction progresses, the founda-
tion will be framed (Fig. 58.6) and a template can be laid out for the setting of anchor bolts before the
concrete is poured. Most antenna manufacturers will provide a template to speed the layout of the anchor
bolts. Test cylinders should be taken by the contractor while the concrete is being poured per the
recommendation of the foundation engineer. These cylinders are normally tested by an independent
laboratory after the concrete is cured to determine the strength it has achieved. The concrete strength
needs to meet or exceed the figure specified by the design engineer before the antenna can be erected. 

FIGURE 58.6 Antenna pad construction.
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58.7 Site Heating, Ventilation, and Air Conditioning

Adequate heating and cooling must be provided at the Earth station site to prevent equipment failures
from occurring. In a small Earth station shelter, redundant window style air conditioners may be sufficient
for cooling. If heating is required, a small wall-mounted electric furnace will usually work well. In larger
facilities, designing the heating and cooling systems becomes more complicated. In many cases, it is wise
to contract the services of an HVAC engineer to assist with the project. Some level of cooling redundancy
is required in large facilities since the loss of air conditioning during the summer months will almost
certainly cause equipment to overheat in a short amount of time. In many cases, heating a large facility
in the winter months is not even required as the heat given off by the equipment may be utilized. The
heat load may be such that the Earth station will require air conditioning all year long. When calculating
the site heat load, be sure to include the heat given off by the HPA dummy loads. 

Generally, the HPAs used in Earth stations are air-cooled devices. This requires that a minimum
amount of airflow be maintained through the cabinet to adequately cool the TWT or klystron. Although
many of the newer domestic satellites require less operating power than earlier designs, high power
amplifiers tend to produce the same amount of heat output whether they are operating at 30 or 3000 W
of power. In large Earth station installations, multiple amplifiers should be ducted directly outdoors and
may require the use of an external exhaust fan. This type of system will most likely use an external air
intake fan as well. 

HVAC contractors can also include ductwork in the system design to take a portion of the HPA exhaust
air and heat other parts of the building. A concern with large air handler systems is that any failure of
an intake or exhaust motor will result in rapid heat buildup in the amplifier and increases the risk failure.
Intake louvers should contain air filters, which must be serviced regularly. If filters become clogged, air
flow can drop significantly, which also increases the risk of failure. An air flow alarm should be a part
of air handling system design to warn the operator of a problem.

58.8 Safety Considerations

There are many safety concerns when operating an Earth station. The Earth station operator should ensure
that the facility is compliant with current Occupational Safety and Health Administration (OSHA) regula-
tions. It is worth pointing out some special concerns that apply to Earth station safety. Fire suppression
equipment must be provided. Local ordinances may dictate the type of fire suppressant to be used, and
special care must be taken to select a suppressant that can safely be used on live electrical equipment.
Unmanned sites should have remote alarms for smoke or fire detection which are monitored 24 h a day.
The local fire department personnel should visit the Earth station so that they can document any special
access requirements and be trained on the special requirements if a fire occurs in the transmission equip-
ment. Operating personnel should be trained on the use of fire extinguishers and any other suppressant
systems on site.

Earth station facilities present an RF radiation exposure hazard to operation and maintenance per-
sonnel. As stated previously, Earth station operators are responsible for complying with the FCC’s
guidelines for RF exposure limits. The FCC considers the Earth station facility to be a controlled envi-
ronment. This means that employees and other personnel within the facility must never be exposed to
RF energy at a level higher than the specified limit. RF hazard meters are available that can make the
required RF measurements. Qualified personnel should perform these measurements at regular intervals
to ensure that the building and grounds remain in compliance with FCC limits. 

HPAs are provided with interlocks to protect maintenance personnel from the risk of high voltage or
accidental exposure to RF radiation. These interlocks should be tested regularly. Warning lights can be
mounted at antenna foundations, which automatically illuminate during transmission. This will help
alert maintenance personnel working in the vicinity of the antenna that the system is active. 
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Klystron tubes contain beryllium oxide (BeO). If the klystron is physically damaged, a risk of exposure
to toxic fumes exists. Maintenance personnel should always follow the manufacturers’ recommended
handling procedures to minimize the risk of damage to the klystron. 

The HPAs contain voltages that can be lethal upon contact. During maintenance, it is sometimes
necessary to make adjustments to an HPA while the high voltage is present. Maintenance personnel
should never perform work on an energized HPA alone. 

Motorized antennas can be remotely controlled and may move without warning. Many antenna control
systems provide for local overrides at the foundation to be used by maintenance personnel. The override
prevents the antenna motors from engaging while work is being performed. These overrides should be
used in addition to standard OSHA lockout/tagout procedures to fully protect maintenance personnel
from possible injury. 

Finally, site security should be considered. Most facilities will have a fence to control access to the site
and use special lighting for added security. If the site is unmanned, it is wise to have remote intrusion
alarms report to a 24-h monitoring center to help prevent theft or vandalism. 

58.9 Operation and Maintenance 

With limited exception, anytime a satellite transponder is accessed by an Earth station, the satellite
controller must be notified by the operator performing the uplink. For Earth stations that carry occasional
video services, the Earth station may need to contact the satellite controller many times per day. Each
satellite carrier has specific transponder access procedures. In general, the following guidelines should
be followed by Earth stations when accessing a video transponder:

1. Ensure the antenna is properly oriented on the correct satellite.
2. Ensure that the exciter and HPA are properly tuned and routed to a dummy load or disabled.
3. Set the HPA for a power level of approximately 10 watts.
4. Verify the correct transmit polarization setting.
5. Set the exciter or upconvertor to produce an unmodulated carrier.
6. Contact the satellite controller and request permission to access the transponder. Verify the service

order and time of service with the controller.
7. Begin transmission at low power when authorized by the controller. Be prepared to immediately

cease transmission if commanded to do so by the controller. 
8. The controller will verify the proper frequency and polarization setting. Be prepared to rotate the

antenna polarization, if asked to do so.
9. Gradually increase output power to operating level when permitted by the controller. 

10. Apply modulation and ATIS carrier when permitted to do so by the controller.
11. Provide the Earth station telephone number where you may be reached at any time during the

transmission.
12. Contact the satellite controller with the good-night time when service is terminated.

The majority of unintentional satellite interference occurs from operator error. The chance of interfer-
ence is greatly reduced when Earth station operators are properly trained and follow the access procedures
for every transmission. 

Maintenance of the Earth station is largely a matter of following equipment manufacturers’ recom-
mended service intervals. The major source of downtime results from equipment failure due to poor
maintenance practices. Antenna drive system lubrication should be checked at regular intervals, especially
when an antenna is not moved for an extended period of time. HVAC and equipment air filters should
be checked weekly and changed as necessary. Many equipment failures have resulted from overheating
due to poor air circulation. Equipment fans or blowers should be regularly checked for the same reason.
Storage batteries need to be serviced at the manufacturers’ suggested interval. Backup power systems
including engine generators should be regularly tested under load.
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58.10 Conclusion

New spacecraft are being launched and the demand for transmission service from Earth station facilities
continues to increase. New digital video, data, and Internet applications are using satellite technology to
deliver reliable service for broadcast, business, and educational applications. Proper planning during the
design and construction of an Earth station facility is the key to starting a successful uplink or downlink
operation. A well-planned and maintained Earth station staffed by trained operators will continue to be
part of a vital link to global telecommunications.

Defining Terms

Automatic transmitter identification system (ATIS): This is a Morse code modulated subcarrier that
is required by the FCC to be transmitted with all video carriers.

Cassegrain: This is a style of satellite antenna that uses two reflectors to direct energy to the feedhorn.
One reflector is the main body of the antenna, which directs energy to a smaller reflector mounted
at the focal point of the main reflector. The energy is then directed into the feedhorn itself.

Codec: A codec is an acronym for coder/decoder. The coder takes an analog voice, data, or video source
and converts it to a digital output for transmission. Conversely, a decoder takes a received digital
bit stream and converts it back into an analog signal.

Digital integrated receiver—decoder (IRD): A satellite receiver that contains on-board circuitry to pro-
cess and decode digital video signals. The processor may also contain circuitry to control conditional
access and restrict programming.

DVB: DVB stands for digital video broadcasting, which is a standard developed for the transmission
of digital video and data signals over satellite and terrestrial systems.

Earth station: An earth station is a ground-based communications facility that is made up of the
transmitters, receivers, and antennas used to relay signals to or from a communications satellite.

Exciter: An exciter is a device that takes a voice, data, or video signal and processes it for uplink. The
exciter contains a modulator to convert the incoming signal to an intermediate frequency (IF). It
also contains an upconvertor to take the processed IF and multiply it to the radio frequency (RF)
desired. A video exciter usually contains audio subcarrier modulators to be combined with the
video signal.

Footprint: The footprint is a satellite transponder’s coverage area as seen from space. The size of the
footprint and the level of the signal received in different areas of the footprint will vary depending
on the design of the satellite and its orbital location.

Geosynchronous: An orbit at approximately 22,300 mi. above the Earth’s equator. This allows satellites
to rotate at the same speed as the Earth itself. The satellites then appear stationary from a point
on the ground.

High-power amplifier (HPA): The last device before the antenna in most installations. This amplifier
develops the power necessary to send a signal to the satellite.

Klystron: A transmitting tube used at ultra high frequency (UHF) and microwave frequencies to
produce relatively high-power output over a wide bandwidth.

Link budget: A series of calculations used to determine the quality of service that can be expected over
a given satellite link. Link budget calculations include transmit power, antenna gain, path (atmo-
spheric) loss, transponder characteristics, and receive system performance. 

Low-noise amplifier (LNA): A high-gain amplifier, usually of GAsFET design, that amplifies the incom-
ing satellite signal to a level suitable to be fed to the receiver. It is designed to add as little noise as
possible to the signal during the amplification process.

Low-noise block downconverter (LNB): The same as an LNA except it converts the incoming satellite
signal to an L-band frequency (950–1450 MHz) for use by newer style receivers.

MPEG: MPEG is a standard developed by the Moving Pictures Experts Group that is used when com-
pressing video (and corresponding audio) signals into a digital format for transmission or storage.
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Transponder: The device internal to the satellite that receives a ground-based uplink transmission and
retransmits it back to Earth on the corresponding downlink frequency.

Traveling-wave tube (TWT): A medium-to-high power transmitting tube used for microwave and
satellite transmission. It operates in a linear mode with wide bandwidth.

Upconvertor: A device used to multiply an IF signal to the desired satellite operating frequency. It can
be internal to the exciter or a separate outboard device. The upconvertor output is fed to the HPA.

Uninterruptable power system (UPS): This is a device that supplies continuous AC power to the load
during a failure of the normal power source. It utilizes a large standby battery bank and inverter
system to reproduce AC power when the normal source fails.

Further Information

Michael J., Downey, M.J., and Edington, B.G. 1993. Engineers’ Handbook for Earth Station Design and
Implementation, M/R Communications.

Weinhouse, N. 1992. Satellite Uplink Operator Training Course, Norman Weinhouse Associates.
Federal Communications Commission, Part 25, Code of the Federal Regulations, Office of the Federal

Register, National Archives and Records Administration, U.S. Government Printing Office.

The first two publications cover the Earth station in greater detail and the third contains the rules and
regulations for licensing the operating an Earth station.
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59.1 Introduction

The effects of the Earth’s atmosphere on radiowaves propagating between Earth and space is a constant
concern in the design and performance of space communications systems. The problems become more
acute for systems operating in the bands above 10 GHz, where radiowave links can be adversely affected by
atmospheric gases (primarily oxygen and water vapor), rain, clouds, fog, and scintillation. These conditions,
when present alone or in combination on the Earth–space radiowave link, can cause uncontrolled variations
in signal amplitude, phase, polarization, and angle of arrival, which result in a reduction in the quality of
analog transmissions and an increase in the error rate of digital transmissions.

Propagation impairments on radiowaves above 10 GHz are primarily caused by constituents in the
troposphere, which extends from the Earth’s surface to about 20 km. Degradations induced in the
ionosphere generally affect frequencies well below 10 GHz, and the ionosphere is essentially transparent
to the radiowave at frequencies above 10 GHz.

Even apparent clear sky conditions can produce propagation effects, which can degrade or change
characteristics of the transmitted radiowave. Gases present in the Earth’s atmosphere, particularly oxygen
and water vapor, interact with the radiowave and reduce the signal amplitude by an absorption process.
Turbulence or rapid temperature variations in the transmission path can cause amplitude and phase
scintillation or depolarize the wave. Clouds, fog, dirt, sand, and even severe air pollution can cause observ-
able propagation effects. Background sky noise will always be present and contributes directly to the noise
performance of the communications receiver system.

The degrading effect of precipitation in the transmission path is a major concern associated with satellite
communications, particularly for those systems operating at frequencies above 10 GHz. At those fre-
quencies, absorption and scattering caused by rain (and to a lesser extent hail, ice crystals, or wet snow)
can cause a reduction in transmitted signal amplitude (attenuation), which can reduce the reliability
and/or performance of the communications link. Other effects can be generated by precipitation in the
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Earth–space path. They include depolarization, rapid amplitude and phase fluctuations (scintillation),
antenna gain degradation, and bandwidth coherence reduction.

The major factors affecting Earth–space paths in the bands above 10 GHz are as follows:

• Gaseous attenuation

• Hydrometeor attenuation

• Depolarization

• Radio noise

• Scintillation

Extensive experimental research has been performed on the direct measurement of propagation effects
on Earth–space paths, beginning in the late 1960s, with the availability of propagation beacons on geo-
stationary satellites [Ippolito, 1986]. Satellites involved included the NASA Applications Technology Sat-
ellites (ATS-5 and ATS-6); the Canadian/U.S. Communications Technology Satellite (CTS); the domestic
U.S. COMSTAR communications satellites; the ETS-II, CS, and BSE satellites of Japan; SIRIO and
ITALSAT of (Italy); and the OTS (European Space Agency) Olympus Satellite. The NASA Advanced
Communications Technology Satellite (ACTS) recently completed a very successful five-year campaign of
measurements in the 20 and 30 GHz bands at seven North American locations [Ippolito and Bauer, 2000]. 

Concise modeling and prediction procedures for the propagation factors, based on data and measure-
ments from the satellite beacons, have evolved over several iterations and have been successfully applied
in the design and performance of satellite telecommunications systems for several years. [Rogers, Ippolito
and Davarian, 1997]. The following sections provide a review and assessment of the available propagation
models and their application to satellite communications systems.

59.2 Attenuation on Slant Paths

A radiowave propagating through Earth’s atmosphere can experience a reduction in signal level from
one or more of several constituents that may be present in the path. The primary constituents that can
cause radiowave attenuation on a slant path are atmospheric gases and hydrometeors.

Gaseous atmospheric attenuation is caused primarily by oxygen and water vapor and is an absorption
process. Hydrometeor attenuation experienced by a radiowave involves both absorption and scattering
processes. Rain attenuation can produce major impairments in Earth–space communications, particularly
in the frequency bands above 10 GHz. Cloud and fog attenuation are much less severe than rain attenuation;
however, they must be considered in link calculations, particularly for frequencies above 15 GHz. Dry
snow or ice particle attenuation is usually so low that it is unobservable on space communications links
operating below 30 GHz.

Gaseous Attenuation

Gaseous attenuation is the reduction in signal amplitude caused by the gaseous constituents of the atmo-
sphere that are present in the transmission path. Only oxygen and water vapor have observable resonance
frequencies in the radiowave bands used for space communications. Oxygen has a series of very close
absorption lines near 60 GHz and an isolated absorption line at 118.74 GHz. Water vapor has lines at 22.3,
183.3, and 323.8 GHz. Oxygen absorption involves magnetic dipole changes, whereas water vapor absorp-
tion consists of electric dipole transitions between rotational states.

The Radiocommunication Sector of the International Telecommunications Union (ITU-R) provides
a prediction method in Recommendation P.676 to calculate the median gaseous attenuation expected
on a slant path for a given set of parameters [ITU-R, P.676-5, 2001]. The ITU-R method is based on
the specific attenuation and temperature dependence algorithms developed by Gibbons [1986]. The
ITU-R Recommendation provides procedures for frequenciies up to 350 GHz, including the high oxygen
absorption bands around 60 GHz. Here we present the procedures for the space applications bands
below about 100 GHz.
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The input parameters required for the calculation are: frequency f in GHz; path elevation angle θ in
degrees; height above mean sea level of Earth terminal, hs in km; surface temperature T in C; surface
pressure p in hPa; and water vapor density at the surface, for the location of interest, ρw in g/m3. If ρw

is not available from local weather services, representative median values can be obtained from ITU-R
Recommendation P.836 [ITU-R P.836-2 2001] which presents global maps of average annual and seasonal
values of ρw for regions of the world.

Three steps are required to calculate the total gaseous absorption with the ITU-R model:

1. Determine the specific attenuation values for oxygen and water vapor.
2. Determine the equivalent heights for oxygen and water vapor.
3. Determine the total slant path gaseous attenuation through the atmosphere.

Two additional parameters required for the calculations are rp and rt , given by

(59.1)

The specific attenuation for dry air, γo (dB/Km), is determined from one of the following algorithms,
based on the frequency of operation. For f ≤≤≤≤ 54 GHz,

 (59.2)

For 66 GHz ≤≤≤≤ f <<<< 120 GHz,

(59.3)

where

(59.4)

(59.5)

(59.6)

(59.7)
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(59.13)
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The specific attenuation for water vapor, γw (dB/Km), for frequencies from 1 to 350 GHz, is determined
from:

(59.14)

where

(59.15)

(59.16)

(59.17)

(59.18)

(59.20)

(59.21)

(59.22)

(59.23)

The total slant path gaseous attenuation through the atmosphere, Ag, is then found from

(59.24)

where the equivalent heights for oxygen and water vapor, ho and hw, in km, are determined from the
following, based on the frequency of operation. For 1 GHz ≤≤≤≤ f ≤≤≤≤ 56.7 GHz,

(59.25)
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For 56.7 GHz <<<< f <<<< 63.3 GHz,

ho = 10 km (59.26)

For 63.3 GHz ≤≤≤≤ f <<<< 98.5 GHz,

(59.27)

Figure 59.1 shows the total gaseous attenuation calculated from the ITU-R gaseous attenuation model
for a range of frequencies and for elevation angles from 5° to 45°. A temperature of 20°C and a water
vapor density of 7.5 g/m3 were assumed. These values correspond to a moderate (42% relative humidity),
clear day. The elevation above sea level was set at 0 km.

Rain Attenuation

The attenuation of a radiowave of wavelength λ propagating through a volume of rain of extent L is
given by [Ippolito, 1986]

(59.28)

where Qt is the total attenuation cross-section for a water drop of radius r and refractive index m; N0

and Λ are empirical constants from the rain drop size distribution, n(r) = N0e
−Λr . The integration over �

is taken over the extent of the rain volume in the direction of propagation. Both Qt and the rain drop size
distribution will vary along the path, and these variabilities must be included in the integration process.

FIGURE 59.1 Total gaseous attenuation for a satellite link under moderate humidity conditions.
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A determination of the variations along the propagation path is very difficult to obtain, particularly for
slant paths to an orbiting satellite. These variations must be approximated or treated statistically for the
development of useful rain attenuation prediction models.

Over the past several years, extensive efforts have been undertaken to develop reliable techniques for
the prediction of path rain attenuation for a given location and frequency, and the availability of satellite
beacon measurements has provided a database for the validation and refinement of the prediction models.
Virtually all of the prediction techniques use surface measured rain rate as the statistical variable and
assume a kRα approximation between rain rate R and rain induced attenuation. This approximation
shows excellent agreement with direct Mie calculations of specific attenuation for both spherical and
nonspherical raindrops. The k and α coefficients for nonspherical drops, that are more representative of
a true rain drop, can be calculated by applying techniques similar to the Mie calculations for a spherical
drop. An extensive tabulation of k and α coefficients for nonspherical (oblate spheroidal) drops is available
from ITU-R Recommendation P.838 [ITU-R P.838-1, 1999]. 

ITU-R Rain Attenuation Model

The International Telecommunications Union (ITU) first adopted a procedure for the prediction of
attenuation caused by rain at its 25th Plenary Assembly in Geneva in 1982. The ITU-R rain attenuation
model is the most widely accepted international method for the prediction of rain effects on communi-
cations systems. The model is continuously updated as rain attenuation modeling is better understood.
The procedure provides the basis for rain attenuation calculations required for international planning
and coordination meetings and regional and world administrative radio conferences.

This section describes the ITU-R model as presented in the latest version of Recommendation ITU-
R P.618-7, (2001). The ITU-R states that the modeling procedure estimates annual statistics of path
attenuation at a given location for frequencies up to 55 GHz.

The input parameters required for the ITU-R Rain Model are:

f : the frequency of operation, in GHz
θ : the elevation angle to the satellite, in degrees
ϕ : the latitude of the ground station, in degrees N or S
τ : the polarization tilt angle with respect to the horizontal, in degrees
hs : the altitude of the ground station above sea level, in km

R0.01: point rainfall rate for the location of interest for 0.01% of an average year, in mm/h

The step by step procedure follows:

1. Calculate the rain height hR at the ground station of interest. 
The freezing rain height (or 0°C isotherm), ho, is the upper atmosphere altitude at which rain is
in the transition state between rain and ice. The rain height is defined in km above sea level. The
rain height, latitude and elevation angle are then used to calculate the slant path LS through a rain
cell and the horizontal component of the slant path LG. The ITU-R rain height assumes that the
rain height is a function of latitude (ϕ). The rain height hR is found as follows:

(59.29)

where ϕ is the latitude of the ground station receiver. For locations where ho is not available from
local data, the ITU-R provides a data base for ho for the entire surface of the earth, in a 1.5° × 1.5°
grid of latitude and longitude [ITU-R P.839-3 2001].

2. Calculate the slant-path length, LS, and horizontal projection, LG, from the rain height, elevation
angle, and the altitude of the ground receiver site. 
Rain attenuation is directly proportional to the slant path length. Figure 59.2 shows the path
geometry and parameters used in the ITU-R model. The slant path length Ls is defined as the
length of the satellite-to-ground path that is affected by a rain cell. The slant path length LS,

hR j( ) ho 0.36 km+=
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expressed in km, is determined from

(59.30)

where
hR = the rain height (km), from step 1
hS = the altitude of the ground receiver site from sea level (km)
θ = the elevation angle

RE = 8500 km (effective earth radius)

For angles greater than or equal to 5°, the slant path length is derived from the geometry from
Fig. 59.2. This equation for LS can result in negative values when the rain height is smaller than
the altitude of the ground receiver site. If a negative value occurs, LS is set to zero. 

The horizontal projection is calculated as

LG = LS cos θ (59.31)

where LS and LG are in kilometers.
3. Determine the rain rate R0.01 (for 0.01% of an average year).

Obtain the rainfall rate, R0.01, exceeded for 0.01% of an average year (with an integration time of
one minute) for the ground location of interest. If this rainfall rate is not available from long-
term statistics of local data, the ITU-R provides global maps and a datafile of iso-values of rain
intensity, in mm/h, exceeded for 0.01% of the average year for land and ocean regions [ITU-R
P.837-3, 2001].

4. Calculate the specific attenuation γR.
The specific attenuation is based on the relationship:

 (59.32)

where γR is the specific attenuation in (dB/km) and {k, α} are frequency dependent variables
calculated using the regression coefficients kH, kV , αH, and αV from ITU-R Recommendation P.838
[ITU-R P.838-1 1999]. The values have been tested for frequencies up to 40 GHz.

FIGURE 59.2 Slant path through rain.
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5. Calculate the horizontal reduction factor, r0.01, from the rain rate R0.01.

(59.33)

where LG is the horizontal projection calculated in step 2.
6. Calculate the vertical adjustment factor, ν0.01, for 0.01% of the time.

(59.34)

where

(59.35)

and

(59.36)

(59.37)

7. Determine the effective path length, LE.

LE = LRν0.01 km (59.38)

8. Calculate the predicted attenuation A0.01 exceeded for 0.01% of an average year.

A0.01 = γR LE dB (59.39)

9. Calculate the attenuation Ap exceeded for other percentages, p, of an average year.

The attenuation Ap exceeded for other percentages, p, of an average year in the range p = 0.001% to 5%,
is determined from:

(59.40)

where

(59.41)

r0.01
1

1 0.78
LG gR

f
----------- 0.38 1 e

2LG–
–( )–+

--------------------------------------------------------------------------=

n0.01
1

1 qsin 31 1 e q/1+χ( )––( )
LR gR

f 2
------------- 0.45–+

---------------------------------------------------------------------------------------------------=

LR

LGr0.01

qcos
---------------  km     for z q>

hR hS–( )
qsin

---------------------  km for z q≤





=

z tan 1– hR hS–
LGr0.01

---------------- 
   deg=

c 36 j  deg for j– 36<=
 0  for j 36≥=

Ap A0.01
p

0.01
---------- 

 
0.655+0.033 p( )−0.045 A0.01( )−b 1−p( ) qsinlnln[ ]–

 dB=

b
0   if p 1% or≥ j 36≥ °

0.005 j 36–( )   if p 1% and j< 36° and q 25°≥<–

0.005 j 36–( )– 1.8 4.25 q otherwisesin–+





=

©2002 CRC Press LLC



 

This method provides an estimate of long-term statistics due to rain. Large year-to-year variability in
rainfall statistics can be expected when comparing the predicted results with measured statistics.

Figure 59.3 shows rain attenuation distributions determined from the ITU-R prediction model for a
ground terminal in Washington, D.C., at an elevation angle of 30°, for frequencies from 12 to 44 GHz.
The distributions are representative of the prediction curves that can be developed from the ITU-R rain
attenuation model. 

Cloud and Fog Attenuation

Although rain is the most significant hydrometeor affecting radiowave propagation in the frequency
bands above 10 GHz, the influence of clouds and fog can also be present on an Earth–space path. Clouds
and fog generally consist of water droplets of less than 0.1 mm in diameter, whereas raindrops typically
range from 0.1 to 10 mm in diameter. Clouds are water droplets, not water vapor; however, the relative
humidity is usually near 100% within the cloud. High-level clouds, such as cirrus, are composed of ice
crystals, which do not contribute substantially to radiowave attenuation but can cause depolarization
effects. The average liquid water content of clouds varies widely, ranging from 0.05 to over 2 g/m3. Peak
values exceeding 5 g/m3 have been observed in large cumulus clouds associated with thunderstorms;
however, peak values for fair weather cumulus are generally less than 1 g/m3.

A detailed study of the radiowave propagation effects of clouds at various locations in the U.S. by
Slobin resulted in the development of a cloud model that provides estimates of cloud attenuation and
noise temperature on radiowave links [Slobin, 1982]. Extensive data on cloud characteristics, such as
type, thickness, and coverage, were gathered from twice-daily radiosonde measurements and hourly

FIGURE 59.3 Rain attenuation distributions from the ITU-R rain attenuation prediction model for Washington,
D.C.
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temperature and relative humidity profiles at stations in the contiguous U.S., Alaska, and Hawaii. Regions
of statistically consistent clouds were determined, resulting in the definition of 15 cloud regions. The
Slobin model defines 12 cloud types based on liquid water content, cloud thickness, and base heights
above the surface. Several of the more intense cloud types include two cloud layers, and the combined
effects of both are included in the model. Several other cloud attenuation models have been published,
and they provide results similar to the Slobin model for frequencies up to about 40 GHz [Gerace and
Smith, 1990].

Fog results from the condensation of atmospheric water vapor into droplets that remain suspended
in air. There are two types of fog: advection fog, which forms in coastal areas when warm, moist air
moves over colder water, and radiation fog, which forms at night, usually in valleys, low areas, and along
rivers. Typical fog layers are only 50–100 m in height, and, hence, the extent of fog on a slant path is
very small, even for low elevation angles. Fog attenuations are much less than 1 dB for frequencies up
to 100 GHz. A prediction model, developed by Altshuler, is available for the estimation of fog attenuation
for frequencies above 30 GHz [Altshuler, 1984 rev. 1986]. 

59.3 Depolarization

Depolarization involves a change in the polarization characteristics of a radiowave caused by (1) hydrome-
teors, primarily rain or ice particles, or (2) multipath propagation. A depolarized radiowave will have its
polarization state altered such that power is transferred from the desired polarization state to an undesired
orthogonally polarized state, resulting in interference or crosstalk between the two orthogonally polarized
channels. Rain and ice depolarization can be a problem in the frequency bands above about 12 GHz,
particularly for frequency reuse communications links, which employ dual independent orthogonal
polarized channels in the same frequency band to increase channel capacity. Multipath depolarization is
generally limited to very low elevation angle space communications and will be dependent on the
polarization characteristics of the receiving antenna.

The cross-polarization discrimination XPD is defined for linearly polarized waves as

(59.42)

where E11 is the received electric field in the copolarized (desired) direction and E12 is the electric field
converted to the orthogonal cross-polarized (undesired) direction.

Rain Depolarization

Rain induced depolarization is produced from a differential attenuation and phase shift caused by non-
spherical raindrops. As the size of rain drops increase, their shape tends to change from spherical (the
preferred shape because of surface tension forces) to oblate spheroids with an increasingly pronounced
flat or concave base produced from aerodynamic forces acting upward on the drops [Pruppacher and
Pitter, 1971]. Furthermore, raindrops may also be inclined to the horizontal (canted) because of vertical
wind gradients. Therefore, the depolarization characteristics of a linearly polarized radiowave will depend
significantly on the transmitted polarization angle. When measurements of depolarization observed on
a radiowave path were compared with rain attenuation measurements coincidently observed on the same
path, it was noted that the relationship between the measured statistics of XPD and copolarized attenu-
ation A for a given probability p could be well approximated by the relationship

(59.43)

XPD 20
E11

E12

----------log=

XPDp dB( ) U V Ap dB( )[ ]log–=
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where U and V are empirically determined coefficients, which depend on frequency, polarization angle,
elevation angle, canting angle, and other link parameters. This discovery was similar to the aRb relation-
ship observed between rain attenuation and rain rate. For most practical applications, semiempirical
relations can be used for the U and V coefficients. The coefficients, as specified in ITU-R Recommendation
P.618-7 (2001), are valid for frequencies from 8 to 35 GHz and are determined from

(59.44)

where f(GHz) is the frequency, τ is the tilt angle, in degrees, of the polarization with respect to the
horizontal (for circular polarization τ = 45°). θ is the elevation angle of the path, in degrees. The elevation
angle must be ≤60° for this relationship to be valid. σ is the standard deviation of the raindrop canting
angle, in degrees. σ takes the values 0°, 5°, 10°, and 15° for 1%, 0.1%, .01%, and .001% of the time,
respectively.

Ice Depolarization

Depolarization due to ice crystals has been observed on Earth–space paths from measurements with
satellite beacons. This condition is characterized by a strong depolarization accompanied by very low
copolarized attenuation. Also, abrupt changes in the XPD have been observed to coincide with lightning
discharges in the area of the slant path, suggesting a change in the alignment of the ice crystals. Ice
depolarization occurs when the ice particles are not randomly oriented but have a preferred alignment
or direction. Ice crystals most often appear in the shape of needles or plates, and their major axes can
abruptly be aligned by an event such as a lightning discharge. When this occurs, differential phase changes
in the radiowave can cause an increase in the level of the cross polarized signal level, with little or no
change to the copolarized signal. Ice crystals produce nearly pure differential phase shift, without any
accompanying differential attenuation, which accounts for the depolarization effects observed in the
absence of copolarized attenuation. Ice depolarization effects have been observed in the U.S., Europe, and
Japan, at frequencies from 4 to 30 GHz. Ice depolarization often precedes the onset of severe thunderstorm
conditions, and XPD degradations of 5–8 dB have been observed. Statistically, however, it occurs for only
a very small percent of the time that XPD degradations are observed (1–3%), and so it is generally not
a severe impediment to system performance.

The contribution of ice to the XPD distribution experienced on a link can be estimated by a procedure
presented in ITU-R Recommendation P.618-7 (2001). The total XPD, caused by rain and ice, for p% of
the time, XPDP , is determined from

(59.45)

where XPDrain is the XPD distribution caused by rain, in decibels, either measured or determined from
the procedure in the previous section. The term in brackets is the contribution due to the presence of
ice on the path.

Figure 59.4 shows the XPD distributions for rain, XPDrain, and rain plus ice, XPDp, calculated from
the rain attenuation distribution for Washington, D.C., at a frequency of 20 GHz. The contribution from
ice is seen to be very small, except for high percent values, that is, for 0.1% or greater. At these percentage
values the XPD is already high, that is, >30 dB, so system performance will not be significantly degraded
by a 1 or 2 dB decrease in XPD. 

U 30  flog 10 1 0.484 1 4tcos+( )–[ ] 40 qcos( )log– 0.0052s 2+log–=

V 12.8f 0.19 for 8 f 206 Hz≤ ≤=
 22.6     for 20 f 356 Hz≤ ≤=

XPDp XPDrain
0.3 0.1 log p+

2
----------------------------------XPDrain , dB–=
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59.4 Radio Noise

The same constituents of the Earth’s atmosphere (oxygen, water vapor, rain, clouds, etc.) that cause
absorptive attenuation on a radiowave will also produce thermal noise emissions, which are a function
of the intensity of the attenuation. This effect follows directly from Kirchoff ’s law, which specifies that
noise emission from a medium in thermal equilibrium must equal its absorption. This result is valid at
any frequency. The noise temperature tS ssproduced by an attenuating medium can be quantitatively
described by application of the equation of radiative transfer,

(59.46)

where t(r) is the physical temperature of the medium in K, γ(r) is the absorption coefficient of the medium
in km−1, and r is the distance along the path from the antenna in km. If t(r) is replaced by a mean path
temperature tm, the preceding integral equation simplifies to

(59.47)

where A(dB) is the attenuation of the absorbing medium. The mean path temperature tm is difficult to
measure directly for a satellite slant path. Wulfsburg [1964], using a model atmosphere, developed an
expression for estimating the mean path temperature from the surface temperature,

tm = 1.12tg − 50 (59.48)

FIGURE 59.4 Rain and ice depolarization distribution for a satellite link to Washington, D.C.
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where tg is the ground surface temperature in K. Using this result, tm ranges from about 255 to 290 K for
the surface temperature range of 0 to 30°C.

Simultaneous measurements of rain attenuation and noise temperature on a slant path using satellite
beacons have shown that the best overall statistical correlation of the noise temperature and attenuation
measurements occurs for tm values between 270–280 K for the vast majority of the reported measurments
[Ippolito, 1971; Strickland, 1974; Hogg and Chu, 1975]. Similar values for gaseous attenuation or cloud
attenuation have also been observed. The noise temperature introduced by the attenuating medium will
add directly to the receiver system noise temperature and will degrade the overall performance of the
link. The noise power increase occurs coincident with the signal power decrease due to path attenuation;
both effects are additive and contribute to a reduction in link carrier-to-noise ratio.

59.5 Scintillation

Scintillation describes the condition of rapid fluctuations of the signal parameters of a transmitted radio-
wave caused by time-dependent irregularities in the transmission path. Signal parameters affected include
amplitude, phase, angle of arrival, and polarization. Scintillation can be induced in the ionosphere and in
the troposphere. The mechanisms and characteristics of ionospheric and tropospheric scintillation differ,
and they generally impact different ranges of frequencies. Electron density irregularities occurring in the
ionosphere can affect frequencies up to about 6 GHz. Tropospheric scintillation is typically produced by
refractive index fluctuations in the first few kilometers of altitude and is caused by high-humidity gradients
and temperature inversion layers. The effects are seasonally dependent, vary day to day, and vary with the
local climate. Tropospheric scintillation has been observed on line-of-sight links up through 10 GHz and
on Earth–space paths at frequencies to above 30 GHz. To a first approximation, the refractive index
structure in the troposphere can be considered horizontally stratified, and variations appear as thin layers,
which change with altitude. Slant paths at low elevation angles, that is, highly oblique to the layer structure,
thus tend to be affected most significantly by scintillation conditions.

Amplitude Scintillation Prediction

Quantitative estimates of the level of amplitude scintillation produced by a turbulent layer in the tropo-
sphere are determined by assuming small fluctuations on a thin turbulent layer and applying turbulence
theory considerations [Tatarski, 1961]. Karasawa, Yamada, and Allnutt [1988] developed a model to
calculate the amplitude fluctuations caused by tropospheric scintillation, based on monthly averages of
temperature and relative humidity. The model utilizes low elevation angle measurements in Japan at 11
and 14 GHz. The procedure includes estimates of signal fading as a time percentage as well as standard
deviation of signal fluctuations.

The rms amplitude fluctuation, in dB, is determined from 

(59.49a)

(59.49b)

with

(59.50)

where f is frequency in GHz, θ is the elevation angle in degrees, D is the antenna diameter in meters,
T is the average monthly temperature in C, and U is the percent average monthly relative humidity.
G(D) is the antenna averaging factor of Tatarski [1961].
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Figure 59.5 shows the rms amplitude fluctuation calculated from the Karasawa et al. prediction model
as a function of frequency, for elevation angles from 1 to 10°. A 3-m antenna diameter was assumed,
with an average monthly temperature of 30°C and an average monthly humidity of 80%. Significant
amplitude fluctuations are observed for all frequencies at a 1° elevation angle. The amplitude fluctuations
drop quickly as the elevation angle is increased, and at 10° the effect is very small, even at the higher fre-
quencies. The model predicts a slight increase of σx with increasing average temperature and a stronger
increase in σx with increasing average humidity.

Estimates of the time statistics of signal fading due to scintillation can also be determined from the
above prediction model. The signal fade level x(p), corresponding to p percent of the cumulative time
distribution, is given by

(59.51)

where σx(dB) is the rms amplitude fluctuation, determined from Eqs. (59.49a) and (59.49b), and 0.01% ≤
p ≤ 50%. Figure 59.6 shows the cumulative distribution of signal fading due to scintillation for a 12 GHz
link, as calculated from the model. A 3-m antenna diameter was assumed, with a T of 30° C and a U of
80%. The plots again show severe effects at low elevation angles, but at 10° or higher the fade level drops
off to only 2 to 3 dB.

The Karasawa et al. scintillation model supports the observation that scintillation is more pronounced
under high-temperature and high-humidity conditions, such as in tropical regions or in temperate regions
in summer. Significant fading, in excess of 10 dB at low elevation angles, can be expected. At low elevation
angles, fading caused by scintillation could exceed attenuation caused by rain, particularly at percentages
above about 1%, since the cumulative distributions for scintillation show high fading at the higher time
percentages, that is, 1 to 10% and higher.

FIGURE 59.5 RMS amplitude fluctuation caused by scintillation as a function of frequency and elevation angle.
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59.6 Summary

This chapter has reviewed the major propagation impairments affecting Earth–space radiowave links and
has provided the latest validated modeling and prediction techniques available for the determination of
these effects. Modeling and prediction procedures for gaseous attenuation, rain attenuation, cloud and
fog attenuation, rain and ice depolarization, radio noise, and amplitude scintillation are included. The
models are validated with extensive satellite beacon measurements obtained throughout the world and
are applicable to radiowave links operating up to 100 GHz and a wide range of elevation angles and link
conditions.
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60.1 Introduction1

This chapter presents a unified approach to satellite link designs for geosynchronous satellites with
wideband transponders for telecommunications services; it presents and compares transparent and
regenerative link designs. A transponder, as the term is commonly used in telecommunications, is a
wideband frequency-translating power amplifier; for example, a C-band transponder could have a
useable bandwidth of 72 MHz with an uplink center frequency at 6.25 GHz and a downlink center
frequency at about 4.0 GHz. Input and output multiplex filters in the satellite payload provide necessary
channelization. As just defined, without other signal processing, this is a transparent transponder, often
referred to as a bent pipe. A regenerative payload has, in addition, appropriate demultiplexing filters
with selected transmission signals as outputs, demodulators (digital), and possibly forward error cor-
recting (FEC) decoders for each of these signals, followed by suitable encoding and modulation. Such
onboard processing adds complexity, power consumption, and mass to payloads, but there are many
substantial benefits which are being quantified [Nuspl et al., 1987; Mathews, 1988]. In the following
sections, general link equations are described and then specialized to digital links of transparent and
regenerative types.

In the tables, there are side-by-side comparisons of the transparent and regenerative forms; terminology
and units are given in the central column or in the notes to each table. With a few notable exceptions, the
forms of the equations are identical, but transparent and regenerative values must be used as appropriate.
Where the notation is not explicit or for emphasis, regenerative terms are given in bold. A fundamental

1 The views expressed herein are those of the authors and do not necessarily represent the views of W.L. Pritchard &
Co., or INTELSAT.

Peter P. Nuspl*
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attribute of transparent links is that uplink noise, interference, and intermodulation add directly (noise
power addition); a key feature of regenerative links is that uplink and downlink are separated, and the errors
are additive but not the noise. As numerical examples, very small aperture terminal (VSAT) parameters are
given in some tables, and star VSAT designs for transparent and regenerative links are presented as examples.

The notations used subsequently and in the tables are as follows. For A and B in units such as decibel
Hertz,

The operator ⊕  is used to denote multiple summations:  Also, the identities [A ⊕  B] ± X ≡ [A ± X] ⊕  [B
± X] are useful.

For A, B, and C with consistent units, including decibel losses, the root sum square (RSS) operator &
is defined as follows:

60.2 Uplink and Downlink Equations

It is useful to state the uplink and downlink equations separately, for clear-sky conditions and with
thermal noise contributions only, as in Table 60.1. The saturating flux density φsat is a significant uplink
parameter and is based on single-carrier measurements; it is usually selectable from a range of settings.
Since the transponder amplifier [a traveling wave tube amplifier (TWTA), solid state power amplifier
(SSPA), or a linearized TWTA] is nonlinear, for multicarrier operation it is necessary to operate it backed

TABLE 60.1 Uplink and Downlink Equations, Thermal Noise, Clear Sky

Transparenta Name Unit Regenerativeb

Operating flux density dBw/m

Uplink carrier power-to-noise density dBHz

Pd = EIRPsat + OBO Downlink EIRP dBW Pd = EIRPsat + OBOd

Downlink carrier power-to-noise
density

dBHz

APA = antenna pattern advantage with respect to edge
of coverage

EIRP = equivalent isotropically radiated power at the edge
of coverage

IBO = input backoff (negative)
OBO = output backoff (negative)

u = uplink
d = downlink

φsat = saturating flux density at the edge of coverage, dBW/m2

G1m2 = gain of 1 square meter at fu, dBi

G/T = gain-to-temperature, dB K−1 [dB/K]
s = satellite receiver
e = Earth station receiver
k = −228.6 Boltzmann’s constant, dBW/K-Hz

Lspd = spreading loss at fd, dB
Lad = atmospheric loss at fd, dB

aIn a transparent link, OBO is determined by IBO, through the I/O transfer characteristic of the transponder amplifier.
bIn a regenerative link, IBOu is a design parameter for the uplink and OBOd is the key design parameter for the downlink;

through the I/O transfer characteristic of the transponder amplifier, the corresponding IBOd is found and set onboard.
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off from saturation; even then, intermodulation products are produced, however, at reduced levels. The
G/T of a (satellite or Earth station) receiver is often used as a figure of merit. The effective system
temperature T is in kelvin and is calculated in Chapter 76. The saturated equivalent isotropically radiated
power (e.i.r.p.) of the transponder is the major downlink parameter, whereas the input backoff (IBO) is
the only link variable amenable to design once the satellite has been launched.

60.3 Interference Equations

More and more, nonthermal contributions to links are becoming very significant. Table 60.2 is a concise
form of the various carrier-to-interference densities C/I0, due to interference and intermodulation; note
that co-channel interference (CCI) and adjacent satellite interference (ASI) are treated differently.

Cochannel interference arises from reuse of frequency bands by spatial or polarization isolations of the
signals; CCI is regarded as being under the designer’s control. The carriers in the cochannel transponders
can operate at the same frequency; however, they are assigned to the transponders that operate with
beams that are spatially isolated. In cross polarization, the signals have opposite polarization. The amount
of cochannel interference depends on the modulation characteristics of the carriers, the relative levels
and frequency separations between the carriers, and the isolations among the beams. Assuming equal
powers in the beams, the beam isolations contribution for the uplink and downlink can be calculated as
follows:

1. Spatially isolated beams:

Ψup = Gnw − Gni uplink isolation at fu, dB

Ψdn = Gnw − Gnw downlink isolation at fd, dB

TABLE 60.2 Interference and Intermodulation Equationsa

Transparent Name Unit Regenerative

Carrier-to-CCI density up
dBHz

Carrier-to-CCI density down
dBHz

EIRPtu = φ − G1m2 + Lspu + Lau Total EIRP up dBW EIRPtu = φ − G1m2 + Lspu + Lau

Carrier-to-ASI density up dBHz

Carrier-to-ASI density down dBHz

Carrier-to-HPA density dBHz

C/IM0 = C/IM + B Carrier-to-IM density dBHz C////IM0 = C////IM + B

CCI = cochannel interference
ASI = adjacent satellite interference
IM = Intermodulation noise power

in the carrier bandwidth
φi = interfering flux density, dBW/m2

Pj = interfering EIRP, dBW
B = useable bandwidth, dBHz
Ψ = isolation, dB

Lspu = spreading loss at fu, dB
Lau = atmospheric loss at fu, dB

Γasi,d = E/S antenna discrimination, dB
EIRP0,u = EIRP density

ASI toward wanted satellite, dBW/Hz
EIRP0,d = EIRP density

ASI toward wanted E/S, dBW/Hz
HAPIM0L = HPA IM density limit, dBW/4Hz

aIn multicarrier operation, intermodulation products in the band B depend on the transponder operating point, and
C/IM is obtained from simulations or measurements.
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where
w = wanted (desired)
i = interfering
Gnw = spacecraft antenna gain in the desired sense of polarization of beam n (or m) toward the

wanted (w) Earth station, dBi2

Gni = spacecraft antenna gain in the desired sense of polarization of beam n (or m) toward
interfering (i) Earth station, dBi

2. Oppositely polarized beams:

Ψup = Gnw − 10 log10[10Gnix/10 + 10(Gni−ρ)/10]dB

Ψdn = Gmw − 10 log10[10Gmwx/10 + 10(Gmw−ρ)/10]dB
where
Gnix = spacecraft antenna gain in the opposite sense of polarization of beam n (or m) toward

interfering (i) Earth station, dBi
Gmwx = spacecraft antenna gain in the opposite sense of polarization of beam n (or m) toward

wanted (w) Earth station
ρ = Earth station polarization purity (receive or transmit), dB

These equations for the oppositely polarized signals assume circular polarization with a relative tilt angle
of 45° between the major axis of the polarization ellipses associated with the Earth station and spacecraft
antennas. The tilt angle is unknown and can be anywhere between 0° and 90°. An average value of 45°
results in factors of 10 (power addition) as shown in the preceding equations. However, the worst case
corresponds to a relative tilt angle of 0°, which results in factors of 20 to be used in the preceding
equations (voltage addition).

Assuming that the cochannel carriers (wanted and interfering) are similar (i.e., same type of modu-
lation and comparable bandwidth, but not of equal powers), and ignoring antenna pattern advantages,
then the ratios of the wanted (ω) to the interfering (i-up, j down) carrier powers can be calculated as
follows.

For n uplink interferers, i = 1,…,n,

(60.1a)

For the same φsat in all cochannel transponders,

For a constant IBOI in the interfering channels,

(60.1b)

For m downlink interferers, j = 1,…,m,

(60.2a)

and for the same e.i.r.p.sat in all co-channels and the corresponding constant output backoff OBOJ,

(60.2b)

where f, e.i.r.p., and backoff terms are defined in the tables and

Form (a) of these C/I is reported in Table 60.2, whereas Table 60.7.2 applies form (b).

2Here, dBi means antenna gain with respect to isotropic, expressed in decibel.
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In the case of cross-polarization interference, the effective isolation is calculated as power addition of
the polarization isolations of the spacecraft and the Earth station antennas:

Ψeff = Ψsc,x ⊕  Ψes,x  dB

When a number of co-channel transponders exists, the net isolation is the power addition of the
isolation values for each co-channel transponder, as explained previously and detailed in the following
example.

Example: Calculations of net isolations assuming similar co-channel carriers with equal input/output
back offs and beam edge conditions.

Assumptions: INTELSAT VI satellite [Brown et al., 1990]

• Desired beam is West Hemi.

• Interfering beams are East Hemi, North West Zone, North East Zone, South West Zone, and South
East Zone.

Spacecraft beam isolation:

1. W. Hemi to E. Hemi isolation = 27.0 dB (spatial)
2. W. Hemi to N.E. zone isolation = 30.0 dB (spatial ⊕  cross polarization)
3. W. Hemi to S.E. zone isolation = 30.0 dB (spatial ⊕  cross polarization)
4. W. Hemi to N.W. zone isolation = 27.0 dB (cross polarization)
5. W. Hemi to S.W. zone isolation = 27.0 dB (cross polarization)
6. Spacecraft beam isolation =  = 21.0 dB (noise power addition)

Uplink isolation:

7. Interfering Earth station-1 cross-polarization isolation = 27.3 dB
8. Interfering Earth station-2 cross-polarization isolation = 27.3 dB
9. Total Earth station cross-polarization isolation = 27.3 ⊕  27.3 = 24.3 dB

10. Uplink net isolation, Ψnet,u = Ψeff = 21.0 ⊕  24.3 = 19.3 dB

Downlink isolation:

11. Spacecraft beam isolation (same as in uplink) = 21.0 dB
12. Desired Earth station cross-polarization isolation = 27.3 dB
13. Downlink net isolation, Ψnet,d = 21.0 ⊕  27.3 = 20.1 dB

Adjacent satellite interference is not under the designer’s control (unless the neighboring satellite is in
the same system and the links can be codesigned), but ASI is subject to coordination. Hence, the e.i.r.p.
density from the adjacent satellite is a given external parameter; I0,asi does not change as signal power C
is designed. The discrimination Γasi,d of the user’s own antenna is the key parameter to choose in the
design of the (C/I0)asi.d

As examples of typical ASI, for Intermediate Data Rate (IDR) [quaternary phase-shift keying (QPSK)
modulation with rate-3/4 FEC] transmission and reception by Revised Standard A INTELSAT [1992]
Earth stations, INTELSAT VII hemispheric transponders, the e.i.r.p. densities (e.i.r.p.0) have a nominal
value of −32.8 dB(W/Hz) in the uplink, and a corresponding −43.7 dB(W/Hz) in the downlink.3 Table 60.2
shows the equations for C/I0asi in the links.

3These are averages of maximum and minimum values contained in the INTELSAT system [1992].
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60.4 Intermodulation Equations

These brief link designs can hardly do justice to intermodulation issues. The fundamental point is that
all amplifiers exhibit nonlinear behavior; this results in intermodulation products, some of which fall
within the design band. The only major exceptions are single-carrier operations, as in full-transponder
time-division multiple access (TDMA) or in multiplexed time-division multiplexing (TDM) downlinks:
there are no intermodulation products, and C/IM is then assigned a very high value. CI/M can be modeled
and simulated, or actually measured as input backoff is changed. Table 60.2 assumes C/IM characteristics
are known for multicarrier operations. For designs with only a few carriers, C/IM0 should be calculated
for the specific carrier of interest.

60.5 Allowances, Losses, and Margins

Table 60.3 is a summary example of applicable allowances, propagation (and other) losses, and (equip-
ment) margins.

In order to meet the yearly link availability requirement, the amounts of uplink and downlink rain
margins need to be determined. The rain statistics of the uplink and the downlink sites need to be studied
and the total yearly allocation for link availability needs to be apportioned between the uplink and the
downlink portions of the link. In the uplink, the amount of rain attenuation corresponding to the uplink
allocation (in percent time of the year) is determined from the statistics; this is called the uplink atten-
uation loss (i.e., the required uplink margin in transparent links). In the downlink, the amount of rain
attenuation plus the increase in the receiving Earth station system noise associated with the downlink
allocation (in percent time of the year) is determined; this is called the downlink rain degradation (i.e.,
the required downlink margin). A particular link needs to satisfy both the uplink and the downlink
margins. This assumes the effect of rain depolarization is negligible.

For a transparent link, the uplink margin is satisfied by allotting the required uplink attenuation loss
to the (up)link. Assuming that it does not simultaneously rain on both the uplink and the downlink,
with the allotted uplink margin, the available downlink (rain) margin Ma,d is calculated for the transparent
link. If the available downlink margin is less than the required downlink margin, then the uplink allotment
is increased until the downlink margin is satisfied. The system margin Msys for transparent links is the
maximum of these two uplink margins.

For a regenerative link, the allotments to each portion of the link are the required margins in that portion.
The numerical values in Table 60.3 are for 99.6% (up and down) link availability of C-band VSAT

services. Modem margins in Table 60.3 apply at the design bit error ratio (BER) of 10−6 for the degraded
sky. Onboard decoding would require an additional implementation margin of 0.4 dB in the uplink.

60.6 Sums of Link Equations

Table 60.4 presents sums of the C/I0 equations for the uplink, downlink, and transparent link, including
interference (CCI and ASI), intermodulation, allowances, losses, and margins, so that these apply for the
degraded sky (also called threshold, below which performance is not acceptable for the specified percentage
of time).

For a transparent link, note the noise-power combining of uplink and downlink terms but the exclusion
of Msys, which is taken into account in the required C/N0 in Table 60.5.

Regeneration separates the available uplink and downlink C/N0 sum equivalents; allowances could be
equal to or less than allowances for the transparent case. For the regenerative case, the losses and allowances
are applied to the uplink and downlink separately, as illustrated in the right column.

In some situations, links are dominated by a particular contribution, and there is not much scope for
design. But in designing most multicarrier transparent links, the total available C/N0 can be optimized;
of course, the selection of IBO/OBO is the ultimate design for the desired links. Figure 60.1 illustrates
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typical TWTA transfer characteristics and intermodulation characteristics. Having thermal and interfer-
ence components which increase with less backoff (more carrier power), and another component due
to intermodulation products which decreases with less backoff (more nonlinear operation), a maximum
value for available C/N0 can be found.

Example: Optimum backoffs. Figure 60.2 illustrates a typical design, which selects the best input/output
backoffs for transparent and regenerative links. In multicarrier mode, regenerative links can apply much
more uplink backoff and use slightly more (negative) downlink backoff.

TABLE 60.3 Allowances, Losses, and Marginsa (Example for VSAT Networks)

Transparent Name Unit Regenerative Up/Down

% TERN = 10%
(of total, clear sky)

10 Terrestrial noise % 10/10

TERN = −10 log10

[1 − %TERN/100]
0.5 Allowance dB TERNu /TERNd 0.5/0.5

Other losses

HPA instabilities and uplink
tracking loss

0.5 dB 0.5/—

Downlink tracking loss 0.8 dB —/0.8

E/S equipment noise (5% total) 0.2 dB 0.1/0.1

OL RSS 0.9 Allowance dB OLu/OLd RSS 0.5/0.8

AOL = TERN + OL 1.4 TERN and OL dB AOLu/AOLd 1.0/1.3

Propagationb

Lr,u 1.0 Rain att’n loss, up dB Lr,u 1.0/—

Ls,u 1.2 Tropo scint, up dB Ls,u 1.2/—

Lp,u = Lr,u & Ls,u 1.6 Prop losses, up dB Lp,u = Lr,u & Ls,u 1.6/—

LD,d 1.0 Degraded, down dB LD,d —/1.0

Ls,d 1.2 Tropo scint, down dB Ls,d —/1.2

Lp,d = LD,d & Ls,d 1.6 Prop losses, down dB Lp,d = LD,d & Ls,d —/1.6

Mm 1.7 Coded modem 
margins

dB Mm,u/Mm,d 1.5/1.7

(C/N0)other;∆ = [(C/N0) � (C/N0)d] + 
∆ + Lp,u

Other than 
thermal downc

dBHz n.a.

(C/N0)d;D = (C/N0)d + ∆ − Lp,d + Lp,u

see Tables 60.1, 60.4
Degraded

C/N0, down
dBHz n.a.

Md;D = (C/N0)ta + ∆ + Lp,u

− [(C/N0)other;∆ ⊕  (C/N0)d;D]
Degradation 

margin, down
dB n.a.

Msys = max{Lp,u, Lp,u + ∆; Md;D ≤ Lp,d} Link margins dB Mu = Lp,u/Md = Lp,d 1.6/1.6

AOL = allowance for TERN and OL
HPA = high-power amplifier at E/S

OL = other losses
TERN = terrestrial noise

& = root sum squared
⊕ , � = noise power addition, 

subtraction

Lr, Ls = rain, scintillation losses, dB
LD,d = loss in Degraded downlink: rain attenuation 

plus degradation due to increased system 
noise temperature

Lp = propagation losses: up, down, dB
∆ = additional uplink margin, dB

aSee discussion and sample calculation of Ma,d and Msys (system margin) for transparent links.
bVSAT link availability is typically 99.6%, equally apportioned to the uplink and downlink.
c(C/N0)other is the portion of (C/N0)ta which is not affected by downlink fading.
dAdjacent channel iinterference effects are assumed negligible.
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60.7 Designed Bit Error Ratio and Required C/N0

For digital links, bit error ratio is the most common form of expressing performance. A service BER
requirement is in conjunction with a needed availability, usually expressed in percentage of time annually;
for VSAT networks operating in C-bands, Tables 60.3 and 60.7.3 assume 99.6% link availability. Given
the design values of (uplink and downlink) Eb/N0 for each carrier, the corresponding required C/N0 are
readily calculated for the three links, as in Table 60.5; Table 60.7.5 gives numerical examples. The use of
system and modem margins should be noted.

TABLE 60.4 Sums of Link Equations

Transparent, Clear Skya Name Unit Regenerative, Degraded Skya

Sum uplink
C-to-N0

dBHz

n.a. Available, up
C-to-N0

dBHz (C/N0)a,u = (C/N0)su −−−− AOLu

Sum downlink
C-to-N0

dBHz

(C/N0)ta = [(C/N0)su ⊕  (C/N0)sd]

− AOL (excluding Msys)
c

(total) Available
C-to-N0

dBHz (C/N0)a,d = (C/N0)sd − AOLd

aCompare the different forms for the transparent and regenerative links. For regenerative links, the C/N0

sums are shown in bold.
bC/IM0hpa accounts for intermodulation products from all other Earth stations (primarily from within the

design network) radiating into the band B.
cFor transparent links, Md:D is the degradation margin due to downlink; Msys accounts for uplink and

downlink rain losses, as in Table 60.5; see the discussion.

TABLE 60.5 Designed BER and Required C/N0

Transparent Name Unit Regenerative

BERa Designed bit error ratio BER = BERup + BERdn

Designed BER determines
Eb/N0

Energy-per-bit to
noise-density

dB (Decoded) BERup determines (Eb/N0) up
(Decoded) BERdn determines (Eb/N0) down

n.a. Required C/N0 up dBHz

Required C/N0 (total), down dBHz

Eb = energy per information bit, W-s
Mm = modem margin, dB

Mm,u, Mm,d = modem margins, dB
Msys = system margin, dB (transparent)

Rb = information rate, mrRsym, b/s
m = log2 M, M-ary alphabet of channel symbols (M = 2, 4, 8)
r = input bits/output bits, code rate

Rsym = channel symbol rate, symbol/s

aCurves of BER vs Eb/N0 for coded modems are used; in principle, such curves are independent of the information rate.

C/N0( )su C/N0( )u=
C/I0 cci( )u⊕
C/I 0 asi( )u⊕

C/IM
0 hpa

b⊕

C////N0( )su C////N0( )u[=
C////I0 cci( )u⊕
C////I0 asi( )u⊕

C////IM0  hpa ]⊕ Mu–

C/N0( )sd C/N0( )d=
C/I0 cci( )d⊕
C/I0 asi( )d⊕

C/IM0⊕

C////N0( )sd C////N0( )d Md–[ ]=
C////I0  cci( )d⊕
C////I0 asi( )d⊕

C////IM0⊕

C
N0

------
r ,u

Eb

N0

------
u

Rb Mm ,u+ +=

C
N0

------
r

Eb

N0

------
r

Rb Mm Msys+ + += C
N0

------
r ,d

Eb

N0

------
d

Rb Mm ,d+ +=
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A classic form of comparing transparent and regenerative links is the iso-BER curve, as uplink and
downlink values are varied [Mathews, 1988], illustrated in Fig. 60.3. These are required values, so less
costly links are lower and to the left on these curves. Point A (4.9, 24.8) off the transparent curve represents
a split in noise contributions, with almost all in the downlink. As an example on the regenerative curve,
for a downlink-conserving design such as at point B (4.8, 12.8), BERup would be set at a negligible fraction
(<1%) of the total BER, so that the highest BERdn can be tolerated, to get the lowest required (Eb/N0)dn.
Between transparent and regenerative points A and B, compare the uplink difference of 12 dB and the
downlink difference of only 0.1 dB, in favor of using regeneration.

As another example, a link needing an uplink-conserving design is digital satellite news gathering
(SNG), where transportability and low-power consumption are important in the uplinking Earth station,
and the receive station is usually large. Another link design is required and would show a tradeoff between
transparent and regenerative operation.

60.8 Numbers of Carriers, e.i.r.p., and Power per Carrier

Table 60.6 shows the calculations of the numbers of carriers that can be supported by the links; of course,
the lesser of nu and nd is selected. The power per carrier at an Earth station can then be calculated; with
regeneration, the uplink generally requires much less power. The power per carrier in the downlink is
also calculated for both types of links.   

Example: Hub to VSAT stations. Tables 60.1–60.6 have documented some simplified link design equa-
tions; as another set of illustrative examples, the corresponding Tables 60.7.0–60.7.6 provide numerical
values of a typical star VSAT link design in the direction hub to VSAT. In Table 60.7.0 are the salient

FIGURE 60.1 Output backoff and C/IM vs. input backoff.
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assumptions about the transponder, the Earth stations, and the service at 64-kb/s information rate. It is
assumed that several large stations would act as hubs (gateways) and that multicarrier frequency-division
multiple access (FDMA) is the access mode.      

The importance of backoff is indicated with the variables X, Y(X), and Z(X); then the best IBO = X
and OBO = Xd are selected, as already exemplified in Fig. 60.2. Table 60.7.4 has numbered entries with

TABLE 60.6 Number of Carriers, EIRP and Power per Carrier

Transparenta Name Unit Regenerativeb

n.a. Uplink carriers
n.a. Downlink carriers

Number of carriers n = min(nu, nd)
EIRPcu = EIRPtu − 10 log n EIRP per carrier, up dBW EIRPcu = EIRPtu − 10 logn
Pcu = EIRPcu − Gu + Lfu Power per carrier, up dBW Pcu = EIRPcu − Gu + Lfu

EIRPcd = Pd − 10 log n EIRP per carrier, down dBW EIRPcd = Pd − 10 log n

Lfu = feed loss in earth station, dB
Gu = antenna gain at fu, dBi

aIn a transparent link, the number of carriers n is calculated from the total available (including
Msys) and required C/N0 values.

bIn a regenerative link, nu is calculated from the total uplink EIRP controlled by IBOu and
the selected uplink BER; nu is usually higher than nd (except under E/S power limitations); and
nd is calculated from the total available and required C/N0 values for the downlink. Each
calculated n, nu, and nd is checked against its bandlimited value.

FIGURE 60.2 Selecting IBO for maximum C/N0.

nu 10
C/N0( )

a ,u
C/N0( )–[ ]

r ,u
/10

=
nd 10

C/N0( )
a ,d

C/N0( )
r ,d

–[ ]/ 10

=
n 10

C/N0( )
ta

C/N0( )r–[ ]/ 10

=

75.5

75.4

75.3

75.2

75.1

75.0

74.9
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X, Y(X), and Z(X) and also numerical values when the best operating point is utilized. In Table 60.7.3,
Msys is determined, from which the required C/N0 for the transparent case is calculated.

Table 60.7.6 shows that 69 carriers can be supported in the transparent link, whereas 75 carriers are
possible with regeneration; the downlink e.i.r.p.s are similar; the small differences are due to the downlink-
limited condition with the small (1.8-m) antennas. However, Table 60.7.6 also shows a design on the
right in which the regenerative uplink can be backed off an additional 12 dB, to yield an uplink power
of only 6.6 dBW per carrier, which is less than 5 W. In the transparent link, the hub(s) needs 79 W per
carrier, and so a large high power amplifier (HPA) is required. There would be similar differences in the
direction from VSAT to hub.

TABLE 60.7.0 Numerical Examples, Hub to VSATa

Transponder, INTELSAT VI B = 72.0 MHz (78.6 dBHz)
φsat = −77.6 dBW/m2, (high gain); (G/Τ)s = −9.2 dB/K
EIRPsat = 31.0 dBW, (hemi beam)

Uplink, from several hubs Du = 5.0 m; fu = 6.130 GHz; APAu = 0 dB; G1m2 = 37.2 dBi/m2

IBOcci = −3 dB; (HPAIM0L) = 21.0 dBW/4 kHz; Lfu = 0.7 dB;
Downlink, to many VSATs Dd = 1.8 m; fd = 3.905 GHz; APAd = 1 dB; (G/Τ)e = 15.0 dB/K

OBOcci = −2 dB
Service parameters Rb = 64 kbit/s (48.1 dBHz); BER = 1 × 10−6

Availability = 99.6%; see Table 60.3

aX = IBO, Y(X) = OBO, Z(X) = C/IM.

FIGURE 60.3 Iso-BER curves, comparing transparent and regenerative cases.
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60.9 Other Issues

The link designs and examples are for star VSAT networks, which work with a few large hubs. Even more
interesting would be a mesh VSAT designs where there is a need to conserve uplink and downlink power,
and interference from similar systems is more severe due to lower isolations. Also, these link designs have
excluded bandwidth improvement factors for intermodulation, which take into account sparse use of
spectrum; likewise, bandwidth allocation factors and overheads have been excluded. In particular for
small to medium size antennas, outer coding can be usefully applied. These designs have no demand

TABLE 60.7.1 Uplink and Downlink Thermal Equations, Clear Sky

Transparent Name Unit Regenerative

Operating
flux density

dBw/m2

Uplink
carrier power-to-
noise density

dBHz

Pd = 31.0 + Y(X) Downlink EIRP dBW Pd = 31.0 + Y(Xd)

 

Downlink
carrier power-to-
noise density

dBHz

#2r

˙

TABLE 60.7.2 Interference and Intermodulation Equations

Transparent Name Unit Regenerative

Carrier-to-CCI 
density up

dBHz

Carrier-to-CCI 
density down

dBHz

#4r

Total EIRP up dBW

Carrier-to-ASI 
density up

dBHz

Carrier-to-ASI 
density down

dBHz

Carrier-to-IM 
density E/S HPA

dBHz

Carrier-to-IM 
density (satellite)

dBHz

f 77.6–( ) X 0.0–+=
77.6– X+=

f 77.6–( ) Xu 0.0–+=
77.6– Xu+=

C
N0

------
u

f 37.2– 9.2–( ) 228.6–( )–+=

104.6 X #1t+=

C
N0

------
u

f 37.2– 9.2–( ) 228.6–( )–+=

104.6 Xu #1r+=

C
N0

------
d

Pd 1.0 15.0 228.6–( )–+ +=

196.4– 0.3–

78.9 Y X( ) #2t+=

C
N0

------
d

Pd 1.0 15.0 228.6–( )–+ +=

196.4– 0.3–

78.9 Y Xd( )+=

C
I0 cci

--------
u

X 3.0–( )– 19.3 78.6+ +=

100.9 X #3t+=

C
I0cci

--------
u

Xu 3.0–( )– 19.3 78.6+ +=

100.9 Xu #3r+=

C
I0 cci

--------
d

Y X( ) 2.0–( )– 20.1 78.6+ +=

100.7 Y X( ) #4t+=

C
I0cci

--------
d

Y Xd( ) 2.0–( )– 20.1 78.6+ +=

100.7 Y Xd( ) #4r+=

EIRPtu f 37.2– 200.4 0.3+ +=
85.9 X+=

EIRPtu f 37.2– 200.4 0.3+ +=
85.9 Xu+=

C
I0 asi

--------
u

EIRPtu 32.8–( )–=

118.7 X #5t+=

C
I0asi

--------
u

EIRPtu 32.8–( )–=

118.7 Xu #5r+=

C
I0 asi

--------
d

Pd 1.0 12.4 43.7–( )–+ +=

88.1 Y X( ) #6t+=

C
I0asi

--------
d

Pd 1.0 12.4 43.7–( )–+ +=

88.1 Y Xd( ) #6r+=

C/IM0 hpa EIRPtu 21.0– 36.0+=
100.9 X #7t+=

C////IM0 hpa EIRPtu 21.0– 36.0+=
100.9 Xu #7t+=

C/IM0 Z X( ) 78.6+=
78.6 Z X( ) #8t+=

C////IM0 Z Xd( ) 78.6+=
78.6 Z Xd( ) #8r+=
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TABLE 60.7.3 Allowances, Losses and Margins

Transparent Name Unit Regenerative

AOL = 0.5 + 0.9 = 1.4 TERN and OL dB AOLu/AOLd 1.0/1.3
Propagation:

Lp,u = 1.0 & 1.2 = 1.6 Prop losses, up dB Lp,u = Lr,u & Ls,u 1.6/—
Lp,u = 1.0 & 1.2 = 1.6 Prop losses, down dB Lp,d = LD,d & Ls,d —/1.6
Mm = 1.7 Coded modem margin dB Mm,u/Mm,d 1.5/1.7
(C/N0)other;∆ = [74.6 � 76.9] + 1.6 = 80.1 opt Other than thermal dBHz n.a.
(C/N0)d;D = 76.9 + 1.6 − 1.6 = 76.9 opt Degraded dBHz n.a.
Md;D = 74.6 + 1.6 − (80.1 ⊕  76.9) = 1.0 opt Available margin, down dB n.a.
Msys = 1.6 Up, downlink margins dB Mu = 1.6/Md = 1.6

TABLE 60.7.4 Sums of Link Equations

Transparent Name Unit Regenerative

Sum uplink

C-to-N0

X = −1.3
(Figure 60.2)

Y = −2

dBHz

(Figure 60.1)
n.a. Available, up 

C-to-N0

dBHz (C/N0)a,u = 94.0 − 1.0
93.0 including Mu

Sum downlink
C-to-N0

Z = 10.3

dBHz

(C/N0)ta = {95.7 ⊗  76.1}
− 1.4
= 74.6 (excluding Msys) opt

(Total) 
Available
C-to-N0

dBHz
(C/N0)a,d = 74.7 − 1.3

 = 73.4 including Md  opt

Transparent: Xopt = −1.3, Yopt = −2.0, Z = 10.3, Regenerative: Xu = −14.3, Yopt = −2.1, Z = 10.4.

TABLE 60.7.5 Designed BER and Required C/N0

Transparent Name Unit Regenerative

BER = 1.0 × 10−6 Designed
bit error ratio

BER = 1.0 × 10−12 + 1.0 × 10−6

Designed BER determines Eb/N0 Energy-per-bit
to noise-density

dB (Eb/N0)u = 12.8
(Eb/N0)d = 4.8

n.a. Required C/N0 up dBHz

Required C/N0 

(total), down

dBHz

C/N0( )su 104.6 X+[ ] 103.3 #1t{=
100.9 X+[ ] 99.6 #3t⊕
118.7 X+[ ] 117.4 #5t⊕
100.9 X+[ ] 99.6 } #7t⊕

97.0 X+( )  = 95.7 opt=

C////N0( )su 104.6 Xu+[ 103.3 #1r{=
100.9 Xu+[ 99.6 #3r⊕
118.7 Xu+[ 117.4 #5r⊕
100.9 Xu+[ ] 1.6– 99.6 } 1.6– #7r⊕

97.6 Xu ]+ 1.6  = – 94.1=

C/N0( )sd 78.9 Y X( )+[ ] 76.9 #2t{=
100.7 Y X( )+[ ] 98.7 #4t⊕
88.1 Y X( )+[ ] 86.1 #6t⊕
78.6 Z X( )+[ ] 88.9 } #8t⊕

 76.1 opt=

C/N0)sd 78.9 Y Xd( ) 1.6–+[ ] 75.2 #2r{=
100.7 Y Xd( )+[ ] 98.6 #4r⊕
88.1 Y Xd( )+[ ] 86.0 #6 r⊕
78.6 Z Xd( )+[ ] 89.0 } #8 r⊕

74.7 opt=

C
N0

------
r ,u

12.8 48.1 1.5+ +=

62.4 excluding  Mu=
C
N0

------
r

4.8 48.1 1.7 1.6+ + +=

54.6 including  Msys( )=

C
N0

------
r ,d

4.8 48.1 1.7+ +=

54.6 excluding  Md=
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assignment multiple access (DAMA) signalling, which would need to be robustly designed. As to other
issues, data-only links can take advantage of automatic repeat request (ARQ) so that throughput and
basic BER can be selected accordingly. Links with voice/video-only can be operated with relatively poor
BER, and effective error concealement techniques can be applied.

60.10 Summary

This chapter has presented a unified but simplified set of link designs for transparent and regenerative
links. Several numerical examples illustrate the methods and the differences in link designs.

All link designs must properly take into account thermal, interference, and intermodulation contri-
butions, as well as allowances, losses, and margins. Transparent links, which are most prevalent now,
suffer noise power addition of up to ten entries. Regenerative links, which are being developed in many
forms and can be expected in next-generation satellites, separate the uplink and downlink so that each
has only up to four entries. Regenerative links require an uplink modem margin (for the payload
demodulator), but other allowances, losses, and margins are generally lower than for transparent links.

Appendix A: Some Calculations

Boltzmann’s constant:

k = −228.6 dBJ/K

Propagation velocity in free space:

c = 2.998 × 108 m/s

Wavelength (Lambda):

where f is the frequency of operation [up fu, down fd], in Hertz.

TABLE 60.7.6 Number of Carriers, EIRP and Power per Carrier

Transparent Name Unit Regenerative Design

n.a. Uplink carriers

n.a. Downlink carriers nd = 75

opt

Number of carriers n = min(nu, nd)
 = 75 opt

EIRPcu = 85.9 + (−1.3)
 −18.4 = 66.2 opt

EIRP per carrier, up dBW EIRPcu ==== 85.9 + (−−−−1.3)
 −18.8 = 65.8

Xu = −12.0
EIRPcu = 53.8

Pcu = 66.2 − 47.9 + 0.7
= 19.0 {79 W} opt

Power per carrier, up dBW Pcu = 65.8 − 47.9 + 0.7
= 18.6 {72 W}

Pcu = 6.6 (5 W)

EIRPcd = 31.0 + (−2.1)
 −18.4 = 10.6 opt

EIRP per carrier, 
down

dBW EIRPcd = 31.0 + (−−−−2.1)
 −18.8 = 10.1 opt

nu 10 93.1�62.4[ ]/ 10=

1174=

nu 10 81.1−62.4–( )/10=

75=

nd 10 73.4−54.6[ ]/ 10=

75=

n 10 74.6−56.2[ ]/ 10=

69=

l c
f
--  m=
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The maximum antenna gain relative to isotropic for a parabolic antenna, up and down:

where η is the antenna efficiency (nominal 0.6) and D is the aperture diameter in meters.
Gain of ideal 1 m2:

G1m2 = 21.455 + 20 log F dBi/m2

where F is the (approximate) frequency in gigaHertz.
Typical atmospheric loss, up and down:

Free space spreading loss up and down:

Lsp = 32.45 + 20 log10(FR) dB

where R is the (slant-range) distance to the satellite in meters. [Typically, at 10° elevation angle, R =
40,587,000 m to geostationary Earth orbit (GEO).]

Appendix B: Calculation of Antenna Discrimination4

Gain mask:

where G is the maximum gain (as previously calculated) and θ is the satellite spacing in degrees (nominal
3°).

Antenna discrimination for receive Earth station:

4 Based on International Telecommunications Union (ITU) Rec. 465–4 and Report 391–6.

G 10 log10 h pD
l

------- 
 

2

 
   dBi=

La 0.25 dB 2 F 5  GHz< <=
0.33 5 F 10 GHz< <
0.53 10 F 13 GHz< <
0.73 13 F GHz<

Gm G 0.0025 qD/l[ ] 2 mainlobe dBi–=

G1 2 15 log10 D/l( ) first sidelobe+=

Gs 32 25 log10q other sidelobes–=

dm 20l/D( ) G G1–( ) degree=
dm max 1°, 100l/D°[ ]=
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IF 48 q≤ Γ asi,d G 10–( ) dB–=
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Defining Terms

Allowance: An allowance in decibels is subtracted from a sum of carrier-to-noise densities which would
have been available in a link; usually, such an allowance accounts for factors external to a given
system (and beyond the system designer’s control).

Availability: Usually expressed as a percentage of a year, availability is the total time duration over
which the specified BER is met or exceeded.

Clear-sky condition: Only atmospheric losses are added to spreading losses; this excludes weather effects.
Code rate: The code rate (actually a ratio) for forward error correcting codes is the ratio of input to

output bits (or symbols), such as rate 1/2, rate 3/4 for binary codes, and rate 239/255 for a typical
Reed–Solomon code.

Degraded-sky condition: In the uplink there is additional attenuation due to rain; in the downlink
there is rain attenuation and also an increased effective receiver system temperature due to the
increased sky noise.

Discrimination: Antenna discrimination is the differential gain compared to maximum for an antenna
in the specified direction; usually, masks are provided for the main lobe, the first sidelobe, and
other sidelobes.

Interference: The generic term that includes all unwanted signals that affect a telecommunications link,
excluding thermal noise and intermodulation products; interference can be man-made or natural;
it can be internal or external to a system.

Intermodulation: A generic term; intermodulation products are produced in nonlinear devices (ampli-
fiers) and they are dependent on the wanted signal levels, modulation formats, and frequency plan.

Iso-BER curve: A graph of constant (iso) bit error ratio with uplink and downlink parameters on the
y- and x-axis, respectively; C/N0 or Eb/N0 are usually used.

Isolation: An antenna beam’s minimum discrimination to a co-channel or cross-polarization channel.
Margin: In decibel, a margin is added to required values, for example to Eb/N0 required for a target BER,

and reflects uncertainties in equipment performance; this is sometimes called implementation margin.
Propagation loss or downlink degradation: In decibel, propagation loss is subtracted from all carrier-

to-noise (equivalent) densities where C (signal power) is affected but Io is not; rain attenuation,
increased sky noise, depolarization, and tropospheric scintillation are typical examples of such losses.

Regenerative: A link that, in comparison to transparent, has additional functions in the satellite pay-
load, such as demultiplexing and demodulation of the communications signals in the uplink and
modulation for the downlink; this is sometimes called onboard regeneration (OBR). OBR and
additional functions such as possibly FEC decoding, re-encoding, baseband switching or IF routing,
and TDM constitute what are usually called onboard processing (OBP).

Transparent: A transparent link uses a transponder that has an output signal format that is exactly the
same as the input format.

Transponder: Consists of a wideband receiver, frequency-translating equipment, and a power amplifier;
its associated input and output multiplex filters determine its center frequency and bandwidth; it
would be more correctly called a repeater.
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61.1 Noise, Antenna, and System Temperatures

Thermal Noise Density

The ultimate capacity of any communications channel is determined by the ratio C/No of carrier power
to thermal noise density, and the purpose of RF link analysis is to calculate this ratio. No is the composite
noise spectral density and is given by No = kTs , where Ts is the composite system temperature. It is the
temperature to which a resistor at the system input, with the system having only its gain and generating
no noise, would have to be heated to generate the same  amount of random  noise as  is  observed  at  the
real  system receiver output. This temperature characterizes the entire system noise performance and is
intended to comprise the effects of thermal noise, receiver noise, and noise available at the antenna
terminals. The latter noise itself comprises two components, the thermal noise of the surroundings with
which the antenna interchanges energy and external sources of noise in the sky.

All noise considerations are based on the irreducible thermal noise due to the random motion of
electrons in conductors. The full quantum expression for the spectral density of this noise is

(61.1)

In the range of frequencies of usual interest in satellite communication kT  hf and we have Nyquist’s
familiar formula for thermal noise density

(61.2) 

In a bandwidth B, the resulting voltage across a resistance R is given by Nyquist’s formula . If
we consider a source of impedance R generating this voltage, then the power available into a matched
load R is simply kTB. This concept of available power is used almost exclusively in considering the noise
performance of composite systems.

No
hf

e
hf
kT
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1–

--------------- hf–=

>>

No kT=

4kTBR
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Noise Temperature

Figure 61.1 is an arbitrary two-port network characterized by a power gain G and excess noise charac-
terized by parameters to be defined.

We define the noise temperature at a point as that temperature to which a matched resistor must be
heated to generate the same available noise as is measured at that point. Thus, the noise at any point x
in the chain is given by Nx = kTxB. If the point in question is the input, then the noise temperature is
often written as Ti, and, more specifically, if an antenna is at the input, then the temperature is written
as Ta. 

A different and altogether basic characterization is found in the system temperature Ts, which is the
temperature to which a resistor at the input must be heated to generate a noise equal to the observed total
noise output. Other sources of noise are neglected. The output noise can now be written as Nx = GkTsB,
and GTs = Tx. The system temperature will clearly be higher than the input source temperature by virtue
of the extra noise generated by the network. We use this idea to define an excess temperature TE,
characteristic of the network itself, and to write the noise temperature at any point Tx, by the equations

(61.3)

Performance figures and noise temperatures quoted by receiver manufacturers are usually this excess
temperature TE, naturally enough, since it is a measure of the receiver quality, but it is a frequent error to
use that temperature in the calculation of system performance. That computation must use the system
temperature, which requires the addition of the antenna temperature, and consideration of other sources
of noise.

Noise Figure

An older, and still much used, figure of merit for network noise performance is noise figure F. It is based
on the idea that the reduction in available carrier-to-noise ratio (CNR) from the input to the output of
a network is a measure of the noise added to the system by the network and, thus, a measure of its noise
quality. The difficulty with that concept in its naive form is that the same network will seem better if the
input CNR is poorer and vice versa. To avoid this anomaly, the definition is based on the assumption
that the available noise power at the input is always taken at room temperature, arbitrarily taken in radio
engineering work to be 290 K.

(61.4)

This can be rewritten several ways. Note that the input and output carrier levels are related by the available
power gain and, in accordance with our definition, the input noise level is simply kToB. One form,
occasionally taken as a definition, is that the output noise is given by

(61.5)

FIGURE 61.1 Noise parameters: basic network.
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Note well that, although the definition of noise figure assumes the input at room temperature, it can be
measured and used at any input temperature if the calculations are made correctly. We can understand
this better by rewriting the preceding equation as

(61.6)

(61.7)

In the form of Eq. (61.6) we can identify the first term as attributable to the amplified input noise and
the second term as the excess noise generated by the network. In fact, we can change the term To to Tin

where Tin is an arbitrary input source temperature, for instance, that of a receiver antenna. By comparing
the second term of Eq. (61.7) to that of Eq. (61.3), we see that they are both terms for the excess noise
and thus write

(61.8)

This is a particularly useful relation inasmuch as the need to go back and forth between the two
characterizations of excess noise is frequent.

The Hot Pad

A very important special case is the noise characterization of a plain attenuator, at either room temper-
ature 290 K or some arbitrary temperature T. Transmission line loss between an antenna and the first
stage of RF amplification, typically a low-noise amplifier (LNA), the loss in the atmosphere due to
atmospheric gases such as oxygen and water vapor, and the loss due to rain can all be considered hot
pads. It can be shown [Mumford and Scheibe, 1968] that the noise temperature of such an attenuator is

(61.9)

Networks in Tandem

To be able to apply our set of definitions and relations to a real microwave receiver, we need a relation
between the characteristics of two individual networks and their composite characteristics when the
networks are in tandem or cascade (see Fig. 61.2).

The calculation of the noise performance of two stages in tandem is done by equating the noise output
as calculated from the combined parameters, either F or TE, with the noise output as calculated by taking
the noise output of the first stage as the noise input for the second stage. From Eq. (61.3), we have, for
the output noise in terms of the noise at x,

(61.10)

FIGURE 61.2 Two networks in tandem.
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We can also write the output noise as G1G2(Tin + Te), again by using Eq. (61.3). By equating the two
expressions for output noise, we arrive at the fundamental relation for the composite

(61.11)

The identical approach can be used with excess noise being characterized by noise figures, or Eq. (61.11)
can be converted using the relation between excess noise temperature and the noise figure given by Eq.
(61.7). In either case, the result is

(61.12)

Antenna Temperature

We have been using the term “antenna temperature” casually with the understanding that the input to a
microwave receiver is usually connected to an antenna and that in some way the antenna can be considered
as generating an equivalent input temperature. This is indeed the case, and we can make the idea more
precise by defining the antenna temperature as the weighted average temperature of the surroundings
with which the antenna exchanges energy. For example, if two narrow beam antennas communicated
with each other with no loss to external radiation, and if one of these antennas were connected to a
matched resistor at a temperature TA, then TA would be the antenna temperature of the other antenna.

An Earth station antenna typically exchanges energy with the sky in the vicinity of the satellite at which
it is pointed, the ground via its side lobes, and the sun, usually in the antenna side lobe structure but
occasionally in the main beam. A satellite antenna exchanges energy, principally with the ground, but
also with the sky and occasionally with the moon and sun. Obviously, the satellite orbit and antenna
coverage determine the situation. Antenna temperature is much affected by atmospheric losses and
especially by rain attenuation. By way of example, a narrow beam antenna pointed at the clear sky might
have a temperature of 20 K, but this will increase to more than 180 K with 4.0 dB of rain loss, as is easily
calculated from the hot pad formula (61.9). With a receiver excess temperature of 50 K, the system
temperature will increase from 70 to 230 K or 5.0 dB. Note that this is a greater loss than that due to the
signal attenuation by the rain. This is a frequently overlooked effect of rain attenuation. The implication
for system design, at those frequencies where rain loss is anything other than negligible, is significant.
The margin achieved using high-performance, low-noise receivers, is something of an illusion. The
margin disappears quickly just when one needs it the most. The performance improvement achieved
with a larger antenna is better than that achieved with a low-noise receiver because the deterioration of
the former because of rain attenuation is only that due to the signal loss, whereas the latter suffers the
signal loss and the increase in antenna temperature.

The antenna temperature can, in principle, be calculated from the definition by evaluating the integral
of the temperature, weighted by the antenna gain, both as a function of solid angle. Due allowance must
be made for reflections. The exact expression is

(61.13)

where:
G1 = antenna gain in a sky direction
G2 = antenna gain in a ground direction
Ω 1 = solid angle in sky directions
Ω 2 = solid angle in ground directions
Tg = ground temperature
Tsky = sky temperature
ρ = voltage reflection factor of the ground

Te Te1

Te2

G1

-------+=

F F1

F2 1–( )
G1

------------------+=

1
4p
------  G1Tsky dΩ

1
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The sky temperature, the starting point for most calculations of antenna temperature, is found by
first determining the clear sky temperature, normally very low. The spectral absorption of atmospheric
gases raises this temperature in accordance with the hot pad effect and yields a sky temperature that is
a function of frequency and angle of elevation. Figure 61.3 is a plot of this sky temperature vs. frequency
with angle of elevation as a parameter. Note the presence of a microwave window in the frequency region
high enough for the galactic noise to have fallen to a low value, nominally the 3.5-K microwave background,
a remnant of the big bang, and low enough to avoid the increases due to atmospheric gas absorption.
The frequency sensitivity largely mirrors the absorption spectra of these gases (shown in Fig. 61.4), and
the dependence on angle of elevation seen in Fig. 61.5 results from the increased path length through
the atmosphere at low angles. Note that there are regions in the sky where there is radio noise at a higher
level than shown and generated by various galactic sources. Some of these sources of radio noise are used
to calibrate the noise performance of Earth stations.

Ground and rain temperatures are typically taken to be To = 290 K. The integration requires a
knowledge of the antenna pattern in spherical coordinates and the location of ground masses, reflecting
surfaces, reflection factors, and sky temperatures. It can be carried out numerically but normally it is
complicated and not worth the trouble. A result sufficiently accurate for most practical purposes can be
found using

(61.14)

FIGURE 61.3 Sky noise temperature calculated for various elevation angles.
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where the terms a1, a2, and a3 are the relative solid angles covered by the main beam, side lobes looking
at the ground, and side lobe looking at the sun, respectively. They can be approximated by

(61.15)

The idea is to obtain an average of the temperature weighted by the antenna gain. The W and G are the
solid angles and gains, respectively, of the main beam, side lobes that see the ground, and side lobe that
sees the sun. Here, ρ is the voltage reflection factor of the ground, and p is a factor to allow for the sun’s
radiation being randomly polarized while the antenna receives linear or circular polarization only; p is
typically 1/2. The assumption is that the sun is not in the main beam but rather in a side-lobe where the
gain is much lower, and this reduces the effect of the sun’s high temperature. If the sun is in the main
beam, and if the antenna beam is less than or equal to the sun’s subtended angle (0.5∞), then the increase
in temperature is formidable and produces a sun outage. The sun’s apparent temperature can be found
from Fig. 61.6.

FIGURE 61.4 One way signal attenuation through troposphere at various elevation angles.
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Note that rain loss Lr has the good effect of shielding the receiver from the sun. On a beam reasonably
wide compared to the sun, the margin normally available to protect against rain loss, say 6.0 dB or so at
Ku band, is sufficient to ameliorate the sun interference to a bearable level even with the sun in the main
beam. An antenna of 50 cm in diameter for the direct reception of satellite TV has a beamwidth of 3.5–4.0∞
and a solid angle 50 times that of the sun. In effect, this reduces the sun’s temperature by 50 times.

The General Microwave Receiver

Figure 61.7 shows the functional diagram of a general microwave receiver. Almost all satellite and Earth
station receivers fit a diagram of this sort.

We can use Eqs. (61.11) and (61.12) pairwise to combine the stages and yield an overall result. The
antenna noise, discussed in the last section, is taken as the input, and we assume that there are no
significant noise contributions beyond the mixer down converter. An important and useful point con-
cerns the noise figure of a matched passive attenuator. Such a device has the result of reducing the available

FIGURE 61.5 Sky noise temperature at 4 GHz vs. elevation angle.
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carrier power by its loss in decibels, while not changing at all the available thermal noise. Thus, its noise
figure, defined as the ratio of input to output carrier to noise ratios, is simply equal to its loss. The result,
from combining the stages of the receiver two at a time, is

(61.16)

This equation is informative. Besides showing the more or less obvious advantages of low-noise receivers,
it highlights the unexpectedly devastating effect of the loss L in the line between the antenna and the
LNA. Even 1.0 dB here produces a temperature increase of 75 K. Such a loss is by no means unrealizable
in a long line such as might be necessary between a prime focus feed and a convenient receiver location
in a large antenna. The need to place the LNA directly at the horn feed, or to use a Cassegrainian type
of antenna so that the LNA can be placed at the reflector vertex, is clear.

FIGURE 61.6 Noise spectral density of quiet and active sun. (From NASA Propagation Effects Handbook for Satellite
System Design, ORI TR 1983.)

FIGURE 61.7 General microwave receiver.
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Defining Terms

Antenna gain: Directivity, ratio of power transmitted in a particular direction to the power that would
be transmitted in that direction if the antenna were an isotropic radiator.

Antenna temperature: Noise temperature at the antenna terminals.
Carrier to noise ratio: Ratio of carrier to available noise power.
Down converter: Mixer to reduce RF carrier frequency to more convenient and constant value for

amplification.
Excess noise temperature: Apparent temperature of extra noise above input noise added by any black

box.
Hot pad: Input attenuator at some temperature higher than room temperature (rain, for example, at

room temperature compared to sky noise at a few Kelvins).
Low-noise amplifier (LNA): First amplifier in receiver, just after antenna, with very good excess noise

characteristics.
Noise: Random electrical signals that interface with signal detection.
Noise density: Noise in watts per unit bandwidth.
Noise figure: Ratio of input to output carrier to noise ratio.
Noise temperature: Apparent temperature of resistance producing the observed or calculated noise.
Power gain: Ratio of available power at output of a network to available power at the input.
Receiver temperature: Excess temperature of entire receiver including low-noise amplifiers and down

converter.
Side lobe: Part of the antenna radiation pattern off the main beam but still radiating measurable energy.
Sky temperature: Apparent noise temperature of the sky.
Sun interference: Increase in antenna noise because antenna is pointed at the sun.
Sun outage: Sun interference so great that receiver is blinded completely.
System temperature: Apparent temperature of resistance producing the observed noise of the entire

system if connected to the input.
Thermal noise: Noise due to random electron motions dependent on temperature.
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62.3 Summary

62.1 Introduction

The onboard (OB) combination of satellite switching (SS) and spot beam utilization is intended to
enable a large number of small and inexpensive mobile as well as fixed site terminals to communicate
and integrate with commercial broadcasting and integrated and various voice, data, and video applica-
tions. This interconnection should not only serve as a standby for terrestrial and optical networks, but
also as a competing alternative. With the launching of low Earth orbit satellites (LEOs) [Louie, Rouffet,
and Gilhausen, 1992] approaching, the roundtrip satellite propagation delays will become an order of
magnitude less than those of geostationary Earth orbits (GEOs). Also, ground terminals will be cheaper,
thus providing the edge for competing with ground-based networks. The concept of a bent pipe satellite
will be long gone and users now operating in few zones around the globe will be divided into many zones
with one satellite antenna supporting local communication of each zone and the switch onboard the
satellite routing the traffic from zone to zone within the cluster (Fig. 62.1). If a constellation of LEOs or
medium Earth orbit satellites (MEOs) is to cover the globe, then each satellite will handle one cluster,
but intrasatellite links have to be provided by a ground network or by a space-based network for users
belonging to different clusters to intracommunicate. OBSS systems apply to GEO, LEO, and MEO
constellations. Operating in this environment while accommodating various packet switching (PS) and
circuit switching (CS) types of traffic affects the selection of the OB switch type and technology. Before
looking at the various OB switch types, details, performance, and fault tolerance, we state their main
advantages and applications.

Satellite Switching (SS) Advantages

1. Terminal cost is reduced by lowering transmission power (smaller user antennas used). Also,
reducing the number of users per zone reduces user bit rate and, hence, cost.

2. Up- and downlinks are decoupled, thus allowing their separate optimization. For example, for
stream (CS) and wideband Integrated Services Digital Network (WBISDN) users in a certain zone,
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time-division multiplexing (TDM) uplink and TDM downlink techniques are adequate. On the
other hand, for a multiple of bursty Earth stations, in another zone, a demand assignment
multiple access–time-division multiple access (DAMA–TDMA) uplink/TDM downlink tech-
nique allows the optimal sharing of the uplink capacity. A third zone in heavy rain or under
shadowing fading conditions might prefer a switching satellite that has code-division multiple
access (CDMA) in the uplink and/or downlink.

3. The number of possible virtual connections is reduced from an order of N 2 to the order of N
where N is the number of users.

4. Flexibility and reconfigurability includes, among other things, reprogramming of onboard process-
ing (OBP) control memories, reconfiguration of Earth stations (time/frequency plans for each con-
nection setup), accommodation of both circuit and packet switched traffic, adopting different flow
and congestion control measures for each zone depending on current traffic loads and types, and
accommodation of multirate and/or dynamically changing bit rate and bit rate conversion on board.

5. SS has natural amenability to DAMA and ISDN services.
6. There is enhanced fault tolerance; a single satellite failure handling a cluster of zones can be easily

replaced by another within hours or minutes, thus averting the disasters of losing customers for
a few days or months. A single failing antenna onboard the satellite can be easily replaced by
another hopping antenna. 

7. SS increases the total capacity of the satellite system in terms of number of circuits and services
provided within the same bandwidth.

These advantages come with a price, that is, the cost and complexity of the satellite itself.

Applications

• Internetworking, low-cost and low-power user terminals, fixed site, and mobile communications

• Video conferencing

FIGURE 62.1 Onboard (OB) processing satellite using multiple-beam antennas and onboard switching.
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• Interconnection of business oriented private networks, local area networks (LANs), metropolitan
area networks (MANs), wide area networks (WANs)

• Narrowband and wideband ISDN

• Interconnection of all of the preceding to and through the public telephone network (PTN)

• Supercomputers networking

• Multiprotocol interconnection

• Universal personal communication (UPC)

62.2 Onboard Switching Types

• Reconfigurable static IF switching, also called microwave switch matrix (MSM). This has fixed
(nonhopping) beams. The access techniques could be frequency-division multiple access
(FDMA), TDMA, or multifrequency-TDMA (MF-TDMA), giving rise to three kinds of switched
satellites, that is, SS-FDMA, SS-TDMA, SS-MF-TDMA. The first, SS-FDMA, is the most common.

• Reconfigurable static intermediate frequency (IF) switching with regeneration and forward error
correction but no baseband processing

• Baseband switching with fixed or hopping (scanning) spot beams

• Fast packet switching

• Photonic baseband switches

• Asynchronous transfer mode (ATM) oriented switches

Reconfigurable Static IF Switching

Both the uplinks and downlinks access techniques could be TDMA, FDMA, or MF-TDMA. However,
the most commonly used are FDMA and TDMA on the uplinks and downlinks, respectively. This choice
results in a reduced terminal ground station cost. FDMA is selected on the uplinks to eliminate the need
for high-power amplifiers (HPA) at the user terminal [an FDMA user transmits all of the time but with
a fraction of the bandwidth (BW)]. On the other hand, to utilize the full power of the OB (HPA), it
should operate near saturation, thus increasing the downlinks signal and allowing very small aperture
terminals (VSAT) operation. Simply a high-power high bit rate TDM operation in the downlinks is
efficient. No demodulation or error correction takes place onboard. Fixed beams are used, and the number
of such beams in the uplinks is typically less than that of the downlinks. Stations use frequency synthesizers
to transmit the information using an RF carrier corresponding to destination. This form of FDMA is
called single channel per carrier (SCPC) and is appropriate for low rate users (64 kb/s). This carrier is
demand assigned to the user call via a signalling channel (which could be ground based or an out of
band SCPC channel). Onboard, the various RF carriers pass through the low noise amplifier then become
down converted to IF (Fig. 62.2). Demultiplexing separates the various user signals that form the inputs
to the static MSM. These are routed through the MSM to their destinations. The connection pattern of
the switch (which input connected to which output) is configured by the master ground station or ground
network control center (NCC) control channel. However, some of the connections may be permanent
to allow broadcasting. Taking the example of the advanced communications technology satellite (ACTS)
system of NASA [Cashman, 1992], the uplinks access technique is TDMA not FDMA, and the MSM is
controlled by a digital controller and a dual storage bank of memories. The MSM switch is configured
according to the 5-kb/s, telemetry, tracking, and command signal (TT&C) issued from the master ground
station at the beginning of each superframe of 1-min duration. The TDMA frame is 1 or 32 ms and the
switching time is approximately 100 ns. One bank of memory will be in active control of the switch while
the other is waiting for TT&C new configurations. In the case of SCPC uplinks, the switch is configured
on a call basis (slower basis). Three active fixed or hopping beams exist on the MSM input and output.
However, the MSM size is 4 ×  4 to allow for redundancy. The output signals of the MSM switch going
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to same zone are grouped (multiplexed). The resultant is subsequently translated to RF frequency,
amplified by solid-state power amplifiers (SSPA), and transmitted via output beams. An in-band or out-
of-band signalling scheme is used by the user terminals to establish the call. The master control station
finally assigns the right resources to the call, for example, one out of a pool on the FDMA uplinks and
one time slot of a certain TDMA frame on the downlinks for that call. This reservation goes to the OBS,
which becomes correspondingly configured for the call duration. We notice here the isolation between
the up- and downlinks provided by OBS, for example, in the preceding case the uplink user transmits
continuously using the assigned FDMA SCPC, i.e., disjointed from the TDM process taking place on the
downlinks. Amplifying these FDMA signals OB creates intermodulation products (IMP). SCPC also
suffers from its inability to meet variable bit rate (VBR) services. Multichannel per carrier (MCPC)/TDMA
or MF/TDMA is typically employed to reduce these IMP. Here, a number of users (terminals) are allocated
channels (time slots) on a TDM frame, which is transmitted on a single carrier.

Other disadvantages of FDMA-oriented MSM are the difficulty of dynamic networks reconfiguration
without data loss, the difficulty of operation with hopping beams, and broadcasting of multiple carrier
transmissions to many destinations.

Regenerative IF Switching

This is similar to the previous static IF switching in the following respects: switching of IF signals, employing
TDMA, FDMA, or MF-TDMA access techniques with the FDMA uplinks/MF-TDMA downlinks as the
preferred technique, no baseband processing being involved, a station simultaneously transmitting/receiving
from many stations having to use a different carrier for each source (destination), programming reconfig-
uration via fixed connections and/or under the TT&C commands, use of low noise amplifiers (LNAs) and
SSPAs, and RF to IF and IF to RF translations.

However, it differs in the following respects. The IF signals (following RF to IF translation and
demultiplexing) are demodulated, forward error corrected, then forward error encoded [using error
detecting and correcting coding (EDAC)] and then modulated [continuous phase shift keying (CPSK)
or minimum shift keying (MSK)] again before feeding them to the MSM switch. If both uplinks and
downlinks are of the MF-TDMA kind, then the various uplinks user TDM channels (slots) of each
beam form the IF inputs to the switch. At the switch output, output IF slots are multiplexed again,

FIGURE 62.2 Nonregenerative onboard IF switching.
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and the resultant modulates the RF carrier of the downlinks beam. The regeneration involved in the
demodulation–modulation processes allows the separation of uplinks and downlinks noises, fading,
interference effects, and so forth. Also, the decoding–encoding could be done at different rates, thus
providing for more protection against rain in the downlinks, for example, by decreasing the forward
error correction (FEC) encoding rate. These regenerations lead to better links performances and better
amenability to MF-TDMA generation that needs higher transmission rates. Nevertheless, regenerative
IF switching suffers the same aforementioned disadvantages of static IF switching.

Implementation of Regenerative and Static IF Switches via MSM Technology

Basically, this is a solid-state programmable crossbar switch. Signal switching at the matrix crosspoints
is performed using dual-gate field-effect transistor (FET) active switches (employing GaAs technology
for switches with IF bandwidths equal to or exceeding 2.5 GHz). In recent implementations, such as the
NASA ACTS OBS [Cashman, 1992], input signal distribution and output signal combining are performed
using passive recursive couplers (Fig. 62.3).

Among many alternatives, such as single pole, rearrangeable switching, and so forth, the coupler
crossbar implementation was selected by both ACTS and other NASA systems for its simple control, low
insertion loss, and amenability to broadcasting. In this architecture, a switching element [Fig. 62.3(b)]
is situated between two directional couplers. If the data is to flow from input i to output j, the switch

FIGURE 62.3(a) N ×  N IF switch matrix using crossbar configuration. 
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will be ON and the input and output couplers pass the data; otherwise, the switch is OFF and the data
is reflected and absorbed by the coupler loads. To equalize the output power at all N input couplers
connected to the N output lines, the coupler coefficients increase as the output number increases, that
is, α j = 1/(N - j + 2). The same logic α j applies to the output coupler coefficient βi as in Fig. 62.3(b).
Switches at the various cross points are independently controlled to provide broadcasting as well as point-
to-point connections. Moreover, the switch design could be modular both electrically and mechanically
(as in NASA designs); for example, different switch points or parts of the switch can be repaired and
tested independently, thus improving cost and reliability, or larger switches can be built from smaller
modules.

The switch elements could be built using ferrite switches, p-i-n diodes, or single gate FETs. The first
option is too slow, the second needs larger amounts of DC power, the third yields no gain during ON
states; dual gate FETs are typically preferred. These use Schottky barrier diodes with very low junction
capacitance, thus allowing the switching from gain to high insertion loss in about 100 ps. Two FETs are
used, with the RF input signal applied to the first and the switch control applied to the second. This
provides for excellent isolation between the DC control (which ranges from 30-dB loss to 10-dB gain)
and the RF input. One could envision an IF switch with constant coupling coefficients (α j, βi) and
variable switch amplifier gain. Typically, however, the earlier variable coupling gains implementation
is preferred.

The switch states (configuration) and latency of each cross point are decided upon by ground control
signals. This control unit is typically called a control distribution unit (CDU). One bank of the dual
control memory will be in active control of the switch states while the other bank receives the fresh
ground control commands. These ground control signals also cause the exchange of the two memory
bank identities to take account, for example, termination and/or new call establishments.

The switch sequence (logical signals) that controls the switching state of all cross points is periodically
dumped from the control memory until fresh control commands are loaded to the other memory bank
from the ground control station, in which case the switch control signals are dumped from the other
memory bank. The reconfiguration rate is a few microseconds and the switching time is in the 2–10 ns
range.

The reliability of the IF switch matrix is highly dependent on the failure rate of the GaAs FET, which
is roughly equal to 23 ×  10-9 (including the associated passive elements). This reliability can be improved
by adding extra rows and columns so as to provide alternate routes from inputs to outputs that do not
pass by the failed cross points [the dashes of Fig. 62.3(a)]. Additional reliability could be achieved by
using multiple (N ×  N) switching planes in parallel at the expense of cost and weight. For the switch
control unit, using the memory decoder yields a reliability of 0.8331 for 10 years operation. This can be
improved further by using simple forward error correction techniques to correct for possible memory
read or write errors.

For an N ×  N cross point IF switch, and if the time frame has M data units, the control memory size
is given by M(N log2 N), since N cross points are controlled by log2 N bits of memory (if decoding is used).

FIGURE 62.3(b) Switch module units: α j = couplering coefficient of jth output cross point on the same input line;
βi = couplering coefficient of ith output cross point on the same output line. 
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Implementation of Regenerative and Static IF Switches
Using Optical Waveguides

Future low orbit satellite clusters will probably communicate through intersatellite optical links at data
rates of the order of few gigabits per second. This will make the instant and immediate switching of these
signals in the optical domain a great asset compared to the classic tedious and slow approach of optical
to electric conversion, switching of IF or baseband signals, then electrical to optical conversion at the
switch outputs. In both IF and baseband implementations of optical switches, a directional coupler is
the basic switching element.

The directional coupler (Fig. 62.4) consists of two waveguides situated close enough to allow the
propagating modes (carrying the information signals to be switched) to interact (couple) and transfer
power from one waveguide to another. Electrical control is still applied to allow the ON or OFF switching
of the input signal to one or both outputs. This controls the index of refraction and, therefore, the
coupling coefficients.

In the OFF state, a 3-dB optical isolation is achievable between outputs. If the switching voltage is 25 V,
coupling lengths lie in the range of 1 to 2 cm, the loss associated with single mode fiber termination is of
the order of a few decibels, and switching times lie in the 1 to 100 ns range. It is possible, however, to
lower these to 50 ps by using traveling wave electrodes or by using free space optical switching techniques.

To reduce the N 2 complexity of MSM cross point switches using optical waveguides, different config-
urations are used. The one shown in Fig. 62.4(b) uses only N(N - 1)/2, where N = 6 couplers, thus saving,
for example, (36 - 15) = 21 couplers for a (6 ×  6) switch.

Optical waveguides are not without disadvantages; for example, switch size is limited by the area of
available substrate, high insertion loss (due to fan in losses of waveguides), high level of crosstalk, internal
blocking in Benes, Banyan, or general multistage types, which eventually lead to difficulties in operation
in broadcasting modes.

To enhance the reliability of optical wave guide IF switching architectures, replication in the case of
N ×  N cross point structure or addition of a few input and output lines, and dilation (addition of more
parallel lines between stages) in the case of Benes and multistage structures are generally recommended. 

FIGURE 62.4(a) A 2 ×  2 all optical switch module using direcitonal coupler.

FIGURE 62.4(b) Multistage implementation of an optical N ×  N switch using N(N - 1)/2. 
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Onboard Baseband Switching

The uplink signals are downconverted, demodulated (possibly FEC decoded), switched, and then mod-
ulated, FEC encoded, upconverted, and transmitted downlink (Fig. 62.5). Switching takes place at base-
band level, thus allowing for a much needed flexibility. For example, a station with only one carrier at
hand can transmit to many destinations via different TDMA slots. These transmissions could reach the
destinations on the different carriers, the different bit and FEC rates, the different modulation formats,
and so forth, that best suit the fading environment and other conditions in the downlink. Multicasting
and accommodation of a mixture of high and low bit rates without needing multicarriers as in IF
switching are some of the added benefits.

Baseband switching can be oriented toward circuit or packet oriented traffic. When large portions of
the network traffic and/or most of the users are of the circuit switched type, and/or switch reconfiguration
is infrequent and onboard, baseband circuit switching is more efficient. For a satellite network carrying
mostly packet switched traffic, and/or circuit switched traffic with frequent configuration, and/or a com-
bination thereof, a packet switch is more efficient. Hybrid packet/circuit baseband switching is also a
viable alternative that has gained attention recently.

Baseband Circuit Switching Categories

Time–space–time (T–S–T), common memory (T-stage), distributed memory, and high-speed fiber optic
ring are the main types of this category.

(T–S–T) Baseband Switching. This is used for multigigabit per second operation and has been adopted
in the NASA ACTS system and for European Space Agency (ESA) prototypes. It has also been in use for
some time in terrestrial networks (AT&T no. 4ESS switch). The basic idea is to reduce the space switch
complexity by premultiplexing n of input data units (e.g., bytes), thus reducing the number of inputs and
outputs of the space switch. However, this reduced switch has to switch data much faster, as will follow. 

Following RF to IF conversion, filtering, and data demodulation and forward error decoding in each
of the (N/n) uplink banks [Fig. 62.6(a)], the n baseband data units of each multiplexer (with a combined
rate of nRb b/s) are further multiplexed via the time slot interchange (TSI) box [Fig. 62.6(b)] to yield a
bit rate at the TSI equal to kRb b/s, where k ≥ 2n to allow for a strictly internally nonblocking switch.

FIGURE 62.5 Building blocks of onboard baseband switching.
©2002 CRC Press LLC



 

                                                        
Internal nonblocking means that there are enough virtual paths inside the switch to connect any of the
(N/n) inputs to any of the (N/n) outputs. The TSI is basically a serial to parallel converter followed by a
T-stage (memory), which stores the data units of the uplink frames, followed by a parallel to serial
converter. At the space switch output, another TSI executes a reversed sequence of events that finally
feeds all data units of the downlink frame to the data forward error encoder and modulator, after which
IF to RF conversion and subsequent transmission in the downlink takes place. To see the reduced
complexity of this approach compared to a conventional cross point switch, we take N = 1024, multiplexing
of n = 128 slots (each can serve one unit of data), k = 2n = 256. The size of the space switch is (N/n ×
N/n), that is, (8 ×  8) a great simplification compared to the corresponding conventional cross point
switch of (1024 ×  1024) complexity. The relation k ≥ 2n was derived in the 1950s for a class of three-
stage Clos space switch, which resembles the T–S–T switch, and it effectively says that the speed of the
space stage inputs (output of TSI unit) should be at least twice as fast as that of the TSI input [Fig.
62.6(b)]. Memory read and write from the T stages limit the speed of the external lines (from data
demodulator and FEC decoders). If we take the frame time T = 4 ms, 1 byte as the data unit, input data
rate of Rb = 4 Mb/s per input beam, the T-stage total memory size should be 2n . T F . Rb ≅ 4 Mb. The
total memory requirements for all input and output T-stages become 4(8 + 8) = 64 Mb/s. The total
switch throughput = NRb = 1024 . 4 Mb/s ª 4 Gb/s, which can be increased by increasing (N/n), that is,
the number of pins of the space switch, and the memory access time per word of the input or output T-
stages (assuming a 16-b-wide memory bus) is given by 1/(KRb/16) = 16 ns.

FIGURE 62.6(a) T–S–T baseband switching.

FIGURE 62.6(b) Time slot interchange (TSI) reading from T-stage is at least twice as fast as writing into this stage
(k ≥ 2n - 1).
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If current technology does not permit, one has to reduce n and/or the input data rate Rb. Dual memories
(T-stages) of size 2n . T F . Rb bytes are used on both input and output TSIs such that simultaneous read
and write to the same memory can be achieved. Also, pipelined operation is assumed such that while
bytes of the new frame are shifted at the input speed and stored in T-stages, bytes of the previous frames
are shifted out to the output stage at the output speed.

To accommodate a multiplexity of user terminals of high and low speeds, additional multiplexing of
lower rate users [not shown in Fig. 62.6(a)] is implemented at  the input lines (prior to input TSI stage).
This makes for a square N/n × N/n switch structure.

A sophisticated control processor (consisting mainly of memories and TSI timers) reconfigures the
switch in a conflict free manner during the call establishment period for CS traffic and each frame for
PS traffic. This consumes time and hardware since all three stages (input TSI, space switch, output TSI)
have to be correspondingly adjusted. For example, if a user input beam 3 has a call in slot 5 of the input
frame to a user in output beam 6 who listens in slot 9 of the output frame, then the space switch control
part makes sure that input beam (3) is connected to output beam (6) in each frame for one slot time.
The TSI control at the switch inputs and outputs makes sure that the input byte is written in the fifth
location in input memory and the output byte is read from the ninth location.

To improve T–S–T reliability, (N/n) active T-stages and r redundant ones are used in both input and
output sides of the space switch, which is by itself replicated. Also, error detection and correction can be
used to protect the memories from permanent and transient errors. For example, 16 out of 20 (N/n out
of N/n + r) redundancy and 1 out of 2 redundancy for space switch yields 99% reliability for 10 years.

It is also noted that the T–S–T architecture could, in principle, be used for routing packet switched
traffic as well. However, switch control will be derived in this case from the individual input packet
header, a process that slows the switch compared to the case of CS traffic. It is also generally assumed
that all corresponding time slots of all inputs to TSIs are bit synchronized. This requirement will add
costly hardware, especially in the case of hybrid PS/CS traffic; for example, some preambles will be
stripped at the switch input, while some central headers will be routed through the switch. Furthermore,
T–S–T switching has the advantage of expandability to higher speeds, and the disadvantage of encoun-
tering two switching TDM frame delays (corresponding to the input and output TSI stages).

Baseband Memory Switch (MS). This is the simplest and least costly architecture [Evans et al., 1986].
During a certain TDM frame, demodulated data bytes from all uplink beams are stored in a single double
(dual) data memory (Fig. 62.7) in a sequential manner under the control of a set of counters or control memory. 

FIGURE 62.7 A baseband memory switch.
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Parallel in time, the stored bytes from the previous switching TDM frame are served to the appro-
priate switch output under the supervision of the control memory. For one double dual memory
to replace the many T-stages of the previous T–S–T architecture, this memory has to be large enough
and fast enough to store the data bytes of the synchronized M input TDM frames in one frame time. A
high-speed bus and a multiplexer (MUX) are thus used, and a demultiplexer (DEMUX) distributes the
data memory contents into the various output channels under the control of simple counters and the
configuration memory. Memory switches could be asymmetric (number of inputs π number of outputs)
and are internally nonblocking. The data memory size is (2NS), where S is the number of TDM slots
per frame and N is the number of output beams. This is half the memory requirements of the T-stages
of T–S–T switches and is typically organized into 4 or 8 smaller memory blocks.

The contents of control memory serve as the addresses to the data memory and together with a simple
counter associated with each output they read the right location of data memory in the right TDM slot
of each output frame. The control memory is reconfigured with each new call. However, this is less
intensive in time and in control hardware compared to the T–S–T case.

This architecture could possibly route packet switched traffic, in which case the switch control is
derived from the destination in the packet header, which is more involved and time critical.

Bus speed and memory access time upperbounds the capacity of this architecture compared to the
T–S–T that grows independently of these. Also, the memory is a reliability hazard avoided by memory
replication, and immunity to soft (intermittent) errors is provided by error detection and correction
between data memory banks and read and write latches.

Power and weight are important considerations, and in recent designs (for example, the PSDE-SAT2
of the ESA), memory switches were approximately four times lighter than T–S–T switches and they took
only 1/10th of the chips.

Distributed Memory Switch (DMS).  To improve the reliability of the memory switch (MS) architec-
ture, the memory could be split into N T-stages at the output side (Fig. 62.8). This way, failure of one
or more of the T-stages means that only a few (not all) beams are out of service.

Multiplexing of the uplink baseband TDM frames and sequential writing to the TDM bus takes place
as in MS. All T-stages hear the broadcast TDM data; however, under distributed control and timers, only
the appropriate data is sequentially written at the right time slot into the applicable T-stage. Reading
data from T-stage to output beams is done via random access in different time slots of the output TDM
frame. The memory size is still the same as in MS, and the distributed memory switch (DMS) is a strictly
nonblocking switch. Redundancy is achieved by duplicating each T-stage; the MUX is also duplicated.
Control units are also distributed and duplicated for fault tolerance. Reconfiguration of the T-stages is
simple compared to T–S–T switches.

However, T–S–T architecture has better expansion capabilities than MS or DMS structures. Though
bus speed is not a problem in the DMS, the bus is overloaded by the presence of the many T-stages, thus

FIGURE 62.8 Distribution memory switch (DMS).
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increasing the bus driver power consumption. Error detecting and correcting codes are also applied to
the individual T-stages to protect against reading and writing errors.

Baseband Fast Packet Switches

Circuit switches are more or less amenable to handling packet switched traffic [Inukai and Pontano,
1993]. For example, the MS architecture becomes self-routing (and thus able to handle packet switched
traffic) by stripping the headers of the packets that contain the destination and storing them in the control
memory, which then selects the appropriate data unit from the data memory to the appropriate output
register. In the case of the DMS architecture, these stripped packet headers are routed (using an address
bus) to the distributed control units at the various output beams. A fiber optical token access scheme
ring such as that of the fiber distributed data interface (FDDI) standard is directly adaptable to both CS
and PS traffic.

MS, DMS, and T–S–T switch throughputs for PS traffic are reduced by the described header stripping,
bus contention, memory size, and so forth. A self-routing multistage switch is generally preferred for
handling PS traffic if throughputs higher than a few gigabits per second are required. A control memory
is unnecessary in this case since part of the packet header is used to route the switch through each stage.
Error detection and correction are used to protect against misrouting the packet due to header errors.
However, complex data and control memories are not used; rather a set of cascaded (2 × 2) module
switches is used. A typical multistage switch of the Banyan switch (BS) type is shown in Fig. 62.9(a) [the
sorted Banyan network (BN) or Batcher Banyan network] [Hui and Arthurs, 1987].

The heart of this is the Banyan network (also called delta network), which is detailed in Fig. 62.9(b)
for a 16 × 16 BN. The packet finds its path automatically by self-routing within the various stages in the
N × N rectangular Banyan network, which is composed of (log2N = 4) stages. Each stage consists of
(N/2) smaller switching elements. Each element is a small (2 × 2) binary switch. A control bit of 0 or 1
moves the input packet to the upper or lower element output, respectively.

A BN has the property that there is exactly one path from any input to any output but has the
disadvantages of exhibiting internal blocking, that is, two packets from two inputs colliding at the same
intermediate switching element output, even if they were destined to different final outputs. All of the
previous CS described earlier have the advantage of being strictly nonblocking in this sense. However,
both types (internally blocking and nonblocking switches) may have final output blocking, which is due
to two packets from different inputs destined to same output. To solve the two problems of internal and
output blocking, the sorting network of Fig. 62.9(a) should be used or one has to replace the whole figure
by an alternate buffered Banyan network (Fig. 62.10). In the latter, a limited buffering capacity exists at
each (2 × 2) module input. If two input packets are destined to the same output, one packet is routed
to the output and the other is temporarily stored for subsequent routing in the following time slot.

Among recent buffered Banyan implementations is the Caso–Banyan baseband switch of Toshiba
[Shobtake and Kodama, 1990]. In that implementation, the FIFO property of the 2 × 2 switch element
was violated such that when two head of line data units of the two input buffers contended for the same
output, only one is forwarded to this output and another packet (not the head of line) of the other input
is forwarded to the other output. It has been found that the unit data (packet, cell, byte) blocking rate is

FIGURE 62.9(a) A sorter-Banyan baseband switch.
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1% of that given by conventional buffered Banyan networks at normalized input utilization factor ρ = 0.85.
Now the sorting network approach of Fig. 62.9(a) [Hui and Arthurs, 1987] is used to reorder packets at
the N input requests so they appear ordered according to their packet destination at the sorter N outputs
(on the first phase). Also, in this phase, only short connection requests are made by various inputs. This
packet rearrangement guarantees no internal blocking when feeding these to the subsequent BN.

Output blocking is avoided by purging contending packets and acknowledging only the input requests
that have priority (in the second phase) and forwarding only one of the sorter output packets to the BN
(in the third phase).

Unacknowledged inputs will try retransmission of their output blocked packets in subsequent time
slots. This three-phase algorithm slows the switching speed and lowers the achieved throughputs. Other
implementations, such as the Starlite switch (Fig. 62.11), still have BN and use buffers at the output to store
contending packets that did not win the output contention for subsequent routing in the following time
slots, but do not have a separate request (phase 1) of the three-phase algorithm underlying Fig. 62.9(a).
The Starlite approach [Huang and Knauer, 1984], however, has more hardware (buffers and control) and
may produce packets out of sequence at the switch outputs.

Having realized that increasing the speed of Banyan type networks (reducing the blocking) was achieved
only at the expense of increasing the hardware, a straightforward solution of replicated-Banyan switches
provided modularity as well. Here, the number of internal paths (space diversity) is increased by distrib-
uting input traffic among many Banyan switches in different planes, thus reducing internal blockings.
Output blocking may still be decreased by incorporating buffers at the various outputs of each switching
plane. Internal speed up could be used to speed the data passage through the switch elements in all of

FIGURE 62.9(b) Banyan network with four stages and 16 input terminals. The dotted path corresponds to a packet
header of 0100.
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the previous architectures (sorted Banyan, replicated Banyan, buffered Banyan, etc.) in a manner similar
to that used in baseband CS (T–S–T, MS, DM). This leads to an almost strictly internal nonblocking
switch, as was previously outlined, and a space switch component with less inputs and outputs.

Similar to baseband CS, the Banyan switches suffer from both stuck-at and intermittent faults. To
increase their reliability, replication of switching planes, dilation (addition of parallel links and more
switching stages within the same plane), and using EDAC codes to protect the packet headers before and
after the baseband switches are the state-of-the-art techniques of fault tolerance in the baseband PS case
[Kumar, 1989]. Also, self-testing hardware and testing sequences have been designed and added onboard
to detect the presence of stuck-at faults.

Gamma switching networks [sometimes called inverse augmented data manipulator (lADM)] have a
multistage structure, which uses a 3 × 3 switching element and allows broadcasting, a property not readily
available in the Banyan switching networks presented.

Omega and close switching networks also belong to the multistage group but could be made strictly
nonblocking under certain conditions. Lack of amenability to broadcasting is the common thread in
most of the Banyan-based and multistage networks. To have this capability, replicated or dilated Banyan
networks are essential and/or copy networks could be used.

Photonic Baseband Switches

These are ultra fast and efficient switches that can handle a mix of CS and PS traffic and have an
inherent broadcasting capability. TDM-based optical rings, optical token rings, wave division multi-
plexing (WDM) optical rings, and knockout switches are the basic types in this category. A single
fiber-based ring can support a multitude of switched traffic to a total sum of a few gigabits per second.

FIGURE 62.10 A buffered Banyan network.
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Optical technology (fibers, waveguides, free space optical transmission) provides a switching media whose
bandwidths lie in the terahertz region and, hence, are bounded only by the processing speed of input
and output interfaces and stringent bit synchronization requirements around the ring, etc. Optical switch
throughput exceeding 80 Gb/s can be accommodated with present day technology.

A TDM Optical Ring Switch

Each beam will have one input and one output processor on the optical ring, see Fig. 62.12, which mainly
shows the baseband stages. The input processor includes not only the optical transmitter, but also EDAC
decoding, packet assembly, descrambling, deinterleaving, burst and/or frame synchronization, input traffic
demultiplexing, and possibly bit stuffing for CS traffic. The time frame on the optical ring is divided into
slots (that serve, for example, one byte for CS traffic or one packet for PS traffic) and each input processor
of an uplink beam is allocated a certain part of this ring switching frame (say, 8 slots) for its traffic to all
output processors of the downlink. The optical ring traffic controller, which has a dedicated control packet
at the ring TDM frame start, keeps the ring in sync, issues the frame start and ring management commands,
and reconfigures (allocates slots) the TDM ring frame among the users (input processors).

For PS traffic, the output processor of each beam receives all packets of the ring frame but processes
only the ones destined to this beam by a filtering mechanism to recognize the destination address in each
packet. For CS traffic, the output processor selects the appropriate slots of the frame based on the
controller commands that are updated by the arrival of each CS call. Alternately, the input processor may
insert dummy destination bits (addresses) in each CS packet only for routing purposes within the switch
(TDM ring). These addresses will be filtered by the intended output processor. Note that dummy bits
could be used even in the first approach to have the same packet size for both CS and PS traffic flowing
through the ring so as to simplify synchronization and control hardware. Broadcasting is easily achieved
by having all output processors identifying certain broadcast bits in the packet header and processing
the packet accordingly.

The output processor of each beam will have the optical receiver, modulator, scrambler, interleaver,
EDAC encoding circuits, and packet reassembly and multiplexing of the various packets on the TDM

FIGURE 62.11 A Starlite network.
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frame to the downlink. The reliability of the ring can be increased by using dual rings as in the FDDI
standard, where failure of some parts or a whole ring does not affect the ring operation. Also, a bypass
switch allows the isolation of faulty input and/or output processors. It is to be noted, however, that the
access technique in FDDI is token ring and not TDM.

Wave Division Multiplexed (WDM) Baseband Switches

Figure 62.13 shows a WDM switch that uses a star coupler [Hinton, 1990]. This is a device with M optical
inputs and N optical outputs that combines the M optical input signals, then divides them among the
N optical outputs. Packetized baseband information is buffered at the various inputs. The input laser

FIGURE 62.12 Onboard TDM optical ring switch.

FIGURE 62.13 A WDM-based onboard baseband switch.
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has a fixed wavelength. The output receiver should be tuned to the same wavelength as that of the intended
input. Once both the transmitter and receiver lasers are triggered by the star controller, the input buffer
serially shifts the data bits into the laser transmitter. This controller also resolves the contention for switch
outputs. This way, only one of the input packets is shifted, while the other contending input packet is
left in the input buffer for the next time slot (packet time).

This represents the PS mode of operation, and the amenability to broadcasting is clear: if a certain
input packet wavelength is to be broadcast to a set of outputs, all involved output receivers are tuned to
the same input wavelength. For CS operation, the control commands are received from the ground station
via out-of-band signalling channels. These reconfigure the star controller of the WDM switch by the
arrival or termination of each new call. These commands may also be easily derived from a signalling
TDM subframe slots (in-band signalling).

A mix of CS and PS traffic is easily accommodated, however, dummy bits would be inserted into CS
traffic or the packet header stripped from PS traffic before entering the switch so as to have the same
packet size passing through the WDM switch. Also, this switch becomes very efficient for directly
switching CS intersatellite links in the optical domain.

For a cluster of low orbit satellites (LEO) (64 in the Global Star proposal [Louie, Rouffet, and Gilhausen,
1992]), optical intersatellite communications may render ground gateways (hubs) unnecessary and will,
hence, reduce the end-to-end user delay. However, with an efficient all optical switch such as WDM, we
save the expensive and delay prone optical/electronic and electronic/optical conversions. Reconfiguration
control of CS traffic is still done electronically by the arrival of each new call and does not have to be
ultrafast. This could be achieved by an out-of-band signal emanating from the ground control station.
This signal carries the time slot plan to each involved LEO to enable it to communicate with its neigh-
boring satellites. WDM technology has reached its maturity in terrestrial applications. Among WDM
experiments is the HYPASS, where receiver wavelengths are fixed and the input laser transmitters are
correspondingly tuned to the destination address. There is nothing in the weight, size, or cost that will
forbid the use of these WDM switches in intersatellite switching applications so as to provide a total
switch throughput over 50 Gb/s.

Asynchronous Transfer Mode (ATM)-Oriented Switches

Onboard switches handling PS and CS traffic could become more involved with the passing of wideband
ISDN and multimedia multirate services through the multibeam satellite. With the advent of ATM-based
WBISDN, signals of different kinds (video, voice, data, facsimile, etc.) are all physically transported on
a standard size packet called a cell.

Processing a standard size cell through the OB self-routing fast packet switch (multistage or Banyan
types) makes the dummy bits addition and header stripping circuits mentioned earlier unnecessary. All
services (PS, CS, variable bit rate, etc.) will have the same cell format. The cell has a header part and a
data part. The cell size is 53 bytes, and the header mainly consists of two parts (Fig. 62.14). The first is
the 12-b virtual path identifier (VPI) and the second is a 16-b virtual circuit identifier (VCI), which is

FIGURE 62.14 ATM cell user network interface (UNI).
©2002 CRC Press LLC



 

followed by 12 b of error detection. The VPI is used to route the cell from satellite to next satellite or to
ground, etc., enroute to the destination across the internetwork. The second cell field is a VCI between
the two communicating entities. Cells find their way onboard the satellite fast packet switch by a route
identifier. This route identifier is obtained by feeding the VPI to a translation lookup table.

However, this translation process may become unnecessary if the VPI is configured such that its first
few bits are the routing tag through the satellite packet type switch. This is one of many possible scenarios.
If the VPIs are not permanently assigned to ground user stations, the satellite should also have OB
translation tables (to obtain switching routing tag) for both the VPI and the VCI of each incoming cell,
otherwise different cells from different source–destination pairs may have the same value in their VPI
and VCI fields. This implies that the satellite will have the baseband routing switch (ABN type, for
example) as well as an ATM switch. This complicates the OB processing, slows down the operation, and
is not recommended. Thus far, we have assumed an ATM type of user station. For stations launching
packets, not cells, to the satellite, the satellite should still have an ATM switch onboard and a packet
processing facility to divide the packet into cells, to add VPIs and VCIs to cells, and so forth. For ground
user stations launching CS traffic, the ATM switch onboard will assign a VPI and a VCI to the incoming
traffic and then route the traffic through the onboard baseband switch (BN, photonic, etc.). It is easily
seen that unless the ATM users of the world have the ATM interface, the traffic arriving to the satellite
during the early migration years of ATM technology may have cell, packet, or CS format, thus compli-
cating onboard processing. However, this might be inevitable if satellite vendors are to provide the same
service to ground-based optical network users on standby or even on a competitive basis. Once ATM
supersedes other switching modes, OB processing will be less cumbersome except for the VPI and VCI
processors referred to earlier.

62.3 Summary

Numerous switching techniques are in use or being developed for ground-based networks. We have tried
to present the most relevant to the satellite environment. Knockout switches, token ring switches, and
back-to-back hybrid packet/circuit switching, such as that of the ACTS system, are some of the techniques
that could find application OB.

To compare the different switching architectures, one has to look at their throughput blocking, queue-
ing delay, and reliability performance (see the Further Information section).

Cost of hardware, weight, power consumption, and size of the OB switch are crucial considerations.
Comparing the different architectures based on these could be a less quantifiable process. Comparing
them on a basis such as amenability to migration to ATM environments, and to different uplinks and
downlinks access techniques, could be both art and science.

Defining Terms

Banyan network (BN): A self-routing switching technique for baseband signals.
Circuit switching (CS): A channel sharing technique where users are assigned physical or virtual circuits

throughout their communications.
Demand assignment multiple access (DAMA): A multiaccess technique where each user is assigned a

varying size time and/or frequency slot depending on his call needs.
Frequency-division multiple access (FDMA): A multiaccess technique where each user is assigned a

certain frequency band for his call.
Memory switch (MS): A baseband switching technique for OB processing.
Microwave switch matrix (MSM): A switching technique for microwave signals.
Onboard (OB): Part of the satellite payload.
Packet switching (PS): A transmission and networking technique where the data units are called

packets.
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Satellite switching (SS): A satellite that redirects signals in the time and/or frequency and/or space
domains.

Time-division multiple access (TDMA): A multiaccess technique where each user is assigned one or
more slots in a certain time frame for his call.

Time–space–time (T–S–T): A baseband switching technique based on multiplexing in the time and
space domains.

Wave-division multiplexing (WDM): A multiplexing technique for optical fiber networks also pro-
posed for OB switching.
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Further Information

Kwan et al. [1992] and Cashman [1992] provide a good treatment of the architectures and applications
of microwave IF switches. Maronicchio et al. [1988], Evans et al. [1986], and Inukai and Pontano
[1993] cover on-board baseband switches. The architectures and analysis of Banyan and other terres-
trial baseband classes are investigated in Hui and Arthurs [1987], Huang and Knauer [1984], Carol,
Hluchyj, and Morgan [1987], Oie et al. [1990], and Saadawi, Ammar, and Elhakeem [1994]. Photonic
switching and LEO satellites are covered in Hinton [1990] and Louie, Rouffet, and Gilhausen [1992].
Fault tolerant switches are discussed in Kumar and Reibman [1989], which also contains an exhaustive
list of references.
©2002 CRC Press LLC



 

                           
63
Path Diversity

63.1 Concepts
63.2 Site Diversity Processing
63.3 Site Diversity for Rain-Fade Alleviation

Measurements • Data Presentation • Diversity 
Improvement Factor and Diversity Gain • Isolation 
Diversity Gain •  Prediction Models • Empirical 
Models • Analytical Models

63.4 Optical Satellite Site Diversity.
63.5 Site Diversity for Land–Mobile Satellite

Communications
63.6 Site Diversity for Arctic Satellite 

Communications
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63.1 Concepts

Propagation impairments along the path between a satellite and Earth station are often spatially inho-
mogeneous. For example, cells of severe rain are generally a few kilometers in horizontal and vertical
extent; the regions of destructive interference due to scintillations or to multipath generally have dimen-
sions of a few meters, and so do the field variations due to roadside trees in a satellite communications
system for land–mobile use. One way to ameliorate such impairments is to vary the path. When an
additional Earth station is used for this purpose, it is called site diversity [Fig. 63.1(a)]; when an alternate
satellite is used, it is termed orbital diversity [Fig. 63.1(b)]. 

Site and orbital diversity are not mature disciplines; there are very few data on the operational perfor-
mance of complete systems. Research has focused on the propagation aspects and, to a lesser extent, on
processor design and performance.

In principle, site and orbital diversity may be used on both uplinks and downlinks. In practice, the
downlink problem is usually the more critical because of the limited power available aboard satellites,
whereas the uplink problem is the more difficult when the processing is performed on the ground where
the synchronization of signals at the satellite cannot be observed directly. For these reasons, site diversity
processing has centered primarily on downlinks. Of course, attenuation data are applicable to both
downlink and uplink design.

63.2 Site Diversity Processing

For site diversity reception, the signals from the various terminals must be linked to a common point,
synchronized, and combined or selected according to some control algorithm. In principle, this can be
done at intermediate frequency (IF), but baseband seems to be the preferred implementation. The links
must have high reliability, e.g., coaxial lines or fiber optics. For wide-area service using very small aperture
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terminals (VSATs) accessed through a metropolitan area network (MAN), the MAN itself has been proposed
as the link [Spracklen, Hodson, and Heron, 1993].

Sychronization generally involves both a fixed and a variable delay. For low data rates (e.g., 2 Mb/s),
the fixed delay may be a digital first-in first-out (FIFO) memory; for higher rates (e.g., 34 Mb/s), a surface
acoustic wave (SAW) delay line at IF has been proposed. The variable delay may be an elastic digital
memory, which may be implemented as an addressable latch coupled to a multiplexer [Di Zenobio et al.,
1988].

One method of combining signals is to switch to the best of the diversity branches, with carrier-to-
noise ratio (C/N) or bit error rate (BER) as criterion. To avoid excessive switching when signal qualities
are approximately equal, hysteresis in the switching algorithm is helpful. One algorithm causes switchover
when

 (63.1)

where E0 denotes the number of errors in a given time interval in the channel currently on line, Es is the
same for the current standby channel, and H is a hysteresis parameter appropriate for the current signal
quality. The time interval is chosen to give N errors for a desired BER threshold [Russo, 1993].

A second approach is a weighted linear combination of the signals, with the weight for each branch
determined on the basis of either C/N or BER. Considerable theory is available for designing optimized
weight controls [Hara and Morinaga, 1990a, 1990b]. Such systems should outperform switching; however,
their application has been considered only recently. Linear combining techniques developed for base-
station site diversity in cellular systems may be adaptable to satellite systems.

63.3 Site Diversity for Rain-Fade Alleviation1

The concept of path diversity for rain-fade alleviation was first utilized on line-of-sight microwave paths;
recognition of its applicability to satellites seems to date to the mid-1960s. It is most effective with systems
having an appreciable rain margin, since cells of heavy rain generally do not extend far horizontally
(Fig. 63.2). It is less effective at low elevation angles, for which substantial attenuation may result from
stratiform rain.

FIGURE 63.1 Path diversity concepts: (a) site diversity and (b) orbital diversity.

1This section includes material from Lin, K.T. and Levis, C.A. 1993. Site diversity for satellite Earth terminals and
measurements at 28 GHz. Proc. IEEE, 81(6):897–904. With permission.

E0 N≥( ) Es N/H≤( )∧ TRUE=
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Measurements

An experiment with up- and downlink site diversity using switching based on BER determined from the
forward error correcting (FEC) code was conducted in Japan with Intelsat V at approximately 6º  elevation
at 14 GHz (up) and 11 GHz (down) with a site separation of 97 km. Up- and downlinks were switched
simultaneously. The data rate was 120 Mb/s. Results during a rain event appear in Fig. 63.3. 

Diversity rain-fade measurements have been obtained by four different methods. The most direct
measures the signal from a satellite beacon at two or more Earth stations; unfortunately, opportunities
for such measurements have been quite limited. A second approach utilizes the thermodynamic law that
absorbing materials at a finite temperature emit noise. By pointing radiometers in the proposed satellite

FIGURE 63.2 Probability that a rain-rate will be exceeded simultaneously at two stations, divided by the proba-
bility that it will be exceeded at a specific one of the stations. (Source: Adapted from Yokoi, H., Yamada, M., and
Ogawa, A. 1974. Measurement of precipitation attenuation for satellite communications at low elevation angles.
J. Rech. Atmosph. (France), 8:329–338. With permission.)

FIGURE 63.3 Bit error rate probability for an operational experiment in Japan. (Source: Watanabe et al. 1983. Site
diversity and up-path power control experiments for TDMA satellite link in 4/11 GHz bands. In Sixth International
Conference on Digital Satellite Communications, IEEE, New York, IX-21–IX-28. With permission.)
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direction and measuring the excess sky noise, signal attenuation along the path can be inferred. It is
difficult to measure attenuations in excess of about 15 dB by this method, and there are some uncer-
tainties in converting the noise to equivalent attenuation; nevertheless, much useful data has been
obtained from sky noise measurements. An efficient third means of data acquisition is to measure the
radar reflectivity along the proposed paths. Through careful calibration and data processing, useful data
may be obtained, although some assumptions must be made about the raindrop size distributions in
converting reflectivity data to attenuation. An advantage of this method is that several diversity site
configurations can be investigated in one experiment, provided the attenuations on all paths occur within
the scanned radar volume. Finally, fast-response measurements with rain-gauge networks were the
earliest means to infer propagation data, and rain-gauge measurements are still often correlated with
propagation measurements.

A tabulation of site-diversity experiments prior to 1983 appears in the literature [Ippolito, 1989].
Table 63.1 lists additional experiments, with no pretension to completeness.

Data Presentation

The natural form of the data is a time series of attenuation samples for each path over one or more years.
Statistical means are used to reduce the data to more convenient forms. A common graphical form of
data presentation is in the form of fade-level statistics, where the ordinate represents the percentage of
the time during which the attenuation specified by the abscissa is exceeded. Figure 63.4 shows the fade-
level statistics for the two individual sites of a specific site diversity experiment and the corresponding
statistics for ideal switching and maximal-ratio combining, both based on C/N. The effectiveness of the
use of diversity is shown by the displacement, downward and to the left, of the combined-signal curves
relative to those of the individual sites.

Propagation experiments and calculations have been interpreted traditionally in terms of switching to
the best signal, with hysteresis neglected. Unless otherwise indicated, all diversity data presented here
and in the literature should be interpreted accordingly.

For the system designer, statistics of the duration of fades and of the time between fades are also of
interest. Figure 63.5 shows the fade-duration statistics for single sites and the corresponding diversity
statistics; the interfade interval statistics for the same diversity experiment are shown in Fig. 63.6. The
benefit of diversity is evident from the general reduction of fade durations and increase in the time
between fades.

Fade-level statistics for a 3-site diversity configuration are shown in Fig. 63.7. It has been shown that
average fade durations may be shortened by adding additional diversity sites, even if the fade-level statistics
do not show a corresponding improvement [Witternig et al., 1993].

TABLE 63.1 Some Site-Diversity Propagation Experiments

Ref. Location Frequency (GHz) Baseline (km)

Bostian et al. [1990] (B, R)a Blacksburg, VA 11.4 7.3
Färber et al. [1991] (B)a Netherlands 12.5, 30 10
Fionda, Falls, and Westwater [1991] (S)a Denver, CO 20.6, 31.6 50
Goldhirsh [1984] (R)a Wallops Island, VA 19.0, 28.6 £35
Goldhirsh [1982] (R)a Wallops Island, VA 28.6 £35
Goddard and Cherry [1984] (R)a Chilbolton, UK 11.6 £40
Lin, Bergmann, and Pursley [1980] (S)a NJ, GA, IL, CO 13–18 11–33b

Lin and Levis [1993] (S)a Columbus, OH 28.6 9.0
Pratt, Bostian, and Stutzman [1989] (R, B)a Blacksburg, VA 11.5 7.3
Rogers and Allnutt [1990] (S)a Atlanta, GA 12.0 37.5
Witternigg et al. [1993] (S)a Graz, Austria 12.0 9–26b

a(B) = satellite beacon, (S) = sky noise, (R) = radar.
bIncludes multiple (3- or 4-site) diversity.
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Diversity Improvement Factor and Diversity Gain

Two criteria of diversity effectiveness have been defined in terms of fade-level distributions. One is the
diversity improvement factor, defined [CCIR, 1990] as the ratio p1/p2, where p1 denotes the percent of
the time a given attenuation will be exceeded for the single-site distribution, and p2 is the corresponding
percentage for the combined-signal distribution. The diversity improvement factor (many authors use
the term diversity advantage) may be defined with respect to any of the individual sites. If the system is
balanced, that is, if the statistics for all of the participating sites are essentially the same, it is common
practice to average the single-site attenuations (in decibel) at each probability level for use as the single-
site statistics. The diversity improvement factor I is a measure of the vertical distance between the
single-site and diversity curves, and it is proportional to that distance if the time-percentage scale is
logarithmic. In Fig. 63.4, the diversity improvement factor at the 12-dB single-site attenuation level for
switching-combining is shown to be about (0.09/0.021) = 4.3 for that experiment. The diversity improve-
ment factor specifies the improvement in system reliability due to use of diversity. For the example of
Fig. 63.4, if the system has a 12-dB rain margin, the probability of rain outage would be reduced by a
factor of 4.3.

The most commonly used criterion for diversity effectiveness is the diversity gain, defined as the
attenuation difference (in decibel) between the single-site attenuation and the diversity system attenuation
at a given exceedence level. It is a measure of the horizontal distance between the single-site and diversity
fade statistics curves, and it is proportional to that distance if the attenuation scale is linear in decibel.
It represents the decrease, due to diversity, in the required rain fade margin. In Fig. 63.4, the distance G
shows the diversity gain for that experiment for switching-combining at the 0.09% exceedence level as
(12.0 - 8.7) = 3.3 dB. For an allowed rain failure rate of 0.09%, the fade margin could be reduced from
12 dB for single-site operation to 8.7 dB for switching-diversity operation.

Although diversity gain is defined as the attenuation difference between single-site and diversity systems
at a given exceedence level p, it should be stated and graphed as a function of the corresponding single-
site attenuation level As(p); for example, in Fig. 63.4, G(12 dB) = 3.3 dB. This point is trivial when dealing
with a single set of fade-level statistics, but it is significant when different sets of statistics are compared.

FIGURE 63.4 Fade-level statistics for single sites and two methods of processing at 28.6 GHz in Columbus, OH,
with 9-km site separation and 25.6∞ elevation. (Source: Adapted from Lin, K.-T. and Levis, C.A. 1993. Site diversity
for satellite Earth terminals and measurements at 28 GHz. Proc. IEEE, 81(6):897–904. With permission.)
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The dependence of G on AS has been found to be relatively independent of single-site statistics; this is
not true of the dependence of G on p. Conversely, the model adopted by the CCIR for diversity improve-
ment factor implies that the diversity improvement factor I is relatively independent of single-site statistics
when it is specified as a function of p, but not when specified as a function of As.

Diversity gain and improvement are clearly not independent. Given the single-site fade-level statistics
and the diversity improvement factor at all attenuation levels, the diversity fade-level statistics curve can

FIGURE 63.5 Fade-duration statistics for one year at 28.6 GHz in Columbus, OH, with 9-km site separation and
25.6∞ elevation: (a) single sites and (b) diversity for two methods of processing. (Source: Adapted from Lin, K.-T. and
Levis, C.A. 1993. Site diversity for satellite Earth terminals and measurements at 28 GHz. Proc. IEEE, 81(6):897–904.
With permission.)
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be determined and, from it, diversity gain. Similarly, the diversity improvement factor can be determined
if the single-site fade-level statistics and the diversity gain are given. An exception occurs in the practical
case where reception is limited (e.g., by noise considerations) to a certain attenuation level. In this case,
diversity data may extend to lower time percentages than the single-site data, and diversity gain will be
undefined for such time percentages (e.g., in Fig. 63.4 for p < 0.04%). Diversity gain and improvement
factor can be defined for all methods of diversity signal processing (e.g., both switching and maximal-ratio

FIGURE 63.6 Interfade interval statistics for one year at 28.6 GHz in Columbus, OH, with 9-km site separation
and 25.6º  elevation: (a) single sites and (b) diversity for two methods of processing. (Source: Adapted from Lin, K.-T.
and Levis, C.A. 1993. Site diversity for satellite Earth terminals and measurements at 28 GHz. Proc. IEEE., 81(6):
897–904. With permission.)
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combining in Fig. 63.4), but current literature references ordinarily imply switching to the best available
signal.

A relative diversity gain can be defined [Goldhirsh, 1982] as the ratio of the diversity gain for a given
site separation to the diversity gain for a very large site separation, say, 35 km, with other system
parameters held constant. The relative diversity gain is determined by the rain-rate profile along the
Earth–satellite path and should be essentially independent of frequency and of rain drop-size distribution.

Isolation Diversity Gain

For systems utilizing polarization diversity to allow frequency reuse, isolation-level statistics, analogous
to fade-level statistics, may be generated (Fig. 63.8). Isolation diversity gain may then be defined as

(63.2)

where Ij and Is denote, respectively, the diversity and single-site isolation, both at a selected time per-
centage p for which these isolations were not exceeded, for example, the horizontal displacement of the
diversity curve with respect to a single-site curve in Fig. 63.8.

Prediction Models

Empirical models have been generated, generally by proposing a mathematical relationship on theoretical
or observational grounds and adjusting the coefficients by regression analysis. Analytical models are based
on theoretical models of the structure of rain or of the attenuation statistics of signals in the presence of
rain. In practice, empirical models are much easier to apply, but they give much less information, being
limited to a specific parameter, such as diversity gain.

FIGURE 63.7 Single-site, two-site diversity, and triple diversity fade-level statistics at 19 GHz for three sites near
Tampa, FL, with separations of 11, 16, and 20 km and 55∞ elevation. (Source: Tang, D.D., Davidson, D., and Bloch,
S.C. 1982. Diversity reception of COMSTAR satellite 19/29-GHz beacons with the Tampa Triad, 1978–1981. Radio
Sci., 17(6):1477–1488. With permission.)
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Empirical Models

An empirical model for diversity gain in decibels [Hodge, 1982] has been adopted by the CCIR [1990],

(63.3)

where

(63.4)

(63.5)

(63.6)

(63.7)

(63.8)

(63.9)

where d is the site separation in kilometers, A is the single-site attenuation in decibel, θ is the path
elevation angle in degrees, f is the frequency in gigahertz, and φ ≤  90º  is the baseline orientation angle

FIGURE 63.8 Polarization isolation statistics at 11.6 GHz in Blacksburg, VA, for 7.3 km site separation and 10.7º
elevation. (Source: Towner et al. 1982. Initial results from the VPI & SU SIRIO diversity experiment. Radio Sci.,
17(6):1489–1494. With permission.)

GD GdGf GqGf=

Gd a 1 e bd––( )=

a 0.78A 1.94 1 e 0.11A––( )–=

b 0.59= 1 e 0.1A––( )

Gf e 0.025 f–=

Gq 1 0.006q+=

Gf 1 0.002f+=
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with respect to the azimuth direction of the propagation path. When tested against the CCIR data set,
the arithmetic mean and standard deviation were found to be 0.14 dB and 0.96 dB, respectively, with an
rms error of 0.97 dB. Many comparisons of this model with experiments are found in the literature,
mostly with good agreement. Two examples are given in Fig. 63.9.

Another empirical model [Rogers and Allnutt, 1984] is based on the typical behavior of diversity gain
as a function of single-site attenuation (see Fig. 63.10). In this model, the offset between the ideal and
observed diversity gain is attributed to correlated impairment on both paths due to stratified rain. For
modeling purposes, a time percentage of 0.3% is assumed for the correlation, and the offset is computed
as the single-site path attenuation for the rain-rate, which is exceeded 0.3% of the time. A straight line
parallel to the ideal diversity-gain curve (GD = As) is thus determined. The knee is determined by the rain
rate at which the two paths become uncorrelated, that is, the onset of the convective regime, which is
taken as 25 mm/h. Thus, the knee attenuation is calculated as the single-path attenuation for a rain-rate
of 25 mm/h. The model is completed by a straight line from the knee to the origin.

FIGURE 63.9 Comparison of Hodge’s model with experiment: (a) 11.4-GHz, Blacksburg, VA, 7.3-km baseline,
18∞ elevation. (Source: Bostian et al. 1990. Satellite path diversity at 11.4 GHz: Direct measurements, radar obser-
vations, and model predictions. IEEE Trans. Ant. Prop., AP-38(7):1035–1038. With permission.) (b) 28.6-GHz,
Columbus, OH, 25.6∞ elevation, 9-km baseline. (Source: Adapted from Lin, K.T. and Levis, C.A. 1993. Site diversity
for satellite Earth terminals and measurements at 28 GHz. Proc. IEEE, 81(6):897–904. With permission.)
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An empirical expression for the relative diversity gain is

(63.10)

where d is the site spacing in kilometer [Goldhirsh, 1982].
An empirical model for the diversity improvement factor, which has been adopted by the CCIR [1990]

but is not as widely supported in the literature as the Hodge diversity gain model, is

(63.11)

where

(63.12)

the site separation in kilometer again is d, and P1 represents the single-site time percentage of exceedence
of a given attenuation, that is, the ordinate of a fade-level statistics diagram such as Fig. 63.4. For the
usual case of small β2, this reduces to

(63.13)

In Fig. 63.11, experimental data is compared with this model.

Analytical Models

Analytical models are usually more cumbersome and computationally intensive than empirical models,
but they are potentially applicable to a wider class of problems, for example, the determination of diversity
gain for three or more sites.

FIGURE 63.10 Site diversity model. (Source: Rogers, D.V. and Allnutt, J.E. 1984. Evaluation of a site diversity model
for satellite communications systems. IEE Proc. F., 131(5):501–506. With permission.)
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s based on a rain model consisting of storm cells and debris which are mutually uncorrelated,
utions and parameters based on quite detailed meteorological considerations, show rms
f 59% in attenuation and 222% in probability when compared to 48 diversity pairs in the
ase [Crane and Shieh, 1989].

based on circularly cylindrical rain cells of constant rain rate and uniform horizontal distri-
used in Mass [1987]. The cell diameters are lognormally distributed, with the median
n rain rate, and the cylinder heights are given by four equally probable values, which are

ent on rain rate. Calculated attenuation differences are compared graphically with experi-
es for some 20 paths, principally at yearly exceedence levels of 0.1, 0.01, and 0.001%. A bias
d rms deviation of 0.9 dB can be calculated from these data.
itable n-dimensional joint rain-rate probability distribution is assumed for n diversity paths,
le spatial correlation coefficient is assumed for the rain rate, more detailed meteorological
ns can be avoided. Models using this approach are listed in Table 63.2. In most cases, the
ts are compared with a limited set of experimental data.
ison of seven models for diversity gain with numerous measurements [Bosisio, Capsoni, and
 1993] should be used with caution because of the weight it accords differences at low
, which generally have little influence on system performance.

Ref. Distribution Correlation

Matricciani [1983] lognormal e−βd

Kanellopoulos and Koukoulas [1987] lognormal G/(G2 + d2)1/2

Kanellopoulos and Koukoulasa [1990] lognormal G/(G2 + d2)1/2

Kanellopoulos and Ventouras [1990a] lognormal
Kanellopoulos and Ventouras [1990b] lognormal G/(G2 + d2)1/2

Kanellopoulos and Ventourasa [1992] gamma G/(G2 + d2)1/2

Koukoulas and Kanellopoulos [1990] gamma, lognormal

aThree-site diversity.

1 Comparison of CCIR diversity improvement factor model, due to Boithias, with experiment at 28.6
bus, OH, for 9-km site separation, 25.6° elevation. (Source: Adapted from Lin, K.-T. and Levis, C.A. 1993.

or satellite Earth terminals and measurements at 28 GHz. Proc. IEEE, 81(6):897–904. With permission.)
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Earth–space paths, cloud cover is the most serious source of obscuration, with correlation
tending, in some cases, to hundreds of miles. The link availability using a number of NASA
nd in three- and four-site diversity configurations has been calculated from meteorological

st single-site availability was 75%, although several four-site configurations were predicted
 availability [Chapman and Fitzmaurice, 1991].

ite Diversity for Land–Mobile Satellite 
ommunications

and 1.5-GHz frequency bands considered for the land-mobile service, the principal impair-
nisms are shadowing (for example, by the woody parts of trees) and multipath due to terrain.
ons of 1 to 10 m have been found useful for country roads, and an expression

(63.14)

sity improvement factor has been proposed, where d denotes distance in meters and A the
de depth in decibel [Vogel, Goldhirsh, and Hase, 1992].
ade margins are likely to be low in these applications, linear signal combining is attractive.
tion of weights has been proposed, based on modeling the signal as having a coherent (direct)
herent (scattered) component in the presence of fast Rician noise. Land, sea, and aircraft
 of this model differ in the representation of the incoherent component [Hara and Morinaga,
]. A Bayes-test algorithm for weight optimization has also been proposed [Sandström, 1991].

ite Diversity for Arctic Satellite Communications

 measurements at 6 GHz in the Canadian arctic at 80°N latitude have shown clear-air fading
ments in the summer under conditions of sharply defined temperature inversions at the low
gles required for geostationary satellites [Strickland, 1981]. These variations were equally
ted for horizontal site separations of 480 m and vertical separations of 20 m, but were
 uncorrelated at vertical separations of 180 m. These results appear to be predicted well by
e interface as sinusoidally corrugated, resulting in vertical coverage gaps of size

(63.15)

e corrugation wavelength, A its amplitude, h its height above the observer, and φ the elevation
 path, with g, λ, h, and A in meters, ∆N in N-units, and φ in degrees.
ms experiment, a diversity system at this location communicated with a single southern
e Anik B satellite in the 6/4-GHz frequency bands. Both C/N and BER were used, separately,
 criteria, with data rates up to 1.544 Mb/s. On the S–N path, a single frequency was
 on the N–S path, each diversity site transmitted on its own carrier to allow signal selection
ern station. Figure 63.12 shows the experiment configuration and results.

icroscale Diversity for VSATs

arations required for site-diversity protection from rain fades may be too expensive for low-
 utilizing very small aperture terminals, but smaller separations can protect against fading
llations [Cardoso, Safaai-Jazi, and Stutzman, 1993]. The improvement may be small in cases
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ades predominate. Fade-level statistics for a separation of 48 m are shown in Fig. 63.13. The
f the scintillations is examined experimentally and theoretically in Haidara [1993].

rbital Diversity

rsity is likely to be less effective than site diversity because the propagation impairment
ar the Earth terminals, so that propagation effects tend to be more correlated for orbital
e calculated tradeoff between the required satellite separation angle, as viewed from the
, for orbital diversity and the separation of sites for site diversity, which will give identical

n, at 19 GHz at Fucino, Italy, is shown in Fig. 63.14. Economic factors favor putting the

2 Signal-level statistics for a diversity experiment at 4/6 GHz at Eureka, Canada (80°N) with 150-m
na separation: (a) experiment configuration and (b) signal statistics. (Source: Adapted from Mimis, V.
A. 1982. Low elevation angle site diversity satellite communications for the Canadian arctic. IEEE
Conference on Communications, 4A.4.1–4.A.4.5. With permission.)
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 on the ground unless the system is usable by a great many Earth stations. A system utilizing
els on the Italsat and Olympus satellites and 100 Earth stations has been analyzed ignoring
ic aspects [Matricciani, 1987]. Although significant power margin reductions are attainable,
uded that many problems remain to be solved before orbital diversity can be considered

3 Microscale attenuation statistics at 20 GHz in Blacksburg, VA, with a 48-m baseline, 14° elevation,
mple. (Source: Cardoso, J.C., Safaai-Jazi, A., and Stutzman, W.L. 1993. Microscale diversity in satellite
ons. IEEE Trans. Ant. Prop., 41(6):801–805. With permission.)

4 Relationship between site separation (for site diversity) and angular separation (for orbital diversity)
ain, calculated from radar data for the Fucino plain, Italy, at 19 GHz. L is the slant-path length through

e site-diversity systems. (Source: Matricciani, E. 1983. An orbital diversity model for earth to space links
d comparisons with site diversity. Radio Sci., 18(4):583–588. With permission.)
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tage of the time at a single reference site, and the attenuation which is exceeded the same
tage of the time for the combined diversity signal.
provement factor: The ratio of the percent of the time that a given attenuation will be
ed at a single reference site to the percent of the time that the same attenuation will be
ed for the combined diversity signal.

terval: A time interval during which the attenuation remains less than a given threshold,
it is exceeded immediately before and after the interval.

versity gain: The difference between a polarization isolation value in decibel of a diversity
, such that the observed isolation is less than this value a given percentage of time, and the

ponding value for a single reference site.
ersity gain: The ratio of the diversity gain for a given site separation to that for a very large
paration, typically 35 km, with other system parameters held constant.
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64.6 Trends in Mobile Satellite Systems 

64.1 Introduction

Mobile satellite systems are capable of delivering a range of services to a wide variety of terminal types.
Examples of mobile satellite terminal platforms include land vehicles, aircraft, marine vessels, and remote
data collection and control sites. Services can also be provided to portable terminals, which can range
in size from that of a briefcase to that of a handheld telephone. Many services include position determi-
nation, using a combination of the inherent system signal processing and inputs from a Global Positioning
System (GPS) receiver, and reporting the position estimates over the mobile satellite communications
system. The types of the communication channels available to the user can be subdivided into four
categories: store-and-forward packet data channels, interactive packet data channels, broadcast channels,
and circuit-switched channels. Store-and-forward packet channels, which are the easiest to implement,
allow for the transmission of small quantities of user data with delivery times that can be several minutes
or more. This channel type is usually acceptable for services such as vehicle position reports (for example,
when tracking truck trailers, rail cars, or special cargoes), paging, vehicle routing messaging, telemetry,
telexes, and for some emergency and distress signaling. However, for many emergency and distress
applications, as well as for interactive messaging (such as inquiry-based services), a delay of up to several
minutes is unacceptable. For these applications, the second channel type, interactive packet data chan-
nels, is required. Services such as television and audio programming are delivered through broadcast
channels, which are point-to-multipoint in nature. The quantities of user data per transmission are
typically quite large, and delivery is relatively delay-insensitive. Finally, for applications involving real-
time voice communications or the transmission of large amounts of data (for example, facsimile and
file transfers), circuit-switched channels are needed. In many cases, voice services provide a mobile
telephone capability similar to those offered by cellular telephone, but offering much broader geograph-
ical coverage. In these cases, a gateway station, which may provide an interface between the satellite
network and the public switched telephone network (PSTN), communicates with the mobile via the
satellite. In other cases, mobile radio voice services can be offered to a closed user group (such as a
government or large company), with the satellite communications being provided between the mobiles
and a base station. 

John Lodge
Communications Research Centre

Michael Moher
Communications Research Centre
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Mobile satellite systems share many aspects with other satellite systems as well as with terrestrial mobile
radio systems. With respect to other satellite systems, the main differences are due to the small size and
mobility of the user’s terminal. The largest antennas used by mobile satellite terminals are 1 m parabolic
dish antennas for large ship-board installations. At the other extreme are antennas small enough to be
part of a handheld terminal. Also, the transmit power level of the terminal is limited due to small antenna
size and often due to restrictions on available battery power. The above factors have the consequence that
mobile satellite systems operate at a significantly lower power margin than most mobile radio systems.
Therefore, mobile satellite services are very limited unless there is line-of-sight transmission to the satellite.

64.2 The Radio Frequency Environment and Its Implications

When studying any radio system, it is generally instructive to begin by considering the basic link equation.
This is particularly true for mobile satellite systems because the combination of limited electrical power on
the satellite and at the mobile terminals and relatively small antennas on the mobile terminals results in a
situation where transmitted power is a critical resource that should be conserved subject to the requirement
of providing a sufficiently high signal-to-noise ratio to support the desired grade of service. Here, we only
consider a simplified link equation with the objective of providing some context for subsequent issues. 

Consider the following simplified link equation:

C/No = Pt + Gt - Lp + Gr - Tr - k - L   dB-Hz (64.1)

where:
C/No: the ratio of the signal power to the noise power spectral density after being received and

amplified (dB-Hz)
Pt: RF power delivered to the transmitting antenna (dBW)
Gt: gain of the transmitting antenna relative to isotropic radiation (dBi)
Lp: free-space path loss (dB)
Gr: gain of the receiving antenna (dBi)
Tr: composite noise temperature of the receiving system (dBK)
k: Boltzmann’s constant expressed in decibels (-228.6 dBW/K-Hz)
L: composite margin accommodating losses due to a variety of transmission impairments (dB)

A link equation of this type can be applied to either the forward direction or the return direction as
well as to the corresponding links between the satellite and the gateway or base station. Many satellites
simply amplify and frequency translate the received signal from the uplink prior to transmission over
the downlink. Therefore, the end-to-end signal-to-noise ratio must incorporate both uplink and downlink
noise. Further examination of some of the constituents of the link equation can provide some interesting
insights. For instance, the transmitting antenna gain is a measure of an antenna’s ability to convert the
electrical radio signal into an electromagnetic waveform and then to focus that energy toward the receiving
antenna. Similarly, the receiving antenna gain is a measure of an antennas ability to collect the transmitted
energy and then to convert the energy into an electrical signal that can be amplified and processed by the
receiver. In general, the greater the gain of an antenna, the narrower its beam. As an example, consider a
circular parabolic antenna. Its antenna gain is given by the following expression:

G = 10 log10(Ω π2D2/λ2) dBi (64.2)

where:
W: efficiency of the antenna
D: diameter of the antenna (m)
λ: wavelength of the RF signal (m)

While the circular parabolic antenna is only one example of many possible antennas, this equation provides
an order-of-magnitude indication of the size of antenna needed to provide a desired amount of gain. 
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The free space path loss is given by

Lp = 10 log10[(4πr)2/λ2]  dB (64.3)

where r is the distance in meters between the terminal and the satellite. 
Note that the path loss and both the transmitting and receiving antenna gains increase with the square

of the radio frequency. From Eq. (64.1), this would imply that, given constraints on the dimensions of the
antennas, there is a net benefit in using relatively high radio frequencies. While there is some truth to this,
the benefits are not as great as one might think because the composite propagation losses also tend to
increase with the radio frequency. Frequencies used for delivering mobile satellite services range from about
130 MHz up to 30 GHz. Use of the lowest frequency bands is dominated by low data rate store-and-forward
services provided with low earth-orbit (LEO) satellites. Most mobile satellite telephone services, with typical
transmission rates ranging from several kbit/s up to 64 kbit/s, are provided in frequency bands located
between 1500 MHz and 2500 MHz. Interactive packet data and circuit-switched services, at transmission
rates up to several Mbit/s, are planned for the higher frequency bands. This correlation between transmis-
sion rates and carrier frequencies is a result of both the above link considerations as well as the fact that
larger spectrum allocations are available in the higher frequency bands than in the lower ones.

Efficient use of the satellite’s two critical resources, spectrum and power, can be achieved if the satellite’s
antenna system covers the appropriate area of the earth’s surface with multiple beams instead of one large
beam. The total allocated system bandwidth is divided into a number of distinct subbands, which need
not be of equal size, and each beam is then assigned a subband in such a way that some desired minimum
isolation between beams with the same subband is maintained. This situation is illustrated in Fig. 64.1.

FIGURE 64.1 An example illustrating frequency re-use with a multiple-beam satellite. Here, the total allocated
system frequency band is divided into four subbands. The assignment of the subbands to the beams is denoted by
the number shown in each beam.
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While not necessarily the case in an operational system, this example illustrates the beams as being circular
and equal in area. Here, there are four distinct subbands and sixteen beams. Note that in this example
each frequency subband is used four times. In general, the frequency reuse factor is defined to be the ratio
of the number of beams to the number of distinct frequency subbands. Improved power efficiency is a
direct result of the higher satellite antenna gain implicit in the smaller beam area. Ideally, the satellite
should be able to apportion dynamically its total transmit power among the individual beams depending
upon the loading in each beam. 

The satellite mobile channel is subject to multipath fading and shadowing just as the terrestrial mobile
channel. The physical mechanisms for these propagation phenomena are the same. Shadowing is due to
foliage, buildings, or terrain blocking the line-of-sight signal from the satellite. Many propagation cam-
paigns have been performed to investigate the statistics of shadowing in mobile satellite environments. For
example, Fig. 64.2 shows some results of data gathered near Ottawa, Canada in June, 1983 [Butterworth,
1984]. Note that these curves exhibit a “knee” between 50 and 90%. For the portion of the curves to the
left of the knee, the characteristics are dominated by multipath fading, whereas shadowing is the dom-
inating factor to the right of the knee. With adequate margins, it is reasonable to expect mobile satellite
systems to maintain communications links in environments characterized by fading and light shadowing,
but it is not practical to overcome heavy shadowing for most services. For this reason, availability targets
between 90 and 95%, corresponding to margins of less than 10 dB, are common for land-mobile satellite
systems delivering services to users in rural, highway, and suburban environments. Availability figures
for urban environments tend to be much lower. Exceptions include very low-capacity services, such as
paging, which may require margins as high as 30 dB to allow for building penetration. Of course, the
margin that is required to meet a given level of availability in a particular set of user environments is
dependent upon many factors including the elevation angle to the satellite, the type of terrain, the density
and height of the vegetation, and the number of man-made obstacles. 

The shadowing is often modeled as a log-normal process [Butterworth, 1984; Loo, 1984] where the
direct path power has a distribution given by 

(64.4)

FIGURE 64.2 Distribution functions for data recorded near Ottawa, Canada in June 1983. The measurements were
made with an omnidirectional antenna at a frequency of 1542 MHz. The elevation angle (the angle between a plane
parallel to the earth’s surface and the line-of-sight path to the satellite) was approximately 20º  [Butterworth, 1984].
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where ms is the received signal strength in dB, S is the average dB shadowing loss, and σs is the dB variance
of the shadowing loss. The parameters of this distribution depend not only on environment but on the
elevation angle to the satellite and on frequency. For a variety of situations, estimates of these parameters
can be derived from the empirical results of these propagation campaigns provided in ITU-R Recom-
mendation PN.681 and PN.681-1 and Stutzman [1988].

Multipath fading results from interference caused by reflections of the radio signal from the immediate
environment, with the time-varying nature being caused by motion of the terminal through the environ-
ment. In satellite applications, the reflections are generally too weak to be useful by themselves but not so
weak as to be ignored. Consequently, the satellite mobile channel is usually modeled as a Rician fading
channel consisting of an unshadowed direct path and a diffuse component which has a complex Gaussian
distribution (Rayleigh distributed amplitude and uniformly distributed phase). The amplitude distribution
of the resulting channel is the non-central Chi-squared distribution with two degrees of freedom,

(64.5)

where a = , b = r/σ, and Ik(.) is the kth order modified Bessel function. The quantity K is the ratio
of the direct path power to the average power of the multipath, 2σ2. Rician channels are characterized
by their K-factor. The probability of a fade of a given depth is shown in Fig. 64.3 for various K-factors.
Note that there is a greater than 50% probability that the diffuse component will increase the signal
strength. K-factors with vehicle1-mounted antennas are typically 10 dB and higher, with the worst case
value of 10 dB occurring at low elevation angles. For handheld terminals, where the antenna has little
directivity, lower K-factors can be expected.

The time-varying nature of the fading, in particular, the duration of the fades, is characterized by its
spectrum. For land-mobile applications, the Clarke model [Clarke, 1968], which assumes uniformly
distributed scatterers in a plane about the moving terminal, is often used. The maximum Doppler fre-
quency observed is related to the transmission frequency by the expression fd = v/λ, where v is the velocity
of the terminal, and λ is the transmission wavelength. The Clarke model for the diffuse spectrum is given by

(64.6)

FIGURE 64.3 Cumulative fade distribution for the Rician channel as a function of K-factor.

1Vehicle refers to automobile, aircraft, or ship.
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and the corresponding time correlation of the diffuse component is given by 

(64.7)

where Jo(.) is the zeroth order Bessel function.
For the land-mobile channel, some effort has been devoted to providing an appropriate model com-

bining the effects of shadowing and multipath fading which is appropriate for satellite applications. An
example of these is the Lutz-model [Lutz et al., 1991], which consists of two states, a good state and a
bad state. In the good state, the channel is Rician. In the bad state, the line-of-sight signal is essentially
blocked due to significant shadowing. The parameters of the model are the distribution of the dwell
times in each state, the K-factor, and the distribution of the shadowing, which are selected to model the
environment of interest.

In aeronautical-mobile, the fading spectrum is generally modeled as Gaussian. However, measurements
in this case indicate that the fading bandwidth is not strongly dependent on the aircraft velocity. The
fading tends to be slow and is due to reflections from a limited portion of the earth’s surface and from
the aircraft’s body. At L-band frequencies (1.6 GHz), the fading bandwidths for aeronautical-mobile
channels range from 20 to 100 Hz with 20 Hz being more prevalent [Neul et al., 1987].

The physics involved in determining an appropriate model for the maritime channel are quite similar
to that for the aeronautical case [Moreland, 1987]. Consequently, the fading spectrum is generally modeled
as Gaussian. However, the fading bandwidth is typically less than 1 Hz [Schweikert and Hagenauer, 1983].

In general, multipath in satellite-mobile channels is not time-dispersive. Measurements indicate that
for practical bandwidths (<2 MHz), this is true for wideband channels up to 2 MHz [Jahn et al., 1995].
A possible exception to this is the high-altitude aeronautical channel where one may occasionally receive
distant reflections from the sea surface or ice. For this case, the strength of the reflected path is strong
enough to be problematic only at elevation angles below 20º .

64.3 Satellite Orbits

Initial mobile satellite systems used geostationary orbits and were generally aimed at mobile terminals
with significant antenna gain (>8 dB). As satellite technology evolved, applications have expanded to
include terminals with much lower antenna gain (0 dBi). These include a number of regional mobile
satellite services as well as the Inmarsat international service. The geostationary orbits provide good
coverage in the low- to mid-latitude regions. Service availability to mobile units in the mid- to higher-
latitude regions can be compromised due to blockage at the lower elevation angles. To achieve a higher
service availability to a greater portion of the earth’s surface necessitates the use of non-geostationary
orbits.

With non-geostationary orbits, coverage from one satellite is time-varying, although the orbits are
often chosen to be a submultiple of either the solar day (24 h) or the sidereal day (23 h 56 m 4 s). With
the latter, the satellite ground tracks are periodic, while with the former, the ground tracks drift approx-
imately 1º  longitudinally each day. As a result of this time-varying behavior, a constellation of satellites
must be employed to provide continuous coverage. 

A variety of non-geostationary orbits and constellations have been proposed. These range from the
low earth orbit (LEO) systems at altitudes from 500 to 2000 km, through the medium earth orbit (MEO)
systems at altitudes from 9000 to 14,000 km, to the highly elliptical orbit (HEO) systems. One constraint
on orbits is the Van Allen radiation belts which encircle the planet [Hess, 1968]. The primary belt from
2000 to 9000 km and the secondary belt from 14,000 to 19,000 km can restrict operation at these altitudes
because of the greater radiation hardness requirements on the satellite components.

Constellations are generally configured as a number of orbital planes with a number of satellites in each
plane. The number of satellites in the constellation generally decreases with the altitude. Most examples
fall into the category of inclined circular orbits [Ballard, 1980], where the inclination refers to the angle
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the orbital plane makes with the equator. The extreme case of these are the polar-orbiting constellations
[Adams and Rider, 1987]. The coverage provided by all these constellations is global in nature, but the
minimum elevation angle and number of satellites visible simultaneously at any location depends on the
constellation and its altitude. In general, simple constellations can provide good coverage of the earth.
As an example, the cumulative distribution of the elevation angles (averaged over time and location) for
a twelve satellite constellation is shown in Fig. 64.4. This figure indicates that the elevation to the primary
visible satellite is always greater than 23º ; and 90% of the time/locations it is always greater than 30º .
Figure 64.4 also indicates that a second satellite is always visible with an elevation of at least 10º .

An alternative to the inclined circular orbits are the elliptical orbits of which the Molniya [Ruddy,
1981] and Loopus [Dondl, 1984] are well-known examples. A constellation of satellites in highly elliptical
orbits can approximate the effect of an overhead geo-synchronous satellite for high latitude regions.
However, the useful coverage with elliptical orbits is restricted (generally they are only active near the orbit
apogee), and they are intended for regional services. 

While non-geostationary orbits ameliorate a number of the propagation phenomena affecting com-
munications with a mobile terminal, they also introduce a number of challenges. In particular, with non-
geostationary satellites, a number of quantities such as path delay and Doppler shifts become not only
position-dependent but also time-varying, depending on the satellite orbital speed. The period of a satellite
in an elliptic or circular orbit around the earth is

(64.8)

where a is the semimajor axis of the orbit (the radius in the case of a circular orbit) and GM is the earth’s
gravitational parameter (GM = 3.99 ×  1014 m3/s2).

As with a geostationary satellite, the propagation delay and path loss vary with user position (range),
and the general expression for satellite range as a function of elevation angle θ is given by

(64.9)

where Re is the earth’s radius (6378 km) and h is the satellite altitude. The corresponding delay is τ = r/c.
Unlike geostationary satellite systems, there can be significant Doppler and propagation delay variations

FIGURE 64.4 Cumulative distribution of elevation angle to primary satellite with a constellation of four inclined
planes of three satellites at an altitude of 10,355 km.
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due to the relative velocity of the user and the satellite with non-geostationary mobile satellite systems.
Both of these quantities are proportional to the range rate, with the delay variation given by

(64.10)

where τ is the propagation delay, r is the range, and the Doppler shift is given by

(64.11)

Note that this Doppler frequency is distinct from the maximum Doppler rate used to characterize
multipath fading. The latter corresponds to the mobile terminal velocity relative to its immediate envi-
ronment. There are a number of contributors to the range rate. They include the satellite motion, the
earth’s rotation, and the velocity of the mobile terminal relative to the earth. In a number of simple cases
involving circular orbits, the contribution of these various components can be calculated explicitly. When
the user lies in the orbital plane, such that the geometry is as shown in Fig. 64.5, then the range rate due
to satellite motion alone is given by 

(64.12)

In addition, the velocity of the mobile terminal due to the earth’s rotation is given by

(64.13)

in a direction of constant latitude, where γ  is the latitude of the mobile terminal, and Te is the period
of the earth’s rotation (23 h 56 m 4s). In the general case, the range rate is the vector sum of the velocities
of these different contributors projected along the range vector. This depends on the mobile terminal
position as well as velocity and does not have a simple explicit formula [Vilar and Austin, 1991]. However,
the general circular-orbit case can be upperbounded by Eqs. (64.12) and (64.13), projected in the direction
of the satellite, to give

(64.14)

This shows that both the Doppler and delay rate are zero at the subsatellite point and increases toward
the satellite horizon, although the Doppler increase depends upon the relative direction. The Doppler can

FIGURE 64.5 Illustration of satellite geometry for calculating range and range rates.

dτ
dt
----- 1

c
--  

dr
dt
-----=

fs
1
λ
---=  

dr
dt
-----

dr
dt
----- 

 
sat

2πRe

T
------------– cosθ=

vr

2πRe

Te

------------ γcos=

dr
dt
----- 2πRe cosθ 1

T
--- γcos

Te

-----------+ 
 ≤
©2002 CRC Press LLC



 

range from zero for a geostationary orbit to greater than 42 kHz for a LEO satellite (1000 km) at 2.0 GHz.
The corresponding delay rate can vary from zero to 21 microseconds per second.

Another parameter of interest is the rate of change of Doppler. There is no simple expression for the
Doppler rate but, in a similar manner, it can be upper bounded by

(64.15)

Equations (64.14) and (64.15) do not include the effect of mobile terminal motion relative to the earth.
The Doppler rate can range from zero for a geostationary satellite to 100 Hz/sec for a LEO satellite at
1000 km at 2.0 GHz depending upon the positions of the user and the satellite.

In addition to these potential influences of non-geostationary satellites on modem design, there can
also be a significant impact on the multiple access strategy due to differential delay and differential
Doppler across a spotbeam. Assuming the differential effects of the earth’s rotation across a spotbeam
can be neglected, the differential delay can be upper bounded by

(64.16)

where θmin and θmax are the minimum and maximum elevations for the spotbeam of interest. The greatest
differential delay occurs at the edge of coverage. For many scenarios, this differential delay can be of the
order of milliseconds, which can have an impact on multiple access strategies which require the time-
synchronization of users. 

The differential Doppler across a spotbeam depends upon the location of the spotbeam relative to the
orbital plane of the satellite. If one neglects the differential effects of the earth’s rotation across a spotbeam,
one can bound the differential Doppler in spotbeams along the orbital plane by

(64.17)

This bound assumes that the whole spotbeam lies completely in either the fore or aft coverage of the
satellite, but indicates that the maximum differential Doppler occurs across a spotbeam covering the
subsatellite point. For many scenarios, the differential Doppler across a spotbeam can be on the order
of kilohertz and, thus, can also influence the design of a multiple access strategy.

It should be noted that lower altitude satellites must provide the same RF power flux density as higher
altitude satellites. Typically, however, higher altitude satellites are used to cover larger areas and, to provide
an equivalent return link service, must have larger antennas and more spotbeams. Consequently, while
fewer of the higher altitude satellites are required to provide global coverage, they are generally larger
and more complex.

64.4 Multiple Access

Satellites intended for mobile services are frequently designed with antennas large enough to provide
multiple spotbeams. This not only reduces the power requirements but also allows frequency re-use
between the beams. The result is a system which is similar to terrestrial cellular systems with the following
differences:

1. Isolation between co-channel users is controlled by the spacecraft antenna characteristics and not
by propagation losses.
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2. The near–far problem is less critical so power control is less of a factor. Due to delay constraints
in satellite systems, power control is generally limited to counteracting the effects of variation in
antenna gain and average propagation losses. This, however, means that co-beam users in the
forward direction will generally be received at different power levels.

3. Due to the distortion caused by the curvature of the earth’s surface, the spotbeams do not cover
the same surface area. In particular, the outer beams can be significantly extended in the radial
direction, as illustrated in Fig. 64.6; this figure is a two-dimensional projection of the coverage
pattern on the earth that preserves radial proportions but results in some angular distortion.
The consequence of this distortion is that the outer beams may be required to serve significantly
more users. Furthermore, the outer beams are subject to more adjacent beam interference for
similar reasons. A complicating factor is that the outer beams are also the most likely to be in the
field of view of other satellites in the constellation. The satellite antenna can be designed to provide
equal size spotbeams on the earth, but this policy penalizes the communications performance of
a large number of users for the benefit of none.

4. With many constellations there can be significant overlapping coverage from multiple satellites,
and this allows the possibility of diversity transmissions. A whole range of diversity techniques
are possible for all multiple access strategies depending on the power, bandwidth, and complexity
constraints. The simplest approach is selection diversity during the call setup. More complex
approaches include dynamic techniques such as switched diversity in the forward direction based
on return-link signal strength and maximal ratio combining in the return direction.

5. This brings up a final difference with respect to terrestrial systems in that, with a fixed antenna
cluster, the satellite cells and “base station” are moving with respect to the mobile rather than vice
versa. This raises issues regarding handover procedures and, in light of multiple satellite coverage,
the orthogonality of user accesses.

In general, multiple access techniques for mobile satellite applications can be divided into two groups:
wideband techniques, such as CDMA [Gilhousen et al., 1990], and narrowband techniques, such as
FDMA and narrowband TDMA. Each technique has its strengths and weaknesses which depend on the
application and implementation, but there are a number of common aspects. The power efficiency of all
techniques can be improved by adding forward error correction coding but with a bandwidth penalty.
The exception to this is asynchronous CDMA, which does not suffer a bandwidth penalty but generally
must tolerate greater co-user interference. There are synchronous versions of all these techniques (synchro-
nization at the chip level for CDMA and at the bit and frequency level for FDMA and TDMA) that can be
used to improve spectral efficiency on the forward link where one can easily synchronize transmissions.

FIGURE 64.6 Spotbeam pattern projected onto the earth’s surface: 4-db contours with edge of coverage at 10∞
elevation.
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For applications in the 1 GHz and 2 GHz range, the propagation characteristics of wideband techniques
(<2 MHz) and narrowband techniques are similar. 

Interference tolerance, in particular multiple access interference, is one aspect which differs between
wideband and narrowband systems. With CDMA, interference due to co-users is averaged over all co-
users and affects all users. With narrowband techniques, interference generally results in greater degra-
dation, but only of individual carriers. It is this interference tolerance which determines the frequency
re-use capability and the bandwidth-limited capacity. When comparing the bandwidth-limited capacities
of various approaches, care must be taken to be equitable. Interference has a probability distribution due
to the random location (and isolation) of co-channel users relative to the desired user. In both wideband
and narrowband techniques, it is the tails of this distribution which determine the effect of interference
on the service availability [Moher et al., 1996].

An additional issue is the design of the ancillary channels for signaling and control for a multi-beam
satellite system and their integration with the traffic services with a minimum of power and bandwidth
requirements.

64.5 Modulation and Coding

Along with the choice of multiple access strategy, modulation and coding schemes must be selected to
meet the stringent bandwidth and power efficiency requirements of the mobile satellite communications
system. With respect to the choice of modulation scheme, binary phase-shift keying (BPSK) has been
popular for low data rate store-and-forward systems due to its simplicity and robustness. However, BPSK
is very spectrally inefficient when transmitted from a terminal with a nonlinear power amplifier (e.g., a
power-efficient class-C amplifier). Aeronautical satellite communications systems have improved upon
the spectral efficiency, without sacrificing robustness or compatibility with nonlinear amplifiers, by using
ππππ/2-BPSK coupled with 40% square-root raised-cosine pulse shaping.

The most popular choice of modulation technique for higher-rate services has been quadrature phase-
shift keying (QPSK). QPSK can be considered as two BPSK waveforms orthogonally modulated: one by
a sine wave at the carrier frequency, and the other by the corresponding cosine wave. Consequently, for
a given choice of pulse shaping filter and for a linear channel, the spectral efficiency (in terms of the ratio
of the number of bit/s transmitted to the occupied bandwidth in Hz) for QPSK is twice that for BPSK.
With standard QPSK, the symbol timing is identical in the sine and cosine channels. A fairly linear
transmitting power amplifier is required in the mobile terminal if good bandwidth efficiency is to be
maintained with standard QPSK. As is the case for BPSK, variations of QPSK can be used that are rea-
sonably tolerant to amplifier nonlinearity. Figure 64.7 [Patenaude and Lodge, 1992] illustrates the
transmitted power spectrum of π/4-QPSK (60% square-root raised-cosine pulse shaping) and offset-
QPSK (60% and 100% square-root raised-cosine pulse shaping) after being amplified by a hard-limiting
amplifier (which is the extreme example of a nonlinear power amplifier). Note that even in this severe
case, offset-QPSK with 60% pulse shaping is quite spectrally efficient. In fact, this is the choice of
modulation scheme for a number of mobile satellite communications systems including Inmarsat’s M,
B, and Aeronautical systems.

The viability of mobile satellite systems is dependent upon excellent power efficiency. Consequently,
detection is often based on phase-coherent approaches rather than the less power-efficient options of
differentially-coherent and noncoherent detection that are commonly used for terrestrial systems. Increas-
ingly, traditional carrier tracking schemes, such as phase-locked loop based techniques, are being replaced
by digital schemes such as the one described in [Viterbi and Viterbi, 1983]. The fading and shadowing
nature of the channel can result in frequent cycle slips of the carrier recovery algorithm, resulting in a
phase ambiguity (which is inherent in the PSK signal) that must be resolved. Differential phase encoding
of the transmitted symbols is a fairly traditional approach for eliminating the detrimental effects of the
phase ambiguity. However, differential encoding tends to increase the average bit error rate for a given
symbol error rate and is consequently avoided in many mobile satellite system signal designs. A more
common approach is to periodically insert a known bit or symbol (referred to as a reference symbol) or
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group of bits (referred to as a unique word) into the transmitted signal, which can be used to detect the
occurrence of cycle slips and then to resolve the resulting carrier phase ambiguity. In the extreme case,
for which the period of insertion is sufficiently greater than the required tracking bandwidths, carrier
tracking can be based solely on the reference symbols [Moher and Lodge, 1989].

Forward error control (FEC) coding is an important tool for achieving good power and bandwidth
efficiency. The choice of FEC coding technique is dependent upon the number of bits that are to be
coded as an identifiable group. First, consider the case for which only several tens of bits are to be coded
into a codeword. This situation naturally arises in a number of circumstances including short data packets
containing signaling information or user data, and for digital voice transmission for which additional
delays (due to coding) of greater than a couple of voice frames is unacceptable and only the most sensitive
bits in the frame are protected with FEC coding. In these cases, block codes such as the Golay code and
Bose–Chaudhuri–Hocquenghem (BCH) codes are common choices. Another possibility is the use of
convolutional coding with puncturing [Yasuda et al., 1984] used to achieve the desired code rate. Con-
volutional codes with a constraint-length of 7 have been popular choices for early systems, with con-
straint-length 9 codes being proposed for later ones. Usually prior to convolutional encoding, a field of
“flush bits” is appended to the end of the field of data bits so that the last data bits to be decoded have
a similar level of integrity as the rest of the data bits. The field of flush bits can represent a significant
(and undesirable) overhead for the transmission of very short data blocks. Fortunately, the requirement
for such a field can be obviated if tail biting [Ma and Wolf, 1986] is used. Usually, convolutional coding
is preferable to block coding because it is more amenable to the use of soft decisions.

The second scenario to consider is the transmission of a continuous data stream (e.g., digital voice)
or data in large fields. In this case, convolutional coding is a reasonable choice for services for which
high average bit error rates (i.e., higher than 10-4) are acceptable. For applications requiring higher quality
data, reasonable choices include concatenated coding (with a convolutional code as the inner code and

FIGURE 64.7 The transmitted power spectrum of p/4-QPSK (60% square-root raised-cosine pulse shaping) and
offset-QPSK (60% and 100% square-root raised-cosine pulse shaping) following hard-limiting amplification.
[Patenaude and Lodge, 1992].
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a Reed-Solomon code as the outer code) and turbo coding [Berrou et al., 1993]. As an example of the
relative power efficiency, Fig. 64.8 shows the performance of several of these alternatives where the only
channel impairment is additive white Gaussian noise. Curves A, B, C, and D are all for rate-1/2 coding.
Curve D is a constraint length-7 convolutional code. Curve C is the same convolutional code, punctured
to rate-3/5, concatenated with a (255, 213) Reed–Solomon code. Curves A and B represent the perfor-
mance of turbo coding for block lengths of 10,000 and 300 data bits, respectively. Curves E and F provide
an indication of the trade-off between bandwidth and power efficiency. These latter two curves use the
convolutional codec of curve D, so the level of code complexity is fixed. Curve E is punctured to a rate of
3/4, while curve F uses pragmatic coding [Viterbi et al., 1989] to achieve a rate of 1 bit per dimension.
For the range of spectral efficiencies considered here and for a fixed level of coding complexity, the rule
of thumb is that a 1 dB improvement in bandwidth efficiency results in approximately a 1 dB degradation
in power efficiency. Note that trading bandwidth against power efficiency, using puncturing or pragmatic
coding, is equally applicable for concatenated and turbo coding schemes.

Fading and shadowing can cause reductions in the level of the received signal to a point where reliable
transmission is no longer possible. If these signal outages are of short duration, they can successfully be
compensated for by interleaving the order of the coded data prior to modulation in the transmitter and
then deinterleaving the data prior to decoding [Clark and Cain, 1981]. This effectively shuffles the received
bits having low received signal power with received bits having higher signal power. Of course, for the
combination coding and interleaving to eliminate errors in the decoded data bits, the interleaving must
be performed over a signal duration that is several times greater than the duration of the outage. Inter-
leaving adds to the total end-to-end delay, and, consequently, the duration of outages that can be dealt
with is dependent upon the delay constraint of the given mobile satellite service.

Inevitably, some of the outages will have a duration too great to be handled by interleaving and coding.
In such cases, many services will simply be unavailable. However, some source codecs (e.g., certain vocoders)
have the capability to gracefully handle several sequential missing or erroneous frames. Also, applications

FIGURE 64.8 The performance of various coding schemes in an additive white Gaussian noise environment. A: rate-
1/2 turbo code with a block size of 10,000 b; B: rate-1/2 turbo code with a block size of 300 b; C: rate-1/2 concatenated
convolution/Reed–Solomon code; D: rate-1/2 constraint length 7 convolution code; E: rate-3/4 punctured constraint
length 7 convolutional code; F: rate-1 pragmatic constraint length 7 convolutional code. (Provided by P. Guinand,
Communications Research Centre, Ottawa, Canada.)
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that can tolerate long delays can overcome fairly long outages by employing automatic repeat request
(ARQ) schemes. 

64.6 Trends in Mobile Satellite Systems

An increasing variety of services are being offered to travelers via mobile satellite systems, with the data
rates for the high-end services increasing steadily. In parallel with this, there is continuing pressure to
reduce the size of the mobile terminals. The result is that the size of the system’s space segment is growing
through some combination of an increased number of satellites and larger, more complex satellites. For
a given orbit altitude, the size of the satellite antenna is growing dramatically. A corresponding increase
can be seen in system complexity, with the apportioning of this complexity between the space segment
and the ground infrastructure varying from one system to another. System designs that place much of
this complexity in the space segment are characterized by on-board switching and processing and, in
some cases, intersatellite links. System designs that place much of the complexity in the ground infra-
structure are characterized by a large number of coordinated and very sophisticated gateway stations.

The number of customers for mobile satellite services has begun to grow significantly, and explosive
growth in the future is forecast. Many organization are designing new systems to meet this anticipated
demand, with new frequency bands being allocated to accommodate them. Even with these new bands,
increasing frequency congestion will be experienced if the forecasted traffic volumes materialize. The first
generation mobile satellite systems were predominantly power limited. However, subsequent generations
will be increasingly bandwidth limited.

The traffic volumes for many early generation mobile satellite systems are fairly symmetric (in the
sense that the volume of traffic in the forward direction is approximately the same as that for the return
direction) because voice telephone applications are dominant. However, it is anticipated that an increasing
portion of the traffic will support services such as database access, message retrieval (e.g., e-mail and
voice mail), and broadcast information. In general, these services result in much greater volumes of data
being transmitted in the forward direction than in the return direction. Fortunately, this asymmetric
traffic requirement is a good match with the technological situation in a couple of respects. Firstly, in the
forward direction, improved bandwidth efficiency can be achieved by taking advantage of the fact that
the system can be designed to accurately coordinate the carrier frequency, carrier phase, and symbol timing
of each transmission within a beam. Consequently, techniques such as synchronous CDMA, orthogonal
frequency-division multiplexing, and wavelet-packet multiple access can be employed. Secondly, unlike
the return direction for which the mobile terminal’s power amplifier places fairly severe constraints on
the dynamic range of the transmitted waveform, the forward link channel is incrementally linear. Incre-
mentally linear means that each carrier appears to be transmitted through a linear channel, with inter-
modulation due to the nonlinearity of the satellite transponder’s power amplifier resulting in an additive
noise-like process. Given that both the traffic requirements and the technological situation are asymmet-
ric, the transmission schemes selected for these mobile satellite services will differ significantly between
the forward and the return direction.

Defining Terms

Forward direction: Direction of transmission that is from the satellite to the mobile.
Maximal ratio combining: A combining technique for which signals from two or more communication

paths are aligned in phase, weighted proportional to their voltage-to-noise power ratios, and then
summed [Proakis, 1989].

Narrowband TDMA: A multiple access strategy where a small number of users, typically less than ten,
share a single frequency channel in time. Larger numbers of users are accommodated by using a
number of narrowband TDMA carriers of different frequencies.

Offset-QPSK: A variation of QPSK for which the symbol timing in the sine channel is offset by half
of a symbol period relative to that in the cosine channel.
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Return direction: Direction of transmission that is from the mobile to the satellite.
Switched diversity: The process of switching to the best of two or more communication paths [Jakes,

1974].
ππππ/2-BPSK: A variation of BPSK for which consecutive symbols experience a relative phase shift of π/2

radians.
ππππ/4-QPSK: A variation of QPSK for which consecutive symbols experience a relative phase shift of π/4

radians.
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65.1 Introduction

Satellite antennas provide not only for telecommunications, but also communications for controlling and
commanding the satellite in a prescribed orbit: an invisible tower in space [Hwang, 1992]. Their capabilities
have evolved from being only a radio relay station to being an onboard processing base station. Most com-
munications satellites are boosted into  geosynchronous  Earth orbit (GEO). At a particular altitude, with an
angular speed exactly matching the Earth’s rotational rate, the satellite is motionless as viewed from the Earth.
Three such satellites in synchronous orbit can cover over 90% of all inhabited regions of the Earth. Signals
sent up from the ground and transmitted down from the satellite travel 19,300 nmi and suffer large propagation
loss. A high-gain antenna is required to compensate for the path loss. The antenna can be a simple one for
generating a circular pencil beam for Earth coverage or a much more complicated antenna generating multiple
shaped beams and/or reconfigurable beams for frequency reuse with spatial and polarization diversities. As
mobile communications services evolve from a regional to a global scale, satellites play an important role in
providing the low-power-transmitters needed to broadcast from relatively unobtrusive base stations distributed
throughout space.

In order to provide low-power, personal handheld telephone services, the coverage area would normally
be divided into cells, each cell covered by a separate antenna beam. For a GEO satellite, this beam would
require a very large antenna, which could not be implemented even with deployable antenna technology.
In addition, the time delay of the half-hop propagation for a GEO satellite varies between 119 and 139 µs,
becoming a problem in voice communication. This time delay can be reduced by the use of low Earth orbit
(LEO) or medium Earth orbit (MEO) satellites. LEO and MEO orbits are particularly suitable for cellular
mobile communication systems since the cell size remains constant throughout the orbit. Several LEO and
MEO systems have been proposed, among them Iridium, Globalstar, and Odyssey. The range of possible
communication distance, propagation loss, propagation delay, and satellite view time vs. orbital attitude
are key parameters in the system tradeoff and design.

Yeongming Hwang
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To meet these requirements, the antenna radiation pattern varies from omnidirectional to highly direc-
tional. It can be fixed or reconfigured to meet the needs for each system configuration. A shaped beam is
required in order to constrain the energy to conform to the coverage area to improve equivalent isotropically
radiated power (EIRP) and reduce interference between beams. It can be achieved either by a multiple beam
antenna system or a shaped reflector system. Beam reconfiguration is required to accommodate the change
of radiation pattern for a time-domain multiple access (TDMA) system.

Conventional antenna parameters such as half-power beamwidth (HPBW), antenna radiation effi-
ciency, and aperture efficiency are insufficient to describe the performance of the system. In addition to
the gain ripple and gain slope over the coverage and frequency band, isolation or interference among
these beams is important in the system. They are assessed in terms of spatial and polarization isolation,
and both must be considered. Figure 65.1 depicts a 27-dB isolation between two transmit beams. Similarly,
the receive isolation is defined as the isolation of two received signals of equal incident flux density. Beam
shaping efficiency is used to evaluate the gain over a highly shaped coverage. An ideally shaped beam is
one that has maximum antenna gain without sidelobes and achieves constant antenna radiation intensity
over the area. Therefore, the theoretically achieved maximum gain is

where Acov is the coverage area in degrees square. The performance is evaluated in terms of beam shaping
efficiency η defined as

where Gmin is the minimum gain over A cov. Practically, the gain-area product is between 10,000 and
18,000, depending on the size of antenna aperture and the shape of coverage.

The tracking, telemetry, and command (TT&C) antenna provides ranging, telemetry, and command
operation throughout all mission phases after launch vehicle separation. An autotracking antenna is required
for two reasons: to improve the pointing accuracy of the highly shaped beam where the performance
degradation is not accepted in the system due to satellite pointing error and to communicate with a moving
target or user.

Successful observation of weather and climate from satellites has led to other new applications such as
the measurement of atmospheric parameters by seeing through cloud canopies. A microwave radiometer
is a good candidate for this application. However, at least a 4.4-m antenna would be required to provide
30-km nadir spatial resolution. This type of antenna is still under development. The most common types
of antennas being used to meet these requirements are summarized in Table 65.1.

FIGURE 65.1 Transmit isolation requirements.

G 41253/Acov=

h Gmin Acov/41253=
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Satellite antennas differ from other antennas in several respects. A satellite must be designed to with-
stand the dynamic mechanical and thermal stress during the launch and in the space environment. The
materials used become a key factor. Other design constraints are size and weight. The antenna has to fit the
shroud of the launching vehicle. As a result, the reflector used for the high-gain antenna must be stowed
using either a solid reflector or a meshed reflector. Weight cannot exceed that weight budget allocated in
the system. The challenge of satellite antenna design for the future will be to make them lighter, smaller,
and cheaper.

65.2 Horn Antennas and Reflector Feeds

Currently, the reflector antenna is the most widely used satellite antenna, but future satellites may feature
phased array antennas capable of rapid and low-loss beam scan, achievable with the design maturity of
solid-state microwave amplifiers and receivers. The reflector antenna may have either a single feed or
multiple feeds, depending on the coverage requirement; the phased array antenna, in contrast, has many
radiating elements. The best candidates for feeds and radiating elements are horns and cup dipoles. Above
6 GHz, horns are usually used since the waveguide is low loss and small in size. Cup dipoles are typically
used below 4 GHz since coaxial cables are smaller and lighter than waveguides.

Horn Antennas

There are five types of horn antennas: open-ended waveguide, conical horn, dual-mode horn, corrugated
horn, and multiflare horn. Table 65.2 compares pros and cons among these five horns. The open-ended
waveguide or the conical horn are most frequently used for multiple beam antennas (MBA) with phased

TABLE 65.1 Satellite Antennas

Area Coverage Function  Antenna Types
Antenna 

Gain Design Challenge Name of Satellites

Earth coverage ±9∞FOV Corrugated horn 
Multiflare horn

Medium Single horn with 
diplexer to cover
both up- and
down-links, with
Good axial ratio 

Most of all 
communication 
satellites

Omni TT&C with 2 Conspiral antenna Low Nearly omni- Most of all
coverage operation Biconical antenna Low   directional communication

Spot coverage modes: Horn antenna Medium/  Spacecraft body satellites
   1. transfer

orbit
low blockage

   2. on-orbit Reliability
Pencil beam 

coverage
Limited 

portion 
Reflector antennas 

Single feed
High Gimbal Steering INTELSAT-VIIs

of FOV Multiple feeds Beam forming NASA ACTS
  network (BFN) MILSTAR

Shaped beam 
coverage

Multiple 
beams for 
frequency 
reuse

Multibeams 
antennas

Shaped reflector 
antennas

High Isolation between 
beams

Switching BFN

INTELSAT-V
INTELSAT-VI
INTELSAT-VII

Nulling Maximize Reflector antennas High Adaptive nulling MILSTAR
  coverage signal-to- Multiple feeds algorithm

interference Adaptive BFN Adaptive BFN
power ratio Phased  array 

antennas
Calibration and

characterization
Adaptive BFN of BFN

Finite coverage Passive Reflector antennas High Size of reflector
microwave Surface tolerence
radiometer
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array elements since their apertures can be small. Figure 65.2 shows a 30-GHz feed array for the NASA
Advanced Communication Technology Satellite (ACTS). The advantage of this type of horn is its sim-
plicity and ease of fabrication. The disadvantage is that the radiation pattern is not circularly symmetrical,
and so antenna efficiency is low and a high axial ratio is obtained for the circular polarization.

The dual-mode horn antenna, also called the Potter horn, generates a circularly symmetric pattern by
adding transverse electric (TE11) and transverse magnetic (TM11) modes in proper amplitude and phase
[Potter, 1963]. The TM11 mode is excited by a simple waveguide step. However, due to the phase velocity
difference, proper phasing of the two modes occurs only in a limited-frequency band with less than 5%
bandwidth. Therefore, the dual-mode horn is only used in narrow bandwidth applications.

The corrugated horn carries a hybrid mixture of TE11 and TM11 modes through the grooved horn
walls; this fundamental hybrid mode is called the hybrid electric (HE11) mode. The TE and TM compo-
nents in the HE11 mode have the same cutoff and phase velocity; therefore, the beamwidth limitation
of the dual-mode (or multiflare) horn is removed. A detailed theoretical analysis has been given by
Clarricoats and Saha [1971]. One design problem of the corrugated horn is that without a matching
section at the horn throat region it has a poor voltage standing wave ratio (VSWR), especially over the
lower portion of the operating frequency band. Two kinds of matching sections can be used to improve
VSWR: varying groove depths and ring-loaded grooves [James, 1982]. The corrugated horn can easily
be designed up to 60% bandwidth using a varying grooves matching section and, using a ring-loaded
matching section, can even be designed to a 2:1 bandwidth. One drawback of the corrugated horn is that

TABLE 65.2 Comparison Among Various Horns

Open-End 
Waveguide

Conical
Horn

Dual-Mode 
Horn Corrugated Horn

Multiflare
Horn

Bandwidth Wide Wide Narrow Wide Moderate
Pattern 

Symmetry
No No Yes Yes Yes

Phase Center 
Location

On the 
aperture

Inside 
aperture

Inside aperture Inside aperture On/Inside the 
aperture

VSWR for
Large Aperture

Good Excellent Frequency 
sensitive

Poor without 
matching section

Excellent

Fabrication Easy Easy Easy Difficult Easy
Applications Array element Array element High-efficiency 

feed for 
reflector

High-efficiency 
feed for reflector

High-efficiency 
feed for reflector

FIGURE 65.2 Feed array for NASA ACTS MBA.
©2002 CRC Press LLC



 

               
the fabrication of the grooved walls is difficult, resulting in high manufacturing cost. Yet the corrugated
horn is the most used reflector feed and is the best candidate for the Earth coverage antenna. A corrugated
horn is classified either as a narrow- or a wide-flare horn. Figure 65.3 shows the antenna geometry and
the normalized radiation patterns for the narrow-flare corrugated horn. Figure 65.4 shows those for the
wide-flare corrugated horn.

A multiflare horn is formed of several flared waveguide sections. This mechanically simple structure
leads to very low fabrication cost. The smooth wall, as well as the flare structure, provides good RF match
to the waveguide. A low VSWR is always achieved. A conical multiflare horn generates higher order TE1n

and TM1n modes at the flare change. The circularly symmetric pattern is obtained by adding these higher
modes (mainly TM11) to the fundamental TE11 in proper ratio. The analysis is based on mode matching
at the flare change to compensate for phase front curvature change. The differential phase shift among
modes in a multiflare horn is less than that in a dual-mode horn. Thus, the multiflare horn is capable of
achieving about l5% bandwidth. A three-section multiflare horn is comparable (or even smaller) in size
to a corrugated horn with the same beamwidth [Chen, Choung, and Palma, 1986]. The multiflare horn

FIGURE 65.3 Narrow-flare corrugated horn.

FIGURE 65.4 Wide-flare corrugated horn.
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has advantages over the dual-mode horn in terms of bandwidth and over the corrugated horn in terms
of manufacturing simplicity. Multiflare horns are currently utilized as spot beam feeds for NASA ACTS.

Cup-Dipole Antennas

A cup-dipole antenna has crossed dipoles in a cylinder and has good axial ratio for circular polarization. The
antenna is compact and easy to manufacture. There are two types, as shown in Fig. 65.5: unequal arms with
single coaxial cable and equal arms using two coaxial cables and a 90∞ hybrid. The cup dipole with unequal
arms is mechanically simple but can only generate single circular polarization with less than 5% frequency
bandwidth. The cup dipole with equal arms has dual circular polarization with about 20% bandwidth, but
it is mechanically complex. Several design variations of the cup dipole antenna such as the short backfire
and cavity-back helix are described in Chapter 4 of Kumar and Hristrov [1989]. The dipole is about 0.45λ
and the cup diameter is from 0.7λ to 3l depending on the beamwidth and/or the array spacing.

Frequency Reuse Feed and Polarization Diversity

A given frequency band can be used more than once at the satellite to increase the communications
capability of a given link. Since different communications channels will exist at the same carrier frequen-
cies, each reuse channel must be isolated.

There are two techniques to achieve this required isolation. One way is to use two orthogonal polar-
izations. One channel carries a vertical polarization [or right-hand circular polarization (RHCP)], and
the other channel carries a horizontal polarization [or left-hand circular polarization (LHCP)] with more
than 30-dB isolation. This can be done using a polarizer (for the CP case) and an orthomode transducer
placed right after the feed horn. Another method is to use two spot beams pointing at different locations
with high (about 30 dB) spatial isolation. This can be achieved using two feeds (or feed clusters) of the
reflector to generate low sidelobes. Low sidelobes can be achieved with minimum spillover energy by the
use of a high taper feed on the reflector.

FIGURE 65.5 Two types of CP cup dipole.
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Monopulse Feed

Point-to-point satellite communications require a narrow beamwidth to obtain high antenna gain. But
the satellite jitters, causing a pointing error. In order to maintain reliable communications, a satellite
antenna must be accurately pointed toward a signal source. To achieve accurate pointing, the satellite
employs an autotracking system, providing tracking signals related to pointing errors in elevation and
azimuth. The tracking signals control a feedback servoloop of the satellite to orient the satellite as required,
positioning the antenna accurately with respect to the signal source. A block diagram of the monopulse
tracking is shown in Fig. 65.6. It is achieved using a single corrugated horn and a tracking coupler. The
coupler uses a longitudinal traveling wave mechanism and utilizes the circular TE11 and TE21 modes that
provide the sum and the difference channels, respectively, to achieve wideband monopulse tracking. The
main beam is obtained on the boresight axis of the antenna when only the dominant mode (TE11) is
excited at the aperture of the feed. When the beam is off the boresight axis, higher order modes (TE21)
are excited in the feed. The amplitude of the TE21 mode is proportional to the angle of boresight, and a
null in the higher order mode is obtained at the boresight.

65.3 Reflector Antennas

The reflector antenna, a high-gain antenna used to support high data rates with low transmitter power,
is the most desirable type for communication antennas because of its light weight, structural simplicity,
and design maturity. Its disadvantage is that the reflector has to be offset to avoid the aperture blockage.
The offset destroys the rational symmetry of the optical aperture and limits the achievable performance
as compared to that of a lens antenna.

A reflector antenna system consists of one or more reflector surfaces. The surface can be solid, gridded,
printed substrate, or meshed. It may be paraboloid, hyperboloid, spheroid, ellipsoid, or general in shape.
Seven antenna types that have been most commonly used for satellite communication systems are summa-
rized in Table 65.3. They include the parabolic reflector and the Cassegrain reflector, both either center fed
or offset fed, the overlapped dual-gridded reflector, a multireflector system with a frequency selective surface
(FSS) subreflector, and the deployable reflector antenna.

The center-fed parabolic and Cassegrain reflectors are used for a high-gain antenna where the radiation
pattern is of circular shape. When the radiation pattern must be shaped to form a contour beam, a multiple
beam reflector antenna system or shaped reflector antenna system can be utilized. One of the most
complicated multiple beam antenna systems in use was designed for the INTELSAT V-VII series. The
INTELSAT VII satellite used a 2.44-m graphite fiber reinforced plastic (GFRP) reflector for the 4-GHz
frequency band over the Atlantic, Pacific, and Indian Oceans. The antenna provides shaped hemispheric
and zone coverage, as shown in Fig. 65.7. The coverage was determined by the traffic demand in each
region. The isolation between zone and hemispheric beams is accomplished by polarization diversification,

FIGURE 65.6 Block diagram of monopulse tracking.
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whereas the isolation between the east and west hemispheric beams is accomplished by spatial diversifi-
cation. There are 110 feeds used in the feed system. Each feed is a 1.13 wavelength GFRP circular horn
element arranged in triangular grid, as depicted in Fig. 65.8. The beam forming network consists of air
supported striplines and power dividers sandwiched between ground planes. The gain of the hemispheric
beam is about 15 dBi, and the gain of the zone beam is 22 dBi (decibels over an isotropic radiator). The
isolation achieved for both polarization and spatial diversification is about 27 dB.

Another complex reflector antenna in flight is NASA ACTS [Choung and Wong, 1968] operating at
Ka-band (30 GHz for receive and 20 GHz for transmit) (see Fig. 65.9). The MBA is designed to cover
the continental U.S. (CONUS). The coverage and polarization plan are shown in Fig. 65.10. The MBA
provides three fixed spot beams (Cleveland, Atlanta, and Tampa) for high-burst-rate (HBR) operations
and two scanning beams for low-burst-rate (LBR) operations. The scanning beams provide coverage for

TABLE 65.3 Reflector Antenna Configurations Used in Communication Antenna Systems

Type        Features and Application Shape

1. Center-fed Simple, symmetrical light weight structure
parabolic Aperture blockage causing sidelobe level and 

reducing peak gain
reflector High feed line loss

               Pencil beam

2. Cassegrain Short, low feed line loss
reflector Shaped reflector may be used to increase efficiency
system Aperture blockage causing sidelobe level and 

reducing efficiency
          Pencil beam

3. Offset No aperture blockage
parabolic
reflector

Convenience for spacecraft mounting 
with feed embedded below the platform

               Shaped beam by using multihorns or shaping 
reflector surface

4. Offset No or minimum aperture blockage
Cassegrain Worse scan loss
(or Gregorian) Fixed or scanning beam
reflector

5. Overlapping Offset configuration
dual-gridded Polarization reuse with 33-dB isolation
parabolic Shaped beam
reflector Thermal distortion of the gridded surface

6. Multiband dual FSS subreflector or overlapping
FSS reflector  Subreflectors in which one is an FSS

                  Same main reflector aperture for multifrequency 
band operation

                Compact
                 Thermal distortion of FSS
7. Deployable  Meshed reflector that can be folded

reflector Allow to use larger reflector aperture size
 Tradeoff between weight and surface accuracy
                     Passive intermodulation may be generated
                   Use mostly for lower frequency band system
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FIGURE 65.7 INTELSAT VII hemi/zone coverage.

FIGURE 65.8 INTELSAT VII transmit feed array.
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FIGURE 65.9 NASA ACTS MBA geometry.

FIGURE 65.10 NASA ACTS coverage and polarization plan.
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two scan sectors (east and west) and 13 scan spots (Seattle, San Francisco, Los Angeles, Phoenix, Denver,
White Sands, Dallas, Kansas City, New Orleans, Memphis, Huntsville, Houston, and Miami). ACTS has
two electrically identical MBAs (one for transmit and one for receive) with half-power beamwidth
(HPBW) on the order of 0.35º . Each MBA shown in Fig. 65.10 has one main reflector, a dual polarized
subreflector, and two orthogonal feed assemblies. Both the low sidelobe fixed beams and the provision
for overlapping fixed and scanning beams can be achieved by using an offset Cassegrain antenna with a
dual-gridded subreflector consisting of two offset hyperbolas arranged in a piggyback configuration. The
front subreflector is gridded to pass one sense of polarization and reflect the orthogonal polarization.
The back subreflector is solid and reflects the polarization transmitted by the front subreflector. The focal
axes of the two subreflectors are symmetrically displaced from the symmetry plane of the main reflector
by an angle of 10° so that two orthogonally polarized feed assemblies can be placed in their respective
focal regions without mechanical interference.

A multireflector antenna system with an FSS subreflector is used for multiband operation. The FSS is
designed to be transparent for one frequency band and to be reflective for another band. The feeds are
placed at two foci of the reflector system. The typical FSS antenna has a main reflector, an FSS subreflector
using etched Jerusalem cross elements, a cluster of receive feeds, and a transmit feed, as shown in Fig. 65.11.
The receive feed cluster may allow adaptive nulling, and the main reflector may be gimballed to allow beam
scan within the Earth coverage. This design concept is applicable to a MILSTAR MBA.

Successful deployment and application of the 30-ft-diam reflector on the ATS-6 satellite demonstrated
the feasibility of large deployable reflectors. The deployable reflector antenna became a space proven
technology that has been used for satellite applications. The use of a deployable reflector antenna provides
an allowable larger aperture that can be stowed for launch, then deployed on orbit. The reflector utilizes
GFRP ribs to shape and support the reflective mesh surface, as shown in Fig. 65.12. The number of ribs is
based on a tradeoff considering surface tolerance and weight. As the number of ribs increases, the surface
error decreases, while weight increases. This type of antenna has also been used for NASA’s Tracking and
Data Relay Satellite system (TDRSS) single access (SA) antenna, as shown in Fig. 65.13. Each TDRSS
spacecraft has two SA antennas that are used for communication with user satellites in low Earth orbit.

65.4 Phased Array Antennas

The complexity of a phased array is highly dependent on the grating lobe requirements. A phased array
antenna for a communication satellite, especially for geosynchronous orbit, has a limited field of view
(FOV) and, thus, does not require grating lobe free antenna design. It only requires that the grating
lobe be out of the FOV. Thus, the antenna design can be simpler, using high-gain elements with larger
spacing.

FIGURE 65.11 A typical FSS reflector antenna.
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FIGURE 65.12 TDRSS mesh antenna.

FIGURE 65.13 Tracking and data relay satellite.
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The array gain is approximately expressed as

where N is the number of elements and Ge is the element gain in decibels. A larger element has higher
gain, and, thus, the number of elements is minimized for the given gain. Also, mutual coupling between
elements is insignificant if the element spacing is larger than two wavelengths. If the gain requirement
is stringent, a large number of elements is required and the mechanical complexity increases. In this case,
the trade should be performed with comparison to a multibeam antenna.

The most widely used radiating elements in a satellite phased array antenna system are the horn, the
dipole, the helix, and the microstrip patch, as summarized in Table 65.4. The horn is most frequently
used. The helix is used for a high-gain antenna system used in mobile communication or in a multiple
access (MA) system like TDRSS. The waveguide slot array antenna is also used for a high-gain and high-
power communications system. Most of waveguide slot array antennas are linearly polarized. If circular
polarization is required, it can be obtained by putting a layer of meanderline polarizer in front of the
array to transform a linearly polarized wave to a circularly polarized one. The microstrip patch is used
where a low profile and compact size are required.

The TDRSS MA antenna [Imbriale and Wong, 1977] is an S-band, 30-element phased array antenna
for both transmit and receive. Between transmit and receive, 12 elements are diplexed, and the remaining
18 elements are receive only. The MA antenna is spacecraft body mounted with a fixed ground plane
and points to the spacecraft nadir, as shown in Fig. 65.13. The radiating elements are helices arranged
in a triangular grid. The circularly polarized helical element is lightweight and provides 13 dB of gain
over ±13.5° FOV. Figure 65.14 shows a block diagram of the transmit array. The transmitter splits the
input signal (2.1064 GHz) with a 12-way power divider. Each element is individually phase shifted and
amplified to form a transmit beam. Figure 65.15 shows a block diagram of the receive array. The receive
signals (2.2875 GHz) from each of the MA users are received and preamplified at each of the 30 receive
elements. The preamplified signals are then multiplexed. The beam forming is performed at IF level.
Recent progress made in the areas of GaAs monolithic microwave integrated circuit (MMIC) design and
processing in conjunction with advanced microwave packaging techniques has made MMIC phased array
antennas attractive for the satellite that provides one or more pencil beams capable of being steered at
electronic speed. The beam forming network’s high loss is compensated for by the active devices. COMSAT
Laboratories has built a 64-element prototype Ku-band active phased array [Zaghloul et al., 1990] for
application to INTELSAT coverage of the Atlantic Ocean region with four dual-polarized reconfigurable
shaped beams. A 3.4λ square horn arranged in a triangular lattice is used. Figure 65.16 shows a single
active element and the 64-element active phased array system.

TABLE 65.4 Types of Satellite Phased Array Antenna System

Type              Features and Applications

Horn array antenna Good electrical performance
Used  as a feed  array  in a multibeam

antenna system
Dipole array antenna Low profile and simple
Helix array antenna High gain is required

Mobile antenna system
Waveguide slot array antenna Low profile

High power
Meanderline polarizer is required for

circular polarization
Active MMIC phased array High gain as the BFN loss is compensated

For by active device

G 10 Log10 N Ge+=
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65.5 Tracking, Telemetry, and Command Antennas

The TT&C antenna must provide broad coverage throughout the spacecraft mission, including initial
acquisition, transfer orbit, and normal on-orbit operations. It must also provide nearly omnidirectional
coverage for the unlikely event of altitude failure. If the satellite starts to tumble, satellite control commands
from the ground must be received for any arbitrary orientation of the satellite. During on-orbit operation,
the antenna provides Earth coverage for the lifetime of the satellite.

FIGURE 65.14 TDRSS MA transmit phased array antenna.

FIGURE 65.15 TDRSS MA receive phased array antenna.
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To achieve omnidirectional coverage, two hemispheric antennas can be mounted on opposite sides of
the satellite and the appropriate antenna selected. For on-orbit Earth coverage, either one of the hemi-
spheric antennas or the separate horn antenna can be used. In this case, high system margin is achieved,
but switching complexity between antennas remains an issue. The design challenge for the TT&C antenna
is to use only a single antenna having a broad beam cardioid radiation pattern with lower system margin.

Most frequently used TT&C antennas are conical spiral antennas [Yeh and Mei, 1967] or biconical
antennas [Barrow, Chu, and Jansen, 1939]. A loosely wound four-arm conical spiral antenna mounted
at the end of a deployable boom is ideal for the single antenna approach. Figure 65.17 illustrates various
TT&C operation modes using a single antenna. This approach is used for the geostationary operational
environmental satellite (GOES) weather satellite. This antenna is simple and lightweight, provides nearly
identical patterns, and has good polarization purity. During initial acquisition, the antenna is deployed,
but no solar panel deployment has taken place. The coverage region of interest is a 45∞ conical region
about the z-axis. In transfer orbit operation, a single solar panel is deployed, and the coverage region of
interest is a 45˚  conical region about the x-axis. For on-orbit operation with full deployment of the solar
panels and the solar sail, the coverage region is only a 9˚  cone about the z-axis.

The conical spiral antenna can provide satisfactory coverage under free-space conditions, but the
interference and shadowing caused by the spacecraft could cause serious pattern degradations that result
in inadequate coverage in some regions of space. To calculate the antenna pattern in the presence of the
spacecraft, the geometrical theory of diffraction (GTD) [Lee, Schenuum, and Hwang, 1991] is used as
the best method of analysis. The GTD is a high-frequency solution. Using this approach, a ray optics
technique can be applied to determine the fields incident on the various scatterers such as edges, corners,
and curved surfaces. The fields diffracted are found by using the GTD solutions in terms of rays summed
with the geometrical optics components and edge-diffracted components in the far field. The basic
approach is to model the spacecraft with simple structural forms such as flat plates and cylinders; this
has been used very successfully in the past.

65.6 Current and Planned LEO/MEO Mobile 
Satellite Antennas

Most of the LEO/MEO satellite antennas are designed to provide frequency reuse for cellular systems. As
a result, the coverage areas are divided into cells. Each cell is covered by an antenna beam. The LEO/MEO
satellites orbit in the Van Allen radiation belts, which lie between the magnetosphere and the ionosphere.
The environment of these two orbital satellites is somewhat different from that of GEO. The Van Allen
belts consist of two regions containing energetic protons and electrons traveling around the Earth’s

FIGURE 65.16 COMSAT Ku-band MMIC phased array antenna: (a) element and (b) array.
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magnetic field lines. LEO satellites are orbiting under the most intense and damaging portions of the lower
Van Allen belts. The energetic particles can damage the exposed antenna components. The eclipse portions
and the eclipse durations of the LEO/MEO satellites are also different from those of GEO. They may spend
35% or more of their time in the Earth’s shadow.

The logical choice for the LEO/MEO satellite antennas is the multiple beam antenna system. The types
of antennas selected can be phased arrays or reflector multiple beam antenna systems. Variable beam-
width, sidelobe control, and/or power level in each beam can also be incorporated in the system. The
phased array can be an active MMIC phased array with distributed output power amplifiers.

FIGURE 65.17 TT&C antenna and its operation modes: (a) initial acquisition, (b) transfer orbit, and (c) on-orbit
operation.
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Even though many mobile communication satellite systems have been proposed, at this writing, commu-
nication antennas are still in the design and development phase. The antennas can range from the simplest
system, such as the VHF/UHF cross-dipole array antenna in Orbcomm’s Microstar satellites, to the very
complicated Ka-band MBA system in Teledesic satellites. Not all of the proposed antenna systems are
described in the open literature. Figure 65.18 depicts the Orbcomm’s spacecraft [Schoen and Locke, 1995]
in which the antenna is designed for uplink frequencies from 148 to 150.05 MHz and downlink frequencies
from 137 to 138 MHz.

The currently proposed antennas in the Globalstar mobile satellite system [Schindall, 1995] are L- and
S-band active MMIC phased array antennas. The antenna design may be changed in the final development
stage. Each antenna will generate 16 beams that cover the 5760-km-diam circle on Earth. The antenna
beam is shaped to yield higher gain at the edge of coverage to compensate for the higher range losses,
thus providing nearly constant power throughout the operating region. Figure 65.19 depicts the 91-
element transmit array. The receive antenna is separated from the transmit antenna and is almost identical
to the transmit antenna except that high-power amplifiers are replaced by low-noise amplifiers. The
element consists of microstrip patch, filters, interfacing substrates, and hybrids used for generating
circular polarization. Heat sink is used for heat dissipation. The beam forming network is implemented
in stripline and comprises 32 layer Teflon dielectric substrates with required printed power dividers or
combiners. The transmit antenna operates at 2.4835 to 2.5 GHz with minimum 50-dB gain, whereas the
receive antenna operates at 1.61 to 1.6265 GHz with minimum 40-dB gain.

The counterpart in the Odyssey communication satellite system [Speltz, 1996] is a phased array antenna
system. The antenna design may be changed in the final development stage. Two direct radiating arrays
have been developed: an L-band downlink and an S-band uplink. Each antenna generates 61 spot beams.
Hybrid networks driven by amplifiers provide real-time power reconfiguration to meet varying demands
in each region, and the satellite antennas are designed to provide coverage to a portion of the total area
visible to the satellite.

FIGURE 65.18 Orbcomm’s satellite configuration.
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65.7 Radiometer Antennas

A satellite passive radiometer has unique properties that are not found in other measurement systems:
it provides consistent viewing angles to a given location. The capability to observe the same location for
a long time prolongs the sensing dwell time to achieve the required signal-to-noise ratio of the measure-
ment within the spectral resolution limits of the instrument. Such an ability to provide a temperature
profile at frequent intervals has proven significantly beneficial to meteorological analysis and forecasting
based on modeling simulation.

The radiometer is a multichannel microwave (90–230 GHz) system. Temperature profiles are made
near the center and on the wings of the 118-GHz oxygen absorption region. Moisture profiles can be
made using the 183-GHz water vapor absorption band. The determination of precipitation coverage and
rate can be done at several frequencies at the atmospheric windows at 92, 104, 150, and 230 GHz. All
channels can operate simultaneously from the same resolution area using coincidental beams. However,
beamwidths of different channels need not be the same.

Key design parameters are beam efficiency, antenna losses, and antenna physical temperature, in
addition to conventional requirements such as directional gain, low sidelobes, mismatch, and polarization
purity. The beam efficiency is the fraction of total power contained within the main beam of the correct
polarization. It should be greater than 85%.

An antenna of at least 4.4-m aperture is required to provide 30-km nadir spatial resolution. The 4.4 m
is also the largest antenna that fits the space shuttle cargo bay without folding. However, it is difficult to
build a lightweight antenna with dimensional stability and surface accuracy of 2 mils in a space thermal
environment. The scanning of a 4.4-m antenna generates angular momentum, which must be compen-
sated for by the spacecraft attitude control subsystem.

65.8 Space Qualification

Qualification tests of all flight hardware are required to show suitability of the design for the space
environment. Although the space or operating environment cannot be exactly duplicated, the tests are
conducted in a controlled manner so that the hardware that passes the tests will function successfully.

FIGURE 65.19 Globalstar active MMIC phased array antenna.
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The tests can be grouped into two main categories: external environment during and after launch and
operating environment. The external environment tests include zero gravity, high vacuum, solar radia-
tion, g-radiation, neutron radiation, electromagnetic pulse, and mechanical launch environment.

Four main components of the launch environment are steady-state acceleration, low-frequency vibra-
tion (5–100 Hz), vibro/acoustic (20–2000 Hz), and pyrotechnic shock. Space is a vacuum with diurnal
and seasonal temperature fluctuation; the thermal vacuum test is for survivability in such environment.
If the component must survive nuclear weapons effects or laser attack, it may also undergo g-ray testing
and electromagnetic compatibility testing.

The operating environment refers to the circumstances in which the components or communication
system must operate. Two factors are considered most in the operating environment: multipactor and
passive intermodulation (PIM). Multipactor discharge can cause noise in a sensitive system, heating of
the surface, and gas discharge into the local atmosphere. The temperature can rise to the point that it
discolors or burns the components. PIM takes place in high-power applications, especially where the
antenna is designed for both transmit and receive functions. PIM may interfere with the receive signals.
Careful attention should be paid to the design and fabrication of any junction between microwave com-
ponents. Materials play an important role in the design’s ability to meet these stringent requirements.
Graphite epoxy is widely used for the reflector and other composite materials.

Space qualification is a lengthy and expensive process. Any new hardware component or system has
to go through a dedicated qualification phase. Components of lesser importance can be qualified by
similarity, that is, the component and the environment are identical to previously qualified hardware.

65.9 Future Trends and Further Study

Communications satellite antenna systems have undergone drastic changes since the advent of satellites.
The changes can be divided into five major phases. In the first phase, antenna systems produced only
simple circular beams used in the first generation satellites in the early 1960s. The second phase started
in the 1970s. In this phase, a shaped beam directed the energy to the coverage area to improve effective
isotropic radiation power, reducing the output of the power amplifiers. A major change occurred in the
third phase (1980s), when the demand for increased communication satellite capacity directed frequency
reuse. Typical technology during this period used a multibeam antenna system to provide highly shaped
patterns and several simultaneous beams, such as that used for INTELSAT V. Limited beam reconfigu-
ration was required to accommodate the change of radiation pattern from one satellite orbital location
to another. The fourth phase (1990s) was characterized by full exploitation of the beam reconfiguration.
Beam reconfiguration was also extended from space to channel. Typical examples are the direct broadcast
satellite and NASA ACTS, which can provide coverage of either half CONUS or full CONUS. The fifth
phase (2000s and beyond) will represent rapid antenna pattern control capability, required to provide
adaptive nulling and coverage for mobile communications satellites. Table 65.5 summarizes technology
development and risks at each of the five phases.

The design of a satellite antenna system is driven by the system requirements, technology advancement,
and maturity of developed components and composite materials. Recent research and development in
MMIC technology, photonic array antennas, and superconductive materials in the communications system
will be incorporated into future satellite antenna systems. Present satellite antenna systems are usually
designed separately, then integrated into other subsystems, that is, filters, multiplexers, and power and
receive amplifiers. Future communications systems will be designed and developed as integrated systems.

Communications antenna systems design involves a tradeoff between the space segment and the
ground segment. Higher EIRP in the space segment enables a lower cost and a smaller ground antenna
system. A lower EIRP satellite antenna system reduces the complexity and cost of the space segment;
however, a larger ground antenna system is required to compensate for the space loss. This incurs higher
cost for the ground segment.
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Defining Terms

Antenna performance parameters: Include beam shaping efficiency that is used to indicate how well
a beam is shaped as compared to an ideally shaped beam; circular polarizations, right-hand circular
polarization (RHCP), and left-hand circular polarization; copolarization and cross-polarization
isolations/interferences; equivalent isotropically radiated power (EIRP); field of view (FOV); half-
power beamwidth (HPBW); and voltage standing wave ratio (VSWR).

Beam: A ray of electromagnetic field, which may be omnidirectional, pencil shaped, and/or reconfig-
urable; the beam that will change as a function of time and space.

Frequency reuse: A frequency band can be used more than once via space and/or polarization diver-
sifications.

Graphite fiber reinforced plastic surface (GFRP): A perfectly conducting material that is light and has
a very low-thermal-expansion coefficient.

Multipactor and passive intermodulation (PIM): Interference or noises due the heating of the surface,
gas discharge, or higher order modes generated in the system.

Orbits: Geosynchronous Earth orbit (GEO), an orbit that is 19,300 nmi away from the Earth; low Earth
orbit (LEO); medium Earth orbit (MEO).

Reflector surfaces: Include solid, gridded for polarization purification, frequency selective surface (FSS)
that will pass one frequency band and reject another band(s), and meshed.

Space qualification: Qualification test of flight hardware.
Types of antennas: Include cup-dipole antennas, deployable reflector antennas that are stowed for

launch and deployed on orbit, horn antennas, monolithic microwave integrated circuit (MMIC)
phased array antennas, radiometer antennas, shaped beam antennas whose radiation pattern is
shaped to conform the contour of the coverage area, and tracking, telemetry, and command
(TT&C) antennas that provide communications during initial acquisition, transfer orbit, and on-
orbit operations.

TABLE 65.5 Evolution of Satellite Antenna System Technology

Year
 Antenna Radiation 

Patterns  Key Components
    Required Technology 

Development

1960s Simple beam Antenna connectors Lightweight 
Space qualified materials

1970s Simple shaped beam Reflector Lightweight
Deployable mesh reflector Space qualified materials
Lens

1998s Reconfigurable over Reflector Wider bandwidth
Space Lens Computer-aided

Gridded reflector design (CAD) tools
Shaped reflector Switches
FSS reflector
Variable, power  divider (VPD)/ 

Variable phase shifter (VPS)
Beam forming network (BFN) 

components,
1990s Reconfigurable over Ditto CAD tools

space and channel MMIC LNAs Higher frequency BFN
MMIC VPD/VPS
BFN controller Switches

MMIC solid-state power
amplifier (SSPA)

2000s and Reconfigurable over Large optics MMIC phased array
beyond    space, channel, and Photonic phased array FSS

   time Active MMIC phased array Multiband BFN components 
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66
Tracking and Data

Relay Satellite System

66.1 Introduction
66.2 TDRS System Overview
66.3 TDRSS Communications Design
66.4 First Generation TDRS Relay Satellite Design

White Sands Complex • User Satellite Transponder

66.5 TDRS Link Budget Examples
66.6 Summary 

66.1 Introduction

The tracking and data relay satellite system (TDRSS) was developed in the late 1970s and early 1980s by
NASA Goddard Space Flight Center (GSFC) with an industry team comprising Western Union Space
Communication Company, TRW Space & Electronics Group, and Harris Government Communications
Division. Second generation tracking and data relay (TDR) satellites were developed by Boeing Satellite
Systems, Inc. (formerly Hughes Space and Communications) in the late 1990s for launch in 2000, 2001,
and 2002. TDRSS is now operated for NASA under the Consolidated Space Operations Contract (CSOC)
by contractors under Lockheed Martin Corporation.

The TDRSS mission is to provide communications and tracking services to low-Earth orbiting user
satellites and manned space missions. TDRSS is the primary communication and tracking system for the
Shuttle Space Transportation System (STS) and the international space station (ISS), providing near-
continuous data, voice, and video links for the manned space program. User satellites have included the
Landsat 4 and 5 multispectral imaging satellites, the Compton Gamma Ray Observatory  (GRO) and the
Cosmic Background Explorer (COBE). Current user satellites include the Hubble Space Telescope (HST),
the Tropical Rain Measurement System (TRMS), and the Terra Multispectral Earth Imaging Mission.

The TDRS system consists of three segments: the space segment encompassing the tracking and data
relay satellite (TDRS) vehicles in geosynchronous orbit; the ground segment, which includes the White
Sands complex (WSC) in New Mexico and the Guam Rremote Ground Terminal (GRGT) on the island
of Guam; and the user segment, which includes the TDRSS transponders on user satellites orbiting the
Earth. As shown in Fig. 66.1, forward links to user satellites are established through the WSC up to a
TDRS and then down to the user satellites in low-Earth orbits. Return links from the user satellites are
relayed up through a TDRS and then down to the WSC directly or indirectly via the GRGT.

Prior to TDRSS, NASA’s worldwide network of tracking stations provided communications in 5 to 15 min
contacts as user satellites occasionally passed over a station’s coverage area. The TDRS relay satellites, from
their vantage point 35,786 km above the Earth, allow near-continuous long arc coverage of low-Earth orbiting
satellites. TDRSS eliminates the necessity of operating a network of ground-based tracking stations, while
providing lower cost and higher performance communications for NASA.

Erwin C. Hudson
WildBlue Communications, Inc.
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 TDRS-A, the first TDRS satellite, was carried into orbit on shuttle mission STS-6 in April 1983. TDRS-B
was lost in the space shuttle Challenger accident in January 1986. With shuttle mission STS-26 in September
1988, a second relay satellite, TDRS-C, was deployed, and the TDRS system became fully operational. The first
second generation relay satellite, TDRS-H, was launched in June 2000. As of mid-2001, TDRSS is a mature
system with a constellation of six relay satellites on orbit.

66.2 TDRS System Overview

TDRSS provides command, telemetry, range tracking, Doppler tracking, and wideband data relay services
to user satellites operating in low-Earth orbits. User satellite payload operations control centers (POCCs)
interface with TDRSS through the NASA communications (NASCOM) network. The user satellite oper-
ator sends a schedule request to the network control center (NCC), which determines whether TDRSS
has the space and ground resources to honor the request. If the schedule request can be honored, the
NCC sends a schedule order message through NASCOM to initiate service. At the scheduled time, the
requested communication services are established between the user POCC and the user satellite, all
automatically  and without  manual intervention.

TDRSS provides four user services: command, tracking, telemetry, and mission data communications.
Command links are forward services, telemetry and mission data links are return services, and range
tracking is both a forward and return (turn-around) service. TDRSS can also perform Doppler tracking
using only a return service.

Command service.  User satellite operators send instructions and other data to their space vehicles
through command channels. Command links may be used, for example, to operate sensors and
fire thrusters or to reconfigure onboard equipment to recover from failures.

Telemetry service.  Satellites are designed to telemeter state-of-health and operational status data to
their controllers. Satellite telemetry typically includes vehicle attitude, temperatures of sensitive
equipment, power system voltages and currents, and other critical parameters.

Tracking service. Space missions such as Earth sensing require accurate knowledge of the orbital
position of the sensor. In addition to Doppler frequency measurements, which provide an estimate
of range rate, TDRSS performs user satellite ranging by sending a pseudonoise (PN) coded ranging
signal on a round-trip path from the TDRSS ground station, to the user satellite, and back to the
TDRSS ground station. The round-trip time delay is determined by correlating the transmitted

FIGURE 66.1 Tracking and data relay satellite system concept.
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ranging code with the returned version of the code and adjusting time delays until the two copies
match. With proper time delay calibration, the round-trip distance can be determined to within
a few meters. TDRSS uses ground-based transponders at known locations to perform rapid and
highly accurate orbit determination for each TDRS. The NASA Flight Dynamics Facility precisely
determines the orbital elements of each user satellite using the TDRS orbital data and the ranging
and Doppler measurements to the user transponders.

Mission data relay service.  Mission data is the experiment data, scientific measurements, sensor data,
or other digital information generated by a satellite in orbit. While many scientific missions have
data rate requirements of 1 Mb/s or less, Earth sensing and imaging missions may require tens to
hundreds of megabits per second. A typical TDRSS contact involves a forward link command
service to a user satellite and a return link data relay service back through the WSC to the user
POCC. Based on the schedule order parameters, the required TDRS and WSC equipment is
assigned and configured prior to the contact. At the specified time, the TDRS points the assigned
antenna toward the user satellite and activates the forward signal. The forward signal frequency
is initially offset and then continuously adjusted to compensate for Doppler shift so that the user
receives the signal at a constant frequency. The user satellite acquires the forward signal and
establishes simultaneous two-way communications by transmitting a return link signal back to
the TDRS. At the end of the contact, the TDRS and WSC equipment assignments are released,
and the equipment is made available to support other users.

66.3 TDRSS Communications Design

TDRSS provides a complete set of communication capabilities for existing, planned, and future user
satellites. The system supports a variety of frequencies, data rates, modulation types, and signal formats
[Poza, 1979]. The relay satellites themselves are relatively simple analog repeaters; the communications
processing is done in the ground facilities where the equipment can be maintained, upgraded, and
modified as required.

The primary TDRSS constellation consists of two satellites over the Atlantic Ocean, at 41º  West and
46º  West longitude, and two satellites over the Pacific Ocean, at 171º  West and 174º  West longitude.
These orbital locations were selected to maximize worldwide coverage while providing line-of-sight
visibility to White Sands. The dry desert climate in southern New Mexico results in low rain losses and
excellent link availability, even at low elevation angles; this is one of the principal reasons NASA selected
White Sands for the TDRSS ground site.

The primary TDRSS constellation has an oval-shaped zone-of-exclusion (ZOE) centered over the
Indian Ocean where coverage is not available below 1200 km due to blockage by the Earth. Since the
early 1990s, NASA has  stationed a TDRS over the Indian Ocean at 85º  East longitude to provide TDRSS
services in the ZOE. While the original ZOE implementation provided only limited S-band services to
GRO using a temporary ground facility in Australia, TDRSS ZOE coverage is now fully operational for
all TDRSS services using the GRGT located on Guam.

Each TDRS communicates with its ground control site over Ku-band space-to-ground links. User
satellites communicate over space-to-space links with the TDRS relay satellites at  S-band, Ku-band, and/or
Ka-band. The TDRSS frequency plan is shown in Fig. 66.2.

TDRSS services are referred to as either single access or multiple access. Single access service is
established using one of two large reflector antennas on the TDRS. Multiple access service is provided
with an S-band array antenna on each TDRS. Multiple access service supports up to 20 simultaneous
code-division multiple access (CDMA) users in the return direction while providing a single beam in
the forward direction to one user satellite at a time.

Table 66.1 describes the four forward link services available through TDRSS. Multiple access (MA)
forward service uses a 6-MHz bandwidth channel centered at a fixed frequency of 2.1064 GHz. S-band
single access (SSA) forward channels are 20 MHz wide and are tunable over the 2.0304 to 2.1133 GHz
band. Ku-band single access (KSA or KuSA) forward channels are centered at a fixed 13.7750 GHz and
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have 50-MHz bandwidths. Ka-band single access forward channels, available only on the second-generation
TDR satellites, have a bandwidth of 50 MHz and can be tuned over the 22.550–23.550 GHz band. The
forward link ranging code rates, nominally 3 Mchips/sec, are coherently related to the forward link carrier
frequency by the ratios in Table 66.1. All TDRSS frequency conversions are performed coherently to
maintain this relationship between the code rate and the carrier frequency [Gagliardi, 1979].

Table 66.2 describes the four TDRSS return link services. MA return service provides users with a 5-MHz
bandwidth channel centered at a fixed 2.2875 GHz. SSA return channels are 10 MHz wide and tunable over
the 2.2050 to 2.2950 GHz band. KSA return channels, centered at a fixed 15.0034 GHz, are 225 MHz wide
and support data rates up to 300 Mb/s. The MA and SSA return carrier frequencies are generated by multi-
plying the forward link frequencies by the ratio 240/221. The KSA return carrier is derived in the same
manner using the turn-around ratio 1600/1469. Ka-band single access return channels, available only on the
second-generation TDR satellites, have a bandwidth of either 225 MHz or 550 MHz and can be tuned over
the 25.250 to 27.500 GHz band. The return link ranging code rates are the same as the forward link rates
and are tied to the carrier frequency by the ratios given in Table 66.2.

TABLE 66.1 TDRSS Forward Service Capabilities

Forward Frequency Bandwidth Forward Link Ranging Rate
Service Ffwd (GHz) (MHz) Data Rate (ª3 Mchips/sec)

MA 2.1064       6 100 b/s–10 kb/s Ffwd ×  31/221/96
SSA 2.0304–2.1133       20 100 b/s–300 kb/s Ffwd ×  31/221/96
KSA 13.7750       50 1 kb/s–25 Mb/s Ffwd ×  31/1469/96
KaSA 22.5500–23.5500       50 Up to 50 Mb/s Ka ranging not available

TABLE 66.2 TDRSS Return Service Capabilities

Return Frequency Bandwidth Return Link Ranging Rate
Service Frtn (GHz) (MHz) Data Rate (ª3 Mchips/sec)a

MA 2.2875 5 100 b/s–50 kb/s Frtn ×  31/240/96
SSA 2.2050–2.2950 10 100 b/s–6 Mb/s Frtn ×  31/240/96
KSA 15.0034 225 1 kb/s–300 Mb/s Frtn ×  31/1600/96
KaSA 25.2500–27.5000 225 or 550 Up to 800 Mb/s Ka ranging not available

aReturn link ranging is not available when the SSA data rate exceeds 3.15 Mb/s or when
the KSA data rate exceeds 150.15 Mb/s.

FIGURE 66.2 TDRSS misssion communication frequency plan.
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Figure 66.3 shows a typical TDRSS forward signal transmitted up from the WSC to a user satellite and
the return signal from the user satellite back down to the WSC. Unlike ground-based satellite tracking
systems, the TDRS transmits high-power signals down from above with the Earth in the background.
For data rates below 300 kb/s, TDRSS must use spread-spectrum signals rather than narrowband signals
to avoid violating international limitations on microwave flux density [NASA, 1995, App. G].

A typical TDRSS forward signal is quadrature phase-shift keying (QPSK) modulated with the quadra-
ture (Q) channel attenuated 10 dB below the in-phase (I) channel. A short 1023-bit PN-code running
at a chip rate of approximately 3 MHz (per Table 66.1) is modulo-2 added to the command data and
modulated onto the I-channel. The Q-channel is modulated with a long 1023 ×  256 bit PN-code running
at the same chip rate as the short code. The starting points or epochs of the short and long codes are
synchronized to simplify user acquisition. The short code is used by the user satellite transponder for
initial acquisition and the long code is used for turn-around ranging.

A typical TDRSS return signal is QPSK modulated with telemetry data on the I-channel and mission
data on the Q-channel. The I-channel may be attenuated up to 6 dB relative to the Q-channel. The return
link carrier is generated by frequency multiplying the recovered forward link carrier by the appropriate
turn-around ratio. The user satellite telemetry data on the I-channel is modulo-2 added to the ranging code
recovered from the forward signal. When the mission data rate on the Q-channel is less than 300 kb/s, a
PN-code may be modulo-2 added to the data to improve interference rejection.

Although PN-coded QPSK is the most common TDRSS waveform, additional signal types, waveform
designs, and communication modes are available. The Space Network (SN) Users Guide [NASA, 1995] is
a complete reference for the entire set of frequency bands, waveforms, and data rates available through
TDRSS.

66.4 First Generation TDRS Relay Satellite Design

Each first generation TDRS relay satellite consists of a communications payload module containing the
antennas and electronics to perform the TDRSS mission and a spacecraft bus module that provides a
three-axis stabilized platform and support functions for the payload [Harper and Woodson, 1981]. A
sketch of the first generation TDRS vehicle is shown in Fig. 66.4.

The TDRS frame is constructed primarily of aluminum and consists of a six-sided outer structure
built around a cylindrical inner section. The cylindrical section supports the antenna platform on the
top, attaches to the launch vehicle adapter on the bottom, and contains two pressurized fuel tanks in its
interior. The six-sided enclosure houses the communications payload and spacecraft bus electronics on

FIGURE 66.3 TDRSS forward and return link signal design.
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the interior facing sides of 12 rectangular panels. The weight of the fully assembled and fueled satellite,
including the launch vehicle adapter, is 2230 kg.

Two rectangular solar arrays, each approximately 3.8 ×  3.8 m, are attached to the north and south sides
of the spacecraft. The two arrays contain 28,080 silicon solar cells and produce greater than 1700 W at end-
of-life. A solar array drive motor slowly rotates each array once per 24 h to track the sun as the TDRS orbits
the Earth.

The TDRS antenna suite consists of two 4.9-m single access antennas, a 30-element multiple access
array, and a 2-m space-to-ground link antenna. The single access antennas are mechanically gimbaled
and steerable over ±22.5 ˚  East–West and ±31.0 ˚  North–South. The multiple access array is electronically
steerable over a ±13.0 ˚  conical field-of-view.

Attached directly to the base of each single access antenna is an electronics compartment, which houses
the high-power transmitters and low noise receivers. Placing this equipment at the antenna minimizes
signal losses between the antenna and the electronics, improving receiver sensitivity and radiated power.

The block diagram in Fig. 66.5 shows the signal flow through the TDRS communication payload.
Backup equipment, frequency generators, TDRS command and telemetry processors, and other support
equipment are not shown.

The TDRS interface with the WSC is at Ku-band through the space-to-ground link antenna. The fre-
quency-division multiplexed forward signals from the WSC are downconverted and then demultiplexed in
the forward processor. The forward processor performs automatic level control on the MA, SSA, and KSA
forward signals and tunes the SSA signals to the commanded center frequencies. The forward processor
then sends the SSA and KSA signals to the single access antennas and the MA signal to the MA transmitter.

The KSA forward signals are upconverted to 13.7750 GHz in the antenna compartment and transmitted
through a 1.5-W power amplifier. The SSA forward signals are sent to the antenna centered at the
commanded frequency between 2.0304 and 2.1133 GHz, and are transmitted through a 26-W power

FIGURE 66.4 Tracking and data relay satellite (TDRS-G shown).
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amplifier. Both KSA and SSA transmitters may be used simultaneously through one single access antenna
for dual-band user service.

The MA phased array has 30 elements, 12 of which can simultaneously transmit and receive; the
remaining 18 elements are receive only. The MA transmitter splits the 2.1064-GHz MA forward signal using
a 12-way divider and adjusts each of these components in phase to steer the forward beam. Eight signals
are used for normal operations, and the remaining four are spares. Each transmit signal is routed through a
3.6-W power amplifier in the MA transmitter and a composite beam is formed in the direction of the
user satellite.

All 30 MA array antenna elements have low noise amplifiers, providing 30-MA return signals centered
at 2.2875 GHz to the MA receiver. The MA receiver frequency-division multiplexes these 30 signals on
7.5-MHz centers into a 225-MHz wide signal. The MA receiver sends the multiplexed MA return signal
to the return processor for downlink transmission. MA return array processing is performed on the
ground rather than onboard to minimize the complexity of the satellite.

The single access antennas have both S-band and Ku-band low noise amplifiers for SSA and KSA
return services. The KSA return signal at 15.0034 GHz is downconverted in the antenna equipment
compartment, and both the SSA and KSA return signals are sent to the return processor for downlink
transmission. The return processor tunes the center frequencies of the SSA return channels over the
2.2050–2.2950 GHz receive band. 

The single access antennas have narrow 0.27˚  half-power beamwidths at Ku-band, and auto-tracking
is available to ensure accurate beam pointing. TDRS performs KSA autotracking using four error-sensing
horns around the main Ku-band receive feed. The autotrack modulator scans these error signals and
amplitude modulates azimuth and elevation errors onto the KSA return signal. The autotrack modulator
has a low modulation index so that the autotrack modulation has essentially no effect on the phase
modulated KSA user data. Autotrack error signals are recovered at the TDRS ground site and used to
generate antenna pointing commands that are sent up to the TDRS. Autotrack improves pointing from
a 99% circular error probability of 0.22˚  using open-loop pointing alone to better than 0.06˚  with
closed-loop autotrack, reducing potential KSA pointing loss from 9.6 dB to 0.6 dB.

The return processor frequency-division multiplexes the 30-MA return element signals, the SSA return
signals, and one of the two KSA return signals into a composite downlink. The composite downlink is
amplified through a 30-W traveling-wave tube amplifier (TWTA) and transmitted on horizontal polarization.

FIGURE 66.5 Tracking and data relay satellite payload block diagram.
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The return processor performs automatic level control on the return signals to keep the TWTA in its
highly linear region, at an output power of approximately 3 W, to avoid intermodulation products between
the many composite carriers. The remaining KSA return signal is transmitted on a dedicated downlink.
The dedicated downlink uses an identical 30-W TWTA in its quasilinear region, at approximately 12-W
output power, to prevent suppression of the autotrack modulation on the KSA return carrier. The
dedicated downlink band overlaps the MA portion of the composite downlink band, and the dedicated
downlink is transmitted down on vertical polarization to avoid interference.

The first generation TDRSS satellites were launched on the space shuttle and used Boeing’s inertial
upper stage (IUS) to fly to geosynchronous orbit. The TDRS/IUS vehicle, in the configuration shown in
Fig. 66.6, is released from the cargo bay; the IUS performs an initial burn to place the TDRS into an
elliptical transfer orbit; the first stage of the IUS is discarded. Several hours later at the peak or apogee of

FIGURE 66.6 TDRS-A launched on shuttle mission STS-6, April 1983.
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the transfer orbit, the IUS second stage does an injection burn to insert the TDRS into geosynchronous
orbit. The TDRS begins deployment of its solar arrays and antennas while still attached to the IUS to take
advantage of the combined TDRS/IUS moment of inertia. After the IUS separates, the TDRS completes
its deployments and initiates normal spacecraft operations. After approximately a month of on-orbit
calibration and evaluation, the new TDRS is ready to begin providing relay services to user satellites.

White Sands Complex

The White Sands complex consists of two facilities, approximately 5 km apart, located on the western
edge of the White Sands Missile Base in southern New Mexico. To the south is the original White Sands
ground terminal (WSGT), which became operational in 1983. A new facility, called the second TDRSS
ground terminal (STGT), was completed in 1995. As of 2001, WSGT has been upgraded to the STGT
hardware and software configuration.

A diagram of the original White Sands ground equipment is shown in Fig. 66.7. Three 18-m Ku-band
antennas provide the microwave interface with the TDRS relay satellites. The Ku-band low noise receivers
are collocated with the antennas to minimize losses. Each White Sands ground terminal consists of satellite
control equipment to operate the TDRS relay satellites and communications/tracking equipment to provide
user services. Racks of command transmission, telemetry reception, and ranging/Doppler equipment per-
form the control and monitoring functions required to operate the relay satellites. Forward link user com-
munications equipment consist of encoders, modulators, equalizers, transmitters, and multiplexers. Return
link user communications equipment consists of demultiplexers, demodulators, equalizers, and decoders.

User Satellite Transponder

User satellites carry a TDRSS-compatible transponder to interface with the TDRS system over the space-
to-space links. User transponders may be S-band, Ku-band, or have a combination of S-band and Ku-
band capabilities. Users with mission data rate requirements below 6 Mb/s may be S-band only; users
above 6 Mb/s usually have both S-band and Ku-band capabilities.

Figure 66.8 has a diagram of a typical user transponder subsystem capable of both S-band and Ku-band
operations. The subsystem consists of a two-axis gimbaled antenna module and a signal processing module.

FIGURE 66.7 White Sands ground equipment block diagram.
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The antenna module may be mounted on a boom away from the body of the user satellite to allow an
unobstructed line of sight to TDRS; the signal processing module is mounted directly to the user vehicle
[Landon and Raymond, 1982]. 

The antenna module provides the mounting structure for a dual-frequency S/Ku-band reflector antenna,
typically 1 to 2 m in diameter. The antenna compartment houses a Ku-band low-noise preamplifier/
downconverter for receiving along with an upconverter and a 10 to 25 W Ku-band power amplifier for
transmitting. Cable losses at S-band are low enough that amplification and frequency conversion at the antenna
are not required. Most high data rate users also have Ku-band tracking feeds and autotrack electronics.

The antenna module and the signal processing modules are connected with a number of wires and
coax cables. Service loops in the gimbal drive assembly allow the antenna module to be articulated for
greater than hemispherical coverage.

The signal processing module contains a TDRSS-compatible spread-spectrum receiver that demodu-
lates either the S-band forward signal or the downconverted Ku-band forward signal. The receiver recovers
the command data, extracts the ranging code, and derives frequency references by phase tracking the
forward link carrier. The spread-spectrum receiver also processes the autotrack error signals required for
onboard autotracking.

A QPSK modulator in the signal processing module modulates the return signal with the mission data
and turn-around ranging code. The return link signal goes directly to the S-band power amplifier for S-
band return service or to the Ku-band upconverter and power amplifier in the antenna module for Ku-
band return service.

66.5 TDRS Link Budget Examples

Appendix A of the Space Network (SN) Users Guide [NASA, 1995] describes the TDRS link budget
methodology and contains example budgets for each user service.

On the forward links, TDRS guarantees a minimum effective isotropic radiated power (EIRP) for
SSA, MA, and KSA service. The user satellite designer is responsible for having adequate receive sensitivity
to close the link, allowing for maximum distance, polarization mismatch, and the bit error rate (BER)
performance of the user satellite demodulator.

In the return direction, a minimum received power (Prec) at each TDRS antenna aperture is specified
in STDN 101.2 as a function of data rate to provide an end-to-end BER of 10-5 or better. The user satellite
designer is responsible for transmitting enough power to close the link, accounting for maximum
distance, polarization mismatch, and any signal distortions that exceed those allowed in the users’ guide.

Table 66.3 summarizes the Gamma Ray Observatory link budget for SSA forward service at 2.1064
GHz. The waveform is 1:10 unbalanced QPSK with a PN ranging code on the I-channel and PN-spread
command data on the Q-channel. A robust command channel is critical to ensuring the health and safety

FIGURE 66.8 TDRSS user satellite transponder block diagram.
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of a satellite in orbit, and, as a result, GRO acquires the command signal with 19-dB margin and demod-
ulates command data with almost 15-dB margin.

Table 66.4 shows a GRO link budget for one of several SSA return services that GRO is designed to
use. The return center frequency, generated by multiplying the forward carrier frequency by 240/221, is
2.2875 GHz. The waveform is 1:4 unbalanced QPSK with ranging and 32 kb/s telemetry data modulated
on the I-channel and with 512 kb/s mission data on the Q-channel. Like the command channel, telemetry
is critical to spacecraft operations and is designed for greater than a 10 dB link margin. The mission data
channel has a 4.2-dB margin, which ensures excellent performance while allowing for any uncertainties
and unexpected variations over temperature and life.

66.6 Summary

TDRSS has established a complete space communications infrastructure, providing command, telemetry,
tracking, and wideband data relay services to NASA satellites in low-Earth orbit. Using relatively simple
relay satellites in geosynchronous orbits and a sophisticated ground complex at White Sands, TDRSS user
satellites have access to a full complement of forward and return communication capabilities at S-band

TABLE 66.3 Gamma Ray Observatory SSA Forward Link Budget

Parameter SSA Forward Service

TDRS SSA forward EIRP  43.5 dBW
Space loss from TDRS to user (44,000 km) -191.8 dB
Polarization mismatch loss -0.2 dB
GRO received power -148.5 dBWi
GRO antenna gain (1.5 m, 48% efficiency)  27.6 dBi
Pointing loss (3σ  error of 1.1∞)  -0.4 dB
Effective received power at GRO -121.3 dBW
Effective thermal noise density (81,800 K) -179.8 dBW-Hz
GRO power received-to-noise ratio (Prec/No)  58.5 dB-Hz
Minimum Prec/No for acquisition and ranging 39.5 dB-Hz
Acquisition and ranging link margin  19.0 dB
Mininium Prec/No for 1-kb/s command data  43.7 dB-Hz
Command link margin (10-5 BER)  14.8 dB

TABLE 66.4 Gamma Ray Observatory SSA Return Link Budget

Parameter SSA Return Service

GRO power amplifier (5.2 W) 7.2 dBW
Power losses from amplifier to antenna -5.9 dB
Antenna gain (1.5 m, 52% efficiency) 27.9 dBi
GRO pointing loss (3s error of 1.1∞)  -0.4 dB
GRO transmitter EIRP 28.8 dBW
Polarization mismatch loss -0.2 dB
Space loss from GRO to TDRS (44,000 km) -192.5 dB
TDRS received power -163.9 dBWi
I-channel power sharing (1/5) -7.0 dB
I-channel distortion and interference losses -0.7 dB
I-channel received power at TDRS -171.6 dBWi
TDRS requirement (10-5 BER) -167.8 dBWi
Link margin (Ranging, 32-Kb/s telemetry) 10.2 dB
Q-channel power sharing (4/5) -1.0 dB
Q-channel distortion and interference losses -1.7 dB
Q-channel received power at TDRS -166.6 dBWi
TDRS requirement (10-5 BER) -170.8 dBWi
Link margin (512 Kb/s mission data) 4.2 dB
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and Ku-band. The ZOE of the original satellite constellation has been closed by deploying a TDRS at 85∞
East longitude, supported by a new facility (GRGT) on the island of Guam.

NASA has contracted with Boeing Satellite Systems, Inc.  for three new TDRS satellites to allow replace-
ment of the existing vehicles as they complete their useful lives on orbit. The new satellites, designated
TDRS-H, -I, and -J, are backwards compatible with respect to the services provided by the original TDR
satellites, have enhanced G/T and EIRP performance, and provide expanded user services in the Ka-band.
Introduction of these next-generation relay satellites began with the successful Atlas/Centaur launch of
TDRS-H in June 2000. TDRS-I and -J was launched in 2000 and 2001, respectively, allowing NASA to
continue providing TDRSS communications services to the space shuttle and other user satellites well into
the 21st century.

Defining Terms

Code-division multiple access: Use of families of near-orthogonal codes to allow several data streams
to occupy the same frequency band and pass through a single channel.

Effective isotropic radiated power: Transmitted flux density expressed in terms of the equivalent input
power to an ideal unity gain transmit antenna.

Geosynchronous orbit: A 24-h orbit, approximately 35,800 km above the Earth, in which a satellite
appears, from the ground, to be almost stationary.

Ka-band: The frequency band between 18.0 and 40.0 GHz, in which several subbands are allocated for
space communications and space research.

Ku-band:   The frequency band between 12.5 and 18.0 GHz, in which several subbands are allocated for
space communications and space research.

Pseudonoise code: Binary codes, generated using linear shift registers and sequential feedback, that
appear random and have good correlation properties.

Quadrature phase-shift keying: A modulation technique in which pairs of data bits are encoded onto
a carrier by rotating the phase to one of four biorthogonal positions.

S-band: The frequency band between 1.55 and 5.20 GHz, in which several subbands are allocated for
space communications and space research.

Spread-spectrum: Techniques, such as modulo-2 adding a PN-code to binary communications data,
that increase bandwidth and reduce the power density of the signal.
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Further Information

TDRSS was a special topic at the 1977 National Telecommunications Conference (NTC’77), and the
collection of TDRSS-related papers in the NTC’77 Conference Record (IEEE Publication 77CH12922
CSCB) provides an excellent overview of the TDRS system. TDRSS user services and the TDRS user
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interfaces are fully specified in the Space Network (SN) Users Guide, Rev. 7 [NASA, 1995]. For a general
overview of spacecraft design, including orbital, launch vehicle, and payload electronics considerations,
see Design of Geostationary Spacecraft [Agrawal, 1986]. Satellite Communications [Gagliardi, 1984] is a
good introductory text covering digital communications through satellite channels. Communication
Satellites, 4th ed. [Martin 2000], contains a technical summary of a large number of military, scientific,
and commercial satellites, including additional material on the new TDRS-H, -I, and -J satellites.
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67.1 Introduction

Wireless personal communications has captured the attention of the media and with it, the imagination
of the public. Hardly a week goes by without one seeing an article on the subject appearing in a popular
U.S. newspaper or magazine. Articles ranging from a short paragraph to many pages regularly appear in
local newspapers, as well as in nationwide print media, e.g., The Wall Street Journal, The New York Times,
Business Week, and U.S. News and World Report. Countless marketing surveys continue to project enor-
mous demand, often projecting that at least half of the households, or half of the people, want wireless
personal communications. Trade magazines, newsletters, conferences, and seminars on the subject by

Donald C. Cox
Stanford University
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many different names have become too numerous to keep track of, and technical journals, magazines,
conferences, and symposia continue to proliferate and to have ever increasing attendance and numbers
of papers presented. It is clear that wireless personal communications is, by any measure, the fastest
growing segment of telecommunications. The explosive growth of wireless personal communications has
continued unabated worldwide. Cellular and high-tier PCS pocketphones, pagers, and cordless telephones
have become so common in many countries that few people even notice them anymore. These items have
become an expected part of everyday life in most developed countries and in many developing countries
around the world.

If you look carefully at the seemingly endless discussions of the topic, however, you cannot help but
note that they are often describing different things, i.e., different versions of wireless personal communi-
cations [29,50]. Some discuss pagers, or messaging, or data systems, or access to the national information
infrastructure, whereas others emphasize cellular radio, or cordless telephones, or dense systems of satel-
lites. Many make reference to popular fiction entities such as Dick Tracy, Maxwell Smart, or Star Trek. In
addition to the things noted above, the topic of wireless loops [24,30,32] has also become popular in the
widespread discussions of wireless communications. As discussed in [30], this topic includes several fixed
wireless applications as well as the low-tier PCS application that was discussed originally under the wireless
loop designation [24,32]. The fixed wireless applications are aimed at reducing the cost of wireline loop-
ends, i.e., the so-called “last mile” or “last km” of wireline telecommunications.

Thus, it appears that almost everyone wants wireless personal communications, but what is it? There
are many different ways to segment the complex topic into different communications applications, modes,
functions, extent of coverage, or mobility [29,30,50]. The complexity of the issues has resulted in con-
siderable confusion in the industry, as evidenced by the many different wireless systems, technologies,
and services being offered, planned, or proposed. Many different industry groups and regulatory entities
are becoming involved. The confusion is a natural consequence of the massive dislocations that are
occurring, and will continue to occur, as we progress along this large change in the paradigm of the way
we communicate. Among the different changes that are occurring in our communications paradigm,
perhaps the major constituent is the change from wired fixed place-to-place communications to wireless
mobile person-to-person communications. Within this major change are also many other changes, e.g.,
an increase in the significance of data and message communications, a perception of possible changes in
video applications, and changes in the regulatory and political climates. The fixed wireless loop applica-
tions noted earlier do not fit the new mobile communications paradigm. After many years of decline of
fixed wireless communications applications, e.g., intercontinental HF radio and later satellites, point-to-
point terrestrial microwave radio, and tropospheric scatter, it is interesting to see this rebirth of interest
in fixed wireless applications. This rebirth is riding on the gigantic “wireless wave” resulting from the
rapid public acceptance of mobile wireless communications. It will be interesting to observe this rebirth
to see if communications history repeats; certainly mobility is wireless, but there is also considerable
historical evidence that wireless is also mobility.

This chapter attempts to identify different issues and to put many of the activities in wireless into a
framework that can provide perspective on what is driving them, and perhaps even to yield some indication
of where they appear to be going in the future. Like any attempt to categorize many complex interrelated
issues, however, there are some that do not quite fit into neat categories, and so there will remain some
dangling loose ends. Like any major paradigm shift, there will continue to be considerable confusion as
many entities attempt to interpret the different needs and expectations associated with the new paradigm.

67.2 Background and Issues

Mobility and Freedom from Tethers

Perhaps the clearest constituents in all of the wireless personal communications activity are the desire
for mobility in communications and the companion desire to be free from tethers, i.e., from physical
connections to communications networks. These desires are clear from the very rapid growth of mobile
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technologies that provide primarily two-way voice services, even though economical wireline voice
services are readily available. For example, cellular mobile radio has experienced rapid growth. Growth
rates have been between 35 and 60% per year in the United States for a decade, with the total number
of subscribers reaching 20 million by year-end 1994. The often neglected wireless companions to cellular
radio, i.e., cordless telephones, have experienced even more rapid, but harder to quantify, growth with
sales rates often exceeding 10 million sets a year in the United States, and with an estimated usage
significantly exceeding 50 million in 1994. Telephones in airlines have also become commonplace. Similar
or even greater growth in these wireless technologies has been experienced throughout the world. The
explosive growth in cellular and its identical companion, high-tier PCS, has continued to about 55 million
subscribers in the U.S. at year-end 1997 and a similar number worldwide. In Sweden the penetration of
cellular subscribers by 1997 was over one-third of the total population, i.e., the total including every
man, woman, and child! And the growth has continued since. Similar penetrations of mobile wireless
services are seen in some other developed nations, e.g., Japan. The growth in users of cordless telephones
also has continued to the point that they have become the dominant subscriber terminal on wireline
telephone loops in the U.S. It would appear that, taking into account cordless telephones and cellular
and high-tier PCS phones, half of all telephone calls in the U.S. terminate with at least one end on a
wireless device.

Perhaps the most significant event in wireless personal communications since the writing of this
original chapter was the widespread deployment and start of commercial service of personal handphone
(PHS) in Japan in July of 1995 and its very rapid early acceptance by the consumer market [53]. By year-
end 1996 there were 5 million PHS subscribers in Japan with the growth rate exceeding one-half million/
month for some months. The PHS “phenomena” was one of the fastest adoptions of a new technology
ever experienced. However, the PHS success story [41] peaked at a little over 7 million subscribers in
1997 and has declined slightly to a little under 7 million in mid-1998. This was the first mass deployment
of a low-tier-like PCS technology (see later sections of this chapter), but PHS has some significant
limitations. Perhaps the most significant limitation is the inability to successfully handoff at vehicular
speeds. This handoff limitation is a result of the cumbersome radio link structure and control algorithms
used to implement dynamic channel allocation (DCA) in PHS. DCA significantly increases channel
occupancy (base station capacity) but incurs considerable complexity in implementing handoff. Another
significant limitation of the PHS standard has been insufficient receiver sensitivity to permit “adequate”
coverage from a “reasonably” dense deployment of base stations. These technology deficiencies coupled
with heavy price cutting by the cellular service providers to compete with the rapid advancing of the
PHS market were significant contributors to the leveling out of PHS growth. It is again evident, as with
CT-2 phone point discussed in a later section, that low-tier PCS has very attractive features that can
attract many subscribers, but it must also provide vehicle speed handoff and widespread coverage of
highways as well as populated regions.

Others might point out the deployment and start of service of CDMA systems as a significant event
since the first edition. However, the major significance of this CDMA activity is that it confirmed that
CDMA performance was no better than other less-complex technologies and that those, including this
author, who had been branded as “unbelieving skeptics” were correct in their assessments of the short-
comings of this technology. The overwhelming failure of CDMA technology to live up to the early claims
for it can hardly be seen as a significant positive event in the evolution of wireless communication. It was,
of course, a significant negative event. After years of struggling with the problems of this technology, service
providers still have significantly fewer subscribers on CDMA worldwide than there are PHS subscribers
in Japan alone! CDMA issues are discussed more in later sections dealing with technology issues.

Paging and associated messaging, although not providing two-way voice, do provide a form of teth-
erless mobile communications to many subscribers worldwide. These services have also experienced
significant growth and have continued to grow since 1996. There is even a glimmer of a market in the
many different specialized wireless data applications evident in the many wireless local area network
(WLAN) products on the market, the several wide area data services being offered, and the specialized
satellite-based message services being provided to trucks on highways. Wireless data technologies still
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have many supporters, but they still have fallen far short of the rapid deployment and growth of the
more voice oriented wireless technologies. However, hope appears to be eternal in the wireless data arena.

The topics discussed in the preceding two paragraphs indicate a dominant issue separating the different
evolutions of wireless personal communications. That issue is the voice versus data communications issue that
permeates all of communications today; this division also is very evident in fixed networks. The packet-oriented
computer communications community and the circuit-oriented voice telecommunications (telephone) com-
munity hardly talk to each other and often speak different languages in addressing similar issues. Although
they often converge to similar overall solutions at large scales (e.g., hierarchical routing with exceptions for
embedded high-usage routes), the small-scale initial solutions are frequently quite different. Asynchronous
transfer mode (ATM)–based networks are an attempt to integrate, at least partially, the needs of both the
packet-data and circuit-oriented communities.

Superimposed on the voice-data issue is an issue of competing modes of communications that exist
in both fixed and mobile forms. These different modes include the following.

Messaging is where the communication is not real time but is by way of message transmission, storage,
and retrieval. This mode is represented by voice mail, electronic facsimile (fax), and electronic mail (e-mail),
the latter of which appears to be a modern automated version of an evolution that includes telegraph and
telex. Radio paging systems often provide limited one-way messaging, ranging from transmitting only the
number of a calling party to longer alpha-numeric text messages.

Real-time two-way communications are represented by the telephone, cellular mobile radio telephone,
and interactive text (and graphics) exchange over data networks. The two-way video phone always
captures significant attention and fits into this mode; however, its benefit/cost ratio has yet to exceed a
value that customers are willing to pay.

Paging, i.e., broadcast with no return channel, alerts a paged party that someone wants to commu-
nicate with him/her. Paging is like the ringer on a telephone without having the capability for completing
the communications.

Agents are new high-level software applications or entities being incorporated into some computer
networks. When launched into a data network, an agent is aimed at finding information by some title
or characteristic and returning the information to the point from which the agent was launched. The
rapid growth of the World Wide Web is based on this mode of communications.

There are still other ways in which wireless communications have been segmented in attempts to
optimize a technology to satisfy the needs of some particular group. Examples include (1) user location,
which can be differentiated by indoors or outdoors, or on an airplane or a train and (2) degree of mobility,
which can be differentiated either by speed, e.g., vehicular, pedestrian, or stationary, or by size of area
throughout which communications are provided. As noted earlier, wireless local loop with stationary
terminals has become a major segment in the pursuit of wireless technology.

At this point one should again ask; wireless personal communications—what is it? The evidence
suggests that what is being sought by users, and produced by providers, can be categorized according to
the following two main characteristics.

Communications portability and mobility on many different scales:

• Within a house or building (cordless telephone, WLANs)

• Within a campus, a town, or a city (cellular radio, WLANs, wide area wireless data, radio paging,
extended cordless telephone)

• Throughout a state or region (cellular radio, wide area wireless data, radio paging, satellite-based
wireless) 

• Throughout a large country or continent (cellular radio, paging, satellite-based wireless)

• Throughout the world?

Communications by many different modes for many different applications:

• Two-way voice

• Data
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• Messaging

• Video?

Thus, it is clear why wireless personal communications today is not one technology, not one system,
and not one service but encompasses many technologies, systems, and services optimized for different
applications. 

67.3 Evolution of Technologies, Systems, and Services

Technologies and systems [27,29,30,39,50,59,67,87], that are currently providing, or are proposed to
provide, wireless communications services can be grouped into about seven relatively distinct groups,
the seven previous groups are still evident in the technology but with the addition of the fixed point-to-
multipoint wireless loops there are now eight, although there may be some disagreement on the group
definitions, and in what group some particular technology or system belongs. All of the technologies and
systems are evolving as technology advances and perceived needs change. Some trends are becoming
evident in the evolutions. In this section, different groups and evolutionary trends are explored along
with factors that influence the characteristics of members of the groups. The grouping is generally with
respect to scale of mobility and communications applications or modes.

Cordless Telephones

Cordless telephones [29,39,50] generally can be categorized as providing low-mobility, low-power, two-
way tetherless voice communications, with low mobility applying both to the range and the user’s speed.
Cordless telephones using analog radio technologies appeared in the late 1970s, and have experienced
spectacular growth. They have evolved to digital radio technologies in the forms of second-generation
cordless telephone (CT-2), and digital European cordless telephone (DECT) standards in Europe, and
several different industrial scientific medical (ISM) band technologies in the United States.1

Personal handyphone (PHS) noted earlier and discussed in later sections and inserts can be considered
either as a quite advanced digital cordless telephone similar to DECT or as a somewhat limited low-tier
PCS technology. It has most of the attributes of similarity of the digital cordless telephones listed later
in this section except that PHS uses π/4 QPSK modulation.

Cordless telephones were originally aimed at providing economical, tetherless voice communications
inside residences, i.e., at using a short wireless link to replace the cord between a telephone base unit
and its handset. The most significant considerations in design compromises made for these technologies
are to minimize total cost, while maximizing the talk time away from the battery charger. For digital
cordless phones intended to be carried away from home in a pocket, e.g., CT-2 or DECT, handset weight
and size are also major factors. These considerations drive designs toward minimizing complexity and
minimizing the power used for signal processing and for transmitting.

Cordless telephones compete with wireline telephones. Therefore, high circuit quality has become a
requirement. Early cordless sets had marginal quality. They were purchased by the millions, and discarded
by the millions, until manufacturers produced higher-quality sets. Cordless telephones sales then exploded.
Their usage has become commonplace, approaching, and perhaps exceeding, usage of corded telephones.

The compromises accepted in cordless telephone design in order to meet the cost, weight, and talk-
time objectives are the following.

• Few users per megahertz

• Few users per base unit (many link together a particular handset and base unit)

1These ISM technologies either use spread spectrum techniques (direct sequence or frequency hopping) or very
low-transmitter power (<~1 mW) as required by the ISM band regulations.
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• Large number of base units per unit area; one or more base units per wireline access line (in high-
rise apartment buildings the density of base units is very large)

• Short transmission range

There is no added network complexity since a base unit looks to a telephone network like a wireline
telephone. These issues are also discussed in [29,50].

Digital cordless telephones in Europe have been evolving for a few years to extend their domain of use
beyond the limits of inside residences. Cordless telephone, second generation, (CT-2) has evolved to
provide telepoint or phone-point services. Base units are located in places where people congregate. e.g.,
along city streets and in shopping malls, train stations, etc. Handsets registered with the phone-point
provider can place calls when within range of a telepoint. CT-2 does not provide capability for transferring
(handing off) active wireless calls from one phone point to another if a user moves out of range of the
one to which the call was initiated. A CT-2+ technology, evolved from CT-2 and providing limited
handoff capability, is being deployed in Canada. CT-2+ deployment was never completed. Phone-point
service was introduced in the United Kingdom twice, but failed to attract enough customers to become
a viable service. In Singapore and Hong Kong, however, CT-2 phone point has grown rapidly, reaching
over 150,000 subscribers in Hong Kong [75] in mid-1994. The reasons for success in some places and
failure in others are still being debated, but it is clear that the compactness of the Hong Kong and Singapore
populations make the service more widely available, using fewer base stations than in more spreadout
cities. Complaints of CT-2 phone-point users in trials have been that the radio coverage was not complete
enough, and/or they could not tell whether there was coverage at a particular place, and the lack of handoff
was inconvenient. In order to provide the alerting or ringing function for phone-point service, conven-
tional radio pagers have been built into some CT-2 handsets. (The telephone network to which a CT-2
phone point is attached has no way of knowing from which base units to send a ringing message, even
though the CT-2 handsets can be rung from a home base unit). CT-2 phone points in Hong Kong peaked
at about 170,000 subscribers. There was then a precipitous decline as these subscribers abandoned the
limited service CT-2 in favor of high-tier PCS and cellular services which had reduced their prices to
compete with phone points. Phone points have now been removed from Hong Kong. CT-2 phone points
were also deployed in Korea, again with initial success followed by decline. The message is clear from the
CT-2 and PHS experiences. The attributes of cordless phone-like low-tier PCS are very attractive, but need
widespread coverage and vehicle speed handoff in order to be long term attractive and viable in the market. 

Another European evolution of cordless telephones is DECT, which was optimized for use inside
buildings. Base units are attached through a controller to private branch exchanges (PBXs), key telephone
systems, or phone company CENTREX telephone lines. DECT controllers can hand off active calls from
one base unit to another as users move, and can page or ring handsets as a user walks through areas
covered by different base units. DECT has increased in deployment in some countries, notably Italy, for
several applications including cordless telephone and wireless loop. There are reported to be perhaps
7 million or more DECT users in Europe. 

These cordless telephone evolutions to more widespread usage outside and inside with telepoints and
to usage inside large buildings are illustrated in Fig. 67.1, along with the integration of paging into
handsets to provide alerting for phone-point services. They represent the first attempts to increase the
service area of mobility for low-power cordless telephones.

Some of the characteristics of the digital cordless telephone technologies, CT-2 and DECT, are listed in
Table 67.1. Additional information can be found in [32,50]. Even though there are significant differences
between these technologies, e.g., multiple access technology [frequency division multiple access (FDMA)
or time division multiple access (TDMA)/FDMA], and channel bit rate, there are many similarities that
are fundamental to the design objectives discussed earlier and to a user’s perception of them. These
similarities and their implications are as follows.

32-kb/s Adaptive Differential Pulse Code Modulation (ADPCM) Digital Speech Encoding: This is a
low-complexity (low-signal processing power) speech encoding process that provides wireline speech
quality and is an international standard.
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Average Transmitter Power ≤≤≤≤10 mW: This permits many hours of talk time with small, low-cost,
lightweight batteries, but provides limited radio range.

Low-Complexity Radio Signal Processing: There is no forward error correction and no complex
multipath mitigation (i.e., no equalization or spread spectrum).

Low Transmission Delay, e.g., <<<<50 ms, and for CT-2 <<<<10-ms Round Trip: This is a speech-quality
and network-complexity issue. A maximum of 10 ms should be allowed, taking into account additional
inevitable delay in long-distance networks. Echo cancellation is generally required for delays >10 ms.

Simple Frequency-Shift Modulation and Noncoherent Detection: Although still being low in com-
plexity, the slightly more complex 4QPSK modulation with coherent detection provides significantly
more spectrum efficiency, range, and interference immunity.

Dynamic Channel Allocation: Although this technique has potential for improved system capacity,
the cordless-telephone implementations do not take full advantage of this feature for handoff and, thus,
cannot reap the full benefit for moving users [15,19].

Time Division Duplex (TDD): This technique permits the use of a single contiguous frequency band
and implementation of diversity from one end of a radio link. Unless all base station transmissions are
synchronized in time, however, it can incur severe cochannel interference penalties in outside environ-
ments [15,16]. Of course, for cordless telephones used inside with base stations not having a propagation
advantage, this is not a problem. Also, for small indoor PBX networks, synchronization of base station
transmission is easier than is synchronization throughout a widespread outdoor network, which can have
many adjacent base stations connected to different geographic locations for central control and switching.

Cellular Mobile Radio Systems

Cellular mobile radio systems are becoming known in the United States as high-tier personal communica-
tions service (PCS), particularly when implemented in the new 1.9-GHz PCS bands [20]. These systems
generally can be categorized as providing high-mobility, wide-ranging, two-way tetherless voice communi-
cations. In these systems, high mobility refers to vehicular speeds, and also to widespread regional to
nationwide coverage [27,29,50]. Mobile radio has been evolving for over 50 years. Cellular radio integrates
wireless access with large-scale networks having sophisticated intelligence to manage mobility of users.

Cellular radio was designed to provide voice service to wide-ranging vehicles on streets and highways
[29,39,50,82], and generally uses transmitter power on the order of 100 times that of cordless telephones

FIGURE 67.1
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TABLE 67.1 Wireless PCS Technologies

High-Power Systems

Digital Cellular (High-Tier PCS) Low

System IS-54 IS-95 (DS) GSM DCS-1800 WACS/PACS
Multiple Access TDMA/FDMA CDMA/FDMA TDMA/FDMA TDMA/FDMA TDMA/FDMA
Freq. band, MHz

Uplink, MHz 869–894 869–894 935–960 1710–1785 Emerg. Tech.*
Downlink, MHz 824–849 824–849 890–915 1805–1880

(USA) (USA) (Eur.) (UK) (USA)

RF ch. spacing
Downlink, KHz 30 1250 200 200 300
Uplink, KHz 30 1250 200 200 300

Modulation π/4 DQPSK BPSK/QPSK GMSK GMSK π/4 QPSK

Portable txmit 
Power, max./avg.

600 mW/200 mW 600 mW 1 W/125 mW 1 W/125 mW 200 mW/25 mW

Speech coding VSELP QCELP RPE-LTP RPE-LTP ADPCM

Speech rate, kb/s 7.95 8 (var.) 13 13 32/16/8

Speech ch./RF ch. 3 — 8 8 8/16/32

Ch. Bit rate, kb/s
Uplink, kb/s 48.6 270.833 270.833 384
Downlink, kb/s 48.6 270.833 270.833 384

Ch. coding 1/2 rate 1/2 rate fwd. 1/2 rate 1/2 rate CRC
conv. 1/3 rate rev. conv. conv.

Frame, ms 40 20 4.615 4.615 2.5

*Spectrum is 1.85–2.2 GHz allocated by the FCC for emerging technologies; DS is direct sequence.
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(≈2 W for cellular). Thus, cellular systems can only provide reduced service to handheld sets that are
disadvantaged by using somewhat lower transmitter power (<0.5 W) and less efficient antennas than
vehicular sets. Handheld sets used inside buildings have the further disadvantage of attenuation through
walls that is not taken into account in system design.

Cellular radio or high-tier PCS has experienced large growth as noted earlier. In spite of the limitations
on usage of handheld sets already noted, handheld cellular sets have become very popular, with their
sales becoming comparable to the sales of vehicular sets. Frequent complaints from handheld cellular
users are that batteries are too large and heavy, and both talk time and standby time are inadequate.
Cellular and high-tier PCS pocket handsets have continued to decrease in size and weight and more
efficient lithium batteries have been incorporated. This has increased their attractiveness (more on this
in the later section, Reality Check). For several years there have been many more pocket handsets sold
than vehicular mounted sets every year. However, despite the improvements in these handsets and
batteries, the complaints of weight and limited talk time still persist. The electronics have become
essentially weightless compared to the batteries required for these high-tier PCS and cellular handsets.

Cellular radio at 800 MHz has evolved to digital radio technologies [29,39,50] in the forms of the
deployed systems standards

• Global Standard for Mobile (GSM) in Europe 

• Japanese or personal digital cellular (JDC or PDC) in Japan

• U.S. TDMA digital cellular known as USDC or IS-54

and in the form of the code division multiple access (CDMA) standard, IS-95, which is under development
but not yet deployed. Since the first edition was published, CDMA systems have been deployed in the
U.S., Korea, Hong Kong, and other countries after many months (years) of redesign, reprogramming,
and adjustment. These CDMA issues are discussed later in the section “New Technology.”

The most significant consideration in the design compromises made for the U.S. digital cellular or
high-tier PCS systems was the high cost of cell sites (base stations). A figure often quoted is U.S. $1
million for a cell site. This consideration drove digital system designs to maximize users per megahertz
and to maximize the users per cell site. 

Because of the need to cover highways running through low-population-density regions between cities,
the relatively high transmitter power requirement was retained to provide maximum range from high
antenna locations.

Compromises that were accepted while maximizing the two just cited parameters are as follows.

• High transmitter power consumption.

• High user-set complexity, and thus high signal-processing power consumption.

• Low circuit quality.

• High network complexity, e.g., the new IS-95 technology will require complex new switching and
control equipment in the network, as well as high-complexity wireless-access technology.

Cellular radio or high-tier PCS has also been evolving for a few years in a different direction, toward
very small coverage areas or microcells. This evolution provides increased capacity in areas having high
user density, as well as improved coverage of shadowed areas. Some microcell base stations are being
installed inside, in conference center lobbies and similar places of high user concentrations. Of course,
microcells also permit lower transmitter power that conserves battery power when power control is
implemented, and base stations inside buildings circumvent the outside wall attenuation. Low-complexity
microcell base stations also are considerably less expensive than conventional cell sites, perhaps two orders
of magnitude less expensive. Thus, the use of microcell base stations provides large increases in overall
system capacity, while also reducing the cost per available radio channel and the battery drain on portable
subscriber equipment. This microcell evolution, illustrated in Fig. 67.1, moves handheld cellular sets in
a direction similar to that of the expanded-coverage evolution of cordless telephones to phone points
and wireless PBX.
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Some of the characteristics of digital-cellular or high-tier PCS technologies are listed in Table 67.1 for
IS-54, IS-95, and GSM at 900 MHz, and DCS-1800, which is GSM at 1800 MHz. The technology listed
here as IS-54 has also become known as IS-136 having more sophisticated digital control channels. These
technologies, IS-54/IS-136 are also sometimes known as DAMPS (i.e., Digital AMPS), as U.S. TDMA or
North American TDMA, or sometimes just as “TDMA.” Additional information can be found in [29,39,50].
The JDC or PDC technology, not listed, is similar to IS-54. As with the digital cordless technologies, there
are significant differences among these cellular technologies, e.g., modulation type, multiple access tech-
nology, and channel bit rate. There are also many similarities, however, that are fundamental to the design
objectives discussed earlier. These similarities and their implications are as follows.

Low Bit-Rate Speech Coding ≤≤≤≤13 kb/s with Some ≤≤≤≤8 kb/s: Low bit-rate speech coding obviously
increases the number of users per megahertz and per cell site. However, it also significantly reduces speech
quality [29], and does not permit speech encodings in tandem while traversing a network; see also the
section on Other Issues later in this chapter.

Some Implementations Make Use of Speech Inactivity: This further increases the number of users
per cell site, i.e., the cell-site capacity. It also further reduces speech quality [29], however, because of the
difficulty of detecting the onset of speech. This problem is even worse in an acoustically noisy environment
like an automobile.

High Transmission Delay; ≈≈≈≈200-ms Round Trip: This is another important circuit-quality issue. Such
large delay is about the same as one-way transmission through a synchronous-orbit communications
satellite. A voice circuit with digital cellular technology on both ends will experience the delay of a full
satellite circuit. It should be recalled that one reason long-distance circuits have been removed from satellites
and put onto fiber-optic cable is because customers find the delay to be objectionable. This delay in digital
cellular technology results from both computation for speech bit-rate reduction and from complex signal
processing, e.g., bit interleaving, error correction decoding, and multipath mitigation [equalization or
spread spectrum code division multiple access (CDMA)].

High-Complexity Signal Processing, Both for Speech Encoding and for Demodulation: Signal pro-
cessing has been allowed to grow without bound and is about a factor of 10 greater than that used in
the low-complexity digital cordless telephones [29]. Since several watts are required from a battery to
produce the high transmitter power in a cellular or high-tier PCS set, signal-processing power is not as
significant as it is in the low-power cordless telephones; see also the section on Complexity/Coverage
Area Comparisons later in this chapter.

Fixed Channel Allocation: The difficulties associated with implementing capacity-increasing dynamic
channel allocation to work with handoff [15,19] have impeded its adoption in systems requiring reliable
and frequent handoff.

Frequency Division Duplex (FDD): Cellular systems have already been allocated paired-frequency bands
suitable for FDD. Thus, the network or system complexity required for providing synchronized transmis-
sions [15,16] from all cell sites for TDD has not been embraced in these digital cellular systems. Note that
TDD has not been employed in IS-95 even though such synchronization is required for other reasons. 

Mobile/Portable Set Power Control: The benefits of increased capacity from lower overall cochannel
interference and reduced battery drain have been sought by incorporating power control in the digital
cellular technologies.

Wide-Area Wireless Data Systems

Existing wide-area data systems generally can be categorized as providing high mobility, wide-ranging,
low-data-rate digital data communications to both vehicles and pedestrians [29,50]. These systems have
not experienced the rapid growth that the two-way voice technologies have, even though they have been
deployed in many cities for a few years and have established a base of customers in several countries.
Examples of these packet data systems are shown in Table 67.2.
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The earliest and best known of these systems in the United States are the ARDIS network developed
and run by Motorola, and the RAM mobile data network based on Ericsson Mobitex Technology. These
technologies were designed to make use of standard, two-way voice, land mobile-radio channels, with
12.5- or 25-kHz channel spacing. In the United States these are specialized mobile radio services (SMRS)
allocations around 450 MHz and 900 MHz. Initially, the data rates were low: 4.8 kb/s for ARDIS and
8 kb/s for RAM. The systems use high transmitter power (several tens of watts) to cover large regions
from a few base stations having high antennas. The relatively low data capacity of a relatively expensive
base station has resulted in economics that have not favored rapid growth.

The wide-area mobile data systems also are evolving in several different directions in an attempt to
improve base station capacity, economics, and the attractiveness of the service. The technologies used in
both the ARDIS and RAM networks are evolving to higher channel bit rates of 19.2 kb/s.

The cellular carriers and several manufacturers in the United States are developing and deploying a new
wide-area packet data network as an overlay to the cellular radio networks. This cellular digital packet data
(CDPD) technology shares the 30-kHz spaced 800-MHz voice channels used by the analog FM advanced
mobile phone service (AMPS) systems. Data rate is 19.2 kb/s. The CDPD base station equipment also
shares cell sites with the voice cellular radio system. The aim is to reduce the cost of providing packet data
service by sharing the costs of base stations with the better established and higher cell-site capacity cellular
systems. This is a strategy similar to that used by nationwide fixed wireline packet data networks that could
not provide an economically viable data service if they did not share costs by leasing a small amount of
the capacity of the interexchange networks that are paid for largely by voice traffic. CDPD has been deployed
in many U.S. cities for several years. However, it has not lived up to early expectations and has become
“just another” wireless data service with some subscribers, but not with the large growth envisioned earlier.

Another evolutionary path in wide-area wireless packet data networks is toward smaller coverage areas
or microcells. This evolutionary path also is indicated in Fig. 67.1. The microcell data networks are aimed
at stationary or low-speed users. The design compromises are aimed at reducing service costs by making
very small and inexpensive base stations that can be attached to utility poles, the sides of buildings and
inside buildings and can be widely distributed throughout a region. Base-station-to-base-station wireless
links are used to reduce the cost of the interconnecting data network. In one network this decreases the
overall capacity to serve users, since it uses the same radio channels that are used to provide service.
Capacity is expected to be made up by increasing the number of base stations that have connections to
a fixed-distribution network as service demand increases. Another such network uses other dedicated
radio channels to interconnect base stations. In the high-capacity limit, these networks will look more
like a conventional cellular network architecture, with closely spaced, small, inexpensive base stations,
i.e., microcells, connected to a fixed infrastructure. Specialized wireless data networks have been built to
provide metering and control of electric power distributions, e.g., Celldata and Metricom in California.

TABLE 67.2 Wide-Area Wireless Packet Data Systems

CDPD1
RAM Mobile

(Mobitex) ARDIS2 (KDT)
Metricom 
(MDN)3

Data rate, kb/s 19.2 8 (19.2) 4.8 (19.2) 76
Modulation GMSK BT = 0.5 GMSK GMSK GMSK
Frequency, MHz 800 900 800 915
Chan. spacing, kHz 30 12.5 25 160
Status 1994 service Full service Full service In service
Access means Unused AMPS 

channels
Slotted Aloha 

CSMA
FH SS (ISM)

Transmit power, W 40 1

Note: Data in parentheses ( ) indicates proposed.
1Cellular Digital Packet Data
2Advanced Radio Data Information Service
3Microcellular Data Network
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A large microcell network of small inexpensive base stations has been installed in the lower San
Francisco Bay Area by Metricom, and public packet-data service was offered during early 1994. Most of
the small (shoe-box size) base stations are mounted on street light poles. Reliable data rates are about
75 kb/s. The technology is based on slow frequency-hopped spread spectrum in the 902–928 MHz U.S.
ISM band. Transmitter power is 1 W maximum, and power control is used to minimize interference and
maximize battery life time. The metricom network has been improved and significantly expanded in the
San Francisco Bay Area and has been deployed in Washington, D.C., and a few other places in the U.S.
However, like all wireless data services so far, it has failed to grow as rapidly or to attract as many
subscribers as was originally expected. Wireless data overall has had only very limited success compared
to that of the more voice-oriented technologies, systems, and services.

High-Speed Wireless Local-Area Networks (WLANs)

Wireless local-area data networks can be categorized as providing low-mobility high-data-rate data
communications within a confined region, e.g., a campus or a large building. Coverage range from a
wireless data terminal is short, tens to hundreds of feet, like cordless telephones. Coverage is limited to
within a room or to several rooms in a building. WLANs have been evolving for a few years, but overall
the situation is chaotic, with many different products being offered by many different vendors [29,59].
There is no stable definition of the needs or design objectives for WLANs, with data rates ranging from
hundreds of kb/s to more than 10 Mb/s, and with several products providing one or two Mb/s wireless
link rates. The best description of the WLAN evolutionary process is: having severe birth pains. An IEEE
standards committee, 802.11, has been attempting to put some order into this topic, but their success
has been somewhat limited. A partial list of some advertised products is given in Table 67.3. Users of
WLANs are not nearly as numerous as the users of more voice-oriented wireless systems. Part of the
difficulty stems from these systems being driven by the computer industry that views the wireless system
as just another plug-in interface card, without giving sufficient consideration to the vagaries and needs
of a reliable radio system. This section still describes the WLAN situation in spite of some attempts at
standards in the U.S. and Europe, and continuing industry efforts. Some of the products in Table 67.3
have been discontinued because of lack of market and some new products have been offered, but the
manufacturers still continue to struggle to find enough customers to support their efforts. Optimism
remains high in the WLAN community that “eventually” they will find the “right” technology, service,
or application to make WLANs “take off”—but the world still waits. Success is still quite limited.

There are two overall network architectures pursued by WLAN designers. One is a centrally coordinated
and controlled network that resembles other wireless systems. There are base stations in these networks
that exercise overall control over channel access [44].

The other type of network architecture is the self-organizing and distributed controlled network where
every terminal has the same function as every other terminal, and networks are formed ad hoc by com-
munications exchanges among terminals. Such ad hoc networks are more like citizen band (CB) radio
networks, with similar expected limitations if they were ever to become very widespread.

Nearly all WLANs in the United States have attempted to use one of the ISM frequency bands for
unlicensed operation under part 15 of the FCC rules. These bands are 902–928 MHz, 2400–2483.5 MHz,
and 5725–5850 MHz, and they require users to accept interference from any interfering source that may
also be using the frequency. The use of ISM bands has further handicapped WLAN development because
of the requirement for use of either frequency hopping or direct sequence spread spectrum as an access
technology, if transmitter power is to be adequate to cover more than a few feet. One exception to the
ISM band implementations is the Motorola ALTAIR, which operates in a licensed band at 18 GHz. It
appears that ALTAIR has been discontinued because of the limited market. The technical and economic
challenges of operation at 18 GHz have hampered the adoption of this 10–15 Mb/s technology. The
frequency-spectrum constraints have been improved in the United States with the recent FCC allocation
of spectrum from 1910–1930 MHz for unlicensed data PCS applications. Use of this new spectrum
requires implementation of an access etiquette incorporating listen before transmit in an attempt to
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provide some coordination of an otherwise potentially chaotic, uncontrolled environment [68]. Also,
since spread spectrum is not a requirement, access technologies and multipath mitigation techniques
more compatible with the needs of packet-data transmission [59], e.g., multipath equalization or mul-
ticarrier transmission, can be incorporated into new WLAN designs. The FCC is allocating spectrum at
5 GHz for wideband wireless data for internet and next generation data network access, BUT it remains
to be seen whether this initiative is any more successful than past wireless data attempts. Optimism is
again high, BUT…

Three other widely different WLAN activities also need mentioning. One is a large European Tele-
communications Standards Institute (ETSI) activity to produce a standard for high performance radio
local area network (HIPERLAN), a 20-Mb/s WLAN technology to operate near 5 GHz. Other activities
are large U.S. Advance Research Projects Agency (ARPA)–sponsored WLAN research projects at the
Universities of California at Berkeley (UCB) and at Los Angeles (UCLA). The UCB Infopad project is
based on a coordinated network architecture with fixed coordinating nodes and direct-sequence spread
spectrum (CDMA), whereas, the UCLA project is aimed at peer-to-peer networks and uses frequency
hopping. Both ARPA-sponsored projects are concentrated on the 900-MHz ISM band. 

As computers shrink in size from desktop to laptop to palmtop, mobility in data network access is
becoming more important to the user. This fact, coupled with the availability of more usable frequency
spectrum, and perhaps some progress on standards, may speed the evolution and adoption of wireless
mobile access to WLANs. From the large number of companies making products, it is obvious that many
believe in the future of this market. It should be noted that the objective for 10 MB/s data service with
widespread coverage from a sparse distribution of widely separated base stations equivalent to cellular
is unrealistic and unrealizable. This can be readily seen by considering a simple example. Consider a
cellular coverage area that requires full cellular power of 0.5 watt to cover from a handset. Consider the
handset to use a typical digital cellular bit rate of about 10 kb/s (perhaps 8 kb/s speech coding + overhead).
With all else in the system the same, e.g., antennas, antenna height, receiver noise figure, detection
sensitivity, etc., the 10 MB/s data would require 10 MB/s ∏ 10 kb/s = 1000 times as much power as the
10 kb/s cellular. Thus, it would require 0.5 ×  1000 = 500 watts for the wireless data transmitter. This is
a totally unrealistic situation. If the data system operates at a higher frequency (e.g., 5 GHz) than the
cellular system (e.g., 1 or 2 GHz) then there will be even more power required to overcome the additional
loss at a higher frequency. The sometimes expressed desire by the wireless data community for a system
to provide network access to users in and around buildings and to provide 10 MB/s over 10 miles with
10 milliwatts of transmitter power and costing $10.00 is totally impossible. It requires violation of the
“laws of physics.”

Paging/Messaging Systems

Radio paging began many years ago as a one-bit messaging system. The one bit was: someone wants to
communicate with you. More generally, paging can be categorized as one-way messaging over wide areas.
The one-way radio link is optimized to take advantage of the asymmetry. High transmitter power
(hundreds of watts to kilowatts), and high antennas at the fixed base stations permit low-complexity,
very low-power consumption, pocket paging receivers that provide long usage time from small batteries.
This combination provides the large radio-link margins needed to penetrate walls of buildings without
burdening the user set battery. Paging has experienced steady rapid growth for many years and serves
about 15 million subscribers in the United States.

Paging also has evolved in several different directions. It has changed from analog tone coding for user
identification to digitally encoded messages. It has evolved from the 1-b message, someone wants you,
to multibit messages from, first, the calling party’s telephone number to, now, short e-mail text messages.
This evolution is noted in Fig. 67.1.

The region over which a page is transmitted has also increased from (1) local, around one transmitting
antenna; to (2) regional, from multiple widely-dispersed antennas; to (3) nationwide, from large networks
of interconnected paging transmitters. The integration of paging with CT-2 user sets for phone-point
call alerting was noted previously.
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TABLE 67.3 Partial List of WLAN Products

Product
Company
Location

Freq., 
MHz

Link Rate, 
Mb/s User Rate Protocol(s) Access

No. of chan. or
Spread Factor

Altair Plus
Motorola
Arlington Hts, IL

18–19
GHz

15 5.7 Mb/s Ethernet

WaveLAN
NCR/AT&T
Dayton, OH

902–928 2 1.6 Mb/s Ethernet-like DS SS

AirLan
Solectek
San Diego, CA

902–928 2 Mb/s Ethernet DS SS

Freeport
Windata Inc.
Northboro, MA

902–928 16 5.7 Mb/s Ethernet DS SS 32 chips/bit

Intersect
Persoft Inc.
Madison, WI

902–928 2 Mb/s Ethernet 
token ring

DS SS

LAWN
O’Neill Comm.
Horsham, PA

902–928 38.4 kb/s AX.25 SS 20 users/chan.;
max. 4 chan.
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WILAN
Wi-LAN Inc.
Calgary, Alberta

902–928 20 1.5 Mb/s/
chan.

Ethernet, 
token ring

CDMA/
TDMA

3 chan. 10–15 
links each

u

RadioPort
ALPS Electric
USA

902–928 242 kb/s Ethernet SS 7/3 channels

ArLAN 600 
Telesys. SLW
Don Mills, Ont.

902–928; 
2.4 GHz

1.35 Mb/s Ethernet SS

Radio Link
Cal. Microwave
Sunnyvale, CA

902–928; 
2.4 GHz

250 kb/s 64 kb/s FH SS 250 ms/hop
500 kHz space

Range LAN
Proxim, Inc.
Mountain View, CA

902–928 242 kb/s Ethernet, 
token ring

DS SS 3 chan.

RangeLAN 2
Proxim, Inc.
Mountain View, CA

2.4 GHz 1.6 50 kb/s max. Ethernet, 
token ring

FH SS 10 chan. at 5 kb/s; 
15 sub-ch. each

Netwave
Xircom
Calabasas, CA

2.4 GHz 1/adaptor Ethernet, 
token ring

FH SS 82 l-MHz
chn. or “hops”

Freelink
Cabletron Sys.
Rochester, NH

2.4 and 
5.8 GHz

5.7 Mb/s Ethernet DS SS 32 chips/bit 1
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Another evolutionary paging route sometimes proposed is two-way paging. This is an ambiguous and
unrealizable concept, however, since the requirement for two-way communications destroys the asymmet-
rical link advantage so well exploited by paging. Two-way paging puts a transmitter in the user’s set and
brings along with it all of the design compromises that must be faced in such a two-way radio system.
Thus, the word paging is not appropriate to describe a system that provides two-way communications.
The two-way paging situation is as unrealistic as that noted earlier for wide-area, high-speed, low-power
wireless data. This can be seen by looking at the asymmetry situation in paging. In order to achieve
comparable coverage uplink and downlink, a 500-watt paging transmitter downlink advantage must be
overcome in the uplink. Even considering the relatively high cellular handset transmit power levels on
the order of 0.5 watt results in a factor of 1000 disadvantage, and 0.5 watt is completely incompatible with
the low power paging receiver power requirements. If the same uplink and downlink coverage is required
for an equivalent set of system parameters, then the only variable left to work with is bandwidth. If the
paging link bit rate is taken to be 10 kb/sec (much higher than many paging systems), then the usable
uplink rate is 10 kb/s/1000 = 10 B/s, an unusably low rate. Of course, some uplink benefit can be gained
because of better base station receiver noise figure and by using forward error correction and perhaps
ARQ. However, this is unlikely to raise the allowable rate to greater than 100 B/s which even though likely
overoptimistic is still unrealistically low and we have assumed an unrealistically high transmit power in
the two-way “pager!”

Satellite-Based Mobile Systems

Satellite-based mobile systems are the epitome of wide-area coverage, expensive base station systems.
They generally can be categorized as providing two-way (or one-way) limited quality voice and/or very
limited data or messaging to very wide-ranging vehicles (or fixed locations). These systems can provide
very widespread, often global, coverage, e.g., to ships at sea by INMARSAT. There are a few messaging
systems in operation, e.g., to trucks on highways in the United States by Qualcomm’s Omnitracs system.

A few large-scale mobile satellite systems have been proposed and are being pursued: perhaps the best
known is Motorola’s Iridium; others include Odyssey, Globalstar, and Teledesic. The strength of satellite
systems is their ability to provide large regional or global coverage to users outside buildings. However,
it is very difficult to provide adequate link margin to cover inside buildings, or even to cover locations
shadowed by buildings, trees, or mountains. A satellite system’s weakness is also its large coverage area.
It is very difficult to provide from Earth orbit the small coverage cells that are necessary for providing
high overall systems capacity from frequency reuse. This fact, coupled with the high cost of the orbital
base stations, results in low capacity along with the wide overall coverage but also in expensive service.
Thus, satellite systems are not likely to compete favorably with terrestrial systems in populated areas or
even along well-traveled highways. They can complement terrestrial cellular or PCS systems in low-
population-density areas. It remains to be seen whether there will be enough users with enough money
in low-population-density regions of the world to make satellite mobile systems economically viable.
Some of the mobile satellite systems have been withdrawn, e.g., Odyssey. Some satellites in the Iridium
and Globalstar systems have been launched. The industry will soon find out whether these systems are
economically viable.

Proposed satellite systems range from (1) low-Earth orbit systems (LEOS) having tens to hundreds of
satellites through (2) intermediate- or medium-height systems (MEOS) to (3) geostationary or geosyn-
chronous orbit systems (GEOS) having fewer than ten satellites. LEOS require more, but less expensive,
satellites to cover the Earth, but they can more easily produce smaller coverage areas and, thus, provide
higher capacity within a given spectrum allocation. Also, their transmission delay is significantly less
(perhaps two orders of magnitude!), providing higher quality voice links, as discussed previously. On
the other hand, GEOS require only a few, somewhat more expensive, satellites (perhaps only three) and
are likely to provide lower capacity within a given spectrum allocation and suffer severe transmission-
delay impairment on the order of 0.5 s. Of course, MEOS fall in between these extremes. The possible
evolution of satellite systems to complement high-tier PCS is indicated in Fig. 67.1. 
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Fixed Point-to-Multipoint Wireless Loops

Wideband point-to-multipoint wireless loop technologies sometimes have been referred to earlier as
“wireless cable” when they were proposed as an approach for providing interactive video services to
homes [30]. However, as the video application started to appear less attractive, the application emphasis
shifted to providing wideband data access for the internet, the worldwide web, and future wideband data
networks. Potentially lower costs are the motivation for this wireless application. As such, these technol-
ogies will have to compete with existing coaxial cable and fiber/coax distribution by CATV companies,
with satellites, and with fiber and fiber/coax systems being installed or proposed by telephone companies
and other entities [30]. Another competitor is asymmetric digital subscriber line technology, which uses
advanced digital signal processing to provide high-bandwidth digital distribution over twisted copper
wire pairs. 

In the U.S. two widely different frequency bands are being pursued for fixed point-to-multipoint
wireless loops. These bands are at 28 GHz for local multipoint distribution systems or services (LMDS)
[52] and 2.5 to 2.7 GHz for microwave or metropolitan distribution systems (MMDS) [74]. The goal of
low-cost fixed wireless loops is based on the low cost of point-to-multipoint line-of-sight wireless
technology. However, significant challenges are presented by the inevitable blockage by trees, terrain, and
houses, and by buildings in heavily built-up residential areas. Attenuation in rainstorms presents an
additional problem at 28 GHz in some localities. Even at the 2.5-GHz MMDS frequencies, the large
bandwidth required for distribution of many video channels presents a challenge to provide adequate
radio-link margin over obstructed paths. From mobile satellite investigations it is known that trees can
often produce over 15 dB additional path attenuation [38]. Studies of blockage by buildings in cities have
shown that it is difficult to have line-of-sight access to more than 60% of the buildings from a single
base station [55]. Measurements in a region in Brooklyn, NY [60], suggest that access from a single base
station can range from 25% to 85% for subscriber antenna heights of 10 to 35 ft and a base station height
of about 290 ft. While less blockage by houses could be expected in residential areas, such numbers would
suggest that greater than 90% access to houses could be difficult, even from multiple elevated locations,
when mixes of one- and two-story houses, trees, and hills are present. In regions where tree cover is
heavy, e.g., the eastern half of the U.S., tree cover in many places will present a significant obstacle. Heavy
rainfall is an additional problem at 28 GHz in some regions. In spite of these challenges, the lure of low-
cost wireless loops is attracting many participants, both service providers and equipment manufacturers.

Reality Check

Before we go on to consider other applications and compromises, perhaps it would be helpful to see if
there is any indication that the previous discussion is valid. For this check, we could look at cordless
telephones for telepoint use (i.e., pocketphones) and at pocket cellular telephones that existed in the 1993
time frame.

Two products from one United States manufacturer are good for this comparison. One is a third-
generation hand-portable analog FM cellular phone from this manufacturer that represents their second
generation of pocketphones. The other is a first-generation digital cordless phone built to the United
Kingdom CT-2 common air interface (CAI) standard. Both units are of flip phone type with the earpiece
on the main handset body and the mouthpiece formed by or on the flip-down part. Both operate near
900 MHz and have 1/4 wavelength pull-out antennas. Both are fully functional within their class of
operation (i.e., full number of U.S. cellular channels, full number of CT-2 channels, automatic channel
setup, etc.). Table 67.4 compares characteristics of these two wireless access pocketphones from the same
manufacturer.

The following are the most important items to note in the Table 67.4 comparison. 

1. The talk time of the low-power pocketphone is four times that of the high-power pocket-phone.
2. The battery inside the low-power pocketphone is about one-half the weight and size of the battery

attached to the high-power pocketphone.
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3. The battery-usage ratio, talk time/weight of battery, is eight times greater, almost an order of
magnitude, for the low-power pocketphone compared to the high-power pocketphone!

4. Additionally, the lower power (5 mW) digital cordless pocketphone is slightly smaller and lighter
than the high-power (500 mW) analog FM cellular mobile pocketphone.

Similar comparisons can be made between PHS advanced cordless/low-tier PCS phones and advanced
cellular/high-tier PCS pocketphones. New lithium batteries have permitted increased talk time in pock-
etphones. Digital control/paging channels facilitate significantly extended standby time. Advances in
solid-state circuits have reduced the size and weight of cellular pocketphone electronics so that they are
almost insignificant compared to the battery required for the high power transmitter and complex digital
signal processing. However, even with all these changes, there is still a very significant weight and talk
time benefit in the low complexity PHS handsets compared to the most advanced cellular/high-tier PCS
handsets. Picking typical minimum size and weight handsets for both technologies results in the following
comparisons.

From the table, the battery usage ratio has been reduced to a factor of about 4 from a factor of 8, but
this is based on total weight, not battery weight alone as used for the earlier CT-2 and cellular comparison.

Thus, there is still a large talk time and weight benefit for low-power low-complexity low-tier PCS
compared to higher power high-complexity, high tier PCS and cellular.

TABLE 67.4 Comparison of CT-2 and Cellular Pocket Size Flip-Phones from the 
Same Manufacturer

Characteristics/Parameter CT-2 Cellular 

Weight, oz
Flip phone only 5.2 4.2
Battery1 only 1.9 3.6

Total unit 7.1 7.8
Size (max.dimensions), in 

Flip phone only 5.9 ×  2.2 ×  0.95 5.5 ×  2.4 ×  0.9
8.5 in3 — 

Battery1 only 1.9 ×  1.3 ×  0.5 4.7 ×  2.3 ×  0.4
internal external 

Total unit 5.9 ×  2.2 ×  0.95 5.9 ×  2.4 ×  1.1
8.5 in3 11.6 in3

Talk-time, min (h)
Rechargeable battery2 180 (3) 45
Nonrechargeable battery 600 (10) N/A

Standby time, h
Rechargeable battery 30 8
Nonrechargeable battery 100 N/A

Speech quality 32 kb/s telephone quality 30 kHz FM depends on
channel quality

Transmit power avg., W 0.005 0.5

1Rechargeable battery.
2Ni-cad battery.

PHS Cellular

weight, oz
total unit

3 4.5

size
total unit

4.2 in3 —

talk-time, h 8 3
standby time, h 600 48 
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The following should also be noted.

1. The room for technology improvement of the CT-2 cordless phone is greater since it is first
generation and the cellular phone is second/third generation.

2. A digital cellular phone built to the IS-54, GSM, or JDC standard, or in the proposed United States
CDMA technology, would either have less talk time or be heavier and larger than the analog FM
phone, because: a) the low-bit-rate digital speech coder is more complex and will consume more
power than the analog speech processing circuits; b) the digital units have complex digital signal-
processing circuits for forward error correction—either for delay dispersion equalizing or for
spread-spectrum processing—that will consume significant amounts of power and that have no
equivalents in the analog FM unit; and c) power amplifiers for the shaped-pulse nonconstant-
envelope digital signals will be less efficient than the amplifiers for constant-envelope analog FM.
Although it may be suggested that transmitter power control will reduce the weight and size of a
CDMA handset and battery, if that handset is to be capable of operating at full power in fringe
areas, it will have to have capabilities similar to other cellular sets. Similar power control applied
to a CT-2-like low-maximum-power set would also reduce its power consumption and thus also
its weight and size.

The major difference in size, weight, and talk time between the two pocketphones is directly attributable
to the two orders of magnitude difference in average transmitter power. The generation of transmitter
power dominates power consumption in the analog cellular phone. Power consumption in the digital
CT-2 phone is more evenly divided between transmitter-power generation and digital signal processing.
Therefore, power consumption in complex digital signal processing would have more impact on talk
time in small low-power personal communicators than in cellular handsets where the transmitter-power
generation is so large. Other than reducing power consumption for both functions, the only alternative
for increasing talk time and reducing battery weight is to invent new battery technology having greater
density; see section on Other Issues later in this chapter.

In contrast, lowering the transmitter power requirement, modestly applying digital signal processing,
and shifting some of the radio coverage burden to a higher density of small, low-power, low-complexity,
low-cost fixed radio ports has the effect of shifting some of the talk time, weight, and cost constraints from
battery technology to solid state electronics technology, which continues to experience orders-of-magnitude
improvements in the span of several years. Digital signal-processing complexity, however, cannot be per-
mitted to overwhelm power consumption in low-power handsets; whereas small differences in complexity
will not matter much, orders-of-magnitude differences in complexity will continue to be significant.

Thus, it can be seen from Table 67.4 that the size, weight, and quality arguments in the preceding
sections generally hold for these examples. It also is evident from the preceding paragraphs that they will
be even more notable when comparing digital cordless pocketphones with digital cellular pocketphones
of the same development generations.

67.4 Evolution Toward the Future and to Low-Tier Personal 
Communications Services

After looking at the evolution of several wireless technologies and systems in the preceding sections it
appears appropriate to ask again: wireless personal communications, what is it? All of the technologies
in the preceding sections claim to provide wireless personal communications, and all do to some extent.
All have significant limitations, however, and all are evolving in attempts to overcome the limitations. It
seems appropriate to ask, what are the likely endpoints? Perhaps some hint of the endpoints can be found
by exploring what users see as limitations of existing technologies and systems and by looking at the
evolutionary trends.

In order to do so, we summarize some important clues from the preceding sections and project them,
along with some U.S. standards activity, toward the future.
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Digital Cordless Telephones

• Strengths: good circuit quality; long talk time; small lightweight battery; low-cost sets and service.

• Limitations: limited range; limited usage regions.

• Evolutionary trends: phone points in public places; wireless PBX in business.

• Remaining limitations and issues: limited usage regions and coverage holes; limited or no handoff;
limited range.

Experience with PHS and CT-2 phone point have provided more emphasis on the need for vehicle
speed handoff and continuous widespread coverage of populated areas and of highways in between.

Digital Cellular Pocket Handsets

• Strength: widespread service availability.

• Limitations: limited talk time; large heavy batteries; high-cost sets and service; marginal circuit quality;
holes in coverage and poor in-building coverage; limited data capabilities; complex technologies.

• Evolutionary trends: microcells to increase capacity and in-building coverage and to reduce battery
drain; satellite systems to extend coverage.

• Remaining limitations and issues: limited talk time and large battery; marginal circuit quality;
complex technologies.

Wide Area Data

• Strength: digital messages.

• Limitations: no voice, limited data rate; high cost.

• Evolutionary trends: microcells to increase capacity and reduce cost; share facilities with voice
systems to reduce cost.

• Remaining limitations and issues: no voice; limited capacity.

Wireless Local Area Networks (WLANs)

• Strength: high data rate.

• Limitations: insufficient capacity for voice, limited coverage; no standards; chaos.

• Evolutionary trends: hard to discern from all of the churning.

Paging/Messaging

• Strengths: widespread coverage; long battery life; small lightweight sets and batteries; economical.

• Limitations: one-way message only; limited capacity.

• Evolutionary desire: two-way messaging and/or voice; capacity.

• Limitations and issues: two-way link cannot exploit the advantages of one-way link asymmetry.

Fixed Wireless Loops

• Strength: high data rates.

• Limitations: no mobility.

There is a strong trajectory evident in these systems and technologies aimed at providing the following
features.

High Quality Voice and Data

• To small, lightweight, pocket carried communicators.

• Having small lightweight batteries.
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• Having long talk time and long standby battery life.

• Providing service over large coverage regions.

• For pedestrians in populated areas (but not requiring high population density).

• Including low to moderate speed mobility with handoff. It has become evident from the experience
with PHS and CT-2 phone point that vehicle speed handoff is essential so that handsets can be
used in vehicles also.

Economical Service

• Low subscriber-set cost.

• Low network-service cost.

Privacy and Security of Communications

• Encrypted radio links.

This trajectory is evident in all of the evolving technologies but can only be partially satisfied by any
of the existing and evolving systems and technologies! Trajectories from all of the evolving technologies
and systems are illustrated in Fig. 67.1 as being aimed at low-tier personal communications systems or
services, i.e., low-tier PCS. Taking characteristics from cordless, cellular, wide-area data and, at least
moderate-rate, WLANs, suggests the following attributes for this low-tier PCS.

1. 32 kb/s ADPCM speech encoding in the near future to take advantage of the low complexity and
low power consumption, and to provide low-delay high-quality speech.

2. Flexible radio link architecture that will support multiple data rates from several kilobits per
second. This is needed to permit evolution in the future to lower bit rate speech as technology
improvements permit high quality without excessive power consumption or transmission delay
and to provide multiple data rates for data transmission and messaging.

3. Low transmitter power (≤25 mW average) with adaptive power control to maximize talk time and
data transmission time. This incurs short radio range that requires many base stations to cover a
large region. Thus, base stations must be small and inexpensive, like cordless telephone phone
points or the Metricom wireless data base stations. The lower power will require somewhat closer
spacing of base stations in cluttered environments with many buildings, etc. This issue is dealt
with in more detail in Section 67.5. The issues associated with greater base station spacing along
highways are also considered in Section 67.5.

4. Low-complexity signal processing to minimize power consumption. Complexity one-tenth that
of digital cellular or high-tier PCS technologies is required [29]. With only several tens of milliwatts
(or less under power control) required for transmitter power, signal processing power becomes
significant.

5. Low cochannel interference and high coverage area design criteria. In order to provide high-quality
service over a large region, at least 99% of any covered area must receive good or better coverage
and be below acceptable cochannel interference limits. This implies less than 1% of a region will
receive marginal service. This is an order-of-magnitude higher service requirement than the 10%
of a region permitted to receive marginal service in vehicular cellular system (high-tier PCS) design
criteria.

6. Four-level phase modulation with coherent detection to maximize radio link performance and
capacity with low complexity. 

7. Frequency division duplexing to relax the requirement for synchronizing base station transmis-
sions over a large region. PHS uses time division duplexing and requires base station synchroni-
zation. In first deployments, one provider did not implement this synchronization. The expected
serious performance degradation prompted system upgrades to provide the needed synchroniza-
tion. While this is not a big issue, it does add complexity to the system and decreases the overall
robustness.
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8. As noted previously, experience with PHS and CT-2 phone point have emphasized the need for
vehicular speed handoff in these low-tier PCS systems. Such handoff is readily implemented in
PACS and has been demonstrated in the field [51]. This issue is discussed in more detail later in
this section.

Such technologies and systems have been designed, prototyped, and laboratory and field tested and
evaluated for several years [7,23,24,25,26,27,28,29,31,32,50]. The viewpoint expressed here is consistent
with the progress in the Joint Technical Committee (JTC) of the U.S. standards bodies, Telecommuni-
cations Industry Association (TIA) and Committee T1 of the Alliance for Telecommunications Industry
Solutions (ATIS). Many technologies and systems were submitted to the JTC for consideration for wireless
PCS in the new 1.9-GHz frequency bands for use in the United States [20]. Essentially all of the
technologies and systems listed in Table 67.1, and some others, were submitted in late 1993. It was evident
that there were at least two and perhaps three distinctly different classes of submissions. No systems
optimized for packet data were submitted, but some of the technologies are optimized for voice.

One class of submissions was the group labeled high-power systems, digital cellular (high-tier PCS)
in Table 67.1. These are the technologies discussed previously in this chapter. They are highly optimized
for low-bit-rate voice and, therefore, have somewhat limited capability for serving packet-data applica-
tions. Since it is clear that wireless services to wide ranging high-speed mobiles will continue to be needed,
and that the technology already described for low-tier PCS may not be optimum for such services,
Fig. 67.1 shows a continuing evolution and need in the future for high-tier PCS systems that are the
equivalent of today’s cellular radio. There are more than 100 million vehicles in the United States alone.
In the future, most, if not all, of these will be equipped with high-tier cellular mobile phones. Therefore,
there will be a continuing and rapidly expanding market for high-tier systems.

Another class of submissions to the JTC [20] included the Japanese personal handyphone system
(PHS) and a technology and system originally developed at Bellcore but carried forward to prototypes
and submitted to the JTC by Motorola and Hughes Network Systems. This system was known as wireless
access communications systems (WACS).2 These two submissions were so similar in their design objec-
tives and system characteristics that, with the agreement of the delegations from Japan and the United
States, the PHS and WACS submissions were combined under a new name, personal access communi-
cation systems (PACS), that was to incorporate the best features of both. This advanced, low-power
wireless access system, PACS, was to be known as low-tier PCS. Both WACS/PACS and Handyphone
(PHS) are shown in Table 67.1 as low-tier PCS and represent the evolution to low-tier PCS in Fig. 67.1.
The WACS/PACS/UDPC system and technology are discussed in [7,23,24,25,26,28,29,31,32,50].

In the JTC, submissions for PCS of DECT and CT-2 and their variations were also lumped under the
class of low-tier PCS, even though these advanced digital cordless telephone technologies were somewhat
more limited in their ability to serve all of the low-tier PCS needs. They are included under digital cordless
technologies in Table 67.1. Other technologies and systems were also submitted to the JTC for high-tier
and low-tier applications, but they have not received widespread industry support.

One wireless access application discussed earlier that is not addressed by either high-tier or low-tier
PCS is the high-speed WLAN application. Specialized high-speed WLANs also are likely to find a place
in the future. Therefore, their evolution is also continued in Fig. 67.1. The figure also recognizes that
widespread low-tier PCS can support data at several hundred kilobits per second and, thus, can satisfy
many of the needs of WLAN users.

It is not clear what the future roles are for paging/messaging, cordless telephone appliances, or wide-
area packet-data networks in an environment with widespread contiguous coverage by low-tier and high-
tier PCS. Thus, their extensions into the future are indicated with a question mark in Fig. 67.1.

Those who may object to the separation of wireless PCS into high-tier and low-tier should review this
section again, and note that we have two tiers of PCS now. On the voice side there is cellular radio, i.e., high-
tier PCS, and cordless telephone, i.e., an early form of low-tier PCS. On the data side there is wide-area data,

2WACS was known previously as Universal Digital Portable Communications (UDPC).
©2002 CRC Press LLC



 

            
i.e., high-tier data PCS, and WLANs, i.e., perhaps a form of low-tier data PCS. In their evolutions, these
all have the trajectories discussed and shown in Fig. 67.1 that point surely toward low-tier PCS. It is this
low-tier PCS that marketing studies continue to project is wanted by more than half of the U.S. households
or by half of the people, a potential market of over 100 million subscribers in the United States alone.
Similar projections have been made worldwide.

PACS technology [6] has been prototyped by several manufacturers. In 1995 field demonstrations were
run in Boulder, CO at a U.S. West test site using radio ports (base stations) and radio port control units
made by NEC. “Handset” prototypes made by Motorola and Panasonic were trialed. The handsets and
ports were brought together for the first time in Boulder. The highly successful trial demonstrated the
ease of integrating the subsystems of the low-complexity PACS technology and the overall advantages of
PACS from a user’s perspective as noted throughout this chapter. Effective vehicular speed operation was
demonstrated in these tests. Also, Hughes Network Systems (HNS) has developed and tested many sets
of PACS infrastructure technology with different handsets in several settings and has many times dem-
onstrated highly reliable high vehicular speed (in excess of 70 mi/hr) operation and handoff among
several radio ports. Motorola also has demonstrated PACS equipment in several settings at vehicular
speeds as well as for wireless loop applications. Highly successful demonstrations of PACS prototypes
have been conducted from Alaska to Florida, from New York to California, and in China and elsewhere.

A PACS deployment in China using NEC equipment started to provide service in 1998. The U.S.
service provider, 21st Century Telesis, is poised to begin a PACS deployment in several states in the U.S.
using infrastructure equipment from HNS and handsets and switching equipment from different sup-
pliers. Perhaps, with a little more support of these deployments, the public will finally be able to obtain
the benefits of low-tier PCS.

67.5 Comparisons with Other Technologies

Complexity/Coverage Area Comparisons

Experimental research prototypes of radio ports and subscriber sets [64,66] have been constructed to
demonstrate the technical feasibility of the radio link requirements in [7]. These WACS prototypes
generally have the characteristics and parameters previously noted, with the exceptions that (1) the
portable transmitter power is lower (10 mW average, 100 mW peak), (2) dynamic power control and
automatic time slot transfer are not implemented, and (3) a rudimentary automatic link-transfer imple-
mentation is based only on received power. The experimental base stations transmit near 2.17 GHz; the
experimental subscriber sets transmit near 2.12 GHz. Both operated under a Bellcore experimental
license. The experimental prototypes incorporate application-specific, very large-scale integrated circuits3

fabricated to demonstrate the feasibility of the low-complexity high-performance digital signal-processing
techniques [63,64] for symbol timing and coherent bit detection. These techniques permit the efficient
short TDMA bursts having only 100 b that are necessary for low-delay TDMA implementations. Other
digital signal-processing functions in the prototypes are implemented in programmable logic devices.
All of the digital signal-processing functions combined require about 1/10 of the logic gates that are
required for digital signal processing in vehicular digital cellular mobile implementations [42,62,63]; that
is, this low-complexity PCS implementation having no delay-dispersion-compensating circuits and no
forward error-correction decoding and is about 1/10 as complex as the digital cellular implementations that
include these functions.4 The 32 kb/s ADPCM speech-encoding in the low-complexity PCS implementation
is also about 1/10 as complex as the less than 10-kb/s speech encoding used in digital cellular implementations.

3Applications specific integrated circuits (ASIC), very large-scale integration (VLSI).
4Some indication of VLSI complexity can be seen by the number of people required to design the circuits. For

the low-complexity TDMA ASIC set, only one person part time plus a student part time were required; the complex
CDMA ASIC has six authors on the paper alone.
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This significantly lower complexity will continue to translate into lower power consumption and cost.
It is particularly important for low-power pocket personal communicators with power control in which
the DC power expended for radio frequency transmitting can be only tens of milliwatts for significant
lengths of time.

The experimental radio links have been tested in the laboratory for detection sensitivity [bit error rate
(BER) vs SNR] [18,61,66] and for performance against cochannel interference [1] and intersymbol
interference caused by multipath delay spread [66]. These laboratory tests confirm the performance of
the radio-link techniques. In addition to the laboratory tests, qualitative tests have been made in several
PCS environments to compare these experimental prototypes with several United States CT-1 cordless
telephones at 50 MHz, with CT-2 cordless telephones at 900 MHz, and with DCT-900 cordless telephones
at 900 MHz. Some of these comparisons have been reported [8,71,84,85]. In general, depending on the
criteria, e.g., either no degradation or limited degradation of circuit quality, these WACS experimental
prototypes covered areas inside buildings that ranged from 1.4 to 4 times the areas covered by the other
technologies. The coverage areas for the experimental prototypes were always substantially limited in
two or three directions by the outside walls of the buildings. These area factors could be expected to be
even larger if the coverage were not limited by walls, i.e., once all of a building is covered in one direction,
no more area can be covered no matter what the radio link margin. The earlier comparisons [8,84,85]
were made with only two-branch uplink diversity before subscriber-set transmitting antenna switching
was implemented and, with only one radio port before automatic radio-link transfer was implemented.
The later tests [71] included these implementations. These reported comparisons agree with similar
unreported comparisons made in a Bellcore Laboratory building. Similar coverage comparison results
have been noted for a 900-MHz ISM-band cordless telephone compared to the 2-GHz experimental
prototype. The area coverage factors (e.g., ×1.4 to ×4) could be expected to be even greater if the cordless
technologies had also been operated at 2 GHz since attenuation inside buildings between similar small
antennas is about 7 dB greater at 2 GHz than at 900 MHz [35,36] and the 900 MHz handsets transmitted
only 3 dB less average power than the 2-GHz experimental prototypes. The greater area coverage dem-
onstrated for this technology is expected because of the different compromises noted earlier; the follow-
ing, in particular.

1. Coherent detection of QAM provides more detection sensitivity than noncoherent detection of
frequency-shift modulations [17].

2. Antenna diversity mitigates bursts of errors from multipath fading [66].
3. Error detection and blanking of TDMA bursts having errors significantly improves perceived

speech quality [72]. (Undetected errors in the most significant bit cause sharp audio pops that
seriously degrade perceived speech quality.)

4. Robust symbol timing and burst and frame synchronization reduce the number of frames in error
due to imperfect timing and synchronization [66].

5. Transmitting more power from the radio port compared to the subscriber set offsets the less
sensitive subscriber set receiver compared to the port receiver that results from power and com-
plexity compromises made in a portable set.

Of course, as expected, the low-power (10-mW) radio links cover less area than high-power (0.5-W)
cellular mobile pocketphone radio links because of the 17-dB transmitter power difference resulting from
the compromises discussed previously. In the case of vehicular mounted sets, even more radio-link
advantage accrues to the mobile set because of the higher gain of vehicle-mounted antennas and higher
transmitter power (3 W).

The power difference between a low-tier PACS handset and a high-tier PCS or cellular pocket handset
is not as significant in limiting range as is often portrayed. Other differences in deployment scenarios
for low-tier and high-tier systems are as large or even larger factors, e.g., base station antenna height
and antenna gain. This can be seen by considering using the same antennas and receiver noise figures
at base stations and looking at the range of high-tier and low-tier handsets. High-tier handsets typically
transmit a maximum average power of 0.5 watt. The PACS handset average transmit power is 25 milliwatts
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(peak power is higher for TDMA, but equal comparisons can be made considering average power and
equivalent receiver sensitivities). This power ratio of ×20 translates to approximately a range reduction
of a factor of about 0.5 for an environment with a distance dependence of 1/(d)4 or a factor of about 0.4
for a 1/(d)3.5 environment. These represent typical values of distance dependence for PCS and cellular
environments. Thus, if the high-tier handset would provide a range of 5 miles in some environment, the
low-tier handset would provide a range of 2 to 2.5 miles in the same environment, if the base station
antennas and receiver noise figures were the same. This difference in range is no greater than the difference
in range between high-tier PCS handsets used in 1.9 GHz systems and cellular handsets with the same
power used in 800 MHz systems. Range factors are discussed further in the next section.

Coverage, Range, Speed, and Environments

Interest has been expressed in having greater range for low-tier PCS technology for low-population-
density areas. One should first note that the range of a wireless link is highly dependent on the amount
of clutter or obstructions in the environment in which it is operated. For example, radio link calculations
that result in a 1400-ft base station (radio-port) separation at 1.9 GHz contain over 50-dB margin for
shadowing from obstructions and multipath effects [25,37]. Thus, in an environment without obstruc-
tions, e.g., along a highway, the base station separation can be increased at least by a factor of 4 to over
a mile, i.e., 25 dB for an attenuation characteristic of d -4, while providing the same quality of service,
without any changes to the base station or subscriber transceivers, and while still allowing over 25-dB
margin for multipath and some shadowing. This remaining margin allows for operation of a handset
inside an automobile. In such an unobstructed environment, multipath RMS delay spread [21,33] will
still be less than the 0.5 µs in which PACS was designed to operate [28].

Operation at still greater range along unobstructed highways or at a range of a mile along more
obstructed streets can be obtained in several ways. Additional link gain of 6 dB can be obtained by going
from omnidirectional antennas at base stations to 90˚ sectored antennas (four sectors). Another 6 dB
can be obtained by raising base station antennas by a factor of 2 from 27 ft to 55 ft in height. This
additional 12 dB will allow another factor of 2 increase in range to 2-mile base station separation along
highways, or to about 3000-ft separation in residential areas. Even higher-gain and taller antennas could
be used to concentrate coverage along highways, particularly in rural areas. Of course, range could be
further increased by increasing the power transmitted.

As the range of the low-tier PACS technology is extended in cluttered areas by increasing link gain,
increased RMS delay spread is likely to be encountered. This will require increasing complexity in
receivers. A factor of 2 in tolerance of delay spread can be obtained by interference-canceling signal
combining [76,77,78,79,80] from two antennas instead of the simpler selection diversity combining
originally used in PACS. This will provide adequate delay-spread tolerance for most suburban environ-
ments [21,33].

The PACS downlink contains synchronization words that could be used to train a conventional delay-
spread equalizer in subscriber set receivers. Constant-modulus (blind) equalization will provide greater
tolerance to delay spread in base station receivers on the uplink [45,46,47,48] than can be obtained by
interference-cancellation combining from only two antennas. The use of more base-station antennas and
receivers can also help mitigate uplink delay spread. Thus, with some added complexity, the low-tier
PACS technology can work effectively in the RMS delay spreads expected in cluttered environments for
base station separations of 2 miles or so. 

The guard time in the PACS TDMA uplink is adequate for 1-mile range, i.e., 2-mile separation between
base station and subscriber transceivers. A separation of up to 3 miles between transceivers could be
allowed if some statistical outage were accepted for the few times when adjacent uplink timeslots are
occupied by subscribers at the extremes of range (near–far). With some added complexity in assigning
timeslots, the assignment of subscribers at very different ranges to adjacent timeslots could be avoided,
and the base station separation could be increased to several miles without incurring adjacent slot
interference. A simple alternative in low-density (rural) areas, where lower capacity could be acceptable
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and greater range could be desirable, would be to use every other timeslot to ensure adequate guard time
for range differences of many tens of miles. Also, the capability of transmitter time advance has been
added to PACS standard in order to increase the range of operation. Such time advance is applied in the
cellular TDMA technologies.

The synchronization, carrier recovery, and detection in the low-complexity PACS transceivers will per-
form well at highway speeds. The two-receiver diversity used in uplink transceivers also will perform well
at highway speeds. The performance of the single-receiver selection diversity used in the low-complexity
PACS downlink transceivers begins to deteriorate at speeds above about 30 mi/h. However, at any speed,
the performance is always at least as good as that of a single transceiver without the low-complexity diversity.
Also, fading in the relatively uncluttered environment of a highway is likely to have a less severe Ricean
distribution, so diversity will be less needed for mitigating the fading. Cellular handsets do not have diversity.
Of course, more complex two-receiver diversity could be added to downlink transceivers to provide two-
branch diversity performance at highway speeds. It should be noted that the very short 2.5-ms TDMA
frames incorporated into PACS to provide low transmission delay (for high speech quality) also make the
technology significantly less sensitive to high-speed fading than the longer-frame-period cellular technolo-
gies. The short frame also facilitates the rapid coordination needed to make reliable high-speed handoffs
between base stations. Measurements on radio links to potential handoff base stations can be made rapidly,
i.e., a measurement on at least one radio link every 2.5 ms. Once a handoff decision is made, signalling
exchanges every 2.5 ms ensure that the radio link handoff is completed quickly. In contrast, the long frame
periods in the high-tier (cellular) technologies prolong the time it takes to complete a handoff. As noted
earlier, high speed handoff has been demonstrated many times with PACS technology and at speeds over
70 mi/h.

67.6 Quality, Capacity, and Economic Issues

Although the several trajectories toward low-tier PCS discussed in the preceding section are clear, it does
not fit the existing wireless communications paradigms. Thus, low-tier PCS has attracted less attention
than the systems and technologies that are compatible with the existing paradigms. Some examples are
cited in the following paragraphs. 

The need for intense interaction with an intelligent network infrastructure in order to manage mobility
is not compatible with the cordless telephone appliance paradigm. In that paradigm, independence of
network intelligence and base units that mimic wireline telephones are paramount.

Wireless data systems often do not admit to the dominance of wireless voice communications and,
thus, do not take advantage of the economics of sharing network infrastructure and base station equip-
ment. Also, wireless voice systems often do not recognize the importance of data and messaging and,
thus, only add them in as bandaids to systems.

The need for a dense collection of many low-complexity, low-cost, low-tier PCS base stations inter-
connected with inexpensive fixed-network facilities (copper or fiber based) does not fit the cellular high-
tier paradigm that expects sparsely distributed $1 million cell sites. Also, the need for high transmission
quality to compete with wireline telephones is not compatible with the drive toward maximizing users-
per-cell-site and per megahertz to minimize the number of expensive cell sites. These concerns, of course,
ignore the hallmark of frequency-reusing cellular systems. That hallmark is the production of almost
unlimited overall system capacity by reducing the separation between base stations. The cellular paradigm
does not recognize the fact that almost all houses in the U.S. have inexpensive copper wires connecting
telephones to the telephone network. The use of low-tier PCS base stations that concentrate individual
user services before backhauling in the network will result in less fixed interconnecting facilities than
exist now for wireline telephones. Thus, inexpensive techniques for interconnecting many low-tier base
stations are already deployed to provide wireline telephones to almost all houses. The cost of backhaul
to many base stations (radio ports) in a low-tier system is often cited as an economic disadvantage that
cannot be overcome. However, this perception is based on existing tariffs for T1 digital lines which are
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excessive considering current digital subscriber line technology. These tariffs were established many years
ago when digital subscriber line electronics were very expensive. With modern low-cost high-rate digital
subscriber line (HDSL) electronics, the cost of backhaul could be greatly reduced. If efforts were made
to revise tariffs for digital line backhaul based on low cost electronics and copper loops like residential
loops, the resulting backhaul costs would more nearly approach the cost of residential telephone lines.
As it is now, backhaul costs are calculated based on antiquated high T1 line tariffs that were established
for “antique” high cost electronics.

This list could be extended, but the preceding examples are sufficient, along with the earlier sections
of the paper, to indicate the many complex interactions among circuit quality, spectrum utilization,
complexity (circuit and network), system capacity, and economics that are involved in the design com-
promises for a large, high-capacity wireless-access system. Unfortunately, the tendency has been to ignore
many of the issues and focus on only one, e.g., the focus on cell site capacity that drove the development
of digital-cellular high-tier systems in the United States. Interactions among circuit quality, complexity,
capacity, and economics are considered in the following sections. 

Capacity, Quality, and Complexity

Although capacity comparisons frequently are made without regard to circuit quality, complexity, or cost
per base station, such comparisons are not meaningful. An example in Table 67.5 compares capacity
factors for U.S. cellular or high-tier PCS technologies with the low-tier PCS technology, PACS/WACS.
The mean opinion scores (MOS) (noted in Table 67.5) for speech coding are discussed later. Detection
of speech activity and turning off the transmitter during times of no activity is implemented in IS-95.
Its impact on MOS also is noted later. A similar technique has been proposed as E-TDMA for use with
IS-54 and is discussed with respect to TDMA system in [29]. Note that the use of low-bit-rate speech
coding combined with speech activity degrades the high-tier system’s quality by nearly one full MOS
point on the five-point MOS scale when compared to 32 kb/s ADPCM. Tandem encoding is discussed
in a later section. These speech quality degrading factors alone provide a base station capacity increasing
factor of ×4 × 2.5 = ×10 over the high-speech-quality low-tier system! Speech coding, of course, directly
affects base station capacity and, thus, overall system capacity by its effect on the number of speech
channels that can fit into a given bandwidth.

The allowance of extra system margin to provide coverage of 99% of an area for low-tier PCS versus
90% coverage for high-tier is discussed in the previous section and [29]. This additional quality factor
costs a capacity factor of ×2. The last item in Table 67.5 does not change the actual system, but only
changes the way that frequency reuse is calculated. The additional 2-dB margin in standard deviation σ,
allowed for coverage into houses and small buildings for low-tier PCS, costs yet another factor of ×1.5
in calculation only. Frequency reuse factors affect the number of sets of frequencies required and, thus,
the bandwidth available for use at each base station. Thus, these factors also affect the base station capacity
and the overall system capacity.

For the example in Table 67.5, significant speech and coverage quality has been traded for a factor of
×30 in base station capacity! Whereas base station capacity affects overall system capacity directly, it

TABLE 67.5 Comparison of Cellular (IS-54/IS-95) and Low-Tier PCS (WACS/PACS). 
Capacity Comparisons Made without Regard to Quality Factors, Complexity, and Cost
per Base Station Are not Meaningful

Parameter Cellular (High-Tier) Low-Tier PCS Capacity Factor

Speech Coding, kb/s 8 (MOS 3.4)
No tandem coding

32 (MOS 4.1) 
3 or 4 tandem

×4 

Speech activity Yes (MOS 3.2) No (MOS 4.1) ×2.5
Percentage of good areas, % 90 99 ×2
Propagation σ, dB 8 10 ×1.5
Total: trading quality for capacity ×30
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should be remembered that overall system capacity can be increased arbitrarily by decreasing the spacing
between base stations. Thus, if the PACS low-tier PCS technology were to start with a base station capacity
of ×0.5 of AMPS cellular5 (a much lower figure than the ×0.8 sometimes quoted [20]), and then were
degraded in quality as described above to yield the ×30 capacity factor, it would have a resulting capacity
of ×15 of AMPS! Thus, it is obvious that making such a base station capacity comparison without
including quality is not meaningful.

Economics, System Capacity, and Coverage Area Size

Claims are sometimes made that low-tier PCS cannot be provided economically, even though it is what
the user wants. These claims are often made based on economic estimates from the cellular paradigm.
These include the following. 

• Very low estimates of market penetration, much less than cordless telephones, and often even less
than cellular.

• High estimates of base station costs more appropriate to high-complexity, high-cost cellular tech-
nology than to low-complexity, low-cost, low-tier technology.

• Very low estimates of circuit usage time more appropriate to cellular than to cordless/wireline
telephone usage, which is more likely for low-tier PCS.

• Backhaul costs based on existing T1 line tariffs that are based on “antique” high cost digital loop
electronics. (See discussion in fourth paragraph at start of Section 67.6.)

Such economic estimates are often done by making absolute economic calculations based on very
uncertain input data. The resulting estimates for low-tier and high-tier are often closer together than the
large uncertainties in the input data. A perhaps more realistic approach for comparing such systems is
to vary only one or two parameters while holding all others fixed and then looking at relative economics
between high-tier and low-tier systems. This is the approach used in the following examples.

Example 67.1

In the first example (see Table 67.6), the number of channels per megahertz is held constant for cellular
and for low-tier PCS. Only the spacing is varied between base stations, e.g., cell sites for cellular and
radio ports for low-tier PCS, to account for the differences in transmitter power, antenna height, etc.
In this example, overall system capacity varies directly as the square of base station spacing, but base
station capacity is the same for both cellular and low-tier PCS. For the typical values in the example,
the resulting low-tier system capacity is ×400 greater, only because of the closer base station spacing.
If the two systems were to cost the same, the equivalent low-tier PCS base stations would have to cost
less than $2,500.

This cost is well within the range of estimates for such base stations, including equivalent infrastructure.
These low-tier PCS base stations are of comparable or lower complexity than cellular vehicular subscriber
sets, and large-scale manufacture will be needed to produce the millions that will be required. Also, land,
building, antenna tower and legal fees for zoning approval, or rental of expensive space on top of commercial
buildings, represent large expenses for cellular cell sites. Low-tier PCS base stations that are mounted on
utility poles and sides of buildings will not incur such large additional expenses. Therefore, costs of the
order of magnitude indicated seem reasonable in large quantities. Note that, with these estimates, the per-
wireless-circuit cost of the low-tier PCS circuits would be only $14/circuit compared to $5,555/circuit for
the high-tier circuits. Even if there were a factor of 10 error in cost estimates, or a reduction of channels
per radio port of a factor of 10, the per-circuit cost of low-tier PCS would still be only $140/circuit, which
is still much less than the per-circuit cost of high-tier.

5Note that the ×0.5 factor is an arbitrary factor taken for illustrating this example. The so-called ×AMPS factors
are only with regard to base station capacity, although they are often misused as system capacity.
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Example 67.2

In the second example (see Table 67.6), the overall system capacity is held constant, and the number of
channels/port, i.e., channels/(base station) is varied. In this example, less than 1/2 channel/port is needed,
again indicating the tremendous capacity that can be produced with close-spaced low-complexity base stations.

Example 67.3

Since the first two examples are somewhat extreme, the third example (see Table 67.6) uses a more
moderate, intermediate approach. In this example, some of the cellular high-tier channels/(base station)
are traded to yield higher quality low-tier PCS as in the previous subsection. This reduces the channels/
port to 11+, with an accompanying increase in cost/circuit up to $222/circuit, which is still much less
than the $5,555/circuit for the high-tier system. Note, also, that the low-tier system still has ×25 the
capacity of the high-tier system!

Low-tier base station (Port) cost would have to exceed $62,500 for the low-tier per-circuit cost to
exceed that of the high-tier cellular system. Such a high port cost far exceeds any existing realistic estimate
of low-tier system costs.

It can be seen from these examples, and particularly Example 67.3, that the circuit economics of low-
tier PCS are significantly better than for high-tier PCS, if the user demand and density is sufficient to
make use of the large system capacity. Considering the high penetration of cordless telephones, the rapid
growth of cellular handsets, and the enormous market projections for wireless PCS noted earlier in this

TABLE 67.6 System Capacity/Coverage Area Size/Economics

Example 67.1

Assume channels/MHz are the same for cellular and PCS
Cell site: spacing = 20.000 ft cost $ = 1 M
PCS port: spacing = 1,000 ft
PCS system capacity is (20000/1000)2 = 400 × cellular capacity

Then, for the system costs to be the same
Port cost = ($1 M/400) $2,500 a reasonable figure

If, cell site and port each have 180 channels
Cellular cost/circuit = $1 M/180 = $5,555/circuit
PCS cost/circuit = $2500/180 = $14/circuit

Example 67.2

Assume equal cellular and PCS system capacity
Cell site: spacing = 20,000 ft
PCS port: spacing = 1,000 ft

If, a cell site has 180 channels
then, for equal system capacity, a PCS port needs

180/400 < 1 channel/port

Example 67.3

Quality/cost trade
Cell site: Spacing = 20,000 ft cost = $1 M channels = 180
PCS port: Spacing = 1,000 ft cost = $2,500

Cellular to PCS, base station spacing capacity factor = ×400
PCS to cellular quality reduction factors:

32 to 8 kb/s speech ×4
Voice activity (buying) ×2
99–90% good areas ×2
Both in same environment (same σ) ×1
Capacity factor traded

180 ch/16 = 11.25 channels/port then, $2500/11.25 = $222/circuit and remaining
is ×400/16 = ×25 system capacity of PCS over cellular

×16
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chapter, filling such high capacity in the future would appear to be certain. The major problem is providing
rapidly the widespread coverage (buildout) required by the FCC in the United States. If this unrealistic
regulatory demand can be overcome, low-tier wireless PCS promises to provide the wireless personal
communications that everyone wants.

Loop Evolution and Economics

It is interesting to note that several wireless loop applications are aimed at reducing cost by replacing
parts of wireline or CATV loops with wireless links between transceivers. The economics of these
applications are driven by the replacing of labor-intensive wireline and cable technologies with mass-
produced solid-state electronics in transceivers.

Consider first a cordless telephone base unit. The cordless base-unit transceiver usually serves one or,
at most, two handsets at the end of one wireline loop. Now consider moving such a base unit back along
the copper-wire-pair loop end a distance that can be reliably covered by a low-power wireless link [25,31],
i.e., several hundred to a thousand feet or so, and mounting it on a utility pole or a street light pole.
This replaces the copper loop end with the wireless link. Many additional copper loop ends to other
subscribers will be contained within a circle around the pole having a maximum usable radius of this
wireless link. Replace all of the copper loop ends within the circle with cordless base units on the same
pole. Note that this process replaces the most expensive parts of these many loops, i.e., the many individual
loop ends, with the wireless links from cordless handsets to “equivalent” cordless base units on a pole.
Of course, being mounted outside will require somewhat stronger enclosures and means of powering
the base units, but these additional costs are considerably more than offset by eliminating the many
copper wire drops. 

It is instructive to consider how many subscribers could be collected at a pole containing base units.
Consider, as an example, a coverage square of 1400 ft on a side (PACS will provide good coverage over
this range, i.e., for base unit pole separations of about 1400 ft, at 1.9 GHz). Within this square will be
45 houses for a 1 house/acre density typical of low-housing-density areas, or 180 houses for 4 house/
acre density more typical of high-density single-family housing areas. These represent significant con-
centration of traffic at a pole. 

Because of the trunking advantage of the significant number of subscribers concentrated at a pole,
they can share a smaller number of base unit, i.e., wireless base unit transceivers, than there are wireless
subscriber sets. Therefore, the total cost compared with having a cordless base unit per subscriber also
is reduced by the concentration of users.

A single PACS transceiver will support simultaneously eight TDMA channels or circuits at 32 kb/s (or 16
at 16 kb/s or 32 at 8 kb/s) [56]. Of these, one channel is reserved for system control. The cost of such moderate-
rate transceivers is relatively insensitive to the number of channels supported; i.e., the cost of such an 8-
channel (or 16 or 32) transceiver will be significantly less than twice the cost of a similar one-channel
transceiver. Thus, another economic advantage accrues to this wireless loop approach from using time-
multiplexed (TDMA) transceivers instead of single-channel-per-transceiver cordless telephone base units.

For an offered traffic of 0.06 Erlang, a typical busy-hour value for a wireline subscriber, a seven-channel
transceiver could serve about 40 subscribers at 1% blocking, based on the Erlang B queuing discipline.
From the earlier example, such a transceiver could serve most of the 45 houses within a 1400-ft square.
Considering partial penetration, the transceiver capacity is more than adequate for the low-density
housing.6

Considering the high-density example of 4 houses/acre, a seven-channel transceiver could serve only
about 20% of the subscribers within a 1400-ft square. If the penetration became greater than about 20%,
either additional transceivers, perhaps those of other service providers, or closer transceiver spacing would
be required.

6The range could be extended by using higher base unit antennas, by using higher-gain directional (sectored)
antennas, and/or by increasing the maximum power that can be transmitted.
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Another advantageous economic factor for wireless loops results when considering time-multiplexed
transmission in the fixed distribution facilities. For copper or fiber digital subscriber loop carrier (SLC),
e.g., T1 or high-rate digital subscriber line (HDSL), a demultiplexing/multiplexing terminal and drop
interface are required at the end of the time-multiplexed SLC line to provide the individual circuits for
each subscriber loop-end circuit, i.e., for each drop. The most expensive part of such an SLC terminating
unit is the subscriber line cards that provide per-line interfaces for each subscriber drop. Terminating a
T1 or HDSL line on a wireless loop transceiver eliminates all per-line interfaces, i.e., all line cards, the
most expensive part of a SLC line termination. Thus, the greatly simplified SLC termination can be
incorporated within a TDMA wireless loop transceiver, resulting in another cost savings over the con-
ventional copper-wire-pair telephone loop end.

The purpose of the previous discussions is not to give an exact system design or economic analysis, but
to illustrate the inherent economic advantages of low-power wireless loops over copper loop ends and over
copper loop ends with cordless telephone base units. Some economic analyses have found wireless loop
ends to be more economical than copper loop ends when subscribers use low-power wireless handsets.
Rizzo and Sollenberger [56] have also discussed the advantageous economics of PACS wireless loop tech-
nology in the context of low-tier PCS.

The discussions in this section can be briefly summarized as follows. Replacing copper wire telephone
loop ends with low-complexity wireless loop technology like PACS can produce economic benefits in at
least four ways. These are:

1. Replacing the most expensive part of a loop, the per-subscriber loop-end, with a wireless link.
2. Taking advantage of trunking in concentrating many wireless subscriber loops into a smaller

number of wireless transceiver channels.
3. Reducing the cost of wireless transceivers by time multiplexing (TDMA) a few (7, 15, or 31)

wireless loop circuits (channels) in each transceiver.
4. Eliminating per-line interface cards in digital subscriber line terminations by terminating time-

multiplexed subscriber lines in the wireless loop transceivers.

67.7 Other Issues

Several issues in addition to those addressed in the previous two sections continue to be raised with
respect to low-tier PCS. These are treated in this section.

Improvement of Batteries

Frequently, the suggestion is made that battery technology will improve so that high-power handsets will
be able to provide the desired 5 or 6 hours of talk time in addition to 10 or 12 hours of standby time,
and still weigh less than one-fourth of the weight of today’s smallest cellular handset batteries. This hope
does not take into account the maturity of battery technology, and the long history (many decades) of
concerted attempts to improve it. Increases in battery capacity have come in small increments, a few
percent, and very slowly over many years, and the shortfall is well over a factor of 10. In contrast,
integrated electronics and radio frequency devices needed for low-power low-tier PCS continue to
improve and to decrease in cost by factors of greater than 2 in time spans on the order of a year or so.
It also should be noted that, as the energy density of a battery is increased, the energy release rate per
volume must also increase in order to supply the same amount of power. If energy storage density and
release rate are increased significantly, the difference between a battery and a bomb become indistin-
guishable! The likelihood of a ×10 improvement in battery capacity appears to be essentially zero. If even
a modest improvement in battery capacity were possible, many people would be driving electric vehicles.

As noted in the addition to the Reality Check section, new lithium batteries have become the batteries
of choice for the smallest cellular/high-tier PCS handsets. While these lithium batteries have higher energy
density than earlier nickel cadmium batteries, they still fall far short of the factor of 10 improvement
that was needed to make long talk time, small size, and low weight possible. With the much larger advance
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in electronics, the battery is even more dominant in the size and weight of the newest cellular handsets.
The introduction of these batteries incurred considerable startup pain because of the greater fire and
explosive hazard associated with lithium materials, i.e., closer approach to a bomb. Further attempts in
this direction will be even more hazardous.

People Only Want One Handset

This issue is often raised in support of high-tier cellular handsets over low-tier handsets. Whereas the
statement is likely true, the assumption that the handset must work with high-tier cellular is not. Such
a statement follows from the current large usage of cellular handsets; but such usage results because that
is the only form of widespread wireless service currently available, not because it is what people want.
The statement assumes inadequate coverage of a region by low-tier PCS, and that low-tier handsets will
not work in vehicles. The only way that high-tier handsets could serve the desires of people discussed
earlier would be for an unlikely breakthrough in battery technology to occur. A low-tier system, however,
can cover economically any large region having some people in it. (It will not cover rural or isolated
areas but, by definition, there is essentially no one there to want communications anyway.)

Low-tier handsets will work in vehicles on village and city streets at speeds up to 30 or 40 mi/h, and
the required handoffs make use of computer technology that is rapidly becoming inexpensive. As noted
earlier, vehicular speed handoff is readily accomplished with PACS. Reliable handoff has been demon-
strated for PACS at speeds in excess of 70 mi/h. Highways between populated areas, and also streets
within them, will need to be covered by high-tier cellular PCS, but users are likely to use vehicular sets in
these cellular systems. Frequently the vehicular mobile user will want a different communications device
anyway, e.g., a hands-free phone. The use of hands-free phones in vehicles is becoming a legal requirement
in some places now and is likely to become a requirement in many more places in the future. Thus,
handsets may not be legally usable in vehicles anyway. With widespread deployment of low-tier PCS
systems, the one handset of choice will be the low-power, low-tier PCS pocket handset or voice/data
communicator. 

As discussed in earlier sections, it is quite feasible economically to cover highways between cities with
low-tier systems, if the low-tier base stations have antennas with the same height and gain as used for
cellular and high-tier PCS systems. (The range penalty for the lower power was noted earlier to be only
on the order of 1/2, or about the same as the range penalty in going from 800 MHz cellular to 1.9 GHz
high-tier PCS.) 

There are approaches for integrating low-tier pocket phones or pocket communicators with high-
tier vehicular cellular mobile telephones. The user’s identity could be contained either in memory in
the low-tier set or in a small smart card inserted into the set, as is a feature of the European GSM
system. When entering an automobile, the small low-tier communicator or card could be inserted into
a receptacle in a high-tier vehicular cellular set installed in the automobile.7 The user’s identity would
then be transferred to the mobile set. “Car adapters” that have a cradle for a small cellular handset
providing battery charging and connection to an outside antenna are quite common—e.g., in Sweden
use of such adapters is commonplace. Thus, this concept has already evolved significantly, even for the
disadvantaged cellular handsets when they are used in vehicles. The mobile set could then initiate a
data exchange with the high-tier system, indicating that the user could now receive calls at that mobile
set. This information about the user’s location would then be exchanged between the network intelli-
gence so that calls to the user could be correctly routed.8 In this approach the radio sets are optimized
for their specific environments, high-power, high-tier vehicular or low-power, low-tier pedestrian, as
discussed earlier, and the network access and call routing is coordinated by the interworking of network
intelligence. This approach does not compromise the design of either radio set or radio system. It places

7Inserting the small personal communicator in the vehicular set would also facilitate charging the personal
communicator’s battery.

8This is a feature proposed for FPLMTS in CCIR Rec. 687.
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the burden on network intelligence technology that benefits from the large and rapid advances in
computer technology.

The approach of using different communications devices for pedestrians than for vehicles is consistent
with what has actually happened in other applications of technology in similarly different environments.
For example, consider the case of audio cassette tape players. Pedestrians often carry and listen to small
portable tape players with lightweight headsets (e.g., a Walkman).9 When one of these people enters an
automobile, he or she often removes the tape from the Walkman and inserts it into a tape player installed
in the automobile. The automobile player has speakers that fill the car with sound. The Walkman is
optimized for a pedestrian, whereas the vehicular-mounted player is optimized for an automobile. Both
use the same tape, but they have separate tape heads, tape transports, audio preamps, etc. They do not
attempt to share electronics. In this example, the tape cassette is the information-carrying entity similar
to the user identification in the personal communications example discussed earlier. The main points
are that the information is shared among different devices but that the devices are optimized for their
environments and do not share electronics.

Similarly, a high-tier vehicular-cellular set does not need to share oscillators, synthesizers, signal pro-
cessing, or even frequency bands or protocols with a low-tier pocket-size communicator. Only the infor-
mation identifying the user and where he or she can be reached needs to be shared among the intelligence
elements, e.g., routing logic, databases, and common channel signalling [26,29] of the infrastructure
networks. This information exchange between network intelligence functions can be standardized and
coordinated among infrastructure subnetworks owned and operated by different business entities (e.g.,
vehicular cellular mobile radio networks and intelligent low-tier PCS networks). Such standardization and
coordination are the same as are required today to pass intelligence among local exchange networks and
interexchange carrier networks.

Other Environments

Low-tier personal communications can be provided to occupants of airplanes, trains, and buses by
installing compatible low-tier radio access ports inside these vehicles. The ports can be connected to
high-power, high-tier vehicular cellular mobile sets or to special air-ground or satellite-based mobile
communications sets. Intelligence between the internal ports and mobile sets could interact with cellular
mobile, air-ground, or satellite networks in one direction, using protocols and spectrum allocated for
that purpose, and with low-tier personal communicators in the other direction to exchange user identi-
fication and route calls to and from users inside these large vehicles. Radio isolation between the low-
power units inside the large metal vehicles and low-power systems outside the vehicles can be ensured
by using windows that are opaque to the radio frequencies. Such an approach also has been considered
for automobiles, i.e., a radio port for low-tier personal communications connected to a cellular mobile
set in a vehicle so that the low-tier personal communicator can access a high-tier cellular network. (This
could be done in the United States using unlicensed PCS frequencies within the vehicle.)

Speech Quality Issues

All of the PCS and cordless telephone technologies that use CCITT standardized 32-kb/s ADPCM speech
encoding can provide similar error-free speech distortion quality. This quality often is rated on a five-point
subjective mean opinion score (MOS) with 5 excellent, 4 good, 3 fair, 2 poor, and 1 very poor. The error-
free MOS of 32-kb/s ADPCM is about 4.1 and degrades very slightly with tandem encodings. Tandem
encodings could be expected in going from a digital-radio PCS access link, through a network using analog
transmission or 64-kb/s PCM, and back to another digital-radio PCS access link on the other end of the
circuit. In contrast, a low-bit-rate (<10-kb/s) vocoder proposed for a digital cellular system was recently
reported [54] to yield an MOS of 3.4 on an error-free link without speech-activity detection. This score

9Walkman is a registered trademark of Sony Corporation.
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dropped to 3.2 when speech-activity detection was implemented to increase system capacity. This nearly
one full point decrease on the five-point MOS score indicates significant degradation below accepted
CCITT wireline speech distortion quality. Either almost half of the population must have rated it as poor
or most of the population must have rated it as only fair. It should also be noted that these MOS scores
may not reflect additional degradation that may occur in low-bit-rate speech encoding when the speech
being encoded is combined with acoustical noise in a mobile environment, e.g., tire, wind, and engine
noise in automobiles and street noise, background talking, etc., in handheld phone environments along
streets and in buildings. Comments from actual users of low-bit-rate speech technology in acoustically
noisy environments suggest that the MOS scores just quoted are significantly degraded in these real world
environments. Waveform coders, e.g., ADPCM, are not likely to experience degradation from such
background noise. In addition, the low-bit-rate speech encoding is not at all tolerant of the tandem
speech encodings that will inevitably occur for PCS for many years. That is, when low-bit-rate speech is
transcoded to a different encoding format, e.g., to 64 kb/s as is used in many networks or from an IS-
54 phone on one end to a GSM or IS-95 phone on the other end, the speech quality deteriorates
precipitously. Although this may not be a serious issue for a vehicular mobile user who has no choice
other than not to communicate at all, it is likely to be a serious issue in an environment where a wireline
telephone is available as an alternative. It is also less serious when there are few mobile-to-mobile calls
through the network, but as wireless usage increases and digital mobile-to-mobile calls become common-
place, the marginal transcoded speech quality is likely to become a serious issue. These comments in this
paragraph are generally applicable to speech encoding at rates of 13 kb/s or less. The predictions above
about the seriousness of the speech coding quality issues have been proven to be true in virtually all cellular
technologies [2,5]. The much touted speech quality of the original IS-95 CDMA 8 kb/s QCELP speech
coder proved to be unacceptable to users.

The 8 kb/s speech coder was replaced with a 13 kb/s speech coder when IS-95 CDMA technology was
deployed for high-tier PCS at 1.9 GHz. Many of the 800 MHz CDMA systems are converting or considering
converting to the higher bit rate coder to improve their speech quality. This change was accompanied by
a base station capacity reduction of 1/3, but the CDMA advocates seldom acknowledge this fact. The GSM
effort to create a “half-rate” speech coder was redirected to develop an improved speech quality coder at
13 kb/s that would be less sensitive to acoustic background noise, bit errors, tandem encoding, etc. The
quality of the new coder is better under some conditions. The 8 kb/s North American TDMA/IS-136
speech coder was redesigned to improve speech quality. Some improvement has been achieved. In all these
revised coder cases, the issues discussed above in the original article still apply.

In the arena of transmission delay, the short-frame (2-ms) FDMA/TDD and TDMA technologies (e.g.,
CT-2 and WACS noted earlier) can readily provide single-radio-link round-trip delays of <10 ms and,
perhaps, even <5 ms. The longer frame (10 ms and greater) cordless-phone TDMA technologies, e.g.,
DCT-900/CT-3/DECT and some ISM-band implementations, inherently have a single-link round-trip
delay of at least 20 ms and can range 30–40 ms or more in some implementations. As mentioned earlier,
the digital vehicular-cellular technologies with low-bit-rate speech encoding, bit interleaving, forward
error-correction decoding, and relatively long frame time (~16–20 ms) result in single-link round-trip
delays on the order of 200 ms, well over an order of magnitude greater than the short-frame technologies,
and on the same order of magnitude as a single-direction synchronous satellite link. Even with the
somewhat improved low bit rate speech coders noted previously, the transmission delay remains excessive
for all of the cellular/high-tier PCS digital technologies. It should be noted that almost all United States
domestic long-distance telephone circuits have been removed from such satellite links, and many inter-
national satellite links also are being replaced by undersea fiber links. These long-distance-circuit tech-
nology changes are made partially to reduce the perceptual impairment of long transmission delay.

New Technology

New technology, e.g., spread spectrum or CDMA, is sometimes offered as a solution to both the higher-
tier cell site capacity and transmitter power issues. As these new technologies are pursued vigorously,
however, it becomes increasingly evident that the early projections were considerably overoptimistic, that
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the base station capacity will be about the same as other technologies [29], and that the high complexity
will result in more, not less, power consumption.

With the continuing problems and delays in initial deployments, there is increasing concern throughout
the industry as to whether CDMA is a viable technology for high-capacity cellular applications. With the
passage of time, it is becoming more obvious that Viterbi was correct in his 1985 paper in which he
questioned the use of spread spectrum for commercial communications [73].

The IS-95 proposal is considerably more technically sophisticated than earlier spread spectrum proposals.
It includes fast feedback control of mobile transmitter power, heavy forward error correction, speech detection
and speech-encoding rate adjustment to take advantage of speech inactivity, and multiple receiver correlators
to latch onto and track resolvable multipath maxima [57]. The spreading sequence rate is 1.23 MHz.

The near–far problem is addressed directly and elegantly on the uplink by a combination of the fast-
feedback power control and a technique called soft handoff that permits the instantaneous selection of
the best paths between a mobile and two cell sites. Path selection is done on a frame-by-frame basis when
paths between a mobile and the two cell sites are within a specified average level (perhaps 6–10 dB) for
each other. This soft handoff provides a form of macroscopic diversity [10] between pairs of cell sites
when it is advantageous. Increasing capacity by soft handoff requires precise time synchronization (on
the order of a microsecond) among all cell sites in a system. An advantage of this proposal is that frequency
coordination is not needed among cell sites since all sites can share a frequency channel. Coordination
of the absolute time delays of spreading sequences among cell sites is required, however, since these
sequence delays are used to distinguish different cell sites for initial access and for soft handoff. Also,
handoff from one frequency to another is complicated.

Initially, the projected cell site capacity of this CDMA system, determined by mathematical analysis
and computer simulation of simplified versions of the system, was ×20 to ×40 that of the analog AMPS,
with a coverage criterion of 99% of the covered area [11]. However, some other early estimates [83]
suggested that the factors were more likely to be ×6 to ×8 of AMPS.

A limited experiment was run in San Diego, California, during the fourth quarter of 1991 under the
observation of cellular equipment vendors and service providers. This experiment had 42–62 mobile
units in fewer than that many vehicles,10 and four or five cell sites, one with three sectors. Well over half
of the mobiles needed to provide the interference environment for system capacity tests were simulated
by hardware noise simulation by a method not yet revealed for technical assessment. Estimates of the
cell site capacity from this CDMA experiment center around ×10 that of AMPS [12,54]11 with coverage
criteria <99%, perhaps 90–95%, and with other capacity estimates ranging between ×8 and ×15. 

This experiment did not exercise several potential capacity-reducing factors; the following, for example:

1. Only four cells participated in capacity tests. The test mobiles were all located in a relatively limited
area and had limited choices of cell sites with which to communicate for soft handoffs. This excludes
the effects of selecting a strong cell-site downlink for soft handoff that does not have the lowest
uplink attenuation because of uncorrelated uplink and downlink multipath fading at slow vehicle
speeds [3].

2. The distribution of time-dispersed energy in hilly environments like San Diego usually is more
concentrated around one or two delays than is the dispersed energy scattered about in heavily
built-up urban areas like downtown Manhattan [13,14], or Chicago. Energy concentrated at one
or two delays is more fully captured by the limited number of receiver correlators than is energy
more evenly dispersed in time.

3. Network delay in setting up soft handoff channels can result in stronger paths to other cell sites
than to the one controlling uplink transmitter power. This effect can be more pronounced when
coming out of shadows of tall buildings at intersections in heavily built-up areas. The effect will
not occur as frequently in a system with four or five cell sites as it will in a large, many cell site system.

10Some vehicles contained more than one mobile unit.
11AT&T stated that the San Diego data supported a capacity improvement over analog cellular of at least ×10.
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All of these effects and others [4] will increase the interference in a large system, similarly to the
increase in interference that results from additional mobiles and, thus, will decrease cell site capacity
significantly below that estimated in the San Diego trial. Factors like these have been shown to reduce
the San Diego estimate of ×10 to an expected CDMA capacity of ×5 or ×6 of analog AMPS [3,4,13].
This further reduction in going from a limited experiment to a large-scale system in a large metropolitan
area is consistent with the reduction already experienced in going from simplified theoretical estimates
to the limited experiment in a restricted environment. There are many “small” effects that decrease the
performance and, thus, the base station capacity of actual mobile CDMA systems compared to calcula-
tions of performance based on ideal assumptions—e.g., stationary channel and additive white Gaussian
noise analysis. Some of these effects, in addition to those noted above, included inaccuracy in assigning
correlators (“fingers”) to time varying statistically nonstationary multiple “paths” at different delays when
many “paths” exist, and lack of diversity because many environments have delay spreads less than the
resolution of correlators.

The San Diego trial also indicated a higher rate of soft(er) handoffs [54] between antenna sectors at
a single cell site than expected for sectors well isolated by antenna patterns. This result suggests a lower
realizable sectorization gain because of reflected energy than would be expected from more idealized
antennas and locations. This could further reduce the estimated cell site capacity of a large-scale system.

Even considering the aforementioned factors, capacity increases of ×5 or ×6 are significant. These
estimates, however, are consistent with the factor of ×3 obtained from low-bit-rate (<10-kb/s) speech
coding and the ×2 to ×2.5 obtained by taking advantage of speech pauses. These factors result in an
expected increase of ×6–7.5, with none of these speech-processing-related contributions being directly
attributable to the spread-spectrum processing in CDMA. These results are consistent with the factor of
×6–8 estimate made earlier [83] and are not far from the factor of ×8 quoted recently [86].

Thus, it is clear that new high-complexity, high-tier technology will not be a substitute for low-
complexity, low-power, low-tier PCS.

Since the writing for the first edition of this handbook, IS-95 based CDMA systems have been deployed
and are providing service in several parts of the world, e.g., the U.S.A., Korea, and Hong Kong. The “high
priests” and the “disciples” of CDMA continue to espouse their “belief” in the superiority of their CDMA
technology. Good hard data on system performance is still scarce and of questionable reliability. How-
ever, there is sufficient evidence from some “usually reliable sources” and from “conversations in the
halls” to confirm that, not only does CDMA not perform as well as was originally promised, but also in
many places it is likely to be providing performance that is inferior to the other high-tier digital tech-
nologies. In spite of the continuing dismal failures of CDMA technology to meet the early claims for it,
a significant fraction of the wireless industry appears to be committed to pursuing variations of CDMA
for future applications. At this time it is not obvious how many more redesign and reprogramming
failures, or perhaps even failures of manufacturing companies and service providers will be needed to
overcome the religiously fanatic attachment of a part of the industry to CDMA. It appears that some are
heavily committed again to “sweep on to the grand fallacy.” Viterbi may even have been over optimistic
about CDMA in 1985 [73], but he was correct in the way it attracts advocates.

IS-95 CDMA has failed to satisfy any of the major claims made for it in the late 1980s and early 1990s.
The listing in Table 67.7 and the following discussion cites specific claims that have NOT been met now
that reality has set in. 

Much of the original CDMA hype was focused on undefined cell site capacity. Information from many
sources (e.g., [9], Benjamin and Lusignan, 1997—Benjamin is with Lucent Technologies; Lusignan with
Stanford University; [40,49,69], etc.) suggest that with 13 kb/s speech coding, “fully loaded” systems may
provide base station capacities on the order of AMPS ×3 or perhaps ×4. However, the meaning of fully
loaded is not well defined. If it is taken to be at a very high call dropping rate (sometimes said to be as
high as 40%!), perhaps even these low factors are again unrealistically inflated. A usable system loading
must provide an acceptable call dropping rate, perhaps 1% or less. If loading is reduced to provide
sufficient operating margin to prevent too many dropped calls, perhaps the usable base station capacity
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may be even significantly less than AMPS ×3. (Note: Publicly presented CDMA claims have been con-
sistently inflated in the past. Why should we be any more inclined to believe them now?) The capacity
situation is so bad that the CDMA crowd doesn’t even want to discuss this topic anymore. They now
attempt to shift attention to the fact that there are operating CDMA systems, and try to brush aside the
fact CDMA performance is so very poor. Low capacity has a significant negative impact on the economics
of systems; high call dropping rates have a significant negative impact on service quality.

Another big early claim for CDMA was that it was easy to install and expand, that is, that it needed little
engineering and planning for installation because it didn’t require frequency reuse and power coordination
among base stations. In reality, many parameters require adjustment and critical thresholds require setting
for a system to provide even the low capacity numbers cited above. Many software revisions have been
made in attempts to cope with fundamental problems that keep appearing and reappearing in new deploy-
ments and expansions. Deployments and service starts have been consistently late by many months and
even years. [40,69, and others]. A partial list of late CDMA deployments that required many months or
even years of “parameter adjustment” and/or “software revisions” and/or “redesign” include those in Seattle,
WA, U.S.A. (800 MHz); Los Angeles, CA, U.S.A. (800 MHz); Hong Kong, China (800 MHz); Trenton, NJ,
U.S.A.; Seoul, Korea (800 MHz); Houston and Dallas, TX, U.S.A. (1.9 GHz); etc. As these systems were
deployed a consistent pattern developed. Announcements would concentrate on a projected future service
date, e.g., Seattle, 1Q 1994. When that date approached, news focused on yet another service date elsewhere,
e.g., after Seattle was Los Angeles, to divert attention from the deployment problems causing large slips in
earlier announcements. Sometimes when service date slips became excessive, sizes of deployed areas were
revised downward, and “trials” were substituted for service starts, e.g., Los Angeles. This pattern continued
through the early deployments and service eventually was started on systems, even though their performance
was significantly below earlier claims. Excuses for slips were often vague, for example: software problems
(e.g., Seattle, Hong Kong, and Korea); adjusting parameters (e.g., Seattle, Houston, and Dallas); too much
interference from AMPS (e.g., Los Angeles); not enough multipath! (e.g., Seattle). These sound like descrip-
tions of attempts to overcome some of the fundamental problems in mobile CDMA systems. In any event
it is obvious that CDMA is not easy to install and is likely more difficult to adjust than other technologies.

The CDMA speech quality issue was discussed earlier in the Speech Quality Issues section. It is just
another example of unrealistic initial claims.

Throughout the CDMA debate over almost 10 years, when unrealistic claims were questioned and
even when sound technical analysis was cited by more conservative members of the wireless technical

TABLE 67.7 CDMA Scoresheet

Early Claim Reality

Easy to install and expand
(no frequency planning)

Many “parameters” to adjust; adjustment is very
difficult; many software revisions required

“Capacity” of AMPS ×20
(with high expectation of
AMPS ×40)

AMPS ×3 or 4; AMPS × <3?
(at unspecified but likely high call dropping rate)
(continuously revised downward over time)

No more dropped calls More dropped calls than other technologies (some
reports say up to 40% dropped calls when system
is loaded!)

No problem with
interference (CDMA
“loves” interference)

Can’t live with interference from AMPS or other
sources

Greater range and coverage
than other technologies

System coverage “breathes” as loading increases;
range often is less than other technologies

“Toll quality” 8 kb/s QCELP
speech

Original 8 kb/s QCELP speech quality worse than
VSELP in TDMA; required change to 13 kb/s
coder (change reduced “capacity”)
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community, including this author, these members were immediately branded as heretics and their
concerns were dismissed with rhetoric by the high priests and their disciples. (In the technical world,
“never have so many been misled for so long by so few!”) However, as deployments have proceeded and
reality set in, even the more conservative initial assessments have, unfortunately, turned out to be
somewhat optimistic. Thus, even the conservative heretics in the community now appear to be in the
unfortunate position of having also been overoptimistic in their initial estimates of the performance of
IS-95 CDMA.

Statistical Multiplexing, Speech Activity, CDMA, and TDMA

Factors of ×2–2.5 have been projected for the capacity increase possible by taking advantage of pauses
in speech. It has been suggested that implementing statistical multiplexing is easier for CDMA systems
because it is sometimes thought to be time consuming to negotiate channels for speech spurts for
implementation in TDMA systems. The most negative quality-impacting factor in implementing statis-
tical multiplexing for speech, however, is not in obtaining a channel when needed but is in the detection
of the onset of speech, particularly in an acoustically noisy environment. The effect of clipping at the
onset of speech is evident in the MOS scores noted for the speech-activity implementation in the United
States cellular CDMA proposal discussed earlier (i.e., an MOS of 3.4 without statistical multiplexing and
of 3.2 with it). The degradation in MOS can be expected to be even greater for encoding that starts with
a higher MOS, e.g., 32-kb/s ADPCM.

It was noted earlier that the proposed cellular CDMA implementation was ×10 as complex as the
proposed WACS wireless access for personal communications TDMA implementation. From earlier
discussion, the CDMA round-trip delay approaches 200 ms, whereas the short 2-ms-frame TDMA delay
is <10-ms round trip. It should be noted that the TDMA architecture could permit negotiation for time
slots when speech activity is detected. Since the TDMA frames already have capability for exchange of
signalling data, added complexity for statistical multiplexing of voice could readily be added within less
than 200 ms of delay and less than ×10 in complexity. That TDMA implementation supports 8 circuits
at 32 kb/s or 16 circuits at 16 kb/s for each frequency. These are enough circuits to gain benefit from
statistical multiplexing. Even more gain could be obtained at radio ports that support two or three
frequencies and, thus, have 16–48 circuits over which to multiplex.

A statistical multiplexing protocol for speech and data has been researched at Rutgers WINLAB [39].
The Rutgers packet reservation multiple access (PRMA) protocol has been used to demonstrate the
feasibility of increasing capacity on TDMA radio links. These PRMA TDMA radio links are equivalent
to slotted ALOHA packet-data networks. Transmission delays of less than 50 ms are realizable. The
capacity increase achievable depends on the acceptable packet-dropping ratio. This increase is soft in
that a small increase in users causes a small increase in packet-dropping ratio. This is analogous to the
soft capacity claimed for CDMA.

Thus, for similar complexity and speech quality, there appears to be no inherent advantage of either
CDMA or TDMA for the incorporation of statistical multiplexing. It is not included in the personal
communications proposal but is included in cellular proposals because of the different speech-quality/
complexity design compromises discussed throughout this chapter, not because of any inherent ease of
incorporating it in any particular access technology.

High-Tier to Low-Tier or Low-Tier to High-Tier Dual Mode

Industry and the FCC in the United States appear willing to embrace multimode handsets for operating
in very different high-tier cellular systems, e.g., analog FM AMPS, TDMA IS-54, and CDMA IS-95. Such
sets incur significant penalties for dual mode operation with dissimilar air interface standards and, of
course, incur the high-tier complexity penalties.

It has been suggested that multimode high-tier and low-tier handsets could be built around one air-
interface standard, for example, TDMA IS-54 or GSM. When closely spaced low-power base stations
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were available, the handset could turn off unneeded power-consuming circuitry, e.g., the multipath
equalizer. The problem with this approach is that the handset is still encumbered with power-consuming
and quality-reducing signal processing inherent in the high-tier technology, e.g., error correction decod-
ing and low-bit-rate speech encoding and decoding. 

With widespread and successful deployment of GSM, perhaps an initial dual-mode strategy of GSM and
PACS could be desirable. Of all the high-tier and low-tier technologies, GSM and PACS appear most
compatible for dual-mode handset and base station implementation. They are considerably more compat-
ible than the dual-mode combinations, e.g., AMPS/IS-54/IS-136 and AMPS/IS-95, already implemented.

An alternative dual-mode low-tier, high-tier system based on a common air-interface standard can be
configured around the low-tier PACS/WACS system, if such a dual-mode system is deemed desirable in
spite of the discussion in this chapter. The range of PACS can readily be extended by increasing transmitter
power and/or the height and gain of base station antennas. With increased range, the multipath delay
spread will be more severe in some locations [21,22,33]. Two different solutions to the increased delay
spread can be employed, one for the downlink and another for the uplink. The PACS radio-link archi-
tecture has a specified bit sequence, i.e., a unique word, between each data word on the TDM downlink
[7,28]. This unique word can be used as a training sequence for setting the tap weights of a conventional
equalizer added to subscriber sets for use in a high-tier PACS mode. Since received data can be stored
digitally [62,65], tap weights can be trimmed, if necessary, by additional passes through an adaptive
equalizer algorithm, e.g., a decision feedback equalizer algorithm.

The PACS TDMA uplink has no unique word. The high-tier uplink, however, will terminate on a base
station that can support greater complexity but still be no more complex than the high-tier cellular
technologies. Research at Stanford University has indicated that blind equalization, using constant-
modulus algorithms (CMA), [58,70], can be effective for equalizing the PACS uplink. Techniques have
been developed for converging the CMA equalizer on the short TDMA data burst.

The advantages of building a dual-mode high-tier, low-tier PCS system around the low-tier PACS air-
interface standard follow.

1. The interface can still support small low-complexity, low-power, high-speech-quality low-tier
handsets.

2. Both data and voice can be supported in a PACS personal communicator.
3. In high-tier low-tier dual mode PACS sets, circuits used for low-tier operation will also be used

for high-tier operation, with additional circuits being activated only for high-tier operation.
4. The flexibility built into the PACS radio link to handle different data rates from 8 kb/s to several

hundred kb/s will be available to both modes of operation.

67.8 Infrastructure Networks

It is beyond the scope of this chapter to consider the details of PCS network infrastructures. There are,
however, perhaps as many network issues as there are wireless access issues discussed herein [26,32,43,81].
With the possible exception of the self-organizing WLANS, wireless PCS technologies serve as access
technologies to large integrated intelligent fixed communications infrastructure networks.

These infrastructure networks must incorporate intelligence, i.e., database storage, signalling, process-
ing and protocols, to handle both small-scale mobility, i.e., handoff from base station to base station as
users move, and large-scale mobility, i.e., providing service to users who roam over large distances, and
perhaps from one network to another. The fixed infrastructure networks also must provide the inter-
connection among base stations and other network entities, e.g., switches, databases, and control pro-
cessors. Of course, existing cellular mobile networks now contain or are incorporating these infrastructure
network capabilities. Existing cellular networks, however, are small compared to the expected size of
future high-tier and low-tier PCS networks, e.g., 20 million cellular users in the United States compared
with perhaps 100 million users or more each in the future for high-tier and low-tier PCS.
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Several other existing networks have some of the capabilities needed to serve as access networks for
PCS. Existing networks that could provide fixed base station interconnection include:

• Local exchange networks that could provide interconnection using copper or glass-fiber distribu-
tion facilities

• Cable TV networks that could provide interconnection using new glass-fiber and coaxial-cable
distribution facilities

• Metropolitan fiber digital networks that could provide interconnection in some cities in which
they are being deployed

Networks that contain intelligence, e.g., databases, control processors, and signalling that is suitable
or could be readily adapted to support PCS access include:

• Local exchange networks that are equipped with signalling system 7 common channel signalling
(SS7 CCS), databases, and digital control processors

• Interexchange networks that are similarly equipped

Data networks, e.g., the internet, could perhaps be adapted to provide the needed intelligence for
wireless data access, but they do not have the capacity needed to support large voice/data wireless low-
tier PCS access.

Many entities and standards bodies worldwide are working on the access network aspects of wireless
PCS. The signalling, control processing, and database interactions required for wireless access PCS are
considerably greater than those required for fixed place-to-place networks, but that fact must be accepted
when considering such networks.

Low-tier PCS, when viewed from a cellular high-tier paradigm, requires much greater fixed intercon-
nection for the much closer spaced base stations. When viewed from a cordless telephone paradigm of
a base unit for every handset and, perhaps, several base units per wireline, however, the requirement is
much less fixed interconnection because of the concentration of users and trunking that occurs at the
multiuser base stations. One should remember that there are economical fixed wireline connections to
almost all houses and business offices in the United States now. If wireless access displaces some of the
wireline connections, as expected, the overall need for fixed interconnection could decrease!

67.9 Conclusion

Wireless personal communications embraces about seven relatively distinct groups of tetherless voice
and data applications or services having different degrees of mobility for operation in different envi-
ronments. Many different technologies and systems are evolving to provide the different perceived needs
of different groups. Different design compromises are evident in the different technologies and systems.
The evidence suggests that the evolutionary trajectories are aimed toward at least three large groups of
applications or services, namely, high-tier PCS (current cellular radio), high-speed wireless local-area
networks (WLANS), and low-tier PCS (an evolution from several of the current groups). It is not clear
to what extent several groups, e.g., cordless telephones, paging, and wide-area data, will remain after
some merging with the three large groups. Major considerations that separate current cellular technol-
ogies from evolving low-tier low-power PCS technologies are speech quality, complexity, flexibility of
radio-link architecture, economics for serving high-user-density or low-user-density areas, and power
consumption in pocket carried handsets or communicators. High-tier technologies make use of large
complex expensive cell sites and have attempted to increase capacity and reduce circuit costs by increas-
ing the capacity of the expensive cell sites. Low-tier technologies increase capacity by reducing the
spacing between base stations, and achieve low circuit cost by using low-complexity, low-cost base
stations. The differences between these approaches result in significantly different compromises in circuit
quality and power consumption in pocket-sized handsets or communicators. These kinds of differences
also can be seen in evolving wireless systems optimized for data. Advantages of the low-tier PACS/WACS
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technology are reviewed in the chapter, along with techniques for using that technology in high-tier
PCS systems.
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68.1 Introduction

Modulation is the process where the message information is added to the radio carrier. Most first
generation cellular systems such as the advanced mobile telephone system (AMPS) use analog frequency
modulation (FM), because analog technology was very mature when these systems were first introduced.
Digital modulation schemes, however, are the obvious choice for future wireless systems, especially if
data services such as wireless multimedia are to be supported. Digital modulation can also improve
spectral efficiency, because digital signals are more robust against channel impairments. Spectral efficiency
is a key attribute of wireless systems that must operate in a crowded radio frequency spectrum.

To achieve high spectral efficiency, modulation schemes must be selected that have a high bandwidth
efficiency as measured in units of bits per second per Hertz of bandwidth. Many wireless communication
systems, such as cellular telephones, operate on the principle of frequency reuse, where the carrier fre-
quencies are reused at geographically separated locations. The link quality in these systems is limited by
cochannel interference. Hence, modulation schemes must be identified that are both bandwidth efficient
and capable of tolerating high levels of cochannel interference. More specifically, digital modulation tech-
niques are chosen for wireless systems that satisfy the following properties.

Compact Power Density Spectrum: To minimize the effect of adjacent channel interference, it is
desirable that the power radiated into the adjacent channel be 60–80 dB below that in the desired channel.
Hence, modulation techniques with a narrow main lobe and fast rolloff of sidelobes are desirable. 

Good Bit-Error-Rate Performance: A low-bit-error probability should be achieved in the presence of
cochannel interference, adjacent channel interference, thermal noise, and other channel impairments,
such as fading and intersymbol interference.

Envelope Properties: Portable and mobile applications typically employ nonlinear (class C) power
amplifiers to minimize battery drain. Nonlinear amplification may degrade the bit-error-rate perfor-
mance of modulation schemes that transmit information in the amplitude of the carrier. Also, spectral
shaping is usually performed prior to up-conversion and nonlinear amplification. To prevent the regrowth
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of digital modulation techniques are currently being used in wireless communication systems.
more widely used digital modulation techniques for cellular mobile radio are π/4 phase-
rature phase shift keying (π/4-QPSK) and Gaussian minimum shift keying (GMSK). The
ed in the North American IS-54 digital cellular system and Japanese Personal Digital Cellular
reas the latter is used in the global system for mobile communications (GSM system). This
ides a discussion of these and other modulation techniques that are employed in wireless

tion systems. 

asic Description of Modulated Signals

odulation technique, the bandpass signal can be expressed in the form 

(68.1)

 the complex envelope, fc is the carrier frequency, and Re{z} denotes the real part of z. For
lation schemes v(t) has the general form 

(68.2)

he amplitude of the carrier xk = (xk, xk−1,… ,xk−K) is the data sequence, T is the symbol or
on, and b(t, xi) is an equivalent shaping function usually of duration T. The precise form of
he memory length K depends on the type of modulation that is employed. Several examples
 in this chapter where information is transmitted in the amplitude, phase, or frequency of
s signal. 
r spectral density of the bandpass signal Sss( f ) is related to the power spectral density of
 envelope Svv( f ) by

(68.3)

ensity spectrum of the complex envelope for a digital modulation scheme has the general

(68.4)

(68.5)

e Fourier transform of b(t, xm), and E[�] denotes the expectation operator. Usually symmetric
re chosen so that the complex envelope has zero mean, i.e., E[b(t, x0)] = 0. This implies that
ensity spectrum has no discrete components. If, in addition, xm and x0 are independent for
n

(68.6)

s t( ) Re v t( )e
j2πfct

{ }=

v t( ) A b t kT– , xk( )
k

∑=

Sss f( ) 1
2
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Svv f( ) A2

T
----- Sb , m f( )e j2πfmT–

m
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Sb , m f( ) 1
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--E B f, xm( )B∗ f, x0( )[ ]=
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68.3 Analog Frequency Modulation
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 frequency modulation the complex envelope is

(68.7)

s the modulating waveform and kf in Hz/v is the frequency sensitivity of the FM modulator.
ss signal is

(68.8)

neous frequency of the carrier fi(t) = fc + kfm(t) varies linearly with the waveform m(t),
ame frequency modulation. Notice that FM has a constant envelope making it suitable for
mplification. However, the complex envelope is a nonlinear function of the modulating
(t) and, therefore, the spectral characteristics of v(t) cannot be obtained directly from the

racteristics of m(t).
sinusoidal modulating waveform m(t) = Am cos(2π fmt) the instantaneous carrier frequency is

(68.9)

f Am is the peak frequency deviation. The complex envelope becomes

(68.10)

f /fm is called the modulation index. The bandwidth of v(t) depends on the value of β. If β < 1,
band FM is generated, where the spectral widths of v(t) and m(t) are about the same, i.e., 2fm.
en wideband FM is generated, where the spectral occupancy of v(t) is slightly greater than
ral, the approximate bandwidth of an FM signal is

(68.11)

elation known as Carson’s rule. Unfortunately, typical analog cellular radio systems use a
index in the range 1 � β � 3 where Carson’s rule is not accurate. Furthermore, the message
(t) is not a pure sinusoid so that Carson’s rule does not directly apply.
 cellular systems the waveform m(t) is obtained by first companding the speech waveform
rd limiting the resulting signal. The purpose of the limiter is to control the peak frequency
. The limiter introduces high-frequency components that must be removed with a low-pass
o modulation. To estimate the bandwidth occupancy, we first determine the ratio of the
eviation ∆ f corresponding to the maximum amplitude of m(t), and the highest frequency
B that is present in m(t). These two conditions are the most extreme cases, and the resulting

f /B, is called the deviation ratio. Then replace β by D and fm by B in Carson’s rule, giving 

(68.12)

imation will overestimate the bandwidth requirements. A more accurate estimate of the
equirements must be obtained from simulation or measurements.

v t( ) A j2πkf m τ( ) dτ
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68.4 Phase Shift Keying (PSK) and ππππ////4-QPSK
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shift keying (PSK), the equivalent shaping function in Eq. (68.2) has the form

(68.13)

s a phase shaping pulse, ψT(t) an amplitude shaping pulse, and M the size of the modulation
tice that the phase varies linearly with the symbol sequence {xk}, hence the name phase shift
 modulation alphabet size of M, xk ∈ {±1, ±3,…, ±(M − 1)}. Each symbol xk is mapped onto
e bits. A QPSK signal is obtained by using M = 4, resulting in a transmission rate of 2 b/symbol.
he phase shaping pulse is chosen to be the rectangular pulse hs(t) = uT(t)  u(t) − u(t − T),
s the unit step function. The amplitude shaping pulse is very often chosen to be a square
osine pulse, where the Fourier transform of ψ T(t) is

(68.14)

 implements the same filter ΨR( f ) = ΨT( f ) so that the overall pulse has the raised cosine
( f ) = ΨR( f )ΨT( f ) = |ΨT( f )|2. If the channel is affected by flat fading and additive white
ise, then this partitioning of the filtering operations between the transmitter and receiver
e the signal to noise ratio at the output of the receiver filter at the sampling instants. The
r β usually lies between 0 and 1 and defines the excess bandwidth 100β%. Using a smaller
a more compact power density spectrum, but the link performance becomes more sensitive
the symbol timing. The IS-54 system uses β = 0.35, while PDC uses β = 0.5.
 domain pulse corresponding to Eq. (68.14) can be obtained by taking the inverse Fourier
esulting in

(68.15)

uare root raised cosine pulse with a rolloff factor of β = 0.5 is shown in Fig. 68.1. Strictly
e pulse  is noncausal, but in practice a truncated time domain pulse is used. For
Fig. 68.1 the pulse is truncated to 6T and time shifted by 3T to yield a causal pulse.
nventional QPSK that has four possible transmitted phases, π/4-QPSK has eight possible
phases. Let θ(n) be the transmitted carrier phase for the nth epoch, and let ∆θ(n) = θ(n) −
the differential carrier phase between epochs n and n − 1. With π/4-QPSK, the transmission
mbol and the differential phase is related to the symbol sequence {xn} through the mapping

(68.16)

bol sequence {xn} is random, the mapping in Eq. (68.16) is arbitrary, except that the phase
ust be ±π/4 and ±3π/4. The phase difference with the given mapping can be written in the

lgebraic form

(68.17)
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s us to write the equivalent shaping function of the π/4-QPSK signal as

(68.18)

tion in the exponent represents the accumulated carrier phase, whereas the last term is
ange due to the kth symbol. Observe that the phase shaping function is the rectangular

 The amplitude shaping function ψT (t) is usually the square root raised cosine pulse in

e states of QPSK and π/4-QPSK signals can be summarized by the signal space diagram in
t shows the phase states and allowable transitions between the phase states. However, it does

Square root raised cosine pulse with rolloff factor β = 0.5.

Signal-space constellations for QPSK and π/4-DQPSK.

b t, x
k

( ) ψ t( ) j θ k 1–( ) xk
π
4
---+
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exp=

ψT t( ) j
π
4
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n= ∞–

k−1

∑ xk+
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 the actual phase trajectories. A typical diagram showing phase trajectories with square root
e pulse shaping is shown in Fig. 68.3. Note that the phase trajectories do not pass through
his reduces the envelope fluctuations of the signal making it less susceptible to amplifier

es and reduces the dynamic range required of the power amplifier.
r density spectrum of QPSK and π /4-QPSK depends on both the amplitude and phase

ses. For the rectangular phase shaping pulse hs(t) = uT(t), the power density spectrum of
 envelope is 

(68.19)

 root raised cosine pulse shaping, ΨT ( f ) has the form defined in Eq. (68.14). The power
trum of a pulse  that is obtained by truncating ψT(t) to length τ can be obtained by

 = ψT(t)rect(t/τ). Then  = ΨT( f ) ∗ τ sinc( fτ ), where ∗ denotes the operation of
, and the power density spectrum is again obtained by applying Eq. (68.19). Truncation of the
generate some side lobes, thus causing adjacent channel interference. Figure 68.4 illustrates
nsity spectrum of a truncated square root raised cosine pulse for various truncation lengths τ.

ontinuous Phase Modulation (CPM) and MSK

 phase modulation (CPM) refers to a broad class of frequency modulation techniques where
hase varies in a continuous manner. A comprehensive treatment of CPM is provided in [1].
es are attractive because they have constant envelope and excellent spectral characteristics.
x envelope of any CPM signal is

(68.20)

Phase diagram of π/4-QPSK with square root raised cosine pulse; β = 0.5.
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T
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neous frequency deviation from the carrier is

(68.21)

he peak frequency deviation. If the frequency shaping pulse hs(t) has duration T, then the
haping function in Eq. (68.2) has the form 

(68.22)

(68.23)

shaping pulse, and h = β(T)/π is called the modulation index. 
 shift keying (MSK) is a special form of binary CPM (xk ∈{−1, +1}) that is defined by a

frequency shaping pulse hs(t) = uT(t), and a modulation index h = 1/2 so that 

(68.24)

e complex envelope is

(68.25)

Power density spectrum of truncated square root raised cosine pulse with various truncation lengths;
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al can be described by the phase trellis diagram shown in Fig. 68.5 which plots the time
the phase

(68.26)

 bandpass signal is

(68.27)

8.27) we observe that the MSK signal has one of two possible frequencies fL = fc − 1/4T or
T during each symbol interval. The difference between these frequencies is fU − fL = 1/2T.
inimum frequency difference between two sinusoids of duration T that will ensure orthog-

 coherent demodulation [7], hence, the name minimum shift keying. By applying various
ic identities to Eq. (68.27) we can write

(68.28)

e  and  are independent binary symbols that take on elements from the set {−1, +1}, and
soid amplitude shaping pulse ψ(t) has duration 2T and ψ(t − T) = sin(πt/2T), 0 ≤ t ≤ 2T.
SK is equivalent to offset quadrature amplitude shift keying (OQASK) with a half-sinusoid

haping pulse.

Phase-trellis diagram for MSK.
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To obtain the power density spectrum of MSK, we observe from Eq. (68.28) that the equivalent shaping
function of MSK has the form 
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(68.29)

 transform of Eq. (68.29) is

(68.30)

bols  and  are independent and zero mean, it follows from Eqs. (68.5) and (68.6) that

(68.31)

e power density spectrum of MSK is determined solely by the Fourier transform of the half-
plitude shaping pulse ψ(t), resulting in

(68.32)

pectral density of MSK is plotted in Fig. 68.8. Observe that an MSK signal has fairly large
pared to π/4-QPSK with a truncated square root raised cosine pulse (c.f., Fig. 68.4). 

aussian Minimum Shift Keying

 have all of the desirable attributes for mobile radio, except for a compact power density
his can be alleviated by filtering the modulating signal x(t) = ΣnxnuT(t − nT) with a low-pass
o frequency modulation, as shown in Fig. 68.6. Such filtering removes the higher frequency
 in x(t) and, therefore, yields a more compact spectrum. The low-pass filter is chosen to have
andwidth and a sharp transition band, (2)low-overshoot impulse response, and (3) preser-

e output pulse area to ensure a phase shift of π/2.
es a low-pass filter with the following transfer function:

(68.33)

he 3-dB bandwidth of the filter and A a constant. It is apparent that H( f ) is bell shaped
, hence the name Gaussian MSK. A rectangular pulse rect(t/T) = uT(t + T/2) transmitted
 filter yields the frequency shaping pulse 

(68.34)

Premodulation filtered MSK.
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hange over the time interval from −T/2 ≤ t ≤ T/2 is 

(68.35) 

(68.36)

 in Eq. (68.35) is the desired term, and the second term is the intersymbol interference (ISI)
y the premodulation filter. Once again, with GMSK h = 1/2 so that a total phase shift of π/2
d.
at the pulse hs(t) is noncausal so that a truncated pulse must be used in practice. Figure 68.7
K frequency shaping pulse that is truncated to τ = 5T and time shifted by 2.5T, for various
filter bandwidths BT. Notice that the frequency shaping pulse has a duration greater than T
 introduced. As BT decreases, the induced ISI is increased. Thus, whereas a smaller value of
 a more compact power density spectrum, the induced ISI will degrade the bit-error-rate
. Hence, there is a tradeoff in the choice of BT. Some studies have indicated that BT = 0.25

oice for cellular radio systems [6].
r density spectrum of GMSK is quite difficult to obtain, but can be computed by using
ethods [3]. Figure 68.8 plots the power density spectrum for BT = 0.2, 0.25, and 0.3, obtained
wski [8]. Observe that the spectral sidelobes are greatly reduced by the Gaussian low-pass filter.

rthogonal Frequency Division Multiplexing (OFDM)

 frequency division multiplexing (OFDM) is a modulation technique that has been recently
r use in cellular radio [2], digital audio broadcasting [4], and digital video broadcasting. The
f OFDM is to transmit blocks of symbols in parallel by employing a (large) number of
subcarriers. With block transmission, N serial source symbols each with period Ts are con-
a block of N parallel modulated symbols each with period T = NTs. The block length N is
at NTs >> στ , where στ is the rms delay spread of the channel. Since the symbol rate on each
 much less than the serial source rate, the effects of delay spread are greatly reduced. This

l advantages because it may reduce or even eliminate the need for equalization. Although the

GMSK frequency shaping pulse for various normalized filter bandwidths BT.
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 N is chosen so that NTs >> στ , the channel dispersion will still cause consecutive blocks to
s results in some residual ISI that will degrade the performance. This residual ISI can be
t the expense of channel capacity by using guard intervals between the blocks that are at
 as the effective channel impulse response.
lex envelope of an OFDM signal is described by

(68.37)

(68.38)

al waveforms and UT(t) is a rectangular shaping function. The frequency separation of the
1/T, ensures that the subcarriers are orthogonal and phase continuity is maintained from
to the next, but is twice the minimum required for orthogonality with coherent detection.
N-data symbols are transmitted by using the N distinct pulses. The data symbols xk,n are
 from an M-ary quadrature amplitude modulation (M-QAM) constellation, where xk,n =
ith ,  ∈ {±1, ±3,…,±(N − 1)} and N = .

antage of using OFDM is that the modulation can be achieved in the discrete domain by
 an inverse discrete Fourier transform (IDFT) or the more computationally efficient inverse
transform (IFFT). Considering the data block at epoch k = 0 and ignoring the frequency
j[2π(N − 1)t/2T]}, the complex low-pass OFDM signal has the form

(68.39)

Power density spectrum of MSK and GMSK.
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l is sampled at epochs t = kTs, then 

(68.40)

t the sampled OFDM signal has duration N and the samples v0, v1,…,vN−1 are just the IDFT
lock x0,0, x0,1,…,x0,N−1. A block diagram of an OFDM transmitter is shown in Fig. 68.9.
r spectral density of an OFDM signal can be obtained by treating OFDM as independent
on subcarriers that are separated in frequency by 1/T. Because the subcarriers are only
 1/T, significant spectral overlap results. Because the subcarriers are orthogonal, however,
mproves the spectral efficiency of the scheme. For a signal constellation with zero mean and

s in Eq. (68.38), the power density spectrum of the complex envelope is 

(68.41)

 E[|xk,n|2] is the variance of the signal constellation. For example, the complex envelope power
 OFDM with N = 32 subcarriers is shown in Fig. 68.10.

Block diagram of OFDM transmitter using IDFT or IFFT.

0 Power density spectrum of OFDM with N = 32.
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modulation schemes are employed in wireless communication systems. Wireless modulation
st have a compact power density spectrum, while at the same time providing a good bit-
rformance in the presence of channel impairments such as cochannel interference and fading.
pular digital modulation techniques employed in wireless systems are GMSK in the European
, π/4-QPSK in the North American IS-54 and Japanese PDC systems, and OFDM in digital
casting systems.

Terms

efficiency: Transmission efficiency of a digital modulation scheme measured in units of
er second per Hertz of bandwidth.
 phase modulation: Frequency modulation where the phase varies in a continuous manner.
width: Percentage of bandwidth that is in excess of the minimum of 1/2Τ (Τ is the baud
bol duration) required for data communication.
odulation: Modulation where the instantaneous frequency of the carrier varies linearly

he data signal.
inimum shift keying: MSK where the data signal is prefiltered with a Gaussian filter prior
uency modulation.

hift keying: A special form of continuous phase modulation having linear phase trajectories
 modulation index of 1/2.
 frequency division multiplexing: Modulation by using a collection of low-bit-rate orthog-
ubcarriers.
keying: Modulation where the instantaneous phase of the carrier varies linearly with the
ignal.
ral density: Relative power in a modulated signal as a function of frequency.
 amplitude modulation: Modulation where information is transmitted in the amplitude
 cosine and sine components of the carrier.
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69.1 Introduction

The  radio channel is fundamentally a broadcast communication medium. Therefore, signals transmitted
by one user can potentially be received by all other users within range of the transmitter. Although this
high connectivity is very useful in some applications, like broadcast radio or television, it requires stringent
access control in wireless communication systems to avoid, or at least to limit, interference between
transmissions. Throughout, the term wireless communication systems is taken to mean communication
systems that facilitate two-way communication between a portable radio communication terminal and
the fixed network infrastructure. Such systems range from mobile cellular systems through personal
communication systems (PCS) to cordless telephones.

The objective of wireless communication systems is to provide communication channels on demand
between a portable radio station and a radio port or base station that connects the user to the fixed network
infrastructure. Design criteria for such systems include capacity, cost of implementation, and quality of
service. All of these measures are influenced by the method used for providing multiple-access capabil-
ities. However, the opposite is also true: the access method should be chosen carefully in light of the
relative importance of design criteria as well as the system characteristics.

Multiple access in wireless radio systems is based on insulating signals used in different connections
from each other. The support of parallel transmissions on the uplink and downlink, respectively, is called
multiple access, whereas the exchange of information in both directions of a connection is referred to as
duplexing. Hence, multiple access and duplexing are methods that facilitate the sharing of the broadcast
communication medium. The necessary insulation is achieved by assigning to each transmission different
components of the domains that contain the signals. The signal domains commonly used to provide
multiple access capabilities include the following.

Spatial domain: All wireless communication systems exploit the fact that radio signals experience
rapid attenuation during propagation. The propagation exponent ρ on typical radio channels lies between

Bernd-Peter Paris
George Mason University
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ρ = 2 and ρ = 6 with ρ = 4 a typical value. As signal strength decays inversely proportional to the ρth
power of the distance, far away transmitters introduce interference that is negligible compared to the
strength of the desired signal. The cellular design principle is based on the ability to reuse signals safely
if a minimum reuse distance is maintained. Directional antennas can be used to enhance the insulation
between signals. We will not focus further on the spatial domain in this treatment of access methods.

Frequency domain: Signals which occupy nonoverlapping frequency bands can be easily separated
using appropriate bandpass filters. Hence, signals can be transmitted simultaneously without interfering
with each other. This method of providing multiple access capabilities is called frequency-division
multiple access (FDMA).

Time domain: Signals can be transmitted in nonoverlapping time slots in a round-robin fashion. Thus,
signals occupy the same frequency band but are easily separated based on their time of arrival. This
multiple access method is called time-division multiple access (TDMA).

Code domain: In code-division multiple access (CDMA) different users employ signals that have very
small cross-correlation. Thus, correlators can be used to extract individual signals from a mixture of signals
even though they are transmitted simultaneously and in the same frequency band. The term code-division
multiple-access is used to denote this form of channel sharing. Two forms of CDMA are most widely
employed and will be described in detail subsequently, frequency hopping (FH) and direct sequence (DS).

System designers have to decide in favor of one, or a combination, of the latter three domains to
facilitate multiple access. The three access methods are illustrated in Fig. 69.1. The principal idea in all
three of these access methods is to employ signals that are orthogonal or nearly orthogonal. Then,
correlators that project the received signal into the subspace of the desired signal can be employed to
extract a signal without interference from other transmissions.

Preference for one access method over another depends largely on overall system characteristics, as
we will see in the sequel. No single access method is universally preferable, and system considerations
should be carefully weighed before the design decision is made. Before going into the detailed description

FIGURE 69.1 Multiple-access methods for wireless communication systems.
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of the different access methods, we will discuss briefly the salient features of some wireless communication
systems. This will allow us later to assess the relative merits of the access methods in different scenarios.

69.2 Relevant Wireless Communication 
System Characteristics

Modern wireless radio systems range from relatively simple cordless telephones to mobile cellular systems
and personal communication systems (PCS). It is useful to consider such diverse systems as cordless tele-
phone and mobile cellular radio to illustrate some of the fundamental characteristics of wireless com-
munication systems [2].

A summary of the relevant parameters and characteristics for cordless telephone and cellular radio is
given in Table 69.1. As evident from that table, the fundamental differences between the two systems are
speech quality and the area covered by a base station. The high speech quality requirement in the cordless
application is  the consequence of the availability of tethered access in the home and office and the resulting
direct competition with wire-line telephone services. In the mobile cellular application, the user has no
alternative to the wireless access and may be satisfied with lower, but still acceptable, quality of service.

In cordless telephone applications the transmission range is short because the base station can simply
be moved to a conveniently located wire-line access point (wall jack) to provide wireless network access
where desired. In contrast, the mobile cellular base station must provide access for users throughout a
large geographical area of up to approximately 30 km (20 mi) around the base station. This large coverage
area is necessary to economically meet the promise of uninterrupted service to roaming users.

The different range requirements directly affect the transmit power and antenna height for the two
systems. High-power transmitters used in mobile cellular user sets consume far more power than even
complex signal processing hardware. Hence, sophisticated signal processing, including speech compression,
voice activity detection, error correction and detection, and adaptive equalization, can be employed without
substantial impact on the battery life in portable hand sets. Furthermore, such techniques are consistent
with the goals of increased range and support of large numbers of users with a single, expensive base
station. On the other hand, the high mobile cellular base station antennas introduce delay spreads that are
one or two orders of magnitude larger than those commonly observed in cordless telephone applications.

Clearly, the two systems just considered are at extreme ends of the spectrum of wireless communica-
tions systems. Most notably, the PCS systems fall somewhere between the two. However, the comparison
above highlights some of the system characteristics that should be considered when discussing access
methods for wireless communication systems.

69.3 Frequency Division Multiple Access

As mentioned in Section 69.1, in FDMA nonoverlapping frequency bands are allocated to different users
on a continuous time basis. Hence, signals assigned to different users are clearly orthogonal, at least
ideally. In practice, out-of-band spectral components can not be completely suppressed leaving signals
not quite orthogonal. This necessitates the introduction of guard bands between frequency bands to

TABLE 69.1 Summary of Relevant Characteristics of Cordless Telephone and Cellular Mobile Radio

Characteristic or Parameter Cordless Telephone Cellular Radio

Speech quality Toll quality Varying with channel quality; possibly 
decreased by speech pause exploitation

Transmission range <100 m 100 m–30 km
Transmit power Milliwatts Approx. 1 W
Base station antenna height Approx. 1 m Tens of meters
Delay spread Approx. 1 µs Approx. 10 µs
Complexity of base station Low High 
Complexity of user set Low High
©2002 CRC Press LLC



 

                                    
reduce adjacent channel interference, i.e., inference from signals transmitted in adjacent frequency bands;
see also Fig. 69.1(a).

It is advantageous to combine FDMA with time-division duplexing (TDD) to avoid simultaneous
reception and transmission that would require insulation between receive and transmit antennas. In this
scenario, the base station and portable take turns using the same frequency band for transmission.
Nevertheless, combining FDMA and frequency division duplex is possible in principle, as is evident from
the analog FM-based systems deployed throughout the world since the early 1980s.

Channel Considerations

In principle there exists the well-known duality between TDMA and FDMA; see [1, p. 113]. In the wireless
environment, however, propagation related factors have a strong influence on the comparison between
FDMA and TDMA. Specifically, the duration of a transmitted symbol is much longer in FDMA than in
TDMA. As an immediate consequence, an equalizer is typically not required in an FDMA-based system
because the delay spread is small compared to the symbol duration.

To illustrate this point, consider a hypothetical system that transmits information at a constant rate
of 50 kb/s. This rate would be sufficient to support 32-kb/s adaptive differential pulse code modulation
(ADPCM) speech encoding, some coding for error protection, and control overhead. If we assume further
that some form of QPSK modulation is employed, the resulting symbol duration is 40 µs. In relation to
delay spreads of approximately 1 µs in the cordless application and 10 µs in cellular systems, this duration
is large enough that only little intersymbol interference is introduced. In other words, the channel is
frequency nonselective, i.e., all spectral components of the signal are affected equally by the channel. In
the cordless application an equalizer is certainly not required; cellular receivers may require equalizers
capable of removing intersymbol interference between adjacent bits. Furthermore, it is well known that
intersymbol interference between adjacent bits can be removed without loss in SNR by using maximum-
likelihood sequence estimation; e.g., [8, p. 622].

Hence, rather simple receivers can be employed in FDMA systems at these data rates. However, there is
a flip side to the argument. Recall that the Doppler spread, which characterizes the rate at which the channel
impulse response changes, is given approximately by Bd = v/cfc , where v denotes the speed of the mobile
user, c is the propagation speed of the electromagnetic waves carrying the signal, and fc is the carrier
frequency. Thus, for systems operating in the vicinity of 1 GHz, Bd will be less than 1 Hz in the cordless
application and typically about 100 Hz for a mobile traveling on a highway. In either case, the signal
bandwidth is much larger than the Doppler spread Bd, and the channel can be characterized as slowly
fading. Whereas this allows tracking of the carrier phase and the use of coherent receivers, it also means
that fade durations are long in comparison to the symbol duration and can cause long sequences of bits
to be subject to poor channel conditions. The problem is compounded by the fact that the channel is
frequency nonselective because it implies that the entire signal is affected by a fade.

To overcome these problems either time diversity, frequency diversity, or spatial diversity could be
employed. Time diversity can be accomplished by a combination of coding and interleaving if the fading
rate is sufficiently large. For very slowly fading channels, such as the cordless application, the necessary
interleaving depth would introduce too much delay to be practical. Frequency diversity can be intro-
duced simply by slow frequency hopping, a technique that prescribes users to change the carrier
frequency periodically. Frequency hopping is a form of spectrum spreading because the bandwidth
occupied by the resulting signal is much larger than the symbol rate. In contrast to direct sequence
spread spectrum discussed subsequently, however, the instantaneous bandwidth is not increased. The
jumps between different frequency bands effectively emulate the movement of the portable and, thus,
should be combined with the just described time-diversity methods. Spatial diversity is provided by the
use of several receive or transmit antennas. At carrier frequencies exceeding 1 GHz, antennas are small
and two or more antennas can be accommodated even in the hand set. Furthermore, if FDMA is
combined with time-division duplexing,  multiple antennas at the base station can provide diversity on
both uplink and downlink. This is possible because the channels for the two links are virtually identical,
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and the base station, using channel information gained from observing the portable’s signal, can transmit
signals at each antenna such that they combine coherently at the portable’s antenna. Thus, signal
processing complexity is moved to the base station extending the portable’s battery life.

Influence of Antenna Height

In the cellular mobile environment base station antennas are raised considerably to increase the coverage
area. Antennas mounted on towers and rooftops are a common sight, and antenna heights of 50 m above
ground are no exceptions. Besides increasing the coverage area, this has the additional effect that frequently
there exists a better propagation path between two base station antennas than between a mobile and the
base station; see Fig. 69.2.

Assuming that FDMA is used in conjunction with TDD as specified at the beginning of this section,
then base stations and mobiles transmit on the same frequency. Now, unless there is tight synchronization
between all base stations, signals from other base stations will interfere with the reception of signals
from portables at the base station. To keep the interference at acceptable levels, it is necessary to increase
the reuse distance, i.e., the distance between cells using the same frequencies. In other words, sufficient
insulation in the spatial domain must be provided to facilitate the separation of signals. Note that these
comments apply equally to cochannel and adjacent channel interference.

This problem does not arise in cordless applications. Base station antennas are generally of the same
height as user sets. Hence, interference created by base stations is subject to the same propagation condi-
tions as signals from user sets. Furthermore, in cordless telephone applications there are frequently
attenuating obstacles, such as walls, between base stations that reduce intracell interference further. Note
that this reduction is vital for the proper functioning of cordless telephones since there is typically no
network planning associated with installing a cordless telephone. As a safety feature, to overcome intercell
interference, adaptive channel management strategies based on sensing interference levels can be employed.

Example 69.1: CT2

The CT2 standard was originally adopted in 1987 in Great Britain and improved with a common air
interface (CAI) in 1989. The CAI facilitates interoperability between equipment from different vendors
whereas the original standard only guarantees noninterference. The CT2 standard is used in home and
office cordless telephone equipment and has been used for telepoint applications [5].

CT2  operates in the frequency band  864–868 MHz and uses carriers spaced at 100 kHz. FDMA with
time division duplexing is employed. The combined gross bit rate is 72 kb/s, transmitted in frames of 2-
ms duration of which the first-half carries downlink and the second-half carries uplink information. This
setup supports a net bit rate of 32 kb/s of user data (32-kb/s ADPCM encoded speech) and 2-kb/s control
information in each direction. The CT2 modulation technique is binary frequency shift keying.

FIGURE 69.2 High base station antennas lead to stronger propagation paths between base stations than between
a user set and its base stations.
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Further Remarks

From the preceding discussion it is obvious that FDMA is a good candidate for applications like cordless
telephone. In particular, the simple signal processing makes it a good choice for inexpensive implemen-
tation in the benign cordless environment. The possibility of concentration of signal processing functions
in the base station strengthens this aspect.

In the cellular application, on the other hand, FDMA is inappropriate because of the lack of built-in
diversity and the potential for severe intercell interference between base stations. A further complication
arises from the difficulty of performing handovers if base stations are not tightly synchronized.

For PCS the decision is not as obvious. Depending on whether the envisioned PCS application
resembles more a cordless private branch exchange (PBX) than a cellular system, FDMA may be an ap-
propriate choice. We will see later that it is probably better to opt for a combined TDMA/FDMA or a
CDMA-based system to avoid the  pitfalls of pure FDMA systems and still achieve moderate equipment
complexities.

Finally, there is the problem of channel assignment. Clearly, it is not reasonable to assign a unique
frequency to each user as there are not sufficient frequencies and the spectral resource would be unused
whenever the user is idle. Instead, methods that allocate channels on demand can make much more
efficient use of the spectrum. Such methods will be discussed further during the description of TDMA
systems.

69.4 Time Division Multiple Access

In TDMA systems users share the same frequency band by accessing the channel in non-overlapping
time intervals in a round-robin fashion [3]. Since the signals do not overlap, they are clearly orthogonal,
and the signal of interest is easily extracted by switching the receiver on only during the transmission of
the desired signal. Hence, the receiver filters are simply windows instead of the bandpass filters required
in FDMA. As a consequence, the guard time between transmissions can be made as small as the syn-
chronization of the network permits. Guard times of 30–50 µs between time slots are commonly used
in TDMA-based systems. As a consequence, all users must be synchronized with the base station to within
a fraction of the guard time. This is achievable by distributing a master clock signal on one of the base
station’s broadcast channels. 

TDMA can be combined with TDD or frequency-division duplexing (FDD). The former duplexing
scheme is used, for example, in the Digital European Cordless Telephone (DECT) standard and is well
suited for systems in which base-to-base and mobile-to-base propagation paths are similar, i.e., systems
without extremely high base station antennas. Since both the portable and the base station transmit on
the same frequency, some signal processing functions for the downlink can be implemented in the base
station, as discussed earlier for FDMA/TDD systems.

In the cellular application, the high base station antennas make FDD the more appropriate choice.
In these systems, separate frequency bands are provided for uplink and downlink communication. Note
that it is still possible and advisable to stagger the uplink and downlink transmission intervals such that
they do not overlap, to avoid the situation that the portable must transmit and receive at the same time.
With FDD the uplink and downlink channel are not identical and, hence, signal processing functions
can not be implemented in the base station; antenna diversity and equalization have to be realized in the
portable.

Propagation Considerations

In comparison to a FDMA system supporting the same user data rate, the transmitted data rate in a
TDMA system is larger by a factor equal to the number of users sharing the frequency band. This factor
is eight in the pan-European global system for mobile communications (GSM) and three in the advanced
mobile phone service (D-AMPS) system. Thus, the symbol duration is reduced by the same factor and
severe intersymbol interference results, at least in the cellular environment.
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To illustrate, consider the earlier example where each user transmits 25 K symbols per second. Assum-
ing eight users per frequency band leads to a symbol duration of 5 µs. Even in the cordless application
with delay spreads of up to 1 µs, an equalizer may be useful to combat the resulting interference between
adjacent symbols. In cellular systems, however, the delay spread of up to 20 µs introduces severe inter-
symbol interference spanning up to 5 symbol periods. As the delay spread often exceeds the symbol
duration, the channel can be classified as frequency selective, emphasizing the observation that the
channel affects different spectral components differently.

The intersymbol interference in cellular TDMA systems can be so severe that linear equalizers are
insufficient to overcome its negative effects. Instead, more powerful, nonlinear decision feedback or
maximum-likelihood sequence estimation equalizers must be employed [9]. Furthermore, all of these
equalizers require some information about the channel impulse response that must be estimated from
the received signal by means of an embedded training sequence. Clearly, the training sequence carries
no user data and, thus, wastes valuable bandwidth.

In general, receivers for cellular TDMA systems will be fairly complex. On the positive side of the
argument, however, the frequency selective nature of the channel provides some built-in diversity that
makes transmission more robust to channel fading. The diversity stems from the fact that the multipath
components of the received signal can be resolved at a resolution roughly equal to the symbol duration,
and the different multipath components can be combined by the equalizer during the demodulation of
the signal. To further improve robustness to channel fading, coding and interleaving, slow frequency
hopping and antenna diversity can be employed as discussed in connection with FDMA.

Initial Channel Assignment

In both FDMA and TDMA systems, channels should not be assigned to a mobile on a permanent basis.
A fixed assignment strategy would either be extremely wasteful of precious bandwidth or highly suscep-
tible to cochannel interference. Instead, channels must be assigned on demand. Clearly, this implies the
existence of a separate uplink channel on which mobiles can notify the base station of their need for a
traffic channel. This uplink channel is referred to as the random-access channel because of the type of
strategy used to regulate access to it.

The successful procedure for establishing a call that originates from the mobile station is outlined in
Fig. 69.3. The mobile initiates the procedure by transmitting a request on the random-access channel.
Since this channel is shared by all users in range of the base station, a random access protocol, like the
ALOHA protocol, has to be employed to resolve possible collisions. Once the base station has received
the mobile’s request, it responds with an immediate assignment message that directs the mobile to tune
to a dedicated control channel for the ensuing call setup. Upon completion of the call setup negotiation,
a traffic channel, i.e., a frequency in FDMA systems or a time slot in TDMA systems, is assigned by the

FIGURE 69.3 Mobile-originating call establishment.
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base station and all future communication takes place on that channel. In the case of a mobile-terminating
call request, the sequence of events is preceded by a paging message alerting the base station of the call
request.

Example 69.2: GSM

Named after the organization that created the system standards (Groupe Speciale Mobile) this pan-
European digital cellular system has been deployed in Europe since the early 1990s [6]. GSM uses com-
bined TDMA and FDMA with frequency-division duplex for access. Carriers are spaced at 200 kHz and
support eight TDMA time slots each. For the uplink the frequency band 890–915 MHz is allocated,
whereas the downlink uses the band 935–960 MHz. Each time slot is of duration 577 µs, which corre-
sponds to 156.26-b periods, including a guard time of 8.25-b periods. Eight consecutive time slots form
a GSM frame of duration 4.62 ms. 

The GSM modulation is Gaussian minimum shift keying with time-bandwidth product of 0.3, i.e.,
the modulator bandpass has a cutoff frequency of 0.3 times the bit rate. At the bit rate of 270.8 kb/s, severe
intersymbol interference arises in the cellular environment. To facilitate coherent detection, a 26-bit training
sequence is embedded into every time slot. Time diversity is achieved by interleaving over 8 frames for
speech signals and 20 frames for data communication. Sophisticated error-correction coding with varying
levels of protection for different outputs of the speech coder is provided. Note that the round-trip delay
introduced by the interleaver is on the order of 80 ms for speech signals. GSM provides slow frequency
hopping as a further mechanism to improve the efficiency of the interleaver.

Further Remarks

In cellular systems, such as GSM or the North-American D-AMPS, TDMA is combined with FDMA.
Different frequencies are used in neighboring cells to provide orthogonal signalling without the need for
tight synchronization of base stations. Furthermore, channel assignment can then be performed in each
cell individually. Within a cell, one or more frequencies are shared by users in the time domain.

From an implementation standpoint TDMA systems have the advantage that common radio and signal
processing equipment at the base station can be shared by users communicating on the same frequency.
A somewhat more subtle advantage of TDMA systems arises from the possibility of monitoring sur-
rounding base stations and frequencies for signal quality to support mobile assisted handovers.

69.5 Code Division Multiple Access

CDMA systems employ wideband signals with good cross-correlation properties [7]. That means the
output of a filter matched to one user’s signal is  small when a different user’s signal is input. A large
body of work exists on spreading sequences that lead to signal sets with small cross correlations [10].
Because of their noise-like appearance such sequences are often referred to as pseudonoise (PN) sequences,
and because of their wideband nature CDMA systems are often called spread-spectrum systems.

Spectrum spreading can be achieved mainly in two ways: through frequency hopping as explained
earlier or through direct sequence spreading. In direct sequence spread spectrum, a  high-rate, antipodal
pseudorandom spreading sequence modulates the transmitted signal such that the bandwidth of the
resulting signal is roughly equal to the rate of the spreading sequence. The cross-correlation of the
signals is then largely determined by the cross-correlation properties of the spreading signals. Clearly,
CDMA signals overlap in both time and frequency domains but are separable based on their spreading
waveforms.

An immediate consequence of this observation is that CDMA systems do not require tight synchro-
nization between users as do TDMA systems. By the same token, frequency planning and management
are not required as frequencies are reused throughout the coverage area.
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Propagation Considerations

Spread spectrum is well suited for wireless communication systems because of its built-in frequency
diversity. As discussed before, in cellular systems the delay spread measures several microseconds and,
hence, the coherence bandwidth of the channel is smaller than 1 MHz. Spreading rates can be chosen to
exceed the coherence bandwidth such that the channel becomes frequency selective, i.e., different spectral
components are affected unequally by the channel and only parts of the signal are affected by fades.
Expressing the same observation in time domain terms, multipath components are resolvable at a re-
solution equal to the chip period and can be combined coherently, for example, by means of a RAKE
receiver [8]. An estimate of the channel impulse response is required for the coherent combination of
multipath components. This estimate can be gained from a training sequence or by means of a so-called
pilot signal.

Even for cordless telephone systems, operating in environments with submicrosecond delay spread
and corresponding coherence bandwidths of a few megahertz, the spreading rate can be chosen large
enough to facilitate multipath diversity. If the combination of multipath components already described
is deemed too complex, a simpler, but less powerful, form of diversity can be used that decorrelates only
the strongest received multipath component and relies on the suppression of other path components by
the matched filter.

Multiple-Access Interference

If it is possible to control the relative timing of the transmitted signals, such as on the downlink, the
transmitted signals can be made perfectly orthogonal, and if the channel only adds white Gaussian noise,
matched filter receivers are optimal for extracting a signal from the superposition of waveforms. If the
channel is dispersive because of multipath,  the signals arriving at the receiver will no longer be orthogonal
and will introduce some multiple-access interference, i.e., signal components from other signals that are
not rejected by the matched filter.

On the uplink, extremely tight synchronization between users to within a fraction of a chip period,
which is defined as the inverse of the spreading rate, is generally not possible, and measures to control
the impact of multiple-access interference must be taken. Otherwise, the near–far problem, i.e., the
problem of very strong undesired users’ signals overwhelming the weaker signal of the desired user, can
severely decrease performance. Two approaches are proposed to overcome the near–far problem: power
control with soft handovers and multiuser detection.

Power control attempts to ensure that signals from all mobiles in a cell arrive at the base station with
approximately equal power levels. To be effective, power control must be accurate to within about 1 dB
and fast enough to compensate for channel fading. For a mobile moving at 55 mph and transmitting at
1 GHz, the Doppler bandwidth is approximately 100 Hz. Hence, the channel changes its characteristic
drastically about 100 times per second and on the order of 1000 b/s must be sent from base station to
mobile for power control purposes. As different mobiles may be subject to vastly different fading and
shadowing conditions, a large dynamic range of about 80 dB must be covered by power control. Notice,
that power control on the downlink is really only necessary for mobiles that are about equidistant from
two base stations, and even then neither the update rate nor the dynamic range of the uplink is required.

The interference problem that arises at the cell boundaries where mobiles are within range of two or
more base stations can be turned into an advantage through the idea of soft handover. On the downlink,
all base stations within range can transmit to the mobile, which in turn can combine the received signals
to achieve some gain from the antenna diversity. On the uplink, a similar effect can be obtained by
selecting the strongest received signal from all base stations that received a user’s signal. The base station
that receives the strongest signal will also issue power control commands to minimize the transmit power
of the mobile. Note, however, that soft handover requires fairly tight synchronization between base
stations, and one of the advantages of CDMA over TDMA is lost.

Multiuser detection is still an emerging technique. It is probably best used in conjunction with power
control. The fundamental idea behind this technique is to model multiple-access interference explicitly
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and devise receivers that reject or cancel the undesired signals. A  variety of techniques have been proposed
ranging from optimum maximum-likelihood sequence estimation via multistage schemes, reminiscent
of decision feedback algorithms, to linear decorrelating receivers. An excellent survey of the theory and
practice of multiuser detection is given by [11].

Further Remarks

CDMA systems work well in conjunction with frequency division duplexing. This arrangement decouples
the power control problem on the uplink and downlink, respectively.

Signal quality enhancing methods, such as time diversity through coding and interleaving, can be
applied just as with the other access methods. In spread spectrum systems, however, coding can be built
into the spreading process, avoiding the loss of bandwidth associated with error protection. Additionally,
CDMA lends itself naturally to the exploitation of speech pauses that make up more than half  the time
of a connection. If no signals are transmitted during such pauses, then the instantaneous interference
level is reduced and the total number of users supportable by the system can be approximately doubled.

69.6 Comparison and Outlook

The question of which of the access methods is best does not have a single answer. Based on the preceding
discussion FDMA is only suited for applications such as cordless telephone with very small cells and
submicrosecond delay spreads. In cellular systems and for most versions of personal communication
systems, the choice reduces to TDMA vs. CDMA.

In terms of complexity, TDMA receivers require adaptive, nonlinear equalizers when operating in
environments with large delay spreads. CDMA systems, in turn, need RAKE receivers and sophisticated
power control algorithms. In the future, some form of multiple-access interference rejection is likely to
be implemented as well. Time synchronization is required in both systems, albeit for different reasons.
The additional complexity for coding and interleaving is comparable for both access methods.

An often quoted advantage of CDMA systems is the fact that the performance will degrade gracefully
as the load increases. In TDMA systems, in turn, requests will have to be blocked once all channels in
a cell are in use. Hence, there is a hard limit on the number of channels per cell.  There are proposals
for extended TDMA systems, however, that incorporate reassignment of channels during speech pauses.
Not only would such extended TDMA systems match the advantage  of the exploitation of speech pauses
of CDMA systems, they would also lead to a soft limit on the system capacity. The extended TDMA
proposals would implement the statistical multiplexing of the user data, e.g., by means of the packet
reservation multiple access protocol [4]. The increase in capacity depends on the acceptable packet loss
rate; in other words, small increases in the load lead to small increases in the packet loss probability. 

Many comparisons in terms of capacity between TDMA and CDMA can be found in the recent
literature. Such comparisons, however, are often invalidated by making assumptions that favor one access
method over the other. An important exception constitutes the recent paper by Wyner [12]. Under a
simplified model that nevertheless captures the essence of cellular systems, he computes the Shannon
capacity. Highlights of his results include the following.

• TDMA is distinctly suboptimal in cellular systems.

• When the signal-to-noise-ratio is large,  CDMA appears to achieve twice the capacity of TDMA.

• Multiuser detectors are essential to realize near-optimum performance in CDMA systems.

• Intercell interference in CDMA systems has a detrimental effect when the signal-to-noise ratio is
large, but it can be exploited via diversity combining to increase capacity when the signal-to-noise
ratio is small.

More research along this avenue is necessary to confirm the validity of the results. In particular,
incorporation of realistic channel models into the analysis is required. However, this work represents a
substantial step toward quantifying capacity increases achievable with CDMA.
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Defining Terms

Capacity: Shannon originally defined capacity as the maximum data rate which permits error-free com-
munication in a given environment. A looser interpretation is normally employed in wireless com-
munication systems. Here capacity denotes the traffic density supported by the system under
consideration normalized with respect to bandwidth and coverage area.

Code-division multiple access (CDMA): Systems use signals with very small cross-correlations to
facilitate sharing of the broadcast radio channel. Correlators are used to extract the desired user’s
signal while simultaneously suppressing interfering, parallel transmissions.

Duplexing: Refers to the exchange of messages in both directions of a connection.
Frequency-division multiple access (FDMA): Simultaneous access to the radio channel is facilitated

by assigning nonoverlapping frequency bands to different users.
Multiple access: Denotes the support of simultaneous transmissions over a shared communication

channel.
Random-access channel: This uplink control channel is used by mobiles to request assignment of a

traffic channel. A random access protocol is employed to arbitrate access to this channel.
Time-division multiple access (TDMA): Systems assign nonoverlapping time slots to different users

in a round-robin fashion.
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70.1 Introduction

When the mechanisms of fading channels were first modeled in the 1950s and 1960s, the ideas were
primarily applied to over-the-horizon communications covering a wide range of frequency bands. The
3–30 MHz high-frequency (HF) band is used for ionospheric communications, and the 300 MHz–3 GHz
ultra-high-frequency (UHF) and 3–30 GHz super-high-frequency (SHF) bands are used for tropospheric
scatter. Although the fading effects in a mobile radio system are somewhat different from those in
ionospheric and tropospheric channels, the early models are still quite useful to help characterize fading
effects in mobile digital communication systems. This chapter addresses Rayleigh fading, primarily in
the UHF band, that affects mobile systems such as cellular and personal communication systems (PCS).
The chapter itemizes the fundamental fading manifestations, types of degradation, and methods to
mitigate the degradation. Two particular mitigation techniques are examined: the Viterbi equalizer
implemented in the Global System for Mobile Communication (GSM), and the Rake receiver used in
CDMA systems built to meet Interim Standard-95 (IS-95).

70.2 The Challenge of a Fading Channel

In the study of communication systems, the classical (ideal) additive-white-Gaussian-noise (AWGN) chan-
nel, with statistically independent Gaussian noise samples corrupting data samples free of intersymbol
interference (ISI), is the usual starting point for understanding basic performance relationships. The primary
source of performance degradation is thermal noise generated in the receiver. Often, external interference
received by the antenna is more significant than the thermal noise. This external interference can sometimes
be characterized as having a broadband spectrum and quantified by a parameter called antenna temperature
[1]. The thermal noise usually has a flat power spectral density over the signal band and a zero-mean
Gaussian voltage probability density function (pdf). When modeling practical systems, the next step is the
introduction of bandlimiting filters. The filter in the transmitter usually serves to satisfy some regulatory
requirement on spectral containment. The filter in the receiver often serves the purpose of a classical
“matched filter” [1,2]. Due to the bandlimiting and phase-distortion properties of filters, special signal
design and equalization techniques may be required to mitigate the filter-induced ISI.

If a radio channel’s propagating characteristics are not specified, one usually infers that the signal
attenuation vs. distance behaves as if propagation takes place over ideal free space. The model of free
space treats the region between the transmit and receive antennas as being free of all objects that might
absorb or reflect radio frequency (RF) energy. It also assumes that, within this region, the atmosphere
behaves as a perfectly uniform and nonabsorbing medium. Furthermore, the earth is treated as being
infinitely far away from the propagating signal (or, equivalently, as having a reflection coefficient that is
negligible). Basically, in this idealized free-space model, the attenuation of RF energy between the
transmitter and receiver behaves according to an inverse-square law. The received power expressed in
terms of transmitted power is attenuated by a factor, Ls(d), where this factor is called path loss or free
space loss. When the receiving antenna is isotropic, this factor is expressed as [1]:

(70.1)Ls d( ) 4pd
l

---------- 
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In Eq. (70.1), d is the distance between the transmitter and the receiver, and λ is the wavelength of the
propagating signal. For this case of idealized propagation, received signal power is very predictable.

For most practical channels, where signal propagation takes place in the atmosphere and near the
ground, the free-space propagation model is inadequate to describe the channel and predict system
performance. In a wireless mobile communication system, a signal can travel from transmitter to
receiver over multiple reflective paths; this phenomenon is referred to as multipath propagation. The
effect can cause fluctuations in the received signal’s amplitude, phase, and angle of arrival, giving rise
to the terminology multipath fading. Another name, scintillation, having originated in radio astron-
omy, is used to describe the multipath fading caused by physical changes in the propagating medium,
such as variations in the density of ions in the ionospheric layers that reflect high frequency (HF) radio
signals. Both names, fading and scintillation, refer to a signal’s random fluctuations or fading due to
multipath propagation. The main difference is that scintillation involves mechanisms (e.g., ions) that
are much smaller than a wavelength. The end-to-end modeling and design of systems that mitigate the
effects of fading are usually more challenging than those whose sole source of performance degradation
is AWGN.

70.3 Mobile-Radio Propagation: Large-Scale Fading 
and Small-Scale Fading

Figure 70.1 represents an overview of fading channel manifestations. It starts with two types of fading
effects that characterize mobile communications: large-scale fading and small-scale fading. Large-scale
fading represents the average signal power attenuation or the path loss due to motion over large areas.
In Fig. 70.1, the large-scale fading manifestation is shown in blocks 1, 2, and 3. This phenomenon is
affected by prominent terrain contours (e.g., hills, forests, billboards, clumps of buildings, etc.) between
the transmitter and receiver. The receiver is often represented as being “shadowed” by such prominences.
The statistics of large-scale fading provide a way of computing an estimate of path loss as a function of
distance. This is described in terms of a mean-path loss (nth-power law) and a log-normally distributed
variation about the mean. Small-scale fading refers to the dramatic changes in signal amplitude and
phase that can be experienced as a result of small changes (as small as a half-wavelength) in the spatial
separation between a receiver and transmitter. As indicated in Fig. 70.1, blocks 4, 5, and 6, small-scale
fading manifests itself in two mechanisms, namely, time-spreading of the signal (or signal dispersion)
and time-variant behavior of the channel. For mobile-radio applications, the channel is time-variant
because motion between the transmitter and receiver results in propagation path changes. The rate of
change of these propagation conditions accounts for the fading rapidity (rate of change of the fading
impairments). Small-scale fading is also called Rayleigh fading because if the multiple reflective paths
are large in number and there is no line-of-sight signal component, the envelope of the received signal
is statistically described by a Rayleigh pdf. When there is a dominant nonfading signal component present,
such as a line-of-sight propagation path, the small-scale fading envelope is described by a Rician pdf [3].
A mobile radio roaming over a large area must process signals that experience both types of fading:
small-scale fading superimposed on large-scale fading.

There are three basic mechanisms that impact signal propagation in a mobile communication system.
They are reflection, diffraction, and scattering [3].

• Reflection occurs when a propagating electromagnetic wave impinges upon a smooth surface with
very large dimensions compared to the RF signal wavelength (λ).

• Diffraction occurs when the radio path between the transmitter and receiver is obstructed by a dense
body with large dimensions compared to λ, causing secondary waves to be formed behind the
obstructing body. Diffraction is a phenomenon that accounts for RF energy travelling from trans-
mitter to receiver without a line-of-sight path between the two. It is often termed shadowing because
the diffracted field can reach the receiver even when shadowed by an impenetrable obstruction.
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FIGURE 70.1 Fading channel manifestations.



 

                      
• Scattering occurs when a radio wave impinges on either a large rough surface or any surface whose
dimensions are on the order of λ or less, causing the reflected energy to spread out (scatter) in
all directions. In an urban environment, typical signal obstructions that yield scattering are
lampposts, street signs, and foliage.

Figure 70.1 may serve as a table of contents for the sections that follow. We will examine the two
manifestations of small-scale fading: signal time-spreading (signal dispersion) and the time-variant nature
of the channel. These examinations will take place in two domains: time and frequency, as indicated in
Fig. 70.1, blocks 7, 10, 13, and 16. For signal dispersion, we categorize the fading degradation types as
being frequency-selective or frequency-nonselective (flat), as listed in blocks 8, 9, 11, and 12. For the
time-variant manifestation, we categorize the fading degradation types as fast-fading or slow-fading, as
listed in blocks 14, 15, 17, and 18. The labels indicating Fourier transforms and duals will be explained later.

Figure 70.2 illustrates the various contributions that must be considered when estimating path loss
for a link budget analysis in a cellular application [4]. These contributions are:

• Mean path loss as a function of distance, due to large-scale fading

• Near-worst-case variations about the mean path loss (typically 6–10 dB) or large-scale fading margin

• Near-worst-case Rayleigh or small-scale fading margin (typically 20–30 dB)

In Fig. 70.2, the annotations “≈1–2%” indicate a suggested area (probability) under the tail of each pdf
as a design goal. Hence, the amount of margin indicated is intended to provide adequate received signal
power for approximately 98–99% of each type of fading variation (large- and small-scale).

A received signal, is generally described in terms of a transmitted signal s(t) convolved with the impulse
response of the channel hc(t). Neglecting the degradation due to noise, we write:

 (70.2)

where ∗  denotes convolution. In the case of mobile radios, r(t) can be partitioned in terms of two
component random variables, as follows [5]:

(70.3)

FIGURE 70.2 Link-budget considerations for a fading channel.

r t( ) s t( ) ∗  hc t( )=
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where m(t) is called the large-scale-fading component, and r0(t) is called the small-scale-fading component.
m(t) is sometimes referred to as the local mean or log-normal fading because the magnitude of m(t) is
described by a log-normal pdf (or, equivalently, the magnitude measured in decibels has a Gaussian pdf).
r0(t) is sometimes referred to as multipath or Rayleigh fading. Figure 70.3 illustrates the relationship between
large-scale and small-scale fading. In Fig. 70.3(a), received signal power r(t) vs. antenna displacement
(typically in units of wavelength) is plotted for the case of a mobile radio. Small-scale fading superimposed
on large-scale fading can be readily identified. The typical antenna displacement between the small-scale
signal nulls is approximately a half wavelength. In Fig. 70.3(b), the large-scale fading or local mean, m(t),
has been removed in order to view the small-scale fading, r0(t), about some average constant power. 

In the sections that follow, we enumerate some of the details regarding the statistics and mechanisms
of large-scale and small-scale fading. 

Large-Scale Fading: Path-Loss Mean and Standard Deviation

For the mobile radio application, Okumura [6] made some of the earlier comprehensive path-loss
measurements for a wide range of antenna heights and coverage distances. Hata [7] transformed Okumura’s
data into parametric formulas. For the mobile radio application, the mean path loss, (d), as a function
of distance, d, between the transmitter and receiver is proportional to an nth-power of d relative to a
reference distance d0 [3].

(70.4)

FIGURE 70.3 Large-scale fading and small-scale fading.
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(d) is often stated in decibels, as shown below.

(70.5)

The reference distance, d0, corresponds to a point located in the far field of the antenna. Typically, the
value of d0 is taken to be 1 km for large cells, 100 m for microcells, and 1 m for indoor channels. (d)
is the average path loss (over a multitude of different sites) for a given value of d. Linear regression for
a minimum mean-squared estimate (MMSE) fit of (d) vs. d on a log-log scale (for distance greater
than d0) yields a straight line with a slope equal to 10 n dB/decade. The value of the exponent n depends
on the frequency, antenna heights, and propagation environment. In free space, n = 2, as seen in Eq. (70.1).
In the presence of a very strong guided wave phenomenon (like urban streets), n can be lower than 2.
When obstructions are present, n is larger. The path loss Ls(d0) to the reference point at a distance d0

from the transmitter is typically found through field measurements or is calculated using the free-space
path loss given by Eq. (70.1). Figure 70.4 shows a scatter plot of path loss vs. distance for measurements
made in several German cities [8]. Here, the path loss has been measured relative to the free-space
reference measurement at d0 = 100 m. Also shown are straight-line fits to various exponent values.

The path loss vs. distance expressed in Eq. (70.5) is an average, and therefore not adequate to describe
any particular setting or signal path. It is necessary to provide for variations about the mean since the
environment of different sites may be quite different for similar transmitter-receiver separations. Figure 70.4
illustrates that path-loss variations can be quite large. Measurements have shown that for any value of d,
the path loss Lp(d) is a random variable having a log-normal distribution about the mean distant-dependent
value (d) [9]. Thus, path loss Lp(d) can be expressed in terms of (d) plus a random variable Xσ, as
follows [3]. 

(70.6)

FIGURE 70.4 Path loss vs. distance measured in several German cities.

Lp

Lp d( ) dB( ) Ls d0( ) dB( ) 10n log
d
d0

----- 
 +=

Lp

Lp

Lp Lp

Lp d( ) dB( ) Ls d0( ) dB( ) 10n log10
d
d0

----- 
  Xs dB( )+ +=
©2002 CRC Press LLC



 

where Xσ denotes a zero-mean, Gaussian random variable (in decibels) with standard deviation σ (also
in decibels). Xσ is site and distance dependent. The choice of a value for Xσ is often based on measure-
ments; it is not unusual for Xσ to take on values as high as 6–10 dB or greater. Thus, the parameters
needed to statistically describe path loss due to large-scale fading for an arbitrary location with a specific
transmitter-receiver separation are:

• The reference distance d0 

• The path-loss exponent n

• The standard deviation σ of Xσ 

There are several good references dealing with the measurement and estimation of propagation path
loss for many different applications and configurations [3], [7]–[11].

Small-Scale Fading: Statistics and Mechanisms

When the received signal is made up of multiple reflective rays plus a significant line-of-sight (nonfaded)
component, the envelope amplitude due to small-scale fading has a Rician pdf, and is referred to as
Rician fading [3]. The nonfaded component is called the specular component. As the amplitude of the
specular component approaches zero, the Rician pdf approaches a Rayleigh pdf, expressed as:

(70.7)

where r is the envelope amplitude of the received signal, and 2σ 2 is the predetection mean power of
the multipath signal. The Rayleigh faded component is sometimes called the random, scatter, or diffuse
component. The Rayleigh pdf results from having no specular component of the signal; thus for a single
link it represents the pdf associated with the worst case of fading per mean received signal power. For
the remainder of this chapter, it will be assumed that loss of signal-to-noise ratio (SNR) due to fading
follows the Rayleigh model described. It will also be assumed that the propagating signal is in the UHF
band, encompassing present-day cellular and personal communications services (PCS) frequency
allocations—nominally 1 GHz and 2 GHz, respectively.

As indicated in Fig. 70.1, blocks 4, 5, and 6, small-scale fading manifests itself in two mechanisms:

• Time-spreading of the underlying digital pulses within the signal

• A time-variant behavior of the channel due to motion (e.g., a receive antenna on a moving platform)

Figure 70.5 illustrates the consequences of both manifestations by showing the response of a multipath
channel to a narrow pulse vs. delay, as a function of antenna position (or time, assuming a constant
velocity of motion). In Fig. 70.5, we distinguish between two different time references—delay time τ and
transmission or observation time t. Delay time refers to the time-spreading manifestation which results
from the fading channel’s nonoptimum impulse response. The transmission time, however, is related to
the antenna’s motion or spatial changes, accounting for propagation path changes that are perceived as
the channel’s time-variant behavior. Note that, for constant velocity, as is assumed in Fig. 70.5, either
antenna position or transmission time can be used to illustrate this time-variant behavior. Figures
70.5(a)–(c) show the sequence of received pulse-power profiles as the antenna moves through a succession
of equally spaced positions. Here, the interval between antenna positions is 0.4 λ, where λ is the
wavelength of the carrier frequency. For each of the three cases shown, the response-pattern differs
significantly in the delay time of the largest signal component, the number of signal copies, their
magnitudes, and the total received power (area) in the received power profile. Figure 70.6 summarizes
these two small-scale fading mechanisms, the two domains (time or time-delay and frequency or
Doppler shift) for viewing each mechanism and the degradation categories each mechanism can exhibit.
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FIGURE 70.5 Response of a multipath channel to a narrow pulse vs. delay, as a function of antenna position.

FIGURE 70.6 Small-scale fading: mechanisms, degradation categories, and effects.
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Note that any mechanism characterized in the time domain can be characterized equally well in the
frequency domain. Hence, as outlined in Fig. 70.6, the time-spreading mechanism will be characterized
in the time-delay domain as a multipath delay spread and in the frequency domain as a channel coherence
bandwidth. Similarly, the time-variant mechanism will be characterized in the time domain as a channel
coherence time and in the Doppler-shift (frequency) domain as a channel fading rate or Doppler spread.
These mechanisms and their associated degradation categories will be examined in greater detail in the
sections that follow.

70.4 Signal Time-Spreading Viewed in the Time-Delay 
Domain: Figure 70.1, Block 7—The Multipath
Intensity Profile

A simple way to model the fading phenomenon was introduced by Bello [13] in 1963; he proposed the
notion of wide-sense stationary uncorrelated scattering (WSSUS). The model treats signal variations
arriving with different delays as uncorrelated. It can be shown [4,13] that such a channel is effectively
WSS in both the time and frequency domains. With such a model of a fading channel, Bello was able to
define functions that apply for all time and all frequencies. For the mobile channel, Fig. 70.7 contains
four functions that make up this model [4], [13]–[16]. We will examine these functions, starting with
Fig. 70.7(a) and proceeding counter-clockwise toward Fig. 70.7(d). 

In Fig. 70.7(a), a multipath-intensity profile, S(τ) vs. time delay τ is plotted. Knowledge of S(τ) helps
answer the question, “For a transmitted impulse, how does the average received power vary as a function
of time delay, τ ?” The term “time delay” is used to refer to the excess delay. It represents the signal’s

FIGURE 70.7 Relationships among the channel correlation functions and power density functions.
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propagation delay that exceeds the delay of the first signal arrival at the receiver. For a typical wireless
radio channel, the received signal usually consists of several discrete multipath components, sometimes
referred to as fingers. For some channels, such as the tropospheric scatter channel, received signals are
often seen as a continuum of multipath components [14,16]. For making measurements of the multipath
intensity profile, wideband signals (impulses or spread spectrum) need to be used [16]. For a single
transmitted impulse, the time, Tm, between the first and last received component represents the maximum
excess delay, during which the multipath signal power falls to some threshold level below that of the
strongest component. The threshold level might be chosen at 10 dB or 20 dB below the level of the
strongest component. Note, that for an ideal system (zero excess delay), the function S(τ) would consist
of an ideal impulse with weight equal to the total average received signal power.

Degradation Categories due to Signal Time-Spreading Viewed 
in the Time-Delay Domain

In a fading channel, the relationship between maximum excess delay time, Tm, and symbol time, Ts, can
be viewed in terms of two different degradation categories, frequency-selective fading and frequency
nonselective or flat fading, as indicated in Fig. 70.1, blocks 8 and 9, and Fig. 70.6. A channel is said to
exhibit frequency-selective fading if Tm > Ts. This condition occurs whenever the received multipath
components of a symbol extend beyond the symbol’s time duration. Such multipath dispersion of the
signal yields the same kind of ISI distortion that is caused by an electronic filter. In fact, another name
for this category of fading degradation is channel-induced ISI. In the case of frequency-selective fading,
mitigating the distortion is possible because many of the multipath components are resolvable by the
receiver. Later, several such mitigation techniques are described.

A channel is said to exhibit frequency nonselective or flat fading if Tm < Ts. In this case, all of the
received multipath components of a symbol arrive within the symbol time duration; hence, the compo-
nents are not resolvable. Here, there is no channel-induced ISI distortion, since the signal time spreading
does not result in significant overlap among neighboring received symbols. There is still performance
degradation since the unresolvable phasor components can add up destructively to yield a substantial
reduction in SNR. Also, signals that are classified as exhibiting flat fading can sometimes experience
frequency-selective distortion. This will be explained later when viewing degradation in the frequency
domain, where the phenomenon is more easily described. For loss in SNR due to flat fading, the mitigation
technique called for is to improve the received SNR (or reduce the required SNR). For digital systems,
introducing some form of signal diversity and using error-correction coding is the most efficient way to
accomplish this.

70.5 Signal Time-Spreading Viewed in the Frequency
Domain: Figure 70.1, Block 10—The 
Spaced-Frequency Correlation Function

A completely analogous characterization of signal dispersion can begin in the frequency domain. In Fig.
70.7(b), the function |R(∆f )| is seen, designated a spaced-frequency correlation function; it is the
Fourier transform of S(τ). R(∆f) represents the correlation between the channel’s response to two signals
as a function of the frequency difference between the two signals. It can be thought of as the channel’s
frequency transfer function. Therefore, the time-spreading manifestation can be viewed as if it were the
result of a filtering process. Knowledge of R(∆f) helps answer the question, “What is the correlation
between received signals that are spaced in frequency ∆f = f1 − f2?” R(∆f ) can be measured by transmitting
a pair of sinusoids separated in frequency by ∆f, cross-correlating the two separately received signals,
and repeating the process many times with ever-larger separation ∆f. Therefore, the measurement of
R(∆f) can be made with a sinusoid that is swept in frequency across the band of interest (a wideband
signal). The coherence bandwidth, f0, is a statistical measure of the range of frequencies over which the
channel passes all spectral components with approximately equal gain and linear phase. Thus, the
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coherence bandwidth represents a frequency range over which frequency components have a strong
potential for amplitude correlation. That is, a signal’s spectral components in that range are affected by
the channel in a similar manner, as for example, exhibiting fading or no fading. Note that f0 and Tm are
reciprocally related (within a multiplicative constant). As an approximation, it is possible to say that

(70.8)

The maximum excess delay, Tm, is not necessarily the best indicator of how any given system will perform
on a channel because different channels with the same value of Tm can exhibit very different profiles of
signal intensity over the delay span. A more useful measurement of delay spread is most often charac-
terized in terms of the root mean squared (rms) delay spread, στ , where

(70.9)

 is the mean excess delay, ( )2 is the mean squared,  is the second moment, and στ is the square root
of the second central moment of S(τ) [3].

An exact relationship between coherence bandwidth and delay spread does not exist, and must be
derived from signal analysis (usually using Fourier techniques) of actual signal dispersion measurements
in particular channels. Several approximate relationships have been described. If coherence bandwidth
is defined as the frequency interval over which the channel’s complex frequency transfer function has a
correlation of at least 0.9, the coherence bandwidth is approximately [17] 

(70.10)

For the case of a mobile radio, an array of radially uniformly spaced scatterers, all with equal-magnitude
reflection coefficients but independent, randomly occurring reflection phase angles [18,19] is generally
accepted as a useful model for urban surroundings. This model is referred to as the dense-scatterer
channel model. With the use of such a model, coherence bandwidth has similarly been defined [18] for
a bandwidth interval over which the channel’s complex frequency transfer function has a correlation of
at least 0.5 to be 

(70.11)

The ionospheric-effects community employs the following definition

(70.12)

A more popular approximation of f0 corresponding to a bandwidth interval having a correlation of at
least 0.5 is [3]

(70.13)

Degradation Categories due to Signal Time-Spreading Viewed 
in the Frequency Domain

A channel is referred to as frequency-selective if f0 < 1/Ts ≈ W, where the symbol rate 1/Ts is nominally
taken to be equal to the signal bandwidth W. In practice, W may differ from 1/Ts due to system filtering
or data modulation type (quaternary phase shift keying, QPSK, minimum shift keying, MSK, etc.) [21].
Frequency-selective fading distortion occurs whenever a signal’s spectral components are not all affected
equally by the channel. Some of the signal’s spectral components, falling outside the coherence bandwidth,
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will be affected differently (independently) compared to those components contained within the coher-
ence bandwidth. This occurs whenever f0 < W and is illustrated in Fig. 70.8(a).

Frequency-nonselective or flat fading degradation occurs whenever f0 > W. Hence, all of the signal’s
spectral components will be affected by the channel in a similar manner (e.g., fading or no fading); this
is illustrated in Fig. 70.8(b). Flat-fading does not introduce channel-induced ISI distortion, but perfor-
mance degradation can still be expected due to the loss in SNR whenever the signal is fading. In order
to avoid channel-induced ISI distortion, the channel is required to exhibit flat fading by ensuring that

(70.14)

Hence, the channel coherence bandwidth f0 sets an upper limit on the transmission rate that can be
used without incorporating an equalizer in the receiver.

For the flat-fading case, where f0 > W (or Tm < Ts), Fig. 70.8(b) shows the usual flat-fading pictorial
representation. However, as a mobile radio changes its position, there will be times when the received
signal experiences frequency-selective distortion even though f0 > W. This is seen in Fig. 70.8(c), where
the null of the channel’s frequency transfer function occurs at the center of the signal band. Whenever
this occurs, the baseband pulse will be especially mutilated by deprivation of its DC component. One
consequence of the loss of DC (zero mean value) is the absence of a reliable pulse peak on which to
establish the timing synchronization, or from which to sample the carrier phase carried by the pulse [18].
Thus, even though a channel is categorized as flat fading (based on rms relationships), it can still manifest

FIGURE 70.8 Relationships between the channel frequency-transfer function and a signal with bandwidth W.

f0 W
1
Ts

-----≈>
©2002 CRC Press LLC



 

frequency-selective fading on occasions. It is fair to say that a mobile radio channel, classified as having
flat-fading degradation, cannot exhibit flat fading all of the time. As f0 becomes much larger than W (or Tm

becomes much smaller than Ts), less time will be spent in conditions approximating Fig. 70.8(c). By
comparison, it should be clear that in Fig. 70.8(a) the fading is independent of the position of the signal
band, and frequency-selective fading occurs all the time, not just occasionally.

70.6 Typical Examples of Flat Fading and Frequency-Selective 
Fading Manifestations

Figure 70.9 shows some examples of flat fading and frequency-selective fading for a direct-sequence
spread-spectrum (DS/SS) system [20,22]. In Fig. 70.9, there are three plots of the output of a pseudonoise
(PN) code correlator vs. delay as a function of time (transmission or observation time). Each amplitude vs.
delay plot is akin to S(τ) vs. τ shown in Fig. 70.7(a). The key difference is that the amplitudes shown in
Fig. 70.9 represent the output of a correlator; hence, the waveshapes are a function not only of the impulse
response of the channel, but also of the impulse response of the correlator. The delay time is expressed
in units of chip durations (chips), where the chip is defined as the spread-spectrum minimal-duration
keying element. For each plot, the observation time is shown on an axis perpendicular to the amplitude
vs. time-delay plane. Figure 70.9 is drawn from a satellite-to-ground communications link exhibiting

FIGURE 70.9 DS/SS matched-filter output time-history examples for three levels of channel conditions, where Tch

is the time duration of a chip.
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scintillation because of atmospheric disturbances. However, Fig. 70.9 is still a useful illustration of three
different channel conditions that might apply to a mobile radio situation. A mobile radio that moves
along the observation-time axis is affected by changing multipath profiles along the route, as seen in the
figure. The scale along the observation-time axis is also in units of chips. In Fig. 70.9(a), the signal
dispersion (one “finger” of return) is on the order of a chip time duration, Tch. In a typical DS/SS system,
the spread-spectrum signal bandwidth is approximately equal to 1/Tch; hence, the normalized coherence
bandwidth f0Tch of approximately unity in Fig. 70.9(a) implies that the coherence bandwidth is about equal
to the spread-spectrum bandwidth. This describes a channel that can be called frequency-nonselective
or slightly frequency-selective. In Fig. 70.9(b), where f0Tch = 0.25, the signal dispersion is more pronounced.
There is definite interchip interference, and the coherence bandwidth is approximately equal to 25% of
the spread-spectrum bandwidth. In Fig. 70.9(c), where f0Tch = 0.1, the signal dispersion is even more
pronounced, with greater interchip-interference effects, and the coherence bandwidth is approximately
equal to 10% of the spread-spectrum bandwidth. The channels of Figs. 70.9(b) and (c) can be categorized
as moderately and highly frequency-selective, respectively, with respect to the basic signalling element,
the chip. Later, we show that a DS/SS system operating over a frequency-selective channel at the chip
level does not necessarily experience frequency-selective distortion at the symbol level.

70.7 Time Variance Viewed in the Time Domain: Figure 70.1, 
Block 13—The Spaced-Time Correlation Function

Until now, we have described signal dispersion and coherence bandwidth, parameters that describe the
channel’s time-spreading properties in a local area. However, they do not offer information about the
time-varying nature of the channel caused by relative motion between a transmitter and receiver, or by
movement of objects within the channel. For mobile-radio applications, the channel is time variant
because motion between the transmitter and receiver results in propagation-path changes. Thus, for a
transmitted continuous wave (CW) signal, as a result of such motion, the radio receiver sees variations
in the signal’s amplitude and phase. Assuming that all scatterers making up the channel are stationary,
then whenever motion ceases, the amplitude and phase of the received signal remain constant; that is,
the channel appears to be time invariant. Whenever motion begins again, the channel appears time
variant. Since the channel characteristics are dependent on the positions of the transmitter and receiver,
time variance in this case is equivalent to spatial variance. 

Figure 70.7(c) shows the function R(∆t), designated the spaced-time correlation function; it is the
autocorrelation function of the channel’s response to a sinusoid. This function specifies the extent to
which there is correlation between the channel’s response to a sinusoid sent at time t1 and the response
to a similar sinusoid sent at time t2, where ∆t = t2 − t1. The coherence time, T0, is a measure of the expected
time duration over which the channel’s response is essentially invariant. Earlier, we made measurements
of signal dispersion and coherence bandwidth by using wideband signals. Now, to measure the time-
variant nature of the channel, we use a narrowband signal. To measure R(∆t) we can transmit a single
sinusoid (∆f = 0) and determine the autocorrelation function of the received signal. The function R(∆t)
and the parameter T0 provide us with knowledge about the fading rapidity of the channel. Note that for
an ideal time-invariant channel (e.g., a mobile radio exhibiting no motion at all), the channel’s response
would be highly correlated for all values of ∆t, and R(∆t) would be a constant function. When using the
dense-scatterer channel model described earlier, with constant velocity of motion, and an unmodulated
CW signal, the normalized R(∆t) is described as

(70.15)

where J0(⋅) is the zero-order Bessel function of the first kind, V is velocity, V∆t is distance traversed, and
k = 2π/λ is the free-space phase constant (transforming distance to radians of phase). Coherence time can
be measured in terms of either time or distance traversed (assuming some fixed velocity of motion).

R ∆t( ) J0 kV∆t( )=
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Amoroso described such a measurement using a CW signal and a dense-scatterer channel model [18]. He
measured the statistical correlation between the combination of received magnitude and phase sampled at
a particular antenna location x0, and the corresponding combination sampled at some displaced location
x0 + ζ, with displacement measured in units of wavelength λ. For a displacement ζ of 0.38λ between two
antenna locations, the combined magnitudes and phases of the received CW are statistically uncorrelated.
In other words, the state of the signal at x0 says nothing about the state of the signal at x0 + ζ. For a given
velocity of motion, this displacement is readily transformed into units of time (coherence time). 

The Concept of Duality

Two operators (functions, elements, or systems) are dual when the behavior of one with reference to a
time-related domain (time or time-delay) is identical to the behavior of the other with reference to the
corresponding frequency-related domain (frequency or Doppler shift).

In Fig. 70.7, we can identify functions that exhibit similar behavior across domains. For understanding
the fading channel model, it is useful to refer to such functions as duals. For example, R(∆f) in
Fig. 70.7(b), characterizing signal dispersion in the frequency domain, yields knowledge about the range
of frequency over which two spectral components of a received signal have a strong potential for amplitude
and phase correlation. R(∆t) in Fig. 70.7(c), characterizing fading rapidity in the time domain, yields
knowledge about the span of time over which two received signals have a strong potential for amplitude
and phase cor- relation. We have labeled these two correlation functions as duals. This is also noted in
Fig. 70.1 as the duality between blocks 10 and 13, and in Fig. 70.6 as the duality between the time-
spreading mechanism in the frequency domain and the time-variant mechanism in the time domain.

Degradation Categories due to Time Variance Viewed 
in the Time Domain

The time-variant nature of the channel or fading rapidity mechanism can be viewed in terms of two
degradation categories as listed in Fig. 70.6: fast fading and slow fading. The terminology “fast fading”
is used for describing channels in which T0 < Ts, where T0 is the channel coherence time and Ts is the
time duration of a transmission symbol. Fast fading describes a condition where the time duration in
which the channel behaves in a correlated manner is short compared to the time duration of a symbol.
Therefore, it can be expected that the fading character of the channel will change several times during
the time that a symbol is propagating, leading to distortion of the baseband pulse shape. Analogous to
the distortion previously described as channel-induced ISI, here distortion takes place because the
received signal’s components are not all highly correlated throughout time. Hence, fast fading can cause
the baseband pulse to be distorted, resulting in a loss of SNR that often yields an irreducible error rate.
Such distorted pulses cause synchronization problems (failure of phase-locked-loop receivers), in addition
to difficulties in adequately defining a matched filter.

A channel is generally referred to as introducing slow fading if T0 > Ts. Here, the time duration that
the channel behaves in a correlated manner is long compared to the time duration of a transmission
symbol. Thus, one can expect the channel state to virtually remain unchanged during the time in which
a symbol is transmitted. The propagating symbols will likely not suffer from the pulse distortion described
above. The primary degradation in a slow-fading channel, as with flat fading, is loss in SNR.

70.8 Time Variance Viewed in the Doppler-Shift Domain: 
Figure 70.1, Block 16—The Doppler Power Spectrum

A completely analogous characterization of the time-variant nature of the channel can begin in the Doppler-
shift (frequency) domain. Figure 70.7(d) shows a Doppler power spectral density, S(v), plotted as a func-
tion of Doppler-frequency shift, v. For the case of the dense-scatterer model, a vertical receive antenna with
constant azimuthal gain, a uniform distribution of signals arriving at all arrival angles throughout the range
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(0, 2π), and an unmodulated CW signal, the signal spectrum at the antenna terminals is [19]

(70.16)

The equality holds for frequency shifts of v that are in the range ±fd about the carrier frequency fc and
would be zero outside that range. The shape of the RF Doppler spectrum described by Eq. (70.16) is
classically bowl-shaped, as seen in Fig. 70.7(d). Note that the spectral shape is a result of the dense-
scatterer channel model. Equation (70.16) has been shown to match experimental data gathered for
mobile radio channels [23]; however, different applications yield different spectral shapes. For example,
the dense-scatterer model does not hold for the indoor radio channel; the channel model for an indoor
area assumes S(v) to be a flat spectrum [24]. 

In Fig. 70.7(d), the sharpness and steepness of the boundaries of the Doppler spectrum are due to the
sharp upper limit on the Doppler shift produced by a vehicular antenna traveling among the stationary
scatterers of the dense scatterer model. The largest magnitude (infinite) of S(v) occurs when the scatterer
is directly ahead of the moving antenna platform or directly behind it. In that case the magnitude of the
frequency shift is given by

(70.17)

where V is relative velocity and λ is the signal wavelength. fd is positive when the transmitter and receiver
move toward each other and negative when moving away from each other. For scatterers directly broadside
of the moving platform, the magnitude of the frequency shift is zero. The fact that Doppler components
arriving at exactly 0° and 180° have an infinite power spectral density is not a problem, since the angle
of arrival is continuously distributed and the probability of components arriving at exactly these angles
is zero [3,19].

S(v) is the Fourier transform of R(∆t). We know that the Fourier transform of the autocorrelation
function of a time series is the magnitude squared of the Fourier transform of the original time series.
Therefore, measurements can be made by simply transmitting a sinusoid (narrowband signal) and using
Fourier analysis to generate the power spectrum of the received amplitude [16]. This Doppler power
spectrum of the channel yields knowledge about the spectral spreading of a transmitted sinusoid (impulse
in frequency) in the Doppler-shift domain. As indicated in Fig. 70.7, S(v) can be regarded as the dual of
the multipath intensity profile, S(τ), since the latter yields knowledge about the time spreading of a
transmitted impulse in the time-delay domain. This is also noted in Fig. 70.1 as the duality between
blocks 7 and 16, and in Fig. 70.6 as the duality between the time-spreading mechanism in the time-delay
domain and the time-variant mechanism in the Doppler-shift domain.

Knowledge of S(v) allows us to glean how much spectral broadening is imposed on the signal as a
function of the rate of change in the channel state. The width of the Doppler power spectrum is referred
to as the spectral broadening or Doppler spread, denoted by fd, and sometimes called the fading
bandwidth of the channel. Equation (70.16) describes the Doppler frequency shift. In a typical multipath
environment, the received signal arrives from several reflected paths with different path distances and
different angles of arrival, and the Doppler shift of each arriving path is generally different from that of
another path. The effect on the received signal is seen as a Doppler spreading or spectral broadening of
the transmitted signal frequency, rather than a shift. Note that the Doppler spread, fd, and the coherence
time, T0, are reciprocally related (within a multiplicative constant). Therefore, we show the approximate
relationship between the two parameters as

(70.18)
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Hence, the Doppler spread fd or 1/T0 is regarded as the typical fading rate of the channel. Earlier, T0

was described as the expected time duration over which the channel’s response to a sinusoid is essentially
invariant. When T0 is defined more precisely as the time duration over which the channel’s response to
a sinusoid has a correlation of at least 0.5, the relationship between T0 and fd is approximately [4]

(70.19)

A popular “rule of thumb” is to define T0 as the geometric mean of Eqs. (70.18) and (70.19). This yields

(70.20)

For the case of a 900 MHz mobile radio, Fig. 70.10 illustrates the typical effect of Rayleigh fading on a
signal’s envelope amplitude vs. time [3]. The figure shows that the distance traveled by the mobile in the
time interval corresponding to two adjacent nulls (small-scale fades) is on the order of a half-wavelength
(λ /2) [3]. Thus, from Fig. 70.10 and Eq. (70.17), the time (approximately, the coherence time) required
to traverse a distance λ /2 when traveling at a constant velocity, V, is:

(70.21)

Thus, when the interval between fades is taken to be λ/2, as in Fig. 70.10, the resulting expression for T0

in Eq. (70.21) is quite close to the rule-of-thumb shown in Eq. (70.20). Using Eq. (70.21), with the parameters
shown in Fig. 70.10 (velocity = 120 km/hr, and carrier frequency = 900 MHz), it is straightforward to
compute that the coherence time is approximately 5 ms and the Doppler spread (channel fading rate) is
approximately 100 Hz. Therefore, if this example represents a voice-grade channel with a typical transmission
rate of 104 symbols/s, the fading rate is considerably less than the symbol rate. Under such conditions, the
channel would manifest slow-fading effects. Note that if the abscissa of Fig. 70.10 were labeled in units of
wavelength instead of time, the figure would look the same for any radio frequency and any antenna speed.

FIGURE 70.10 A typical Rayleigh fading envelope at 900 MHz.
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70.9 Analogy Between Spectral Broadening in Fading 
Channels and Spectral Broadening in Digital 
Signal Keying

Help is often needed in understanding why spectral broadening of the signal is a function of fading rate
of the channel. Figure 70.11 uses the keying of a digital signal (such as amplitude-shift-keying or
frequency-shift-keying) to illustrate an analogous case. Figure 70.11(a) shows that a single tone, cos 2π fc t
(−∞ < t < ∞) that exists for all time is characterized in the frequency domain in terms of impulses (at ± fc).
This frequency domain representation is ideal (i.e., zero bandwidth), since the tone is pure and neverend-
ing. In practical applications, digital signalling involves switching (keying) signals on and off at a required
rate. The keying operation can be viewed as multiplying the infinite-duration tone in Fig. 70.11(a) by an
ideal rectangular (switching) function in Fig. 70.11(b). The frequency-domain description of the ideal
rectangular function is of the form (sin f )/f. In Fig. 70.11(c), the result of the multiplication yields a
tone, cos 2π fc t, that is time-duration limited in the interval −T/2 < t < T/2. The resulting spectrum is
obtained by convolving the spectral impulses in part (a) with the (sin f )/f function in part (b), yielding
the broadened spectrum in part (c). It is further seen that, if the signalling occurs at a faster rate
characterized by the rectangle of shorter duration in part (d), the resulting spectrum of the signal in part
(e) exhibits greater spectral broadening. The changing state of a fading channel is somewhat analogous
to the keying on and off of digital signals. The channel behaves like a switch, turning the signal “on” and
“off.” The greater the rapidity of the change in the channel state, the greater the spectral broadening of
the received signals. The analogy is not exact because the on and off switching of signals may result in
phase discontinuities, but the typical multipath-scatterer environment induces phase-continuous effects.

70.10 Degradation Categories due to Time Variance, 
Viewed in the Doppler-Shift Domain

A channel is referred to as fast fading if the symbol rate, 1/Ts (approximately equal to the signalling rate or
bandwidth W) is less than the fading rate, 1/T0 (approximately equal to fd); that is, fast fading is characterized by

(70.22a)

FIGURE 70.11 Analogy between spectral broadening in fading and spectral broadening in keying a digital signal.
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or

(70.22b)

Conversely, a channel is referred to as slow fading if the signalling rate is greater than the fading rate.
Thus, in order to avoid signal distortion caused by fast fading, the channel must be made to exhibit slow
fading by ensuring that the signalling rate must exceed the channel fading rate. That is 

W > fd (70.23a)

or

Ts < T0 (70.23b)

In Eq. (70.14), it was shown that due to signal dispersion, the coherence bandwidth, f0, sets an upper
limit on the signalling rate which can be used without suffering frequency-selective distortion. Similarly,
Eq. (70.23) shows that due to Doppler spreading, the channel fading rate, fd, sets a lower limit on the
signalling rate that can be used without suffering fast-fading distortion. For HF communicating systems,
when teletype or Morse-coded messages were transmitted at a low data rate, the channels were often fast
fading. However, most present-day terrestrial mobile-radio channels can generally be characterized as
slow fading.

Equation (70.23) doesn’t go far enough in describing what we desire of the channel. A better way to state
the requirement for mitigating the effects of fast fading would be that we desire W  fd (or Ts  T0). If
this condition is not satisfied, the random frequency modulation (FM) due to varying Doppler shifts
will limit the system performance significantly. The Doppler effect yields an irreducible error rate that
cannot be overcome by simply increasing Eb /N0 [25]. This irreducible error rate is most pronounced for
any modulation that involves switching the carrier phase. A single specular Doppler path, without
scatterers, registers an instantaneous frequency shift, classically calculated as fd = V/λ. However, a com-
bination of specular and multipath components yields a rather complex time dependence of instanta-
neous frequency which can cause much larger frequency swings than ±V/λ when detected by an
instantaneous frequency detector (a nonlinear device) [26]. Ideally, coherent demodulators that lock
onto and track the information signal should suppress the effect of this FM noise and thus cancel the
impact of Doppler shift. However, for large values of fd, carrier recovery becomes a problem because very
wideband (relative to the data rate) phase-lock loops (PLLs) need to be designed. For voice-grade
applications with bit-error rates of 10−3 to 10−4, a large value of Doppler shift is considered to be on the
order of 0.01 × W. Therefore, to avoid fast-fading distortion and the Doppler-induced irreducible error
rate, the signalling rate should exceed the fading rate by a factor of 100 to 200 [27]. The exact factor
depends on the signal modulation, receiver design, and required error-rate [3], [26]–[29]. Davarian [29]
showed that a frequency-tracking loop can help lower, but not completely remove, the irreducible error
rate in a mobile system when using differential minimum-shift keyed (DMSK) modulation.

70.11 Mitigation Methods

Figure 70.12, subtitled “The Good, The Bad, and The Awful,” highlights three major performance
categories in terms of bit-error probability, PB, vs. Eb /N0. The leftmost exponentially-shaped curve
represents the performance that can be expected when using any nominal modulation type in AWGN.
Observe that with a reasonable amount of Eb /N0, good performance results. The middle curve, referred
to as the Rayleigh limit, shows the performance degradation resulting from a loss in SNR that is
characteristic of flat fading or slow fading when there is no line-of-sight signal component present. The
curve is a function of the reciprocal of Eb/N0 (an inverse-linear function), so for reasonable values of
SNR, performance will generally be “bad.” In the case of Rayleigh fading, parameters with overbars are
often introduced to indicate that a mean is being taken over the “ups” and “downs” of the fading
experience. Therefore, one often sees such bit-error probability plots with mean parameters denoted by

Ts T0>

>> <<
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 and /N0. The curve that reaches an irreducible level, sometimes called an error floor, represents
“awful” performance, where the bit-error probability can approach the value of 0.5. This shows the severe
distorting effects of frequency-selective fading or fast fading.

If the channel introduces signal distortion as a result of fading, the system performance can exhibit
an irreducible error rate; when larger than the desired error rate, no amount of Eb /N0 will help achieve
the desired level of performance. In such cases, the general approach for improving performance is to
use some form of mitigation to remove or reduce the distortion. The mitigation method depends on
whether the distortion is caused by frequency-selective fading or fast fading. Once the distortion has
been mitigated, the PB vs. Eb /N0 performance should have transitioned from the “awful” bottoming out
curve to the merely “bad” Rayleigh limit curve. Next, we can further ameliorate the effects of fading and
strive to approach AWGN performance by using some form of diversity to provide the receiver with a
collection of uncorrelated samples of the signal, and by using a powerful error-correction code.

In Fig. 70.13, several mitigation techniques for combating the effects of both signal distortion and loss
in SNR are listed. Just as Figs. 70.1 and 70.6 serve as a guide for characterizing fading phenomena and
their effects, Fig. 70.13 can similarly serve to describe mitigation methods that can be used to ameliorate
the effects of fading. The mitigation approach to be used should follow two basic steps: first, provide
distortion mitigation; second, provide diversity.

Mitigation to Combat Frequency-Selective Distortion

• Equalization can compensate for the channel-induced ISI that is seen in frequency-selective fading.
That is, it can help move the operating point from the error-performance curve that is “awful” in
Fig. 70.12 to the one that is “bad.” The process of equalizing the ISI involves some method of
gathering the dispersed symbol energy back together into its original time interval. In effect,

FIGURE 70.12 Error performance: The good, the bad, and the awful.
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equalization involves insertion of a filter to make the combination of channel and filter yield a flat
response with linear phase. The phase linearity is achieved by making the equalizer filter the complex
conjugate of the time reverse of the dispersed pulse [30]. Because in a mobile system the channel
response varies with time, the equalizer filter must also change or adapt to the time-varying channel.
Such equalizer filters are, therefore, called adaptive equalizers. An equalizer accomplishes more
than distortion mitigation; it also provides diversity. Since distortion mitigation is achieved by
gathering the dispersed symbol’s energy back into the symbol’s original time interval so that it
doesn’t hamper the detection of other symbols, the equalizer is simultaneously providing each
received symbol with energy that would otherwise be lost. 

• The decision feedback equalizer (DFE) has a feedforward section that is a linear transversal filter
[30] whose length and tap weights are selected to coherently combine virtually all of the current
symbol’s energy. The DFE also has a feedback section which removes energy that remains from
previously detected symbols [14], [30]–[32]. The basic idea behind the DFE is that once an
information symbol has been detected, the ISI that it induces on future symbols can be estimated
and subtracted before the detection of subsequent symbols. 

• The maximum-likelihood sequence estimation (MLSE) equalizer tests all possible data sequences
(rather than decoding each received symbol by itself) and chooses the data sequence that is the
most probable of the candidates. The MLSE equalizer was first proposed by Forney [33] when he
implemented the equalizer using the Viterbi decoding algorithm [34]. The MLSE is optimal in
the sense that it minimizes the probability of a sequence error. Because the Viterbi decoding
algorithm is the way in which the MLSE equalizer is typically implemented, the equalizer is often
referred to as the Viterbi equalizer. Later in this chapter, we illustrate the adaptive equalization
performed in the Global System for Mobile Communications (GSM) using the Viterbi equalizer.

• Spread-spectrum techniques can be used to mitigate frequency-selective ISI distortion because the
hallmark of any spread-spectrum system is its capability to reject interference, and ISI is a type
of interference. Consider a direct-sequence spread-spectrum (DS/SS) binary phase shift keying
(PSK) communication channel comprising one direct path and one reflected path. Assume that
the propagation from transmitter to receiver results in a multipath wave that is delayed by τk

compared to the direct wave. If the receiver is synchronized to the waveform arriving via the direct
path, the received signal, r(t), neglecting noise, can be expressed as

(70.24)

FIGURE 70.13 Basic mitigation types.
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where x(t) is the data signal, g(t) is the pseudonoise (PN) spreading code, and τk is the differential
time delay between the two paths. The angle θ is a random phase, assumed to be uniformly
distributed in the range (0, 2π), and α is the attenuation of the multipath signal relative to the
direct path signal. The receiver multiplies the incoming r(t) by the code g(t). If the receiver is
synchronized to the direct path signal, multiplication by the code signal yields

(70.25)

where g2(t) = 1, and if tk is greater than the chip duration, then,

(70.26)

over some appropriate interval of integration (correlation), where � indicates complex conjugate,
and τk is equal to or larger than the PN chip duration. Thus, the spread spectrum system effectively
eliminates the multipath interference by virtue of its code-correlation receiver. Even though channel-
induced ISI is typically transparent to DS/SS systems, such systems suffer from the loss in energy
contained in all the multipath components not seen by the receiver. The need to gather up this
lost energy belonging to the received chip was the motivation for developing the Rake receiver
[35]–[37]. The Rake receiver dedicates a separate correlator to each multipath component (finger).
It is able to coherently add the energy from each finger by selectively delaying them (the earliest
component gets the longest delay) so that they can all be coherently combined.

• Earlier, we described a channel that could be classified as flat fading, but occasionally exhibits
frequency-selective distortion when the null of the channel’s frequency transfer function occurs
at the center of the signal band. The use of DS/SS is a good way to mitigate such distortion because
the wideband SS signal would span many lobes of the selectively faded frequency response. Hence,
a great deal of pulse energy would then be passed by the scatterer medium, in contrast to the
nulling effect on a relatively narrowband signal [see Fig. 70.8(c)] [18].

• Frequency-hopping spread-spectrum (FH/SS) can be used to mitigate the distortion due to frequency-
selective fading, provided the hopping rate is at least equal to the symbol rate. Compared to DS/SS,
mitigation takes place through a different mechanism. FH systems avoid the degradation effects due
to multipath by rapidly changing the carrier-frequency band in the transmitter. Interference is avoided
by similarly changing the band position in the receiver before the arrival of the multipath signal.

• Orthogonal frequency-division multiplexing (OFDM) can be used in frequency-selective fading
channels to avoid the use of an equalizer by lengthening the symbol duration. The signal band is
partitioned into multiple subbands, each one exhibiting a lower symbol rate than the original
band. The subbands are then transmitted on multiple orthogonal carriers. The goal is to reduce
the symbol rate (signalling rate), W ≈ 1/Ts, on each carrier to be less than the channel’s coherence
bandwidth f0. OFDM was originally referred to as Kineplex. The technique has been implemented
in the U.S. in mobile radio systems [38], and has been chosen by the European community under
the name Coded OFDM (COFDM), for high-definition television (HDTV) broadcasting [39].

• Pilot signal is the name given to a signal intended to facilitate the coherent detection of waveforms.
Pilot signals can be implemented in the frequency domain as an in-band tone [40], or in the time
domain as a pilot sequence, which can also provide information about the channel state and thus
improve performance in fading [41]. 

Mitigation to Combat Fast-Fading Distortion

• For fast fading distortion, use a robust modulation (noncoherent or differentially coherent) that
does not require phase tracking, and reduces the detector integration time [20].

• Increase the symbol rate, W ≈ 1/Ts, to be greater than the fading rate, fd ≈ 1/T0, by adding signal
redundancy.

Ax t( )g2 t( ) 2pfct( ) aAx t tk–( )g t( )g t tk–( ) 2pfct q+( )cos+cos

g∗ t( )g t tk–( ) td∫ << g∗ t( )g t( ) td∫
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• Error-correction coding and interleaving can provide mitigation because instead of providing
more signal energy, a code reduces the required Eb/N0. For a given Eb /N0, with coding present, the
error floor will be lowered compared to the uncoded case.

• An interesting filtering technique can provide mitigation in the event of fast-fading distortion and
frequency-selective distortion occurring simultaneously. The frequency-selective distortion can be
mitigated by the use of an OFDM signal set. Fast fading, however, will typically degrade conven-
tional OFDM because the Doppler spreading corrupts the orthogonality of the OFDM subcarriers.
A polyphase filtering technique [42] is used to provide time-domain shaping and duration exten-
sion to reduce the spectral sidelobes of the signal set and thus help preserve its orthogonality. The
process introduces known ISI and adjacent channel interference (ACI) which are then removed
by a post-processing equalizer and canceling filter [43].

Mitigation to Combat Loss in SNR

After implementing some form of mitigation to combat the possible distortion (frequency-selective or
fast fading), the next step is to use some form of diversity to move the operating point from the error-
performance curve labeled as “bad” in Fig. 70.12 to a curve that approaches AWGN performance. The
term “diversity” is used to denote the various methods available for providing the receiver with uncor-
related renditions of the signal. Uncorrelated is the important feature here, since it would not help the
receiver to have additional copies of the signal if the copies were all equally poor. Listed below are some
of the ways in which diversity can be implemented.

• Time diversity—Transmit the signal on L different time slots with time separation of at least T0.
Interleaving, often used with error-correction coding, is a form of time diversity.

• Frequency diversity—Transmit the signal on L different carriers with frequency separation of at
least f0. Bandwidth expansion is a form of frequency diversity. The signal bandwidth, W, is
expanded to be greater than f0, thus providing the receiver with several independently fading
signal replicas. This achieves frequency diversity of the order L = W/f0. Whenever W is made larger
than f0, there is the potential for frequency-selective distortion unless we further provide some
mitigation such as equalization. Thus, an expanded bandwidth can improve system performance
(via diversity) only if the frequency-selective distortion the diversity may have introduced is
mitigated.

• Spread spectrum is a form of bandwidth expansion that excels at rejecting interfering signals. In
the case of direct-sequence spread-spectrum (DS/SS), it was shown earlier that multipath com-
ponents are rejected if they are delayed by more than one chip duration. However, in order to
approach AWGN performance, it is necessary to compensate for the loss in energy contained in
those rejected components. The Rake receiver (described later) makes it possible to coherently
combine the energy from each of the multipath components arriving along different paths. Thus,
used with a Rake receiver, DS/SS modulation can be said to achieve path diversity. The Rake
receiver is needed in phase-coherent reception, but in differentially coherent bit detection, a simple
delay line (one bit long) with complex conjugation will do the trick [44].

• Frequency-hopping spread-spectrum (FH/SS) is sometimes used as a diversity mechanism. The
GSM system uses slow FH (217 hops/s) to compensate for those cases where the mobile user is
moving very slowly (or not at all) and happens to be in a spectral null.

• Spatial diversity is usually accomplished through the use of multiple receive antennas, separated
by a distance of at least 10 wavelengths for a base station (much less for a mobile station). Signal
processing must be employed to choose the best antenna output or to coherently combine all the
outputs. Systems have also been implemented with multiple spaced transmitters; an example is
the Global Positioning System (GPS).

• Polarization diversity [45] is yet another way to achieve additional uncorrelated samples of the
signal.
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• Any diversity scheme may be viewed as a trivial form of repetition coding in space or time.
However, there exist techniques for improving the loss in SNR in a fading channel that are more
efficient and more powerful than repetition coding. Error-correction coding represents a unique
mitigation technique, because instead of providing more signal energy it reduces the required
Eb /N0 in order to accomplish the desired error performance. Error-correction coding coupled with
interleaving [20], [46]–[51] is probably the most prevalent of the mitigation schemes used to
provide improved performance in a fading environment.

70.12 Summary of the Key Parameters Characterizing
Fading Channels

We summarize the conditions that must be met so that the channel does not introduce frequency-selective
distortion and fast-fading distortion. Combining the inequalities of Eqs. (70.14) and (70.23), we obtain

f0 > W > fd (70.27a)

or

Tm < Ts < T0 (70.27b)

In other words, we want the channel coherence bandwidth to exceed our signalling rate, which in turn
should exceed the fading rate of the channel. Recall that without distortion mitigation, f0 sets an upper
limit on signalling rate, and fd sets a lower limit on it.

Fast-Fading Distortion: Example #1

If the inequalities of Eq. (70.27) are not met and distortion mitigation is not provided, distortion will
result. Consider the fast-fading case where the signalling rate is less than the channel fading rate, that is,

f0 > W < fd (70.28)

Mitigation consists of using one or more of the following methods. (See Fig. 70.13).

• Choose a modulation/demodulation technique that is most robust under fast-fading conditions.
That means, for example, avoiding carrier recovery with PLLs since the fast fading could keep a
PLL from achieving lock conditions.

• Incorporate sufficient redundancy so that the transmission symbol rate exceeds the channel fading
rate. As long as the transmission symbol rate does not exceed the coherence bandwidth, the channel
can be classified as flat fading. However, even flat-fading channels will experience frequency-
selective distortion whenever a channel null appears at the band center.

Since this happens only occasionally, mitigation might be accomplished by adequate error-correction
coding and interleaving.

• The above two mitigation approaches should result in the demodulator operating at the Rayleigh
limit [20] (see Fig. 70.12). However, there may be an irreducible floor in the error-performance
vs. Eb /N0 curve due to the FM noise that results from the random Doppler spreading. The use of
an in-band pilot tone and a frequency-control loop can lower this irreducible performance level.

• To avoid this error floor caused by random Doppler spreading, increase the signalling rate above
the fading rate still further (100–200 × fading rate) [27]. This is one architectural motive behind
time-division multiple access (TDMA) mobile systems.

• Incorporate error-correction coding and interleaving to lower the floor and approach AWGN
performance.
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Frequency-Selective Fading Distortion: Example #2

Consider the frequency-selective case where the coherence bandwidth is less than the symbol rate; that is,

f0 < W > fd (70.29)

Mitigation consists of using one or more of the following methods. (See Fig. 70.13).

• Since the transmission symbol rate exceeds the channel-fading rate, there is no fast-fading distor-
tion. Mitigation of frequency-selective effects is necessary. One or more of the following techniques
may be considered:

• Adaptive equalization, spread spectrum (DS or FH), OFDM, pilot signal. The European GSM
system uses a midamble training sequence in each transmission time slot so that the receiver can
learn the impulse response of the channel. It then uses a Viterbi equalizer (explained later) for
mitigating the frequency-selective distortion.

• Once the distortion effects have been reduced, introduce some form of diversity and error-
correction coding and interleaving in order to approach AWGN performance. For direct-sequence
spread-spectrum (DS/SS) signalling, the use of a Rake receiver (explained later) may be used for
providing diversity by coherently combining multipath components that would otherwise be lost.

Fast-Fading and Frequency-Selective Fading Distortion: Example #3

Consider the case where the coherence bandwidth is less than the signalling rate, which in turn is less than
the fading rate. The channel exhibits both fast-fading and frequency-selective fading which is expressed as 

f0 < W < fd (70.30a)

or

f0 <  fd (70.30b)

Recalling from Eq. (70.27) that f0 sets an upper limit on signalling rate and fd sets a lower limit on it,
this is a difficult design problem because, unless distortion mitigation is provided, the maximum allow-
able signalling rate is (in the strict terms of the above discussion) less than the minimum allowable
signalling rate. Mitigation in this case is similar to the initial approach outlined in example #1.

• Choose a modulation/demodulation technique that is most robust under fast-fading conditions.

• Use transmission redundancy in order to increase the transmitted symbol rate.

• Provide some form of frequency-selective mitigation in a manner similar to that outlined in
example #2.

• Once the distortion effects have been reduced, introduce some form of diversity and error-
correction coding and interleaving in order to approach AWGN performance.

70.13 The Viterbi Equalizer as Applied to GSM

Figure 70.14 shows the GSM time-division multiple access (TDMA) frame, having a duration of 4.615 ms
and comprising 8 slots, one assigned to each active mobile user. A normal transmission burst occupying
one slot of time contains 57 message bits on each side of a 26-bit midamble called a training or sounding
sequence. The slot-time duration is 0.577 ms (or the slot rate is 1733 slots/s). The purpose of the
midamble is to assist the receiver in estimating the impulse response of the channel in an adaptive way
(during the time duration of each 0.577 ms slot). In order for the technique to be effective, the fading
©2002 CRC Press LLC



 

behavior of the channel should not change appreciably during the time interval of one slot. In other
words, there should not be any fast-fading degradation during a slot time when the receiver is using
knowledge from the midamble to compensate for the channel’s fading behavior. Consider the example of
a GSM receiver used aboard a high-speed train, traveling at a constant velocity of 200 km/hr (55.56 m/s).
Assume the carrier frequency to be 900 MHz (the wavelength is λ = 0.33 m). From Eq. (70.21), we can
calculate that a half-wavelength is traversed in approximately the time (coherence time)

(70.31)

Therefore, the channel coherence time is over 5 times greater than the slot time of 0.577 ms. The time
needed for a significant change in fading behavior is relatively long compared to the time duration of
one slot. Note, that the choices made in the design of the GSM TDMA slot time and midamble were
undoubtedly influenced by the need to preclude fast fading with respect to a slot-time duration, as in
this example.

The GSM symbol rate (or bit rate, since the modulation is binary) is 271 kilosymbols/s and the bandwidth
is W = 200 kHz. If we consider that the typical rms delay spread in an urban environment is on the order
of σ = 2µs, then using Eq. (70.13) the resulting coherence bandwidth is f0 ≈ 100 kHz. It should therefore
be apparent that since f0 < W, the GSM receiver must utilize some form of mitigation to combat frequency-
selective distortion. To accomplish this goal, the Viterbi equalizer is typically implemented.

Figure 70.15 illustrates the basic functional blocks used in a GSM receiver for estimating the channel
impulse response, which is then used to provide the detector with channel-corrected reference waveforms
[52]. In the final step, the Viterbi algorithm is used to compute the MLSE of the message. As stated in
Eq. (70.2), a received signal can be described in terms of the transmitted signal convolved with the impulse
response of the channel, hc(t). We show this below, using the notation of a received training sequence,
rtr(t), and the transmitted training sequence, str(t), as follows:

(70.32)

where ∗  denotes convolution. At the receiver, rtr(t) is extracted from the normal burst and sent to a filter
having impulse response, hmf (t), that is matched to str(t). This matched filter yields at its output an

FIGURE 70.14 The GSM TDMA frame and time-slot containing a normal burst.
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estimate of hc(t), denoted he(t), developed from Eq. (70.32) as follows.

(70.33)

where Rs(t) is the autocorrelation function of str(t). If Rs(t) is a highly peaked (impulse-like) function,
then he(t) ≈ hc(t).

Next, using a windowing function, w(t), we truncate he(t) to form a computationally affordable
function, hw(t). The window length must be large enough to compensate for the effect of typical channel-
induced ISI. The required observation interval L0 for the window can be expressed as the sum of two
contributions. The interval of length LCISI is due to the controlled ISI caused by Gaussian filtering of the
baseband pulses, which are then MSK modulated. The interval of length LC is due to the channel-induced
ISI caused by multipath propagation; therefore, L0 can be written as

L0 = LCISI + LC (70.34)

The GSM system is required to provide mitigation for distortion due to signal dispersions of approxi-
mately 15–20 µs. The bit duration is 3.69 µs. Thus, the Viterbi equalizer used in GSM has a memory of
4–6 bit intervals. For each L0-bit interval in the message, the function of the Viterbi equalizer is to find
the most likely L0-bit sequence out of the  possible sequences that might have been transmitted.
Determining the most likely L0-bit sequence requires that  meaningful reference waveforms be created
by modifying (or disturbing) the  ideal waveforms in the same way that the channel has disturbed the
transmitted message. Therefore, the  reference waveforms are convolved with the windowed estimate of
the channel impulse response, hw(t) in order to derive the disturbed or channel-corrected reference
waveforms. Next, the channel-corrected reference waveforms are compared against the received
data waveforms to yield metric calculations. However, before the comparison takes place, the received data
waveforms are convolved with the known windowed autocorrelation function w(t)Rs(t), transforming
them in a manner comparable to that applied to the reference waveforms. This filtered message signal is
compared to all possible  channel-corrected reference signals, and metrics are computed as required by
the Viterbi decoding algorithm (VDA). The VDA yields the maximum likelihood estimate of the trans-
mitted sequence [34].

FIGURE 70.15 The Viterbi equalizer as applied to GSM.
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70.14 The Rake Receiver Applied to Direct-Sequence
Spread-Spectrum (DS/SS) Systems

Interim Specification 95 (IS-95) describes a DS/SS cellular system that uses a Rake receiver [35]–[37] to
provide path diversity. In Fig. 70.16, five instances of chip transmissions corresponding to the code
sequence 1 0 1 1 1 are shown, with the transmission or observation times labeled t−4 for the earliest
transmission and t0 for the latest. Each abscissa shows three “fingers” of a signal that arrive at the receiver
with delay times t1, t2, and t3. Assume that the intervals between the ti transmission times and the
intervals between the τi delay times are each one chip long. From this, one can conclude that the finger
arriving at the receiver at time t−4, with delay τ3, is time coincident with two other fingers, namely the
fingers arriving at times t−3 and t−2 with delays τ2 and τ1, respectively. Since, in this example, the delayed
components are separated by exactly one chip time, they are just resolvable. At the receiver, there must
be a sounding device that is dedicated to estimating the τi delay times. Note that for a terrestrial mobile
radio system, the fading rate is relatively slow (milliseconds) or the channel coherence time large com-
pared to the chip time (T0 > Tch). Hence, the changes in τi occur slowly enough so that the receiver can
readily adapt to them.

Once the τi delays are estimated, a separate correlator is dedicated to processing each resolvable
multipath finger. In this example, there would be three such dedicated correlators, each one processing
a delayed version of the same chip sequence 1 0 1 1 1. In Fig. 70.16, each correlator receives chips with
power profiles represented by the sequence of fingers shown along a diagonal line. Each correlator
attempts to match these arriving chips with the same PN code, similarly delayed in time. At the end of
a symbol interval (typically there may be hundreds or thousands of chips per symbol), the outputs of
the correlators are coherently combined, and a symbol detection is made. At the chip level, the Rake
receiver resembles an equalizer, but its real function is to provide diversity.

The interference-suppression nature of DS/SS systems stems from the fact that a code sequence arriving
at the receiver merely one chip time late, will be approximately orthogonal to the particular PN code
with which the sequence is correlated. Therefore, any code chips that are delayed by one or more chip
times will be suppressed by the correlator. The delayed chips only contribute to raising the noise floor
(correlation sidelobes). The mitigation provided by the Rake receiver can be termed path diversity, since
it allows the energy of a chip that arrives via multiple paths to be combined coherently. Without the Rake
receiver, this energy would be transparent and therefore lost to the DS/SS system. In Fig. 70.16, looking

FIGURE 70.16 Example of received chips seen by a 3-finger Rake receiver.
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vertically above point τ3, it is clear that there is interchip interference due to different fingers arriving
simultaneously. The spread-spectrum processing gain allows the system to endure such interference at
the chip level. No other equalization is deemed necessary in IS-95.

70.15 Conclusion

In this chapter, the major elements that contribute to fading in a communication channel have been
characterized. Figure 70.1 was presented as a guide for the characterization of fading phenomena. Two
types of fading, large-scale and small-scale, were described. Two manifestations of small-scale fading
(signal dispersion and fading rapidity) were examined, and the examination involved two views, time
and frequency. Two degradation categories were defined for dispersion: frequency-selective fading and
flat-fading. Two degradation categories were defined for fading rapidity: fast and slow. The small-scale
fading degradation categories were summarized in Fig. 70.6. A mathematical model using correlation
and power density functions was presented in Fig. 70.7. This model yields a nice symmetry, a kind of
“poetry” to help us view the Fourier transform and duality relationships that describe the fading phe-
nomena. Further, mitigation techniques for ameliorating the effects of each degradation category were
treated, and these techniques were summarized in Fig. 70.13. Finally, mitigation methods that have been
implemented in two system types, GSM and CDMA systems meeting IS-95, were described.
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Space-Time Processing
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Multipath Propagation • Space-Time Channel Model
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at Mobile (Forward Link) • Discrete Time Signal 
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71.4 ST Receive Processing (Base)
Receive Channel Estimation (Base) • Multiuser ST Receive 
Algorithms • Single-User ST Receive Algorithms

71.5 ST Transmit Processing (Base)
Transmit Channel Estimation (Base) • ST Transmit 
Processing • Forward Link Processing at the Mobile

71.6 Summary

71.1 Introduction

Mobile radio signal processing includes modulation and demodulation, channel coding and decoding,
equalization and diversity. Current cellular modems mainly use temporal signal processing. Use of spatio-
temporal signal processing can improve average signal power, mitigate fading, and reduce cochannel and
intersymbol interference. This can significantly improve the capacity, coverage, and quality of wireless
networks.

A space-time processing radio operates simultaneously on multiple antennas by processing signal
samples both in space and time. In receive, space-time (ST) processing can increase array gain, spatial
and temporal diversity and reduce cochannel interference and intersymbol interference. In transmit, the
spatial dimension can enhance array gain, improve diversity, reduce generation of cochannel and inter-
symbol interference.

71.2 The Space-Time Wireless Channel

Multipath Propagation

Multipath scattering gives rise to a number of propagation effects described below.

Scatterers Local to Mobile

Scattering local to the mobile is caused by buildings/other scatterers in the vicinity of the mobile (a few
tens of meters). Mobile motion and local scattering give rise to Doppler spread which causes time-selective
fading. For a mobile traveling at 65 mph, the Doppler spread is about 200 Hz in the 1900 MHz band. While
local scatterers contribute to Doppler spread, the delay spread they contribute is usually insignificant
because of the small scattering radius. Likewise, the angle spread induced at the base station is also small.
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Remote Scatterers

The emerging wavefront from the local scatterers may then travel directly to the base or may be scattered
toward the base by remote dominant scatterers, giving rise to specular multipaths. These remote scatterers
can be either terrain features or high-rise building complexes. Remote scattering can cause significant
delay and angle spreads.

Scatterers Local to Base

Once these multiple wavefronts reach the base station, they may be scattered further by local structures
such as buildings or other structures in the vicinity of the base. Such scattering will be more pronounced
for low elevation and below roof-top antennas. Scattering local to the base can cause severe angle spread
which in turn causes space-selective fading. See Figure 71.1 for a depiction of different types of scattering.

The forward link channel is affected in similar ways by these scatterers, but in a reverse order.

Space-Time Channel Model

The effect of delay, Doppler and angle spreads makes the channel selective in frequency, time, and space.
Figure 71.2 shows plots of the frequency response at each branch of a four-antenna receiver operating
with a 200 Khz bandwidth. We can see that the channel is highly frequency-selective since the delay
spread reaches 10 to 15 µs. Also, an angle spread of 30∞ causes variations in the channel from antenna
to antenna. The channel variation in time depends upon the Doppler spread. As expected, the plots show

FIGURE 71.1 Multipath propagation in macrocells.

FIGURE 71.2 ST channel.
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negligible channel variation between adjacent time slots, despite the high velocity of the mobile (100 kph).
Use of longer time slots such as in IS-136 will result in significant channel variations over the slot period.
Therefore, space-time processing should address the effect of the three spreads on the signal.

71.3 Signal Models

We develop signal models for nonspread modulation used in time division multiple access (TDMA)
systems.

Signal Model at Base Station (Reverse Link)

We assume that antenna arrays are used at the base station only and that the mobile has a single omni
antenna. The mobile transmits a channel coded and modulated signal which does not incorporate any
spatial (or indeed any special temporal) processing. See Figure 71.3.

The baseband signal xi(t) received by the base station at the ith element of an m element antenna array
is given by

(71.1)

where L is the number of multipaths, ai(θl) is the response of the ith element for the lth path from
direction ,  is the complex path fading, τl is the path delay, ni(t) is the additive noise and u( .)
is the transmitted signal that depends on the modulation waveform and the information data stream.

For a linear modulation, the baseband transmitted signal is given by

(71.2)

where g( .) is the pulse shaping waveform and s(k) represents the information bits.
In the above model we have assumed that the inverse signal bandwidth is large compared to the travel

time across the array. Therefore, the complex envelopes of the signals received by different antennas from
a given path are identical except for phase and amplitude differences that depend on the path angle-of-
arrival, array geometry and the element pattern. This angle-of-arrival dependent phase and amplitude
response at the ith element is ai(θl).

FIGURE 71.3 ST Processing Model.
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We collect all the element responses to a path arriving from angle θl into an m-dimensional vector,
called the array response vector defined as

(71.3)

where x(t) and n(t) are m-dimensional complex vectors. The fading |αR(t)| is Rayleigh or Rician distrib-
uted depending on the propagation model.

Signal Model at Mobile (Forward Link)

In this model, the base station transmits different signals from each antenna with a defined relationship
between them. In the case of a two element array, some examples of transmitted signals ui(t), i = 1, 2 can
be: (a) delay diversity: u2(t) = u1(t - T) where T is the symbol period; (b)Doppler diversity: u2(t) = u1(t)e jωt

where ω is differential carrier offset; (c) beamforming: u2(t) = w2u1(t) where w2 is complex scalar; and
(d) space-time coding: u1(t) = ∑k g(t - kT)s1(k), u2(t) = ∑k g(t - kT)s2(k) where s1(k) and s2(k) are related
to the symbol sequence s(k) through coding.

The received signal at the mobile is then given by

(71.4)

where the path delay τl and angle parameters θl are the same as those of the reverse link.  is the
complex fading on the forward link. In (fast) TDD systems  will be identical to the reverse link
complex fading . In a FDD system  and  will usually have the same statistics but will in
general be uncorrelated with each other. We assume  is the same for both links. This is only
approximately true in FDD systems.

If simple beamforming alone is used in transmit, the signals radiated from the antennas are related by
a complex scalar and result in a directional transmit beam which may selectively couple into the multipath
environment and differentially scale the power in each path.

The signal received by the mobile in this case can be written as

(71.5)

where w is the beamforming vector.

Discrete Time Signal Model

The channel model described above uses physical path parameters such as path gain, delay, and angle of
arrival. In practice these are not known and the discrete time received signal uses a more convenient
discretized “symbol response” channel model.

We derive a discrete-time signal model at the base station antenna array. Let the continuous-time
output from the receive antenna array x(t) be sampled at the symbol rate at instants t = to + kT. Then
the vector array output may be written as

(71.6)
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where HR is the reverse link symbol response channel (a m × N matrix) that captures the effects of the
array response, symbol waveform and path fading. m is the number of antennas, N is the channel length
in symbol periods and n(k) the sampled vector of additive noise. Note that n(k) may be colored in space
and time, as discussed later. HR is assumed to be time invariant. s(k) is a vector of N consecutive elements
of the data sequence and is defined as

(71.7)

Note that we have assumed a sampling rate of one sample per symbol. Higher sampling rates may be
used. Also, HR is given by

(71.8)

where g(τl) is a vector defined by T spaced sampling of the pulse shaping function g(.) with an offset of τl.
Likewise the forward discrete signal model at the mobile is given by

(71.9)

where  is a 1 × N composite channel from the symbol sequence via the ith antenna to the mobile
receiver which includes the effect transmit ST processing at the base station.

In the case of two antenna delay diversity,  is given by

(71.10)

and 

(71.11)

If spatial beamforming alone is used, the signal model becomes

(71.12)

where HF is the intrinsic forward (F) channel given by

(71.13)
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Signal-Plus-Interference Model

The overall received signal-plus-interference-and-noise model at the base station antenna array can be
written as

(71.14)

where  and  are channels for signal and CCI, respectively, while ss and sq are the corresponding data
sequences. Note that Eq. (71.14) appears to suggest that the signal and interference are baud synchronous.
However, this can be relaxed and the time offsets can be absorbed into the channel .

Similarly, the signal at the mobile can also be extended to include CCI. Note that in this case, the
source of interference is from other base stations (in TDMA) and the channel is between the interfering
base station and the desired mobile. It is often convenient to handle signals in blocks. Therefore, we may
collect M consecutive snapshots of  corresponding to time instants k,…,k + M - 1, (and dropping
subscripts for a moment), we get

(71.15)

where X(k), S(k) and N(k) are defined appropriately. Similarly the received signal at the mobile in the
forward link has a block representation using a row vector.

71.4 ST Receive Processing (Base)

The base station receiver receives the signals from the array antenna which consist of the signals from
the desired mobile and the cochannel signals along with associated intersymbol interference and fading.
The task of the receiver is to maximize signal power and mitigate fading, CCI and ISI. There are two
broad approaches for doing this—one is multiuser detection wherein we demodulate both the cochannel
and desired signals jointly, the other is to cancel CCI. The structure of the receiver depends on the nature
of the channel estimates available and the tolerable receiver complexity. There are a number of options
and we discuss only a few salient cases. Before discussing the receiver processing, we discuss how receiver
channel is estimated.

Receive Channel Estimation (Base)

In many mobile communications standards, such as GSM and IS-54, explicit training signals are inserted
inside the TDMA data bursts.

Let T be the training sequence arranged in a matrix form (T is arranged to be a Toeplitz matrix).
Then, during the training burst, the received data is given by

(71.16)

Clearly HR can be estimated using least squares as

(71.17)

where .
The use of training consumes spectrum resource. In GSM, for example, about 20% of the bits are

dedicated to training. Moreover, in rapidly varying mobile channels, we may have to retrain frequently,
resulting in even poorer spectral efficiency. There is, therefore, increased interest in blind methods that
can estimate a channel without an explicit training signal.
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Multiuser ST Receive Algorithms

In multiuser (MU) algorithms, we address the problem of jointly demodulating the multiple signals.
Recall the received signal is given by

(71.18)

where HR and S are suitably defined to include multiple users and are of dimensions m × NQ and NQ × M,
respectively.

If the channels for all the arriving signals are known, then we jointly demodulate all the user data
sequences using multiuser maximum likelihood sequence estimation (MLSE). Starting with the data
model in Eq. (71.18), we can then search for multiple user data sequences that minimize the ML cost
function

(71.19)

The multiuser MLSE will have a large number of states in the trellis. Efficient techniques for imple-
menting this complex receiver are needed. Multiuser MLSE detection schemes outperform all other
receivers.

Single-User ST Receive Algorithms

In this scheme we only demodulate the desired user and cancel the CCI. Therefore, after CCI cancellation
we can use MLSE receivers to handle diversity and ISI. In this method there is potential conflict between
CCI mitigation and diversity maximization. We are forced to allocate the available degrees of freedom
(antennas) to the competing requirements.

One approach is to cancel CCI by a space-time filter followed by an MLSE receiver to handle ISI. We
do this by reformulating the MLSE criterion to arrive at a joint solution for the ST-MMSE filter and the
effective channel for the scalar MLSE.

Another approach is to use a ST-MMSE receiver to handle both CCI and ISI. In a space-time filter
(equalizer-beamformer), W has the following form

(71.20)

In order to obtain a convenient formulation for the space-time filter output, we introduce the quantities
W(k) and X(k) as follows

(71.21)

where the operator vec(.)is defined as:
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The ST-MMSE filter chooses the filter weights to achieve the minimum mean square error. The
ST-MMSE filter takes the familiar form

(71.22)

where is one column of vec(HR). In ST-MMSE the CCI and spatial diversity conflict for the spatial
degrees of freedom. Likewise, temporal diversity and ISI cancellation conflict for the temporal degrees of
freedom.

71.5 ST Transmit Processing (Base)

The goal in ST transmit processing is to maximize the average signal power and diversity at the receiver
as well as minimize cochannel generation to other mobiles. Note that the base station transmission cannot
directly affect the CCI seen by its intended mobile. In transmit the space-time processing needs channel
knowledge, but since it is carried out prior to transmission and, therefore, before the signal encounters
the channel, this is different from the reverse link where the space-time processing is carried out after
the channel has affected the signal. Note that the mobile receiver will, of course, need to know the channel
for signal demodulation, but since it sees the signal after transmission through the channel, it can estimate
the forward link channel using training signals transmitted from the individual transmitter antennas.

Transmit Channel Estimation (Base)

The transmit channel estimation at the base of the vector forward channel can be done via feedback by
use of reciprocity principles. In a TDD system, if the duplexing time is small compared to the coherence
time of the channel, both channels are the same and the base station can use its estimate of the reverse
channel as the forward channel; i.e., HF = HR, where HR is the reverse channel (we have added superscript
R to emphasize the receive channel). In FDD systems, the forward and reverse channels can potentially
be very different. This arises from differences in instantaneous complex path gains αR π αF. The other
channel components a(θl) and g(τl) are very nearly equal.

A direct approach to estimating the forward channel is to feed back the signal from the mobile unit
and then estimate the channel. We can do this by transmitting orthogonal training signals through each
base station antenna. We can feed back from the mobile to the base the received signal for each transmitted
signal and thus estimate the channel.

ST Transmit Processing

The primary goals at the transmitter are to maximize diversity in the link and to reduce CCI generation
to other mobiles. The diversity maximization depends on the inherent diversity at the antenna array
and cannot be created at the transmitter. The role of ST processing is limited to maximizing the
exploitability of this diversity at the receiver. This usually leads to use of orthogonal or near orthogonal
signalling at each antenna: Úu1(t)u2(t)dt ª 0. Orthogonality ensures that the transmitted signals are
separable at the mobile which can now combine these signals after appropriate weighting to attain
maximum diversity.

In order to minimize CCI, our goal is to use the beamforming vector w to steer the radiated energy
and therefore minimize the interference at the other mobiles while maximizing the signal level at one’s
own mobile. Note that the CCI at the reference mobile is not controlled by its own base station but is
generated by other base stations. Reducing CCI at one’s own mobile requires the cooperation of the other
base stations.

Therefore we choose w such that

(71.23)
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where Q - 1 is the number of susceptible outer cell mobiles.  is the channel from the base station
to the qth outer cell mobile. In order to solve the above equation, we need to know the forward link
channel HF to the reference mobile and to cochannel mobiles. In general, such complete channel
knowledge may not be available and suboptimum receivers must be designed. Furthermore, we need to
find a receiver that harmonizes maximization of diversity and reduction of CCI. Use of transmit ST
processing affects HF and thus can be incorporated.

Forward Link Processing at the Mobile

The mobile will receive the composite signal from all the base station transmit antennas and will need
to demodulate the signal to estimate the symbol sequence. In doing so it usually needs to estimate the
individual channels from each base station antenna to itself. This is usually done via the use of training
signals on each transmit antenna. Note that as the number of transmit antennas increases, there is a
greater burden of training requirements. The use of transmit ST processing reduces the CCI power
observed by the mobile as well enhances the diversity available.

71.6 Summary

Use of space-time processing can significantly improve average signal power, mitigate fading, and
reduce cochannel and intersymbol interference in wireless networks. This can in turn result in signifi-
cantly improved capacity, coverage, and quality of wireless networks.

In this chapter we have discussed applications of ST processing to TDMA systems. The applications
to CDMA systems follow similar principles, but differences arise due to the nature of the signal and
interference models.

Defining Terms

CCI: Cochannel interference arises from neighboring cells where the frequency channel is reused.
ISI: Intersymbol intereference is caused by multipath propagation where one symbol interferes with

other symbols.
Maximum Likelihood Sequence Estimation: A technique for channel equalization based on determin-

ing the best symbol sequence that matches the received signal.
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72.1 Introduction

The vision of nomadic personal communications is the ubiquitous availability of services to facilitate
exchange of information (voice, data, video, image, etc.) between nomadic end users independent of
time, location, or access arrangements. To realize this vision, it is necessary to locate users that move

1” 1996 by Bell Communications Research, Inc. Used with permission. The material in this chapter appeared originally
in the following IEEE publications: S. Mohan and R. Jain. 1994. Two user location strategies for personal commu-
nications services, IEEE Personal Communications: The Magazine of Nomadic Communications and Computing,
pp. 42–50, Feb., and R. Jain, C.N. Lo, and S. Mohan, 1994. A caching strategy to reduce network impacts of PCS,
J-SAC Special Issue on Wireless and Mobile Networks, Aug.
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from place to place. The strategies commonly proposed are two-level hierarchical strategies, which
maintain a system of mobility databases, home location registers (HLR) and visitor location resisters
(VLR), to keep track of user locations. Two standards exist for carrying out two-level hierarchical
strategies using HLRs and VLRs. The standard commonly used in North America is the EIA/TIA Interim
Standard 41 (IS 41) [6] and in Europe the Global System for Mobile Communications (GSM) [15,18].
In this chapter, we refer to these two strategies as basic location strategies.

We introduce these two strategies for locating users and provide a tutorial on their usage. We then
analyze and compare these basic location strategies with respect to load on mobility databases and signalling
network. Next we propose an auxiliary strategy, called the per-user caching or, simply, the caching strategy,
that augments the basic location strategies to reduce the signalling and database loads.

The outline of this chapter is as follows. In Section 72.2 we discuss different forms of mobility in the
context of personal communications services (PCS) and describe a reference model for a PCS architecture.
In Sections 72.3 and 72.4, we describe the user location strategies specified in the IS-41 and GSM standards,
respectively, and in Section 72.5, using a simple example, we present a simplified analysis of the database
loads generated by each strategy. In Section 72.6, we briefly discuss possible modifications to these
protocols that are likely to result in significant benefits by either reducing query and update rate to
databases or reducing the signalling traffic or both. Section 72.7 introduces the caching strategy followed
by an analysis in the next two sections. This idea attempts to exploit the spatial and temporal locality in
calls received by users, similar to the idea of exploiting locality of file access in computer systems [20].
A feature of the caching location strategy is that it is useful only for certain classes of PCS users, those
meeting certain call and mobility criteria. We encapsulate this notion in the definition of the user’s call-
to-mobility ratio (CMR), and local CMR (LCMR), in Section 72.8. We then use this definition and our
PCS network reference architecture to quantify the costs and benefits of caching and the threshold LCMR
for which caching is beneficial, thus characterizing the classes of users for which caching should be
applied. In Section 72.9, we describe two methods for estimating users’ LCMR and compare their
effectiveness when call and mobility patterns are fairly stable, as well as when they may be variable. In
Section 72.10, we briefly discuss alternative architectures and implementation issues of the strategy
proposed and mention other auxiliary strategies that can be designed. Section 72.11 provides some
conclusions and discussion of future work.

The choice of platforms on which to realize the two location strategies (IS-41 and GSM) may vary
from one service provider to another. In this paper, we describe a possible realization of these protocols
based on the advanced intelligent network (AIN) architecture (see [2,5]), and signalling system 7 (SS7).
It is also worthwhile to point out that several strategies have been proposed in the literature for locating
users, many of which attempt to reduce the signalling traffic and database loads imposed by the need to
locate users in PCS.

72.2 An Overview of PCS

This section explains different aspects of mobility in PCS using an example of two nomadic users who
wish to communicate with each other. It also describes a reference model for PCS.

Aspects of Mobility—Example 72.1

PCS can involve two possible types of mobility, terminal mobility and personal mobility, that are explained
next.

Terminal Mobility: This type of mobility allows a terminal to be identified by a unique terminal identifier
independent of the point of attachment to the network. Calls intended for that terminal can therefore
be delivered to that terminal regardless of its network point of attachment. To facilitate terminal mobility,
a network must provide several functions, which include those that locate, identify, and validate a terminal
and provide services (e.g., deliver calls) to the terminal based on the location information. This implies
that the network must store and maintain the location information of the terminal based on a unique
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identifier assigned to that terminal. An example of a terminal identifier is the IS-41 EIA/TIA cellular
industry term mobile identification number (MIN), which is a North American Numbering Plan (NANP)
number that is stored in the terminal at the time of manufacture and cannot be changed. A similar notion
exists in GSM (see Section 72.4).

Personal Mobility: This type of mobility allows a PCS user to make and receive calls independent of both
the network point of attachment and a specific PCS terminal. This implies that the services that a user has
subscribed to (stored in that user’s service profile) are available to the user even if the user moves or changes
terminal equipment. Functions needed to provide personal mobility include those that identify (authen-
ticate) the end user and provide services to an end user independent of both the terminal and the location
of the user. An example of a functionality needed to provide personal mobility for voice calls is the need
to maintain a user’s location information based on a unique number, called the universal personal tele-
communications (UPT) number, assigned to that user. UPT numbers are also NANP numbers. Another
example is one that allows end users to define and manage their service profiles to enable users to tailor
services to suit their needs. In Section 72.4, we describe how GSM caters to personal mobility via smart cards.

For the purposes of the example that follows, the terminal identifiers (TID) and UPT numbers are NANP
numbers, the distinction being TIDs address terminal mobility and UPT numbers address personal mobility.
Though we have assigned two different numbers to address personal and terminal mobility concerns, the
same effect could be achieved by a single identifier assigned to the terminal that varies depending on the
user that is currently utilizing the terminal. For simplicity we assume that two different numbers are assigned.

Figure 72.1 illustrates the terminal and personal mobility aspects of PCS, which will be explained via
an example. Let us assume that users Kate and Al have, respectively, subscribed to PCS services from
PCS service provider (PSP) A and PSP B. Kate receives the UPT number, say, 500 111 4711, from PSP A.
She also owns a PCS terminal with TID 200 777 9760. Al too receives his UPT number 500 222 4712

FIGURE 72.1 Illustrating terminal and personal mobility.
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from PSP B, and he owns a PCS terminal with TID 200 888 5760. Each has been provided a personal
identification number (PIN) by their respective PSP when subscription began. We assume that the two
PSPs have subscribed to PCS access services from a certain network provider such as, for example, a local
exchange carrier (LEC). (Depending on the capabilities of the PSPs, the access services provided may
vary. Examples of access services include translation of UPT number to a routing number, terminal and
personal registration, and call delivery. Refer to Bellcore [3] for further details.) When Kate plugs in her
terminal to the network, or when she activates it, the terminal registers itself with the network by providing
its TID to the network. The network creates an entry for the terminal in an appropriate database, which,
in this example, is entered in the terminal mobility database (TMDB) A. The entry provides a mapping
of her terminal’s TID, 200 777 9760, to a routing number (RN), RN1. All of these activities happen
without Kate being aware of them. After activating her terminal, Kate registers herself at that terminal
by entering her UPT number (500 111 4711) to inform the network that all calls to her UPT number
are to be delivered to her at the terminal. For security reasons, the network may want to authenticate
her and she may be prompted to enter her PIN number into her terminal. (Alternatively, if the terminal
is equipped with a smart card reader, she may enter her smart card into the reader. Other techniques,
such as, for example, voice recognition, may be employed.) Assuming that she is authenticated, Kate has
now registered herself. As a result of personal registration by Kate, the network creates an entry for her
in the personal mobility database (PMDB) A that maps her UPT number to the TID of the terminal at
which she registered. Similarly, when Al activates his terminal and registers himself, appropriate entries
are created in TMDB B and PMDB B. Now Al wishes to call Kate and, hence, he dials Kate’s UPT number
(500 111 4711). The network carries out the following tasks.

1. The switch analyzes the dialed digits and recognizes the need for AIN service, determines that the
dialed UPT number needs to be translated to a RN by querying PMDB A and, hence, it queries
PMDB A.

2. PMDB A searches its database and determines that the person with UPT number 500 111 4711
is currently registered at terminal with TID 200 777 9760.

3. PMDB A then queries TMDB A for the RN of the terminal with TID 200 777 9760. TMDB A
returns the RN (RN1).

4. PMDB A returns the RN (RN1) to the originating switch.
5. The originating switch directs the call to the switch RN1, which then alerts Kate’s terminal. The

call is completed when Kate picks up her terminal.

Kate may take her terminal wherever she goes and perform registration at her new location. From then
on, the network will deliver all calls for her UPT number to her terminal at the new location. In fact,
she may actually register on someone else’s terminal too. For example, suppose that Kate and Al agree
to meet at Al’s place to discuss a school project they are working on together. Kate may register herself
on Al’s terminal (TID 200 888 9534). The network will now modify the entry corresponding to 4711 in
PMDB A to point to B 9534. Subsequent calls to Kate will be delivered to Al’s terminal.

The scenario given here is used only to illustrate the key aspects of terminal and personal mobility;
an actual deployment of these services may be implemented in ways different from those suggested here.
We will not discuss personal registration further. The analyses that follow consider only terminal mobility
but may easily be modified to include personal mobility.

A Model for PCS

Figure 72.2 illustrates the reference model used for the comparative analysis. The model assumes that
the HLR resides in a service control point (SCP) connected to a regional signal transfer point (RSTP).
The SCP is a storehouse of the AIN service logic, i.e., functionality used to perform the processing
required to provide advanced services, such as speed calling, outgoing call screening, etc., in the AIN
architecture (see Bellcore [2] and Berman and Brewster [5]). The RSTP and the local STP (LSTP) are
packet switches, connected together by various links such A links or D links, that perform the signalling
©2002 CRC Press LLC



 

   
functions of the SS7 network. Such functions include, for example, global title translation for routing
messages between the AIN switching system, which is also referred to as the service switching point (SSP),
and SCP and IS-41 messages [6]. Several SSPs may be connected to an LSTP.

The reference model in Fig. 72.2 introduces several terms which are explained next. We have tried to
keep the terms and discussions fairly general. Wherever possible, however, we point to equivalent cellular
terms from IS-41 or GSM.

For our purposes, the geographical area served by a PCS system is partitioned into a number of radio
port coverage areas (or cells, in cellular terms) each of which is served by a radio port (or, equivalently,
base station) that communicates with PCS terminals in that cell. A registration area (also known in the
cellular world as location area) is composed of a number of cells. The base stations of all cells in a registration
area are connected by wireline links to a mobile switching center (MSC). We assume that each registration
area is served by a single VLR. The MSC of a registration area is responsible for maintaining and accessing
the VLR and for switching between radio ports. The VLR associated with a registration area is responsible
for maintaining a subset of the user information contained in the HLR.

Terminal registration process is initiated by terminals whenever they move into a new registration area.
The base stations of a registration area periodically broadcast an identifier associated with that area. The
terminals periodically compare an identifier they have stored with the identifier to the registration area
being broadcast. If the two identifiers differ, the terminal recognizes that it has moved from one registration
area to another and will, therefore, generate a registration message. It also replaces the previous registration
area identifier with that of the new one. Movement of a terminal within the same registration area will
not generate registration messages. Registration  messages may also be generated when the terminals are
switched on. Similarly, messages are generated to deregister them when they are switched off.

PCS services may be provided by different types of commercial service vendors. Bellcore [3] describes
three different types of PSPs and the different access services that a public network may provide to them.
For example, a PSP may have full network capabilities with its own switching, radio management, and
radio port capabilities. Certain others may not have switching capabilities, and others may have only
radio port capabilities. The model in Fig. 72.2 assumes full PSP capabilities. The analysis in Section 72.5
is based on this model and modifications may be necessary for other types of PSPs.

It is also quite possible that one or more registration areas may be served by a single PSP. The PSP may
have one or more HLRs for serving its service area. In such a situation users that move within the PSP’s
serving area may generate traffic to the PSP’s HLR (not shown in Fig. 72.2) but not to the network’s
HLR (shown in Fig. 72.2). In the interest of keeping the discussions simple, we have assumed that there

FIGURE 72.2 Example of a reference model for a PCS.
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is one-to-one correspondence between SSPs and MSCs and also between MSCs, registration areas, and
VLRs. One impact of locating the SSP, MSC, and VLR in separate physical sites connected by SS7 signalling
links would be to increase the required signalling message volume on the SS7 network. Our model assumes
that the messages between the SSP and the associated MSC and VLR do not add to signalling load on the
public network. Other configurations and assumptions could be studied for which the analysis may need
to be suitably modified. The underlying analysis techniques will not, however, differ significantly.

72.3 IS-41 Preliminaries

We now describe the message flow for call origination, call delivery, and terminal registration, sometimes
called location registration, based on the IS-41 protocol. This protocol is described in detail in EIA/TIA [6].
Only an outline is provided here.

Terminal/Location Registration

During IS-41 registration, signalling is performed between the following pairs of network elements:

• New serving MSC and the associated database (or VLR)

• New database (VLR) in the visited area and the HLR in the public network

• HLR and the VLR in former visited registration area or the old MSC serving area

Figure 72.3 shows the signalling message flow diagram for IS-41 registration activity, focusing only on
the essential elements of the message flow relating to registration; for details of variations from the basic
registration procedure, see Bellcore [3].

FIGURE 72.3 Signalling flow diagram for registration in IS-41.
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The following steps describe the activities that take place during registration.

1. Once a terminal enters a new registration area, the terminal sends a registration request to the
MSC of that area.

2. The MSC sends an authentication request (AUTHRQST) message to its VLR to authenticate the
terminal, which in turn sends the request to the HLR. The HLR sends its response in the authrqst
message.

3. Assuming the terminal is authenticated, the MSC sends a registration notification (REGNOT)
message to its VLR.

4. The VLR in turn sends a REGNOT message to the HLR serving the terminal. The HLR updates
the location entry corresponding to the terminal to point to the new serving MSC/VLR. The HLR
sends a response back to the VLR, which may contain relevant parts of the user’s service profile.
The VLR stores the service profile in its database and also responds to the serving MSC.

5. If the user A terminal was registered previously in a different registration area, the HLR sends a
registration cancellation (REGCANC) message to the previously visited VLR. On receiving this
message, the VLR erases all entries for the terminal from the record and sends a REGCANC message
to the previously visited MSC, which then erases all entries for the terminal from its memory.

The protocol shows authentication request and registration notification as separate messages. If the
two messages can be packaged into one message, then the rate of queries to HLR may be cut in half.
This does not necessarily mean that the total number of messages are cut in half.

Call Delivery

The signalling message flow diagram for IS-41 call delivery is shown in Fig. 72.4. The following steps
describe the activities that take place during call delivery.

1. A call origination is detected and the number of the called terminal (for example, MIN) is received
by the serving MSC. Observe that the call could have originated from within the public network

FIGURE 72.4 Signalling flow diagram for call delivery in IS-41.
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from a wireline phone or from a wireless terminal in an MSC/VLR serving area. (If the call
originated within the public network, the AIN SSP analyzes the dialed digits and sends a query
to the SCP.)

2. The MSC determines the associated HLR serving the called terminal and sends a location request
(LOCREQ) message to the HLR.

3. The HLR determines the serving VLR for that called terminal and sends a routing address
request (ROUTEREQ) to the VLR, which forwards it to the MSC currently serving the
terminal.

4. Assuming that the terminal is idle, the serving MSC allocates a temporary identifier, called a
temporary local directory number (TLDN), to the terminal and returns a response to the HLR
containing this information. The HLR forwards this information to the originating SSP/MSC in
response to its LOCREQ message.

5. The originating SSP requests call setup to the serving MSC of the called terminal via the SS7
signalling network using the usual call setup protocols.

Similar to the considerations for reducing signalling traffic for location registration, the VLR and HLR
functions could be united in a single logical database for a given serving area and collocated; further, the
database and switch can be integrated into the same piece of physical equipment or be collocated. In this
manner, a significant portion of the messages exchanged between the switch, HLR, and VLR as shown
in Fig. 72.4 will not contribute to signalling traffic.

FIGURE 72.5 Flow diagram for registration in GSM.
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72.4 Global System for Mobile Communications

In this section we describe the user location strategy proposed in the European Global System for Mobile
Communications (GSM) standard and its offshoot, digital cellular system 1800 (DCS1800). There has
recently been increased interest in GSM in North America, since it is possible that early deployment of
PCS will be facilitated by using the communication equipment already available from European manu-
facturers who use the GSM standard. Since the GSM standard is relatively unfamiliar to North American
readers, we first give some background and introduce the various abbreviations. The reader will find
additional details in Mouley and Pautet [18]. For an overview on GSM, refer to Lycksell [15].

The abbreviation GSM originally stood for Groupe Special Mobile, a committee created within the
pan-European standardization body Conference Europeenne des Posts et Telecommunications (CEPT)
in 1982. There were numerous national cellular communication systems and standards in Europe at the
time, and the aim of GSM was to specify a uniform standard around the newly reserved 900-MHz frequency
band with a bandwidth of twice 25 MHz. The phase 1 specifications of this standard were frozen in 1990.
Also in 1990, at the request of the United Kingdom, specification of a version of GSM adapted to the
1800-MHz frequency, with bandwidth of twice 75 MHz, was begun. This variant is referred to as
DCS1800; the abbreviation GSM900 is sometimes used to distinguish between the two variations, with
the abbreviation GSM being used to encompass both GSM900 and DSC1800. The motivation for
DCS1800 is to provide higher capacities in densely populated urban areas, particularly for PCS. The
DCS1800 specifications were frozen in 1991, and by 1992 all major GSM900 European operators began
operation.

At the end of 1991, activities concerning the post-GSM generation of mobile communications were
begun by the standardization committee, using the name universal mobile telecommunications system
(UMTS) for this effort. In 1992, the name of the standardization committee was changed from GSM to
special mobile group (SMG) to distinguish it from the 900-MHz system itself, and the term GSM was
chosen as the commercial trademark of the European 900-MHz system, where GSM now stands for
global system for mobile communications.

The GSM standard has now been widely adopted in Europe and is under consideration in several
other non-European countries, including the United Arab Emirates, Hong Kong, and New Zealand. In
1992, Australian operators officially adopted GSM.

Architecture

In this section we describe the GSM architecture, focusing on those aspects that differ from the archi-
tecture assumed in the IS-41 standard.

A major goal of the GSM standard was to enable users to move across national boundaries and still
be able to communicate. It was considered desirable, however, that the operational network within each
country be operated independently. Each of the operational networks is called a public land mobile
network (PLMN) and its commercial coverage area is confined to the borders of one country (although
some radio coverage overlap at national boundaries may occur), and each country may have several
competing PLMNs.

A GSM customer subscribes to a single PLMN called the home PLMN, and subscription information
includes the services the customer subscribes to. During normal operation, a user may elect to choose
other PLMNs as their service becomes available (either as the user moves or as new operators enter the
marketplace). The user’s terminal [GSM calls the terminal a mobile station (MS)] assists the user in
choosing a PLMN in this case, either presenting a list of possible PLMNs to the user using explicit names
(e.g., DK Sonofon for the Danish PLMN) or choosing automatically based on a list of preferred PLMNs
stored in the terminal’s memory. This PLMN selection process allows users to choose between the services
and tariffs of several competing PLMNs. Note that the PLMN selection process differs from the cell
selection and handoff process that a terminal carries out automatically without any possibility of user
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intervention, typically based on received radio signal strengths and, thus, requires additional intelligence
and functionality in the terminal.

The geographical area covered by a PLMN is partitioned into MSC serving areas, and a registration area
is constrained to be a subset of a single MSC serving area. The PLMN operator has complete freedom to
allocate cells to registration areas. Each PLMN has, logically speaking, a single HLR, although this may be
implemented as several physically distributed databases, as for IS-41. Each MSC also has a VLR, and a VLR
may serve one or several MSCs. As for IS-41, it is interesting to consider how the VLR should be viewed in
this context. The VLR can be viewed as simply a database off loading the query and signalling load on the
HLR and, hence, logically tightly coupled to the HLR or as an ancillary processor to the MSC. This distinction
is not academic; in the first view, it would be natural to implement a VLR as serving several MSCs, whereas
in the second each VLR would serve one MSC and be physically closely coupled to it. For GSM, the MSC
implements most of the signalling protocols, and at present all switch manufacturers implement a combined
MSC and VLR, with one VLR per MSC [18].

A GSM mobile station is split in two parts, one containing the hardware and software for the radio
interface and the other containing subscribers-specific and location information, called the subscriber
identity module (SIM), which can be removed from the terminal and is the size of a credit card or smaller.
The SIM is assigned a unique identity within the GSM system, called the international mobile subscriber
identity (IMSI), which is used by the user location strategy as described in the next subsection. The SIM
also stores authentication information, services lists, PLMN selection lists, etc., and can itself be protected
by password or PIN.

The SIM can be used to implement a form of large-scale mobility called SIM roaming. The GSM
specifications standardize the interface between the SIM and the terminal, so that a user carrying his or
her SIM can move between different terminals and use the SIM to personalize the terminal. This capability
is particularly useful for users who move between PLMNs which have different radio interfaces. The user
can use the appropriate terminal for each PLMN coverage area while obtaining the personalized facilities
specified in his or her SIM. Thus, SIMs address personal mobility. In the European context, the usage of
two closely related standards at different frequencies, namely, GSM900 and DCS1800, makes this capa-
bility an especially important one and facilitates interworking between the two systems.

User Location Strategy

We present a synopsis of the user location strategy in GSM using call flow diagrams similar to those used
to describe the strategy in IS-41.

In order to describe the registration procedure, it is first useful to clarify the different identifiers used in
this procedure. The SIM of the terminal is assigned a unique identity, called the IMSI, as already mentioned.
To increase confidentiality and make more efficient use of the radio bandwidth, however, the IMSI is not
normally transmitted over the radio link. Instead, the terminal is assigned a temporary mobile subscriber
identity (TMSI) by the VLR when it enters a new registration area. The TMSI is valid only within a given
registration area and is shorter than the IMSI. The IMSI and TMSI are identifiers that are internal to the
system and assigned to a terminal or SIM and should not be confused with the user’s number that would
be dialed by a calling party; the latter is a separate number called the mobile subscriber integrated service
digital network (ISDN) number (MSISDN), and is similar to the usual telephone number in a fixed network.

We now describe the procedure during registration. The terminal can detect when it has moved into the
cell of a new registration area from the system information broadcast by the base station in the new cell.
The terminal initiates a registration update request to the new base station; this request includes the identity
of the old registration area and the TMSI of the terminal in the old area. The request is forwarded to the
MSC, which, in turn, forwards it to the new VLR. Since the new VLR cannot translate the TMSI to the
IMSI of the terminal, it sends a request to the old VLR to send the IMSI of the terminal corresponding to
that TMSI. In its response, the old VLR also provides the required authentication information. The new
VLR then initiates procedures to authenticate the terminal. If the authentication succeeds, the VLR uses the
IMSI to determine the address of the terminal’s HLR.
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The ensuing protocol is then very similar to that in IS-41, except for the following differences. When
the new VLR receives the registration affirmation (similar to regnot in IS-41) from the HLR, it assigns
a new TMSI to the terminal for the new registration area. The HLR also provides the new VLR with all
relevant subscriber profile information required for call handling (e.g., call screening lists, etc.) as part
of the affirmation message. Thus, in contrast with IS-41, authentication and subscriber profile informa-
tion are obtained from both the HLR and old VLR and not just the HLR.

The procedure for delivering calls to mobile users in GSM is very similar to that in IS-41. The sequence
of messages between the caller and called party’s MSC/VLRs and the HLR is identical to that shown in
the call flow diagrams for IS-41, although the names, contents and lengths of messages may be different
and, hence, the details are left out. The interested reader is referred to Mouly and Pautet [18] or Lycksell
[15] for further details.

72.5 Analysis of Database Traffic Rate for IS-41 and GSM

In the two subsections that follow, we state the common set of assumptions on which we base our
comparison of the two strategies.

The Mobility Model for PCS Users

In the analysis that follows in the IS-41 analysis subsection, we assume a simple mobility model for the
PCS users. The model, which is described in [23], assumes that PCS users carrying terminals are moving
at an average velocity of v and their direction of movement is uniformly distributed over [0, 2π]. Assuming
that the PCS users are uniformly populated with a density of ρ and the registration area boundary is of
length L, it has been shown that the rate of registration area crossing R is given by

(72.1)

Using Eq. (72.1), we can calculate the signalling traffic due to registration, call origination, and delivery.
We now need a set of assumptions so that we may proceed to derive the traffic rate to the databases using
the model in Fig. 72.2.

Additional Assumptions

The following assumptions are made in performing the analysis.

• 128 total registration areas

• Square registration area size: (7.575 km)2 = 57.5 km2, with border length L = 30.3 km

• Average call origination rate = average call termination (delivery) rate = 1.4/h/terminal

• Mean density of mobile terminals = ρ = 390/km2

• Total number of mobile terminals = 128 ×  57.4 ×  390 = 2.87 ×  106

• Average call origination rate = average call termination (delivery) rate = 1.4/h/terminal

• Average speed of a mobile, v = 5.6 km/h

• Fluid flow mobility model

The assumptions regarding the total number of terminals may also be obtained by assuming that a
certain public network provider serves 19.15 ×  106 users and that 15% (or 2.87 ×  106) of the users also
subscribe to PCS services from various PSPs.

Note that we have adopted a simplified model that ignores situations where PCS users may turn their
handsets on and off that will generate additional registration and deregistration traffic. The model also
ignores wireline registrations. These activities will increase the total number of queries and updates to
HLR and VLRs.

R
rvL

p
--------=
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Analysis of IS-41

Using Eq. (72.1) and the parameter values assumed in the preceding subsection, we can compute the traffic
due to registration. The registration traffic is generated by mobile terminals moving into a new registration
area, and this must equal the mobile terminals moving out of the registration area, which per second is

This must also be equal to the number of deregistrations (registration cancellations),

The total number of registration messages per second arriving at the HLR will be

The HLR should, therefore, be able to handle, roughly, 750 updates per second. We observe from Fig.
72.3 that authenticating terminals generate as many queries to VLR and HLR as the respective number
of updates generated due to registration notification messages.

The number of queries that the HLR must handle during call origination and delivery can be similarly
calculated. Queries to HLR are generated when a call is made to a PCS user. The SSP that receives the
request for a call, generates a location request (LOCREQ) query to the SCP controlling the HLR. The
rate per second of such queries must be equal to the rate of calls made to PCS users.

This is calculated as

For calls originated from a mobile terminal by PCS users, the switch authenticates the terminal by
querying the VLR. The rate per second of such queries is determined by the rate of calls originating in
an SSP serving area, which is also a registration area (RA). This is given by

This is also the number of queries per second needed to authenticate terminals of PCS users to which
calls are delivered:

Table 72.1 summarizes the calculations.

Analysis of GSM

Calculations for query and update rates for GSM may be performed in the same manner as for IS-41,
and they are summarized in Table 72.2. The difference between this table and Table 72.1 is that in GSM
the new serving VLR does not query the HLR separately in order to authenticate the terminal during
registration and, hence, there are no HLR queries during registration. Instead, the entry (749 queries)

Rreg, VLR

390 30.3 5.6××
3600p

--------------------------------------- 5.85= =

Rdereg, VLR 5.85=

Rreg, HLR Rreg, VLR total No. of registration areas× 749= =

RCallDeliv, HLR call rate per user total number of users×=

1.4 2.87 105××
3600

--------------------------------------=

1116=

RCallOrig, VLR

1116
128
----------- 8.7= =

RCallDeliv, VLR 8.7=
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under HLR queries in Table 72.1, corresponding to mobility-related authentication activity at registration,
gets equally divided between the 128 VLRs. Observe that with either protocol the total database traffic
rates are conserved, where the total database traffic for the entire network is given by the sum of all of
the entries in the last row total (Network), i.e.,

HLR updates + VLR updates + HLR queries + VLR queries

From Tables 72.1 and 72.2 we see that this quantity equals 7087.
The conclusion is independent of any variations we may provide to the assumptions in earlier in the

section. For example, if the PCS penetration (the percentage of the total users subscribing to PCS services)
were to increase from 15 to 30%, all of the entries in the two tables will double and, hence, the total
database traffic generated by the two protocols will still be equal.

72.6 Reducing Signalling During Call Delivery

In the preceding section, we provided a simplified analysis of some scenarios associated with user location
strategies and the associated database queries and updates required. Previous studies [13,16] indicate
that the signalling traffic and database queries associated with PCS due to user mobility are likely to grow
to levels well in excess of that associated with a conventional call. It is, therefore, desirable to study
modifications to the two protocols that would result in reduced signalling and database traffic. We now
provide some suggestions.

For both GSM and IS-41, delivery of calls to a mobile user involves four messages: from the caller’s
VLR to the called party’s HLR, from the HLR to the called party’s VLR, from the called party’s VLR to
the HLR, and from the HLR to the caller’s VLR. The last two of these messages involve the HLR, whose
role is to simply relay the routing information provided by the called party’s VLR to the caller’s VLR. An
obvious modification to the protocol would be to have the called VLR directly send the routing
information to the calling VLR. This would reduce the total load on the HLR and on signalling network

TABLE 72.1 IS-41 Query and Update Rates to HLR and VLR

Activity HLR Updates/s VLR Updates/s HLR Queries/s VLR Queries/s

Mobility-related
activities at
registration

749 5.85 749 5.85

Mobility-related
activities at
deregistration

5.85

Call origination 8.7
Call delivery 1116 8.7
Total (per RA) 5.85 11.7 14.57 23.25
Total (Network) 749 1497.6 1865 2976

TABLE 72.2 GMS Query and Update Rates to HLR and VLR

Activity HLR Updates/s VLR Updates/s HLR Queries/s VLR Queries/s

Mobility-related
activities at
registration

749 5.85 11.7

Mobility-related
activities at
deregistration

5.85

Call origination 8.7
Call delivery 1116 8.7
Total (per VLR) 749 11.7 1116 29.1
Total (Network) 749 1497.6 1116 3724.8
©2002 CRC Press LLC



 

                         
links substantially. Such a modification to the protocol may not be easy, of course, due to administrative,
billing, legal, or security concerns. Besides, this would violate the query A response model adopted in
IS-41, requiring further analysis.

A related question which arises is whether the routing information obtained from the called party’s
VLR could instead be stored in the HLR. This routing information could be provided to the HLR, for
example, whenever a terminal registers in a new registration area. If this were possible, two of the four
messages involved in call delivery could be eliminated. This point was discussed at length by the GSM
standards body, and the present strategy was arrived at. The reason for this decision was to reduce the
number of temporary routing numbers allocated by VLRs to terminals in their registration area. If a
temporary routing number (TLDN in IS-41 or MSRN in GSM) is allocated to a terminal for the whole
duration of its stay in a registration area, the quantity of numbers required is much greater than if a
number is assigned on a per-call basis. Other strategies may be employed to reduce signalling and database
traffic via intelligent paging or by storing user’s mobility behavior in user profiles (see, for example,
Tabbane [22]). A discussion of these techniques is beyond the scope of the paper.

72.7 Per-User Location Caching

The basic idea behind per-user location caching is that the volume of SS7 message traffic and database
accesses required in locating a called subscriber can be reduced by maintaining local storage, or cache, of
user location information at a switch. At any switch, location caching for a given user should be employed
only if a large number of calls originate for that user from that switch, relative to the user’s mobility.
Note that the cached information is kept at the switch from which calls originate, which may or may not
be the switch where the user is currently registered.

Location caching involves the storage of location pointers at the originating switch; these point to the
VLR (and the associated switch) where the user is currently registered. We refer to the procedure of
locating a PCS user a FIND operation, borrowing the terminology from Awerbuch and Peleg [1]. We
define a basic FIND, or BasicFIND( ), as one where the following sequence of steps takes place.

1. The incoming call to a PCS user is directed to the nearest switch.
2. Assuming that the called party is not located within the immediate RA, the switch queries the

HLR for routing information.
3. The HLR contains a pointer to the VLR in whose associated RA the subscriber is currently situated

and launches a query to that VLR.
4. The VLR, in turn, queries the MSC to determine whether the user terminal is capable of receiving

the call (i.e., is idle) and, if so, the MSC returns a routable address (TLDN in IS-41) to the VLR.
5. The VLR relays the routing address back to the originating switch via the HLR.

At this point, the originating switch can route the call to the destination switch. Alternately, BasicFIND( )
can be described by pseudocode as follows. (We observe that a more formal method of specifying PCS
protocols may be desirable.)

BasicFIND( ){
Call to PCS user is detected at local switch;
if called party is in same RA then return;
Switch queries called party’s HLR;
Called party’s HLR queries called party’s current VLR, V;
V returns called party’s location to HLR;
HLR returns location to calling switch;

}

In the FIND procedure involving the use of location caching, or CacheFIND( ), each switch contains a
local memory (cache) that stores location information for subscribers. When the switch receives a call
©2002 CRC Press LLC



 

                            
origination (from either a wire-line or wireless caller) directed to a PCS subscriber, it first checks its
cache to see if location information for the called party is maintained. If so, a query is launched to the
pointed VLR; if not, BasicFIND( ), as just described, is followed. If a cache entry exists and the pointed
VLR is queried, two situations are possible. If the user is still registered at the RA of the pointed VLR
(i.e., we have a cache hit), the pointed VLR returns the user’s routing address. Otherwise, the pointed
VLR returns a cache miss.

CacheFIND( ){
Call to PCS user is detected at local switch;
if called is in same RA then return;
if there is no cache entry for called user
then invoke BasicFIND( ) and return;
Switch queries the VLR, V, specified in the cache entry;
if called is at V, then

V returns called party’s location to calling switch;
else {

V returns “miss” to calling switch;
Calling switch invokes BasicFIND( );

}
}

When  a cache hit occurs we save one query to the HLR [a VLR query is involved in both CacheFIND( )
and BasicFIND( )], and we also save traffic along some of the signalling links; instead of four message
transmissions, as in BasicFIND( ), only two are needed. In steady-state operation, the cached pointer for
any given user is updated only upon a miss.

Note that the BasicFIND( ) procedure differs from that specified for roaming subscribers in the IS-41
standard EIA/TIA [6]. In the IS-41 standard, the second line in the BasicFIND( ) procedure is omitted,
i.e., every call results in a query of the called user’s HLR. Thus, in fact, the procedure specified in the
standard will result in an even higher network load than the BasicFIND( ) procedure specified here. To
make a fair assessment of the benefits of CacheFIND( ), however, we have compared it against
BasicFIND( ). Thus, the benefits of CacheFIND( ) investigated here depend specifically on the use of
caching and not simply on the availability of user location information at the local VLR.

72.8 Caching Threshold Analysis

In this section we investigate the classes of users for which the caching strategy yields net reductions in
signalling traffic and database loads. We characterize classes of users by their CMR. The CMR of a user
is the average number of calls to a user per unit time, divided by the average number of times the user
changes registration areas per unit time. We also define a LCMR, which is the average number of calls
to a user from a given originating switch per unit time, divided by the average number of times the user
changes registration areas per unit time.

For each user, the amount of savings due to caching is a function of the probability that the cached
pointer correctly points to the user’s location and increases with the user’s LCMR. In this section we
quantify the minimum value of LCMR for caching to be worthwhile. This caching threshold is param-
eterized with respect to costs of traversing signalling network elements and network databases and can
be used as a guide to select the subset of users to whom caching should be applied. The analysis in this
section shows that estimating user’s LCMRs, preferably dynamically, is very important in order to apply
the caching strategy. The next section will discuss methods for obtaining this estimate.

From the pseudocode for BasicFIND( ), the signalling network cost incurred in locating a PCS user
in the event of an incoming call is the sum of the cost of querying the HLR (and receiving the response),
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and the cost of querying the VLR which the HLR points to (and receiving the response). Let

α = cost of querying the HLR and receiving a response
β = cost of querying the pointed VLR and receiving a response

Then, the cost of BasicFIND( ) operation is

(72.2)

To quantify this further, assume costs for traversing various network elements as follows.

Al = cost of transmitting a location request or response message on A link between SSP and LSTP
D = cost of transmitting a location request on response message or D link
Ar = cost of transmitting a location request or response message on A link between RSTP and SCP
L = cost of processing and routing a location request or response message by LSTP
R = cost of processing and routing a location request or response message by RSTP

HQ = cost of a query to the HLR to obtain the current VLR location
VQ = cost of a query to the VLR to obtain the routing address

Then, using the PCS reference network architecture

(72.3)

(72.4)

From Eqs. (72.2)–(72.4)

(72.5)

We now calculate the cost of CacheFIND( ). We define the hit ratio as the relative frequency with which
the cached pointer correctly points to the user’s location when it is consulted. Let

p = cache hit ratio
CH = cost of the CacheFIND( ) procedure when there is a hit
CM = cost of the CacheFIND( ) procedure when there is a miss

Then the cost of CacheFIND( ) is

(72.6)

For CacheFIND( ), the signalling network costs incurred in locating a user in the event of an incoming
call depend on the hit ratio as well as the cost of querying the VLR, which is stored in the cache; this
VLR query may or may not involve traversing the RSTP. In the following, we say a VLR is a local VLR if
it is served by the same LSTP as the originating switch, and a remote VLR otherwise. Let

q = Prob (VLR in originating switch’s cache is a local VLR)
δ = cost of querying a local VLR
� = cost of querying a remote VLR
η = cost of updating the cache upon a miss

Then,

(72.7)

(72.8)

(72.9)

CB a b+=

a 2 Al D Ar L R+ + + +( ) HQ+=

b 2 Al D Ar L R+ + + +( ) VQ+=

CB 4 Al D Ar L R+ + + +( ) HQ VQ+ +=

CC pCH 1 p–( )CM+=

d 4Al 2L VQ+ +=

� 4 Al D L+ +( ) 2R VQ+ +=

CH qd 1 q–( )�+=
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Since updating the cache involves an operation to a fast local memory rather than a database operation,
we shall assume in the following that η = 0. Then,

(72.10)

From Eqs. (72.6), (72.9), and (72.10) we have

(72.11)

For net cost savings we require CC < CB, or that the hit ratio exceeds a hit ratio threshold pT , derived using
Eqs. (72.6), (72.9), and (72.2),

(72.12)

(72.13)

Equation (72.13) specifies the hit ratio threshold for a user, evaluated at a given switch, for which local
maintenance of a cached location entry produces cost savings. As pointed out earlier, a given user’s hit
ratio may be location dependent, since the rates of calls destined for that user may vary widely across
switches.

The hit ratio threshold in Eq. (72.13) is comprised of heterogeneous cost terms, i.e., transmission link
utilization, packet switch processing, and database access costs. Therefore, numerical evaluation of the
hit ratio threshold requires either detailed knowledge of these individual quantities or some form of
simplifying assumptions. Based on the latter approach, the following two possible methods of evaluation
may be employed.

1. Assume one or more cost terms dominate, and simplify Eq. (72.13) by setting the remaining terms
to zero.

2. Establish a common unit of measure for all cost terms, for example, time delay. In this case, Al ,
Ar , and D may represent transmission delays of fixed transmission speed (e.g., 56 kb/s) signalling
links, L and R may constitute the sum of queueing and service delays of packet switches (i.e.,
STPs), and HQ and VQ the transaction delays for database queries.

In this section we adopt the first method and evaluate Eq. (72.13) assuming a single term dominates. (In
Section 72.9 we present results using the second method.) Table 72.3 shows the hit ratio threshold required
to obtain net cost savings, for each case in which one of the cost terms is dominant.

TABLE 72.3 Minimum Hit Ratios and LCMRs for Various Individual 
Dominant Signalling Network Cost Terms

Dominant
Cost Term

Hit ratio
Threshold, pT

LCMR 
Threshold, 

LCMRT

LCMR 
Threshold
(q = 0.043)

LCMR 
Threshold
(q = 0.25)

Al 1 ∞ ∞ ∞
Ar 0 0 0 0
D 1 - q 1/q - 1 22 3
L 1 - q/2 2/q - 1 45 7
R 1 - q/2 2/q - 1 45 7
HQ 0 0 0 0
VQ 1 ∞ ∞ ∞

CM CH CB+ qd 1 q–( )� a b+ ++= =

CC a b � p a b+( ) q d �–( )+–+ +=

p pT>
CH

CB

------ � q d �–( )+
a b+

-----------------------------= =

4Al 4D 4L 2R VQ q 4D 2L 2R+ +( )–+ + + +
4Al 4D 4Ar 4L 4R HQ VQ+ + + + + +

--------------------------------------------------------------------------------------------------------------=
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In Table 72.3 we see that if the cost of querying a VLR or of traversing a local A link is the dominant
cost, caching for users who may move is never worthwhile, regardless of users’ call reception and mobility
patterns. This is because the caching strategy essentially distributes the functionality of the HLR to the
VLRs. Thus, the load on the VLR and the local A link is always increased, since any move by a user results
in a cache miss. On the other hand, for a fixed user (or telephone), caching is always worthwhile. We
also observe that if the remote A links or HLR querying are the bottlenecks, caching is worthwhile even
for users with very low hit ratios.

As a simple average-case calculation, consider the net network benefit of caching when HLR access
and update is the performance bottleneck. Consider a scenario where u = 50% of PCS users receive c =
80% of their calls from s = 5 RAs where their hit ratio p > 0, and s′ = 4 of the SSPs at those RAs contain
sufficiently large caches. Assume that caching is applied only to this subset of users and to no other users.
Suppose that the average hit ratio for these users is p = 80%, so that 80% of the HLR accesses for calls
to these users from these RA are avoided. Then the net saving in the accesses to the system’s HLR is
H = (ucs′p)/s = 25%. 

We discuss other quantities in Table 72.3 next. It is first useful to relate the cache hit ratio to users’
calling and mobility patterns directly via the LCMR. Doing so requires making assumptions about the
distribution of the user’s calls and moves. We consider the steady state where the incoming call stream
from an SSP to a user is a Poisson process with arrival rate λ, and the time that the user resides in an
RA has a general distribution F(t) with mean 1/µ. Thus,

(72.14)

Let t be the time interval between two consecutive calls from the SSP to the user and t1 be the time
interval between the first call and the time when the user moves to a new RA. From the random observer
property of the arrival call stream [7], the hit ratio is

If F(t) is an exponential distribution, then

(72.15)

and we can derive the LCMR threshold, the minimum LCMR required for caching to be beneficial
assuming incoming calls are a Poisson process and intermove times are exponentially distributed,

(72.16)

Equation (72.16) is used to derive LCMR thresholds assuming various dominant costs terms, as shown
in Table 72.3.

Several values for LCMRT in Table 72.3 involve the term q, i.e., the probability that the pointed VLR
is a local VLR. These values may be numerically evaluated by simplifying assumptions. For example,
assume that all of the SSPs in the network are uniformly distributed amongst l LSTPs. Also, assume that
all of the PCS subscribers are uniformly distributed in location across all SSPs and that each subscriber
exhibits the same incoming call rate at every SSP. Under those conditions, q is simply 1/l. Consider the
case of the public switched telephone network. Given that there are a total of 160 local access transport

LCMR
l
m
-----=

Pr t t1<[ ]  le lt–

t=0

∞∫= =  m 1 F t 1( )–[ ]dt1dtt1=t
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p
l

l m+
-------------=
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1 pT–
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area (LATA) across the 7 Regional Bell Operating Company (RBOC) regions [4], the average number of
LATAs, or l, is 160/7 or 23. Table 72.3 shows the results with q = 1/l in this case.
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ve that the assumption that all users receive calls uniformly from all switches in the network
 conservative. In practice, we expect that user call reception patterns would display signifi-
 locality, so that q would be larger and the LCMR thresholds required to make caching
would be smaller. It is also worthwhile to consider the case of a RBOC region with PCS
a few LATA only, a likely initial scenario, say, 4 LATAs. In either case the value of q would
tly higher; Table 72.3 shows the LCMR threshold when q = 0.25.
ble to quantify the net costs and benefits of caching in terms of signalling network impacts
nd to determine the hit ratio and LCMR threshold above which users should have the caching
lied. Applying caching to users whose hit ratio and LCMR is below this threshold results in
s in network impacts. It is, thus, important to estimate users’ LCMRs accurately. The next
sses how to do so.

echniques for Estimating Users’ LCMR

ch some methods of estimating users’ LCMR. A simple and attractive policy is to not estimate
ties on a per-user basis at all. For instance, if the average LCMR over all users in a PCS system
gh (and from Table 72.3, it need not be high depending on which network elements are the
sts), then caching could be used at every SSP to yield net system-wide benefits. Alternatively,
n that at any given SSP the average LCMR over all users is high enough, a cache can be
hat SSP. Other variations can be designed. 
ibility for deciding about caching on a per-user basis is to maintain information about a
 and mobility pattern at the HLR and to download it periodically to selected SSPs during
rs. It is easy to envision numerous variations on this idea.
tion we investigate two possible techniques for estimating LCMR on a per-user basis when
 be deployed. The first algorithm, called the running average algorithm, simply maintains a

rage of the hit ratio for each user. The second algorithm, called the reset-K algorithm, attempts
easure of the hit ratio over the recent history of the user’s movements. We describe the two

ext and evaluate their effectiveness using a stochastic analysis taking into account user calling
y patterns.

ning Average Algorithm

 average algorithm maintains, for every user that has a cache entry, the running average of
. A running count is kept of the number of calls to a given user, and, regardless of the FIND
sed to locate the user, a running count of the number of times that the user was at the same
any two consecutive calls; the ratio of these numbers provides the measured running average
io. We denote the measured running average of the hit ratio by pM; in steady state, we expect
The user’s previous location as stored in the cache entry is used only if the running average
tio pM is greater than the cache hit threshold pT . Recall that the cache scheme outperforms
eme if p > pT = CH/CB. Thus, in steady state, the running average algorithm will outperform
eme when pM > pT.

der, as before, the steady state where the incoming call stream from an SSP to a user is a
cess with arrival rate λ, and the time that the user resides in an RA has an exponential
 with mean 1/µ. Thus LCMR = λ/µ [Eq. (72.14)] and the location tracking cost at steady

(72.17)CC
pMCH 1 pM–( )CB,+ pM pT>
CB, otherwise




=
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plots the cost ratio CC/CB from Eq. (72.17) against LCMR. (This corresponds to assigning
its to all cost terms in Eq. (72.13), i.e., the second evaluation method as discussed in
. Thus, the ratio CC/CB may represent the percentage reduction in user location time with
strategy compared to the basic strategy.) The figure indicates that in the steady state, the
tegy with the running average algorithm for estimating LCMR can significantly outperform
eme if LCMR is sufficiently large. For instance with LCMR ∼ 5, caching can lead to cost

0–60% over the basic strategy.
(72.17) (cf., solid curves in Fig. 72.6) is validated against a simple Monte Carlo simulation
curves in Fig. 72.6). In the simulation, the confidence interval for the 95% confidence  level
t measure CC/CB is within 3% of the mean value. This simulation model will later be used
running average algorithm when the mean of the movement distribution changes from time
ich cannot be modeled by using Eq. (72.17)].
lem with the running average algorithm is that the parameter p is measured from the entire
 of the user’s movement, and the algorithm may not be sufficiently dynamic to adequately
cent history of the user’s mobility patterns.

t-K Algorithm

dify the running average algorithm such that p is measured from the recent history. Define
ming calls as a cycle. The modified algorithm, which is referred to as the reset-K algorithm,
umber of cache hits n in a cycle. If the measured hit ratio for a user, pM = n/K ≥ pT , then

 enabled for that user, and the cached information is always used to locate the user in the

The location tracking cost for the running average algorithm.

ress LLC



next cycle. Otherwise, the cache is disabled for that user, and the basic scheme is used. At the beginning
of a cycle, the cache hit count is reset, and a new  pM value is measured during the cycle.
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the performance of the reset-K algorithm, we model the number of cache misses in a cycle
 process. Assume as before that the call arrivals are a Poisson process with arrival rate λ and
iod the user resides in an RA has an exponential distribution with mean 1/µ. A pair (i, j),
represents the state that there are j cache misses before the first i incoming phone calls in a
 (i, j)∗, where i ≥ j ≥ 1,  represents the state that there are j − 1 cache misses before the first
phone calls in a cycle, and the user moves between the ith and the i + 1 phone calls. The
etween (i, j) and (i, j)∗ is that if the Markov process is in the state (i, j) and the user moves,
cess moves into the state (i, j + 1)∗. On the other hand, if the process is in state (i, j)∗ when
ves, the process remains in (i, j)∗ because at most one cache miss occurs between two

phone calls.
.7(a) illustrates the transitions for state (i, 0) where 2 < i < K + 1. The Markov process moves
0) to (i, 0) if a phone call arrives before the user moves out. The rate is λ. The process moves
o (i, 1)∗ if the user moves to another RA before the i + 1 call arrival. Let π(i, j) denote the
f the process being in state (i, j). Then the transition equation is

(72.18)

b) illustrates the transitions for state (i, i − 1) where 1 < i < K + 1. The only transition into
i − 1) is from (i − 1, i − 1)∗, which means that the user always moves to another RA after a
[Note that there can be no state (i − 1, i − 1) by definition and, hence, no transition from
] The transition rate is λ. The process moves from (i, i − 1) to (i, i)∗ with rate µ, and moves
 1) with rate λ. Let π∗(i, j) denote the probability of the process being in state (i, j)∗. Then
n equation is

(72.19)

c) illustrates the transitions for state (i, j) where 2 < i < K + 1, 0 < j < i − 1. The process may
ate (i, j) from two states (i − 1, j) and (i − 1, j)∗ with rate λ, respectively. The process moves
 (i, j + 1)∗ or  (i + 1, j) with rates µ and λ, respectively. The transition equation is

(72.20)

d) illustrates the transitions for state (K + 1, j) where 0 < j < K + 1. Note that if a phone call
 the process is in (K, j) or (K, j)∗, the system enters a new cycle (with rate λ), and we could

e new state as (1, 0). In our model, we introduce the state (K + 1, j) instead of (1, 0), where

it ratio, and thus the location tracking cost, can be derived [see Eq. (72.25)]. The process
 (K + 1, j) [i.e., (1, 0)] to (1, 1)∗ with rate µ if the user moves before the next call arrives.
he process moves to (2, 0) with rate λ. The transition equation is

(72.21)

π i,0( ) λ
λ µ+
------------- π i 1– , 0( ), 2 i K 1+< <=

π i, i 1–( ) λ
λ µ+
-------------π∗ i 1– , i 1–( ), 1 i K 1+< <=

π i, j( ) λ
λ µ+
------------- π i 1,– j( ) π∗ i 1– , j( )+[ ], 2 i K 1, 0 j i 1–< <+< <=

π K 1,+ j( )
0 j K≤ ≤
∑ π 1, 0( )=

π K 1+ , j( ) λ
λ µ+
------------- π K, j( ) π∗ K, j( )+[ ], 0 j K 1+< <=
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State transitions.
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For  j = 0, the transition from (K, j)∗ to (K + 1, 0) should be removed in Fig. 72.7(d) because the state
(K, 0)∗ does not exist. The transition equation for (K + 1, 0) is given in Eq. (72.18). Figure 72.7(e)
illustrates th ∗ ∗
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e transitions for state (i, j) where 0 < j < i, 1 < i < K + 1. The process can only move to (i, j)
) (with rate µ). From the definition of (i, j)∗, if the user moves when the process is in (i, j)∗,

remains in (i, j)∗ (with rate µ). Otherwise, the process moves to (i + 1, j) with rate λ. The
uation is

(72.22)

ns for (2, 0) are similar to the transitions for (i, 0) except that the transition from (1, 0) is
(K + 1, 0),…,(K + 1, K) [cf., Fig. 72.7(f)]. The transition equation is

(72.23)

transitions for (1, 1)∗ is similar to the transitions for (i, j)∗ except that the transition from
aced by (K + 1, 0),…,(K + 1, K) [cf., Fig. 72.7(g)]. The transition equation is

(72.24)

t at the beginning of a cycle, the process is in state (K + 1, j), then it implies that there are j
 in the previous cycle. The cache is enabled if and only if

obability that the measured hit ratio pM < pT in the previous cycle is

tion tracking cost for the reset-K algorithm is

(72.25)

m Eq. (72.25) represents the cost incurred when caching is disabled because the hit ratio
ceeds the hit ratio measured in the previous cycle. The second term is the cost when the
led and consists of two parts, corresponding to calls during which hits occur and calls during

s occur. The ratio in square brackets is the conditional probability of being in state 
urrent cycle.

π∗ i, j( ) µ
λ
---π i, j 1–( ), 0 j i, 1 i K 1, i 2≥+< <≤<=

π 2, 0( ) λ
λ µ+
------------- π K 1, j+( )

0≤ j≤K

 

∑=

π∗ 1, 1( ) µ
λ
--- π K 1, j+( )

0≤ j≤K

 

∑=

pM pT≥
CH

CB

------ 1
j
K
---–

CH

CB

------ 0 j K 1
CH

CB

------– 
 ≤ ≤⇒≥⇒=

Pr pM pT<[ ]
∑k 1− CH/CB( )[ ] j K≤< π K 1,j+( )

∑0≤ j≤Kπ K 1, j+( )
--------------------------------------------------------------------=

r pM pT<[ ] 1 Pr pM pT<[ ]–( )
K j–( )CH

K
-----------------------

j CH CB+( )
K

--------------------------+ 
  π K 1, j+( )

∑0≤i≤Kπ K 1+ , i( )
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erical computation of  can be done as follows. First, compute ai,j and bi,j where
 and . Note that ai,j = 0(bi,j = 0) if  is not

qs. (72.18)–(72.24). Since

 can be computed and the location tracking cost for the reset-K algorithm is obtained
2.25).
sis is validated by a Monte Carlo simulation. In the simulation, the confidence interval for
fidence level of the output measure CC /CB is within 3% of the mean value. Figure 72.8 plots
. (72.25) (the solid curves) against the simulation experiments (the dashed curves) for K = 20

.5CB and 0.3CB, respectively. The figure indicates that the analysis is consistent with the
odel.

on of the LCMR Estimation Algorithms

utions for the incoming call process and the user movement process never change, then we
t the running average algorithm to outperform the reset-K algorithm (especially when K is
se the measured hit ratio pM in the running average algorithm approaches the true hit ratio
e steady state. Surprisingly, the performance for the reset-K algorithm is roughly the same

ng average algorithm even if  K is as small as 10. Figure 72.9 plots the location tracking costs
ing average algorithm and the reset-K algorithm with different K values.

The location tracking costs for the reset-K algorithm; K = 20.

π K 1+ , j( )
, jπ

∗ 1, 1( ) π∗ i, j( ) bi , jπ
∗ 1, 1( )= π i, j( ) π∗ i, j( )[ ]

π i, j( ) π∗ i, j( )+[ ]
i , j
∑ 1=

π∗ 1,1( ) 1
∑i , j ai , j bi , j+( )
---------------------------------=

, j)
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e indicates that in steady state, when the distributions for the incoming call process and the
ent process never change, the running average algorithm outperforms reset K, and a large
utperforms a small K but the differences are insignificant.
ributions for the incoming call process or the user movement process change from time to
ect that the reset-K algorithm outperforms the running average algorithm. We have examined
tion experimentally. In the experiments, 4000 incoming calls are simulated. The call arrival
 from 0.1 to 1.0, 0.3, and then 5.0 for every 1000 calls (other sequences have been tested and
ts are observed). For every data point, the simulation is repeated 1000 times to ensure that
ce interval for the 98% confidence level of the output measure CC/CB is within 3% of the

 Figure 72.10 plots the location tracking costs for the two algorithms for these experiments.
 the distributions of the incoming call process, we observe that the reset-K algorithm is better
ning average algorithm for all CH/CB values.

iscussion

n we discuss aspects of the caching strategy presented here. Caching in PCS systems raises
 issues not encountered in traditional computer systems, particularly with respect to archi-
locality in user call and mobility patterns. In addition, several variations in our reference
 are possible for investigating the implementation of the caching strategies. Here we sketch

 issues involved.

The location tracking costs for the running average algorithm and the reset-K algorithm; CH = 0.5CB.
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ns When Caching Is Beneficial

ize the conditions for which the auxiliary strategies are worthwhile, under the assumptions of

ing strategy is very promising when the HLR update (or query load) or the remote A link
rmance bottleneck, since a low LCMR(LCMR > O) is required. For caching, the total
d and signalling network traffic is reduced whenever there  is a cache hit. In addition,
ffic is redistributed from the HLR and higher level SS7 network elements (RSTP, D links)
 and lower levels where excess network capacity may be more likely to exist. If the VLR
rmance bottleneck, the caching strategy is not promising, unless the VLR capacity is

fits of the caching strategy depend on user call and mobility patterns when the D link,
STP are the performance bottlenecks. We have used a Poisson call arrival model and

 intermove time to estimate this dependence. Under very conservative assumptions, for
be beneficial requires relatively high LCMR (25–50); we expect that in practice this
uld be lowered significantly (say,  LCMR > 7). Further experimental study is required to
 amount of locality in user movements for different user populations to investigate this
r. It is possible that for some classes of users data obtained from active badge location
ies (e.g., Fishman and Mazer [8]) could be useful. In general, it appears that caching
otentially provide benefits to some classes of users even when the D link, the RSTP, or
e the bottlenecks.
e that more accurate models of user calling and mobility patterns are required to help resolve
ised in this section. We are currently engaged in developing theoretical models for user
 estimating their effect on studies of various aspects of PCS performance [10].

0 Comparing the running average algorithm and the reset-K algorithm under unstable call traffic. 
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Alternative Network Architectures

The reference architecture we have assumed (Fig. 72.2) is only one of several possible architectures. It is
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onsider variations in the placement of the HLR and VLR functionality, (e.g., placing the VLR
P associated with the LSTP instead of at the SSP), the number of SSPs served by an LSTP, the

LRs deployed, etc. It is quite conceivable that different regional PCS service providers and
ications companies will deploy different signalling network architectures, as well as placement
 for supporting PCS within their serving regions [19]. It is also possible that the number and
f databases in a network will change over time as the number of PCS users increases.
an consider many possible variations of the architecture, we have selected a reference archi-
ustrate the new auxiliary strategies and our method of calculating their costs and benefits.
he architecture may result in minor variations in our analysis but may not significantly affect
ive conclusions.

timation and Caching Policy

 that for some user populations estimating the LCMR may not be necessary, since they display
high-average LCMR. For some populations, as we have shown in Section 72.9, obtaining
mates of user LCMR in order to decide whether or not to use caching can be important in
 the net benefits of caching.
presented two simple distributed algorithms for estimating LCMR, based on a long-range
nge running calculation; the former is preferable if the call and mobility pattern of users

sistent. Tuning the amount of history that is used to determine whether caching should
 for a particular user is an obvious area for further study but is outside the scope of this

ative approach is to utilize some user-supplied information, by requesting profiles of user
(e.g., see Tabbane [22] and to integrate this with the caching strategy. A variation of this
to use some domain knowledge about user populations and their characteristics.
issue is that of cache size and management. In practice it is likely that the monetary cost of
cache may limit its size. In that case, cache entries may not be maintained for some users;
se users carefully is important to maximize the benefits of caching. Note that the cache hit
ld cannot necessarily be used to determine which users have cache entries, since it may be

intain cache entries for some users even though their hit ratios have temporarily fallen below
d. A simple policy that has been found to be effective in computer systems in the least recently
policy [20] in which cache entries that have been least recently used are discarded; LRU may
uidance in this context.

onclusions

is chapter with an overview of the nuances of PCS, such as personal and terminal mobility,
 deregistration, call delivery, etc. A tutorial was then provided on the two most common
r locating users in PCS, in North American interim standard IS-41 and the Pan-European
M. A simplified analysis of the two standards was then provided to show the reader the extent
tabase and signalling traffic is likely to be generated by PCS services. Suggestions were then
re likely to result in reduced traffic.
studies [12,13,14,16] of PCS-related network signalling and data management functionalities
h level of utilization of the signalling network in supporting call and mobility management
 PCS systems. Motivated by the need to evolve location strategies to reduce signalling and
ds, we then presented an auxiliary strategy, called per-user caching, to augment the basic
 strategy proposed in standards [6,18].
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Using a reference system architecture for PCS, we quantified the criteria under which the caching
strategy produces reductions in the network signalling and database loads in terms of users’ LCMRs. We
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that, if the HLR or the remote A link in an SS7 architecture is the performance bottleneck,
seful regardless of user call and mobility patterns. If the D link or STPs are the performance
 caching is potentially beneficial for large classes of users, particularly if they display a degree
 their call reception patterns. Depending on the numbers of PCS users who meet these criteria,
ide impacts of these strategies could be significant. For instance, for users with  LCMR ~ 5

all and move patterns, caching can result in cost reduction of 20–60% over the basic user
tegy BasicFIND( ) under our analysis. Our results are conservative in that the BasicFIND( )
e have used for comparison purposes already reduces the network impacts compared to the
 strategy specified in PCS standards such as IS-41.

also investigated in detail two simple on-line algorithms for estimating users’ LCMRs and
e call and mobility patterns for which each would be useful. The algorithms allow a system
une the amount of history used to estimate a users’ LCMR and, hence, to attempt to optimize
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73.1  Introduction

Designing a cellular network is a challenging task that invites engineers to exercise all of their knowledge
in telecommunications. Although it may not be necessary to work as an expert in all of the fields, the
interrelationship among the areas involved impels the designer to naturally search for a deeper under-
standing of the main phenomena. In other words, the time for segregation, when radio engineers and
traffic engineers would not talk to each other, at least through a common vocabulary, is probably gone.

A great many aspects must be considered in a cellular network planning. The main ones include the
following.

Radio Propagation: Here the topography and the morphology of the terrain, the urbanization factor
and the clutter factor of the city, and some other aspects of the target geographical region under
investigation will constitute the input data for the radio coverage design. 

Frequency Regulation and Planning: In most countries there is a centralized organization, usually
performed by a government entity, regulating the assignment and use of the radio spectrum. The
frequency planning within the assigned spectrum should then be made so that interferences are mini-
mized and the traffic demand is satisfied.

Modulation: As far as analog systems are concerned, the narrowband FM is widely used due to its
remarkable performance in the presence of fading. The North American Digital Cellular Standard IS-54
proposes the π/4 differential quadrature phase-shift keying (π/4 DQPSK) modulation, whereas the Global
Standard for Mobile Communications (GSM) establishes the use of the Gaussian minimum-shift keying
(GMSK).

Antenna Design: To cover large areas and for low-traffic applications omnidirectional antennas are rec-
ommended. Some systems at their inception may have these characteristics, and the utilization of
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omnidirectional antennas certainly keeps the initial investment low. As the traffic demand increases, the use
of some sort of capacity enhancement technique to meet the demand, such as replacing the omnidirectional
by directional antennas, is mandatory.

Transmission Planning: The structure of the channels, both for signalling and voice, is one of the
aspects to be considered in this topic. Other aspects include the performance of the transmission com-
ponents (power capacity, noise, bandwidth, stability, etc.) and the design or specification of transmitters
and receivers.

Switching Exchange: In most cases this consists of adapting the existing switching network for mobile
radio communications purposes.

Teletraffic: For a given grade of service and number of channels available, how many subscribers can
be accommodated into the system? What is the proportion of voice and signalling channels?

Software Design: With the use of microprocessors throughout the system there are software applica-
tions in the mobile unit, in the base station, and in the switching exchange. 

Other aspects, such as human factors, economics, etc., will also influence the design.
This chapter outlines the aspects involving the basic design steps in cellular network planning. Topics,

such as traffic engineering, cell coverage, and interference, will be covered, and application examples will
be given throughout the section so as to illustrate the main ideas. We start by recalling the basic concepts
including cellular principles, performance measures and system requirements, and system expansion techniques.

73.2 Cellular Principles

The basic idea of the cellular concept is frequency reuse in which the same set of channels can be reused
in different geographical locations sufficiently apart from each other so that cochannel interference be
within tolerable limits. The set of channels available in the system is assigned to a group of cells consti-
tuting the cluster. Cells are assumed to have a regular hexagonal shape and the number of cells per cluster
determines the repeat pattern. Because of the hexagonal geometry only certain repeat patterns can
tessellate. The number N of cells per cluster is given by

(73.1)

where i and j are integers. From Eq. (73.1) we note that the clusters can accommodate only certain
numbers of cells such as 1, 3, 4, 7, 9, 12, 13, 16, 19, 21, … , the most common being 4 and 7. The number
of cells per cluster is intuitively related with system capacity as well as with transmission quality. The
fewer cells per cluster, the larger the number of channels per cell (higher traffic carrying capacity) and
the closer the cocells (potentially more cochannel interference). An important parameter of a cellular
layout relating these entities is the D/R ratio, where D is the distance between cocells and R is the cell
radius. In a hexagonal geometry it is found that

(73.2)

73.3 Performance Measures and System Requirements

Two parameters are intimately related with the grade of service of the cellular systems: carrier-to-
cochannel interference ratio and blocking probability.

A high carrier-to-cochannel interference ratio in connection with a low-blocking probability is the
desirable situation. This can be accomplished, for instance, in a large cluster with a low-traffic condition.
In such a case the required grade of service can be achieved,  although the resources may not be efficiently
utilized. Therefore, a measure of efficiency is of interest. The spectrum efficiency ηs expressed in erlang
per square meter per hertz, yields a measure of how efficiently space, frequency, and time are used, and

N i2= ij j2+ +

D/R 3N=
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it is given by

Another measure of interest is the trunking efficiency in which the number of subscribers per channel
is obtained as a function of the number of channels per cell for different values of blocking probability.
As an example, assume that a cell operates with 40 channels and that the mean blocking probability is
required to be 5%. Using the erlang-B formula (refer to the Traffic Engineering section of this chapter),
the traffic offered is calculated as 34.6 erlang. If the traffic per subscriber is assumed to be 0.02 erl, a total
of 34.6/0.02 = 1730 subscribers in the cell is found. In other words, the trunking efficiency is 1730/40 =
43.25 subscribers per channel in a 40-channel cell. Simple calculations show that the trunking efficiency
decreases rapidly when the number of channels per cell falls below 20.

The basic specifications require cellular services to be offered with a fixed telephone network quality.
Blocking probability should be kept below 2%. As for the transmission aspect, the aim is to provide good
quality service for 90% of the time.  Transmission quality concerns the following parameters:

• Signal-to-cochannel interference (S/Ic) ratio

• Carrier-to-cochannel interference ratio (C/Ic)

• Signal plus noise plus distortion-to-noise plus distortion (SINAD) ratio

• Signal-to-noise (S/N) ratio

• Adjacent channel interference selectivity (ACS)

The S/Ic is a subjective measure, usually taken to be around 17 dB. The corresponding C/Ic depends
on the modulation scheme. For instance, this is around 8 dB for 25-kHz FM, 12 dB for 12.5-kHz FM,
and 7 dB for GMSK, but the requirements may vary from system to system. A common figure for SINAD
is 12 dB for 25-kHz FM. The minimum S/N requirement is 18 dB, whereas ACS is specified to be no less
than 70 dB.

73.4 System Expansion Techniques

The obvious and most common way of permitting more subscribers into the network is by allowing a
system performance degradation but within acceptable levels. The question is how to objectively define
what is acceptable. In general, the subscribers are more likely to tolerate a poor quality service rather
than not having the service at all. Some alternative expansion techniques, however, do exist that can be
applied to increase the system capacity. The most widely known are as follows.

Adding New Channels: In general, when the system is set up not all of the channels need be used, and
growth and expansion can be planned in an orderly manner by utilizing the channels that are still available.

Frequency Borrowing: If some cells become more overloaded than others, it may be possible to
reallocate channels by transferring frequencies so that the traffic demand can be accommodated.

Change of Cell Pattern: Smaller clusters can be used to allow more channels to attend a bigger traffic
demand at the expense of a degradation of the transmission quality.

Cell Splitting: By reducing the size of the cells, more cells per area, and consequently more channels per
area, are used with a consequent increase in traffic capacity. A radius reduction by a factor of f reduces
the coverage area and increases the number of base stations by a factor of f 2. Cell splitting usually takes
place at the midpoint of the congested areas and is so planned in order that the old base stations are kept.

Sectorization: A cell is divided into a number of sectors, three and six being the most common arrange-
ments, each of which is served by a different set of channels and illuminated by a directional antenna.
The sector, therefore, can be considered as a new cell. The base stations can be located either at the center
or at the corner of the cell. The cells in the first case are referred to as center-excited cells and in the

hs

number of reuses
coverage area

----------------------------------------- ×
number of channels
bandwidth available
------------------------------------------------ ×

time the channel is busy
total time of the channel
----------------------------------------------------------=
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second as corner-excited cells. Directional antennas cut down the cochannel interference, allowing the
cocells to be more closely spaced. Closer cell spacing implies smaller D/R ratio, corresponding to smaller
clusters, i.e., higher capacity.

Channel Allocation Algorithms: The efficient use of channels determines the good performance of
the system and can be obtained by different channel assignment techniques. The most widely used
algorithm is based on fixed allocation.  Dynamic allocation strategies may give better performance but
are very dependent on the traffic profile and are usually difficult to implement.

73.5 Basic Design Steps

Engineering a cellular system to meet the required objectives is not a straightforward task. It demands a great
deal of information, such as market demographics, area to be served, traffic offered, and other data not
usually available in the earlier stages of system design. As the network evolves, additional statistics will help
the system performance assessment and replanning. The main steps in a cellular system design are as follows.

Definition of the Service Area: In general, the responsibility for this step of the project lies on the
operating companies and constitutes a tricky task, because it depends on the market demographics and,
consequently, on how much the company is willing to invest.

Definition of the Traffic Profile: As before, this step depends on the market demographics and is
estimated by taking into account the number of potential subscribers within the service area.

Choice of Reuse Pattern: Given the traffic distribution and the interference requirements a choice of
the reuse pattern is carried out.

Location of the Base Stations: The location of the first base station constitutes an important step. A
significant parameter to be taken into account in this is the relevance of the region to be served. The
base station location is chosen so as to be at the center of or as close as possible to the target region.
Data, such as available infrastructure and land, as well as local regulations are taken into consideration
in this step. The cell radius is defined as a function of the traffic distribution. In urban areas, where the
traffic is more heavily concentrated, smaller cells are chosen so as to attend the demand with the available
channels. In suburban and in rural areas, the radius is chosen to be large because the traffic demand
tends to be small. Once the placement of the first base station has been defined, the others will be
accommodated in accordance with the repeat pattern chosen.

Radio Coverage Prediction: Given the topography and the morphology of the terrain, a radio pre-
diction algorithm, implemented in the computer, can be used to predict the signal strength in the
geographic region. An alternative to this relies on field measurements with the use of appropriate
equipment. The first option is usually less costly and is widely used.

Design Checkup: At this point it is necessary to check whether or not the parameters with which the
system has been designed satisfy the requirements. For instance, it may be necessary to re-evaluate the
base station location, the antenna height, etc., so that better performance can be attained.

Field Measurements: For a better tuning of the parameters involved, field measurements (radio
survey) should be included in the design. This can be carried out with transmitters and towers provi-
sionally set up at the locations initially defined for the base station.

The cost assessment may require that a redesign of the system should be carried out.

73.6 Traffic Engineering

The starting point for engineering the traffic is the knowledge of the required grade of service. This is
usually specified to be around 2% during the busy hour. The question lies on defining the busy hour.
There are usually three possible definitions: (1) busy hour at the busiest cell, (2) system busy hour, and
(3) system average over all hours.
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The estimate of the subscriber usage rate is usually made on a demographic basis from which the
traffic distribution can be worked out and the cell areas identified. Given the repeat pattern (cluster size),
the cluster with the highest traffic is chosen for the initial design. The traffic A in each cell is estimated
and, with the desired blocking probability E(A, M), the erlang-B formula as given by Eq. (73.3) is used
to determine the number of channels per cell, M

(73.3)

In case the total number of available channels is not large enough to provide the required grade of
service, the area covered by the cluster should be reduced in order to reduce the traffic per cell. In such
a case, a new study on the interference problems must be carried out. The other clusters can reuse the
same channels according to the reuse pattern. Not all channels need be provided by the base stations of
those cells where the traffic is supposedly smaller than that of the heaviest loaded cluster. They will
eventually be used as the system grows. 

The traffic distribution varies in time and space, but it is commonly bell shaped.  High concentrations
are found in the city center during the rush hour, decreasing toward the outskirts. After the busy hour
and toward the end of the day, this concentration changes as the users move from the town center to
their homes. Note that because of the mobility of the users handoffs and roaming are always occurring,
reducing the channel holding times in the cell where the calls are generated and increasing the traffic in
the cell where the mobiles travel. Accordingly, the erlang-B formula is, in fact, a rough approximation
used to model the traffic process in this ever-changing environment. A full investigation of the traffic
performance in such a dynamic system requires all of the phenomena to be taken into account, making
any traffic model intricate. Software simulation packages can be used so as to facilitate the understanding
of the main phenomena as well as to help system planning. This is a useful alternative to the complex
modeling, typically present in the analysis of cellular networks, where closed-form solutions are not
usually available.

On the other hand, conventional traffic theory, in particular, the erlang-B formula, is a handy tool
widely used in cellular planning. At the inception of the system the calculations are carried out based
on the best available traffic estimates, and the system capacity is obtained by grossly exaggerating the
calculated figures. With the system in operation some adjustments must be made so that the requirements
are met. 

The approach just mentioned assumes the simplest channel assignment algorithm: the fixed alloca-
tion. It has the maximum spatial efficiency in channel reuse, since the channels are always assigned at
the minimum reuse distance. Moreover, because each cell has a fixed set of channels, the channel assign-
ment control for the calls can be distributed among the base stations.

The main problem of fixed allocation is its inability to deal with the alteration of the traffic pattern.
Because of the mobility of the subscribers, some cells may experience a sudden growth in the traffic
offered, with a consequent deterioration of the grade of service, whereas other cells may have free channels
that cannot be used by the congested cells.

A possible solution for this is the use of dynamic channel allocation algorithms in which the channels
are allocated on a demand basis. There is an infinitude of strategies using the dynamic assignment
principles, but they are usually complex to implement. An interim solution can be exercised if the change
of the traffic pattern is predictable. For instance, if a region is likely to have an increase of the traffic on
a given day (say, a football stadium on a match day), a mobile base station can be moved toward such
a region in order to alleviate the local base.

Another specific solution uses the traffic available at the boundary between cells that may well com-
municate with more than one base station. In this case, a call that is blocked in its own cell can be
directed to the neighboring cell to be served by its base station. This strategy, called directed retry, is
known to substantially improve the traffic capacity. On the other hand, because channels with marginally

E M, A( )
AM/M!

∑i=0
M Ai/i!

----------------------=
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acceptable transmission quality may be used, an increase in the interference levels, both for adjacent
channel and cochannel, can be expected. Moreover, subscribers with radio access only to their own base
will experien
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ce an increase in blocking probability.

ell Coverage

ation of energy in a mobile radio environment is strongly influenced by several factors,
e natural and artificial relief, propagation frequency, antenna heights, and others. A precise
tion of the signal variability in this environment constitutes a hard task. Deterministic meth-
 those described by the free space, plane earth, and knife-edge diffraction propagation models,

 to very simple situations. They are useful, however, in providing the basic mechanisms of
. Empirical methods, such as those proposed by many researchers (e.g., [1,4,5,8]; and others),
d/or formulas based on field measurements, some of them including deterministic solutions
 correction factors to account for the propagation frequency, antenna height, polarization,
in, etc. Because of the random characteristics of the mobile radio signal, however, a single

c treatment of this signal will certainly lead the problem to a simplistic solution. Therefore,
t the signal on a statistical basis and interpret the results as random events occurring with a
bility. The cell coverage area is then determined as the proportion of locations where the
al is greater than a certain threshold considered to be satisfactory.

that at a specified distance from the base station the mean signal strength is considered to
iven this we want to determine the cell radius such that the mobiles experience a received
 a certain threshold with a stipulated probability. The mean signal strength can be deter-
r by any of the prediction models or by field measurements. As for the statistics of the
 signal, five distributions are widely accepted today: lognormal, Rayleigh, Suzuki [11], Rice,

mi. The lognormal distribution describes the variation of the mean signal level (large-scale
for points having the same transmitter–receiver antennas separation, whereas the other
s characterize the instantaneous variations (small-scale variations) of the signal. In the
 that follow we assume a lognormal environment. The other environments can be analyzed

ner; although this may not be of interest if some sort of diversity is implemented, because
cts of the small-scale variations are minimized.

on Model

nd k as the mean powers at distances x and x0, respectively, such that

(73.4)

he path loss coefficient. Expressed in decibels, Mw = 10 log mw , K = 10 log k and

(73.5)

e received power as w = v2/2, where v is the received envelope. Let p(W) be the probability
tion of the received power W, where W = 10 logw. In a lognormal environment, v has a
istribution and

(73.6)

mw k
x
x0

---- 
  α–

=

Mw K 10α x
x0

---- 
 log–=

p W( ) 1

2πσw

-----------------exp
W Mw–( )2

2σw
2

----------------------------–
 
 
 

=
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where MW is the mean and σw is the standard deviation, all given in decibels. Define wT and WT = 10 log wT

as the threshold above which the received signal is considered to be satisfactory. The probability that the
received sign

where erf( )
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al is below this threshold is its probability distribution function P(WT), such that

(73.7)

 is the error function defined as

(73.8)

ion Coverage

 of estimating the cell area can be approached in two different ways. In the first approach,
 to determine the proportion β of locations at x0 where the received signal power w is above

d power wT . In the second approach, we may estimate the proportion µ of the circular area

0 where the signal is above this threshold. In the first case, this proportion is averaged over
r of the circumference (cell border); whereas in the second approach, the average is over the
 (cell area).
ortion β equals the probability that the signal at x0 is greater than this threshold. Hence,

(73.9)

73.5) and (73.7) in Eq. (73.9) we obtain

(73.10)

ility is plotted in Fig. 73.1, for x = x0 (cell border).

Proportion of locations where the received signal is above a given threshold; the dashdot line
o the β approach and the other lines to the µ approach.

P WT( ) p W( )dW
∞–

WT

∫ 1
2
-- 1

2
-- erf

WT MW–( )2

2σw
2

-------------------------------+= =

erf y( ) 2

π
-------  exp t2–( ) dt

0

y

∫=

β prob W WT≥( ) 1 P WT( )–= =

β 1
2
--

1
2
-- erf

WT K– 10α x/x0( )log+
2σ w

-----------------------------------------------------------–=
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Let prob(W ≥ WT) be the probability of the received power W being above the threshold WT within
an infinitesimal area dS. Accordingly, the proportion µ of locations within the circular area S experiencing
such a cond

where 
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ition is

(73.11)

 and dS = x dxdθ. Note that 0 ≤ x ≤ x0 and 0 ≤ θ ≤ 2π. Therefore, solving for dθ, we obtain

(73.12)

/x0 is the normalized distance.
Eq. (73.10) in Eq. (73.12) results in

(73.13)

 − WT)/  and b = 10α log(e)/ .
babilities are plotted in Fig. 73.1 for different values of standard deviation and path loss

on Examples

eory that has been developed it can be seen that the parameters affecting the probabilities β
ll coverage are the path loss coefficient α, the standard deviation σw , the required threshold
ertain power level K, measured or estimated at a given distance from the base station.
cations that follow are illustrated for two different standard deviations: σw = 5 dB and σw =
ume the path loss coefficient to be α  = 4 (40 dB/decade), the mobile station receiver sensitivity
B (1 mW), and the power level estimated at a given distance from the base station as being
ll border, K = −102 dB (1 mW). The receiver is considered to operate with a SINAD of 12 dB

ified sensitivity. Assuming that cochannel interference levels are negligible and given that a
ise ratio S/N of 18 dB is required, the threshold WT will be −116 dB (1 mW) + (18 − 12) dB
110 dB (1 mW).
es will be explored as follows.

e want to estimate the probabilities β and µ that the received signal exceeds the given
) at the border of the cell, probability β and (2) within the area delimited by the cell radius,
.

t may be interesting to estimate the cell radius x0 such that the received signal be above the
old with a given probability (say 90%) (1) at the perimeter of the cell and (2) within the cell
oblem implies the calculation of the mean signal strength K at the distance x0 (the new cell
he base station. Given K and given that at a distance x0 (the former cell radius) the mean
th Mw is known [note that in this case Mw = −102 dB (1 mW)], the ratio x0/x can be

o fulfill the coverage requirement, rather than calculating the new cell radius, as in Case 2,
ngth at a given distance can be estimated such that a proportion of the locations at this
portion β, or within the area delimited by this distance, proportion µ, will experience a
al above the required threshold. This corresponds to calculating  the value of the parameter
rried out in Case 2 for the various situations.  
lation procedures are now detailed for σw = 5 dB. Results are also shown for σw = 8 dB.

µ 1
S
-- 1 P WT( )–[ ] dS

S∫=

πr2

µ 2 uβ du
0

1

∫=

µ 0.5 1 erf a( ) exp
2ab 1+

b2
------------------ 

  1 erf
ab 1+

b
--------------- 

 –+ +
 
 
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=
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sing the given parameters we obtain (WT − K)/σw = −1.6. With this value in Fig. 73.1, we
probability that the received signal exceeds −116 dB (1 mW) for S/N = 18 dB given that at
er the mean signal power is −102 dB (1 mW) given in Table 73.1.

m Table 73.1, that the signal at the cell border exceeds the receiver sensitivity with 97%
or σw = 5 dB and with 84% probability for σw = 8 dB. If, on the other hand, we are interested
coverage rather than in the border coverage, then these figures change to 100% and 95%,

rom Fig. 73.1, with β = 90% we find (WT − K)/σw = −1.26. Therefore, K = −103.7 dB (1 mW).
− K = −10α log (x/x0), then x0/x = 1.10. Again, from Fig. 73.1, with µ = 90% we find (WT − K)/
yielding K = −107.6 dB (1 mW). Because Mw − K = −10α log(x/x0), then x0/x = 1.38. These
mmarized in Table 73.2, which shows the normalized radius of a cell where the received signal
ve −116 dB (1 mW) with 90% probability for S/N = 18 dB, given that at a reference distance
e station (the cell border) the received mean signal power is −102 dB (1 mW).

 Table 73.2, that in order to satisfy the 90% requirement at the cell border the cell radius
ased by 10% for σw = 5 dB. If, on the other hand, for the same standard deviation the 90%
 is to be satisfied within the cell area, rather than at the cell border, a substantial gain in
ieved. In this case, the cell radius can be increased by a factor of 1.38. For σw = 8 dB and
e at the cell border, the cell radius should be reduced to 88% of the original radius. For area
 increase of 27% of the cell radius is still possible.

he values of the mean signal power K are taken from Case 2 and shown in Table 73.3, which
gnal power at the cell border such that 90% of the locations will experience a received signal
dB for S/N = 18 dB.

terference

ency interference is one of the most important issues to be addressed in the design, operation,
ance of mobile communication systems. Although both intermodulation and intersymbol

s also constitute problems to account for in system planning, a mobile radio system designer
ncerned about adjacent channel and cochannel interferences.

dB (Border Coverage), % (Area Coverage), %

5 97 100
8 84 95

TABLE 73.2 Case 2 Normalized Radius

Standard Deviation,
dB

β Approach
(Border Coverage)

µ Approach
(Area Coverage)

5 1.10 1.38
8 0.88 1.27

TABLE 73.3 Case 3 Signal Power

Standard
Deviation

β Approach
(Border Coverage),

µ Approach 
(Area Coverage),

dB dB (1 mW)  dB (1 mW)

5 −103.7 −107.6 
8 −99.8 −106.2
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Adjacent Channel Interference
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filtering, etc. Moreover, because channels are kept very close to each other for maximum
ficiency, the random fluctuation of the signal, due to fading and near–far effect, aggravates
.
ple, but efficient, strategies are used to alleviate the effects of adjacent channel interference.
nd systems, the total frequency spectrum is split into two halves so that the reverse channels,
he uplink (mobile to base station) and the forward channels, composing the downlink (base
obile), can be separated by half of the spectrum. If other services can be inserted between
es, then a greater frequency separation, with a consequent improvement in the interference
omplished. Adjacent channel interference can also be minimized by avoiding the use of
nnels within the same cell. In the same way, by preventing the use of adjacent channels

cells a better performance is achieved. This strategy, however, is dependent on the cellular
instance, if a seven-cell cluster is chosen, adjacent channels are inevitably assigned to adjacent

el Interference

y the most critical of all interferences that can be engineered by the designer in cellular
cochannel interference. It arises in mobile radio systems using cellular architecture because
ency reuse philosophy.
ter of interest to assess the system performance in this case is the carrier-to-cochannel

 ratio C/Ic . The ultimate objective of estimating this ratio is to determine the reuse distance
ently, the repeat pattern. The C/Ic ratio is a random variable, affected by random phenomena

location of the mobile, (2) fading, (3) cell site location, (4) traffic distribution, and others.
ection we shall investigate the outage probability, i.e., the probability of failing to achieve
eption of the signal due to cochannel interference. This parameter will be indicated by p(CI).
ferred, this is intrinsically related to the repeat pattern.
l interference will occur whenever the wanted signal does not simultaneously exceed the

equired signal level s0 and the n interfering signals, i1, i2,… ,in, by some protection ratio r.
ly, the conditional outage probability, given n interferers, is

(73.14)

outage probability can then be evaluated by

(73.15)

s the distribution of the number of active interferers.
culations that follow we shall assume an interference-only environment, i.e., s0 = 0, and the
 Rayleigh faded. In such a fading environment the probability density function of the signal-
o x is given by

(73.16)

the mean signal-to-noise ratio. Note that x = s and xm = sm for the wanted signal, and x = ij

 for the interfering signal j, with sm and imj being the mean of s and ij, respectively.

p CI | n( ) 1 p s( ) p i1( ) p i2( )…
0

s/r( )−i1

∫0

s/r

∫s0

∞

∫–=

p in( )din
…

0

s/r( )−i1−… in−1–

∫× di2 di1 ds

p CI( ) p CI | n( )p n( )
n

∑=

p x( ) 1
xm

-----exp
x

xm

-----– 
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the density of Eq. (73.16) in Eq. (73.14) we obtain

(73.17)

sm/imk.
rferers are assumed to be equal, i.e., zk = z for k = 1, 2,… ,n, then

(73.18)

= 10 log z, Sm = 10 log sm , Im = 10 log im, and Rr = 10 log r. Then, Z = Sm − (Im + Rr). Equation
lotted in Fig. 73.2 as a function of Z for n = 1 and n = 6, for the situation in which the
re equal.
bability of finding an interferer active is p, the distribution of active interferers is given by
l distribution. Considering the closest surrounding cochannels to be the most relevant
e then have six interferers. Thus

(73.19)

 capacity cells and an evenly traffic distribution system, the probability p is approximately

(73.20)

he blocking probability and M is the number of channels in the cell.

Conditional and unconditional outage probability for n = 6 interferes in a Rayleigh environment
ki environment with σ = 6 dB. 

p CI | n( )
zk

1 zk+
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∏
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Now Eqs. (73.20), (73.19), and (73.18) can be combined into Eq. (73.15) and the outage probability
is estimated as a function of the parameter Z and the channel occupancy p.  This is shown in Fig. 73.2
for p = 75%
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 and p = 100%.
, but much more intricate, analysis can be carried out for the other fading environments.
 our calculations we have considered only the situation in which both the wanted signal and
ng signals experience Rayleigh fading. For a more complete analysis we may assume the
al to fade differently from the interfering signals, leading to a great number of possible com-
 case of interest is the investigation of the influence of the standard deviation in the outage
nalysis. This is illustrated in Fig. 73.2 for the Suzuki (lognormal plus Rayleigh) environment
B.
 by definition the parameter z is a function of the carrier-to-cochannel interference ratio,
rn, is a function of the reuse distance. Therefore, the outage probability can be obtained as
f the cluster size, for a given protection ratio.
between the mean signal power sm and the mean interfering power im equals the ratio between
ive distances ds and di such that 

(73.21)

he path loss coefficient. Now, (1) let D be the distance between the wanted and interfering
s, and (2) let R be the cell radius. The cochannel interference worst case occurs when the
sitioned at the boundary of the cell, i.e., ds = R and di = D − R. Then,

(73.22a)

tly,

(73.22b)

 Im = Z + Rr . Therefore,

(73.23)

(73.23) and the curves of Fig. 73.2, we can compare some outage probabilities for different
. The results are shown in Table 73.4 where we have assumed a protection ratio Rr = 0 dB.
on ratio depends on the modulation scheme and varies typically from 8 dB (25-kHz FM)

ngle sideband (SSB) modulation].
m Table 73.4, that the standard deviation has a great influence in the calculations of the
ability.

TABLE 73.4 Probability of Cochannel Interference in Different Cell Clusters

Outage Probability, %

Rayleigh Suzuki σ = 6 dB

N Z + R, dB p = 75% p = 100% p = 75% p = 100%
z

1 −4.74 100 100 100 100
3 10.54 31 40 70 86
4 13.71 19 26 58 74
7 19.40 4.7 7 29 42

12 24.46 1 2.1 11 24
13 25.19 0.9 1.9 9 22
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73.9 Conclusions
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tionship among the areas involved in a cellular network planning is substantial. Vocabularies
 topics, such as radio propagation, frequency planning and regulation, modulation schemes,
ign, transmission, teletraffic, and others, are common to all cellular engineers.
 a cellular network to meet system requirements is a challenging task which can only be
 roughly accomplished at the design desk. Field measurements play an important role in the
ss and constitute an essential step used to tune the parameters involved.

Terms

ability: The probability of failing to achieve adequate reception of the signal due to, for
ce, cochannel interference.
ficiency: A measure of how efficiently space, frequency, and time are used. It is expressed
ng per square meter per hertz.
ficiency: A function relating the number of subscribers per channel and the number of
els per cell for different values of blocking probability.
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entals of mobile radio engineering in connection with many practical examples and appli-
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o Engineering, CRC Press, Boca Raton, FL, 1993.
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74.1 Introducing Microcells

In mobile radio communications, an operator will be licenced a specific bandwidth in which to operate
a service. The operator will, in general, not design the mobile equipment, but purchase equipment that
has been designed and standardized by others. The performance of this equipment will have a profound
effect on the number of subscribers the network can support. To shoehorn us into the our subject of
microcellular radio communications we will commence with the simplist of systems; namely, circuit-
switched frequency division multiple access (FDMA) where each user is assigned a unique radio frequency
(RF) bandwidth (B) for the duration of their call. If an operator has been assigned a bandwidth W for
calls from the network to the mobile stations (MSs), i.e., handsets carried by subscribers, then the operator
can deploy NT = W/B channels. The operator must also be assigned another bandwidth W in order that
there are NT channels to be used by MSs to transmit their messages to the network. The two bands of
WHz must be spaced apart so that the high level transmit signals will be miniscule at the transceivers
receiver ports.

Communications with MSs are made from fixed sites, known as base stations (BSs). Should a mobile
travel too far from its BS, the quality of the communications link becomes unacceptable. The perimeter
around the BS where acceptable communications occur is called a cell and, hence, the term cellular radio.
BSs are arranged so that their radio coverage areas, or cells, overlap, and each BS may be given N = NT/M
channels. This implies that there are M BS and each BS uses a different set of channels. 

The number NT is typically relatively low, suppose only 1000. As radio channels cannot operate with
100% utilization, the cluster of BSs or cells has fewer than 1000 simultaneous calls. In order to make the
business viable, more users must be supported by the network. This is achieved by repeatedly reusing
the channels. Clusters of BSs are tessellated with each cluster using the same NT channels. This means
that there are users in each cluster using the same frequency band at the same time, and inevitably there
will be interference. This interference is known as cochannel interference. Cochannel cells, i.e., cells using
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the same channels, must be spaced sufficiently far apart for the interference levels to be acceptable. An
MS will therefore receive the wanted signal of power S and a total interference power of I, and the signal-
to-interference ratio (SIR) is a key system design parameter.

Suppose we have large cells, a condition that occurs during the initial stages of deploying a network
when coverage is important. For a given geographical area GA we may have only one cluster of seven
cells, and this may support some 800 simultaneous calls in our example. As the subscriber base grows,
the number of clusters increases to, say, 100 with the area of each cluster being appropriately decreased.
The network can now support some 80,000 simultaneous calls in the area GA. As the number of subscribers
continues to expand, we increase the number of clusters. The geographical area occupied by each cluster
is now designed to match the number of potential users residing in that area. Consequently, the smallest
clusters having the highest density of channels per area is found in the center of cities. As each cluster
has the same number of channels, the smaller the clusters and, therefore, the smaller the cells, the greater
the spectral efficiency measured in erlang per hertz per square meter. Achieving this higher spectral
efficiency requires a concomitant increase in the infrastructure that connects the small cell BSs to their
base station controller (BSC). The BSCs are connected to other switches and data bases required to register
mobiles, page them when they are being called, or to allow them to make calls. The mobile operators
usually lease high capacity trunk links from the national and international fixed network operators to
support their teletraffic. The consequence is that roving MSs can be connected to other MSs, or to fixed
terminals, who are anywhere in the world.

As we make the cells smaller, we change from locating the BS antennas on top of tall buildings or hills,
where they produce large cells or macrocells, to the tops of small buildings or the sides of large buildings,
where they form minicells, to lamp post elevations (several metres), where they form street microcells.
Each decrease in cell size is accompanied by a reduction in the radiated power levels from the BSs and
from the mobiles. As the BS antenna height is lowered, the neighboring buildings and streets increasingly
control the radio propagation. This chapter is concerned with microcells and microcellular networks.
We commence with the simplest type of microcells, namely, those used for highways.

74.2 Highway Microcells

Since their conception by Steele and Prabhu [1], many papers have been published on highway microcells,
ranging from propagation measurements to teletraffic issues. Figure 74.1 shows the basic concepts for a
highway microcellular system having two cells per cluster where microcells 1 use channel set 1 while microcells
2 use channel set 2. Mobile stations using channel set 1 are always separated in distance by at least the length
of microcell 2, and this distance, we assume, provides an acceptable SIR for all MSs. Similar comments
apply for MSs using channel set 2. The highway is partitioned into contiguous cigar-shaped segments formed
by directional antennas. Omnidirectional antennas can be used at junctions, roundabouts, cloverleafs, and
other road intersections. The BS antennas are sited at elevations of some 6–12 m. Figure 74.2 shows received
signal levels as a function of the distance d between BS and MS for different roads [2]. The average loss in
received signal level, or path loss, is approximately inversely proportional to d4. The path loss is associated

FIGURE 74.1 Highway microcellular clusters. Microcells with the same number use the same channel set.
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with a slow fading component that is due to the variations in the terrain, the road curvature and cuttings,
and the presence of other vehicles.

The curves in the figure are plotted for an 18-element yagi BS antenna having a gain of 15 dB and a
front-to-back ratio of 25 dB. In Fig. 74.2, reference is made to junctions on different motorways, e.g.,
junction 5 on motorway M4. This is because the BS antennas are mounted at these road junctions with the
yagi antenna pointing along the highway in order to create a cigar-shaped cell. The flat part of the curve
near the BS is due to the MS receiver being saturated by high-signal levels. Notice that the curve related to
M25, junction 11, decreases rapidly with distance when the MS leaves the immediate vicinity of the BS.
This is due to the motorway making a sharp turn into a cutting, causing the MS to lose line of sight (LOS)
with the BS. Later the path loss exponent is approximately 4. Experiments have shown that using the
arrangement just described, with each BS transmitting 16 mW at 900 MHz, 16 kb/s noncoherent frequency
shift keying, two-cell clusters could be formed where each cell has a length along the highway ranging from
1 to 2 km. For MSs traveling at 110 km/h the average handover rate is 1.2 per minute [2].

Spectral Efficiency of Highway Microcellular Network

Spectral efficiency is a key system parameter. The higher the efficiency, the greater will be the teletraffic
carried by the network for the frequency band assigned by the regulating authorities per unit geographical
area. We define the spectral efficiency in mobile radio communications in erlang per hertz per square
meter as 

(74.1)

although erlang per megahertz per square kilometer is often used. In this equation, ACT is the total traffic
carried by the microcellular network,

(74.2)

where C is the number of microcells in the network and AC the carried traffic by each microcellular BS.
The total area covered by the tessellated microcells is

(74.3)

FIGURE 74.2 Overlayed received signal strength profiles of various highway cells including the inverse fourth power
law curve for both the front and back antenna lobes. (Source: Chia et al. 1987. Propagation and bit error ratio
measurements for a microcellular system. JIERE. 57(6), 5255–5266. With permission.)

h ∆= ACT/STW

ACT CAC=

ST CS=
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where S is the average area of a microcell, whereas the total bandwidth available is

(74.4)

whose terms M, N, and B were defined in Section 74.1. Substituting Eqs. (74.2)–(74.4) into Eq. (74.1)
yields

(74.5)

where

(74.6)

is the utilization of each BS channel.
If the length of each microcell is L, there are n up-lanes and n down-lanes, and each vehicle occupies

an effective lane length V, which is speed dependent, then the total number of vehicles in a highway
microcell is

(74.7)

Given that all vehicles have a mobile terminal, the maximum number of MSs in a microcell is K. In a
highway microcell we are not interested in the actual area S = 2nL but in how many vehicles can occupy
this area, namely, the effective area K. Notice that K is largest in a traffic jam when all vehicles are
stationary and V only marginally exceeds the vehicle length. Given that N is sufficiently large, η is in-
creased when the traffic flow is decreased.

The traffic carried by a microcellular BS is

(74.8)

where Pbn is the probability of a new call being blocked, Pf hm is the probability of handover failure when
mobiles enter the microcell while making a call and concurrently no channel is available, λN and λH are
the new call and handover rates, respectively, and  is the mean channel holding time of all calls. For
the simple case where no channels are exclusively reserved for handovers, Pbn = Pf hm, and

(74.9)

where 

(74.10)

and A is the total offered traffic. The mathematical complexity resides in calculating A and Pbn, and the
reader is advised to consult El-Dolil, Wong, and Steele [3] and Steele and Nofal [4].

Priority schemes have been proposed whereby N channels are available for handover, but only N - Nh

for new calls. Thus Nh channels are exclusively reserved for handover [3,4]. While Pbn marginally increases,
Pf hm decreases by orders of magnitude for the same average number of new calls per sec per microcell.
This is important as people prefer to be blocked while attempting to make a call compared to having a
call in progress terminated due to no channel being available on handover. An important enhancement
is to use an oversailing macrocellular cluster, where each macrocell supports a microcellular cluster. The
role of the macrocell is to provide channels to support microcells that are overloaded and to provide
communications to users who are in areas not adequately covered by the microcells [3,4]. When vehicles
are in a solid traffic jam, there are no handovers and so Nh should be zero. When traffic is flowing fast,
Nh should be high. Accordingly, a useful strategy is to make Nh adaptive to the new call and handover
rates [5].
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74.3 City Street Microcells

We will define a city street microcell as one where the BS antenna is located below the lowest building.
As a consequence, the diffraction over the buildings can be ignored, and the heights of the buildings are
of no consequence. Roads and their attendant buildings form trenches or canyons through which the
mobiles travel. If there is a direct line-of-sight path between the BS and a MS and a ground-reflected
path, the received signal level vs. BS–MS distance is as shown in Fig. 74.3. Should there be two additional
paths from rays reflected from the buildings, then the profile for this four-ray situation is also shown in
Fig. 74.3. These theoretical curves show that as the MS travels from the BS the average received signal
level is relatively constant and then decreases relatively rapidly. This is a desirable characteristic as it offers
a good signal level within the microcell, while the interference into adjacent microcells falls off rapidly
with distance.

In practice there are many paths, but there is often a dominant one. As a consequence the fading is
Rician [6,7]. The Rician distribution approximates to a Gaussian one when the received signal is from a
dominant path with the power in the scattered paths being negligible, to a Rayleigh one when there is
no dominant path. Macrocells usually have Rayleigh fading, whereas in microcells the fading only occa-
sionally becomes Rayleigh and is more likely to be closer to Gaussian. This means that the depth of the
fades in microcells are usually significantly smaller than in macrocells enabling microcellular communi-
cations to operate closer to the receiver noise floor without experiencing error bursts and to accommodate
higher cochannel interference levels. Because of the small dimensions of the microcells, the delays between
the first and last significant paths is relatively small compared to the corresponding delays in macrocells.
Consequently, the impulse response is generally shorter in microcells and, therefore, the transmitted
bit rate can be significantly higher before intersymbol interference is experienced compared to the
situation in macrocells. Microcells are, therefore, more spectrally efficient with an enhanced propagation
environment.

We may classify two types of city street microcells, one for pedestrians and the other for vehicles. In
general, there are more MSs carried by pedestrians than in cars. Also, as cars travel more quickly than
people, street microcells for cars are accordingly larger than those for pedestrians. The handover rates
for MSs in pedestrian and vehicular street microcells may be similar, and networks must be capable of
handling the many handovers per call that may occur. In addition, the time available to complete a
handover may be very short compared to those in macrocells.

FIGURE 74.3 Signal level profiles for the two- and four-path models. Also shown are the free space and inverse
fourth power laws. (Source: Green. 1990. Radio link design for microcellular system, British Telecom. Tech. J., 8(1),
85–96. With permission.)
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City street microcells are irregular when the streets are irregular as demonstrated by the NP WorkPlace1

coverage plot for the microcellular BS in Southampton city area displayed in Fig. 74.4. The microcell is
represented by the white arrow in the plot, the buildings are in light grey, the vegetation in green, and open
spaces in black. The other colours are received signal strength zone defined by the legend. Having sited the
first BS and observed its signal level contours we still do not know the microcell boundary, as this boundary
is not set by coverage but by the minimum acceptable SIR level for the system being deployed. For FDMA
or time division multiple access (TDMA) networks [code division multiple access (CDMA) networks will
be addressed later], the SIR levels cannot be computed until we have a frequency plan and hence know
which other BSs are using the same channel set as assigned to our microcell. However, coverage is a pre-
requisite, i.e., first we must obtain coverage and then we will decide on the “frequency plan” to yield our
cell shapes. Figure 74.5 shows the highest received level at any location due to a cluster of microcells. Again
we observe the white arrows signifying the microcellular BSs, and the high signal levels around each BS
(represented by the colour red). Using a planning tool, like the NPWorkPlace, a frequency plan is assigned.
This process is too complex to be described here, but intuitively it is apparent that if two adjacent BSs are
assigned the same channel set then the SIR values are likely to be <8 dB at juctions where both BSs have a
high signal level. Indeed if adjacent BSs were assigned the same channel set then the microcell for each BS
would be a island around it, with areas between the BSs unusable because of the unacceptably low SIR
values. However, if the cochannel BSs are sufficiently far apart, and we take care with the siting of our BSs,
we can tailor the cells to suit the teletraffic requirements. In Fig. 74.5, the BSs at the top-left hand and
bottom right-hand corner of the cluster could be cochanneled.

In the middle of cities, microcell clusters will be tesselated to form a mosaic of concatenated microcells.
They will probably be assigned their own channel set, as distinct from the set used by macrocells. Arguments
for channel set partitioning are presented in reference [8]. Channel set partitioning or not, macrocells over-
sailing microcellular clusters are needed to remove radio dead spots, enables the channel utilisation of microcell
channels to be high as well as providing support for MSs that cannot handover to another microcellular BS.

There are important differences between highway microcells and city microcells, which relate to their
one- and two-dimensional characteristics. A similar comment applies to street microcells and hexagonal
cells. Basically, the buildings have a profound effect on cochannel interference. The buildings shield much

FIGURE 74.4 NP WorkPlace coverage plot of a city street microcell. The map gridsize is 500 meters.

1NP WorkPlace is a propriety software outdoor planning tool developed by Multiple Access Communications Ltd.
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of the cochannel interference, and the double regression path loss law of microcells [6] also decreases
interference if the break-distance constitutes the notional microcell boundary. City microcellular clusters
may have as few as two microcells, but generally more are required, and in some topologies six or more
may be deployed [9]. The irregularity of city streets means that some signals can find paths through
building complexes to give cochannel interference where it is least expected.

In highway microcells two-cell clusters can be used with TDMA and FDMA. Street microcells have
complex shapes, see Figs. 74.4 and 74.5, and when fixed channel assignment (FCA) is used with TDMA
and FDMA, there is a danger that high levels of interference will be ducted through streets and cause
high-interference levels in a small segment of a microcell. To accommodate this phenomenon, the system
must have a rapid handover (HO) capability, with HO to either a different channel at the same BS, to
the interfering cell, or to an oversailing macrocell. The irregularity of street microcells, except in regularly
shaped cities, such as midtown Manhattan, suggests that FCA should not be used. If it is, it requires M ≥ 4.
Instead, dynamic channel assignment (DCA) should be employed. For example, when DCA is used with
TDMA we abandon the notion of clusters of microcells. We may arrange for all microcells to have the
same frequency set and design the system with accurate power control to contain the cochannel inter-
ference, and to encourage a MS to switch to another channel at the current BS or switch to a new BS
directly when the SIR becomes below a threshold at either end of the duplex link. The application of
DCA increases the capacity and can also deal with the situation where a MS suddenly experiences a rapid
peak of cochannel interference during its travels.

TDMA/DCA is appropriate for indoor microcells, where the complexity of the DCA is easier to
implement compared to street microcells. FDMA should be considered for indoor microcells where it is
well suited to provide high-bit-rate services since the transmitted rate is the same as the source rate. It
also benefits from the natural shielding that exists within buildings to contain the cochannel interference
and the low-power levels that simplify equipment design.

Teletraffic Issues

Consider the arrangement where each microcellular cluster is overlaid by a macrocell. The macrocells
are also clustered.The arrangement is shown in Fig. 74.6 [10]. The total traffic carried is

(74.11)

FIGURE 74.5 Cluster of microcells in a city centre. The map gridsize is 500 meters.

ACT CmAcm CMACM+=
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d CM are number of microcells and macrocells in the network, respectively. Each microcellular
annels and carries Acm erlang. The corresponding values for the macrocellular BSs are N0 and
annel utilization for the network is

(74.12)

the number of microcells per cluster.
ral efficiency is found by noting that the total bandwidth is

(74.13)

e effective channel bandwidth, and M0 is the number of macrocells per macrocellular cluster.
arried by a macrocellular cluster and its cluster of microcells is

(74.14)

 of

(74.15)

the area of each microcell.
ral efficiency is, therefore,

(74.16)

t by using oversailing macrocells to assist microcells experiencing overloading we are able to
microcells at high levels of channel utilization. However, the channel utilization of the

Microcellular clusters with oversailing macrocellular clusters. Each macrocell is associated with a
crocellular cluster. (Source: Steele and Williams. 1993. Third generation PCN and the intelligent mul-
e portable. IEE Elect. and Comm. Eng. J., 5(3), 147–156. With permission.)
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macrocells must not be high if the probability of calls forced to terminate due to handover failure is to
be minuscule.

74.4 Indoor Microcells

Microcellular BSs may be located within buildings to produce indoor microcells often called picocells,
whose dimensions may extend from a small office, to part of larger offices, to a complete floor, or to a
number of floors. The microcells are box-like for a single office microcell; or may contain many boxes,
e.g., when a microcell contains contiguous offices. Furniture, such as bookcases, filing cabinets, and desks
may represent large obstacles that will introduce shadowing effects. The signal attenuation through walls,
floors, and ceilings may vary dramatically depending on the construction of the building. There is elec-
tromagnetic leakage down stairwells and through service ducting, and signals may leave the building and
re-enter it after reflection and diffractions from other buildings.

Predicting the path loss in office microcells is, therefore, fraught with difficulties. At the outset it may
not be easy to find out the relevant details of the building construction. Even if these are known, an
estimation of the attenuation factors for walls, ceilings, and floors from the building construction is far
from simple. Then there is a need to predict the effect of the furniture, effect of doors, the presence of
people, and so on. Simple equations have been proposed. For example, the one by Keenan and Motley
[11], who represent the path loss in decibels by

(74.17)

where d is the straight line distance between the BS and the MS, af and aw are the attenuation of a floor
and a wall, respectively, nf and nw are the number of floors and walls along the line d, respectively, and
L(V ) is a so-called clutter loss, which is frequency dependent. This equation should be used with caution.
Researchers have made many measurements and found that computer ray tracing techniques give dis-
parate results. Prediction errors having a standard deviation of 8–12 dB are not unusual. Given the wide
range of path loss in mobile communications, however, and the expense of making measurements,
particularly when many BS locations are examined, means that there is nevertheless an important role
for planning tools to play, albeit their poorer accuracy compared to street microcellular planning tools. 

As might be expected, the excess path delays in buildings is relatively small. The maximum delay spread
within rooms and corridors may be <200 and 300 ns, respectively [12]. The digitally enhanced cordless
telecommunication (DECT) indoor system operates at 1152 kb/s without either channel coding or equal-
ization [13]. This means that the median rms values are relatively low, and 25 ns has been measured
[12]. When the delay spread becomes too high resulting in bit errors, the DECT system hops the user to
a better channel using DCA.

74.5 Microcellular Infrastructure

An important requirement of first and second generation mobile networks is to restrict the number of
base stations to achieve sufficient network capacity with an acceptably low probability of blocking. This
approach is wise given the cost of base stations and their associated equipment, plus the cost and
difficulties in renting sites. It is somewhat reminiscent of the situation faced by early electronic circuit
designers who needed to minimize the number of tubes and later the number of discrete transistors in
their equipment. It was the introduction of microelectronics that freed the circuit designer. We are now
approaching an analogous situation where we can free the network designers of the third generation
(3G) communication networks, allowing the design to have microcellular BSs in the position where they
are required, without being concerned if they are rarely used, and knowing that the cost of the micro-
cellular network is a minor one compared to the overall network cost. This approach is equivalent to
installing electric lighting where we are not unduly concerned if not all the lights are switched on at any
particular time, preferring to be able to provide illumination where and when it is needed.

PL L V( ) 20 log10 d nf af nwaw+ + +=
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To realize high-capacity mobile communications we need to design microcellular BSs of negligible
costs, of match-box to coffee mug dimensions and to interconnect them with their infrastructure using
either a fibre network or a wireless local area network (W-LAN). At one extreme we could deploy
distribution points (DPs) that only have optical-to-microwave converters, microwave-to-optical convert-
ers, and linear amplifiers, with the remainder of the BS at another location. In between the miniaturized,
fully functional BSs and the DPs there is a range of options that depends on how much complexity is
built into the microcellular BS and how the intelligence of the network is distributed.

Radio over Fiber

The method of using DPs to form microcells is often referred to as radio over fiber (ROF) [14]. Figure 74.7(a)
shows a microcellular BS transmitting to a MS. When the DP concept is evoked, the microcellular BS
contains electrical-to-optical (E/O) and optical-to-electrical (O/E) converters as shown in Fig. 74.7(b).
The microwave signal that would have been radiated to the mobile is now applied, after suitable atten-
uation, to a laser transmitter. Essentially, the microwave signal amplitude modulates the laser, and the
modulated signal is conveyed over a single-mode optical fiber to the distribution point. O/E conversion
ensues followed by power amplification, and the resulting signal is transmitted to the MS. Signals from
the MS are low-noise amplified and applied to the laser transmitter in the DP. Optical signals are sent
from the DP to the BS where O/E conversion is performed followed by radio reception.

In general, the BS transceiver will be handling multicarrier signals for many mobiles, and the DP will
accordingly be transceiving signals with many mobiles whose power levels may be significantly different,
even when power control is used. Care must be exercised to avoid serious intermodulation products
arising in the optical components. 

Figure 74.7(c) shows the cositing of n microcellular BSs for use with DPs. This cositing may be
conveniently done at a mobile switching center (MSC). Shown in the figure are the DPs and their irregular
shaped overlapping microcells. The DPs can be attached to lamp posts in city streets, using electrical
power from the electric light supply and the same ducting as used by the electrical wiring, or local
telephone ducting. The DPs can also be attached to the outside of buildings. DPs within buildings may
be conveniently mounted on ceilings.

FIGURE 74.7 Creating microcells using DPs: (a) microcellular BS communicating with MS, (b) radio over fiber
to distribution point, and (c) microcellular clusters using DPs.
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The DP concept allows small, lightweight equipment in the form of DPs to be geographically distrib-
uted to form microcells; however, there are problems. The N radio carriers cause intermodulation
products (IMPs), which may be reduced by decreasing the depth of amplitude modulation for each radio
channel. Unfortunately this also decreases the carrier-to-noise ratio (CNR) and the dynamic range of
the link. With TDMA having many channels per carrier, we can decrease the number of radio carriers
and make the IMPs more controllable. CDMA is particularly adept at coping with IMPs. The signals
arriving from the MSs may have different power levels, in spite of power control. Because of the small
size cells, the dynamic range of the signals arriving from MSs having power control should be <20 dB.
If not, the power levels of the signals arriving at the DP from the MSs may need to be made approximately
similar by individual amplification at the DP. We also must be careful to limit the length of the fiber as
optical signals propagate along fibers more slowly than radio signals propagate in free space. This should
not be a problem in microcells, unless the fiber makes many detours before arriving at its DP.

Miniaturized Microcellular BSs

The low-radiated power levels used by BSs and MSs in microcells have important ramifications on BS
equipment design. Small fork combiners can be used along with linear amplifiers. Even FDMA BSs
become simple when the high-radiated power levels are abandoned. It is the changes to the size of the
RF components that enables the size of the microcellular BSs to be small.

The interesting question that next arises is, how much baseband signal processing complexity should
the microcellular BS have? If the microcellular BSs are connected to nodes in an optical LAN, we can
convey the final baseband signals to the BS, leaving the BS with the IF and front-end RF components.
This means that processing of the baseband signals will be done at the group station (GS), which may
be a MSC connected to the LAN. The GS will, therefore, transcode the signals from the ISDN into a
suitable format. Using an optical LAN, however, and with powerful microelectronics, the transcoding and
full BS operations could be done at each microcellular BS. Indeed, the microcellular BS may eventually
execute many of the operations currently handled by the MSC.

74.6 Microcells in CDMA Networks

Cellular radio operates in an intentional interference environment where the level of interference is a
compromise between an acceptable received signal quality and a sufficiently high network capacity.
Because CDMA was conceived to operate in military environments where enemy jamming interference
is expected, it follows that CDMA technology is well suited to handling interference in cellular radio. As
a consequence of CDMA technology’s robustness to interference, CDMA networks are able to operate
with single cell clusters (M = 1). In principle, an entire CDMA network can work with the same radio
frequency carrier in every sector, although the more likely strategy is to assign one carrier to, say, all
indoor microcells, another to all outdoor microcells, and a further carrier to all macrocells. The problem
with this scenario is that the adjacent channel interference from the macrocells to the microcells must
be carefully managed. Failure to do this will result in radio deserts where few or no calls can be made.
Should sufficient carriers be available then frequency planning can be used with effect in CDMA networks.

The International Telecommunications Union (ITU) is supporting a family of 3G networks to provide
multimedia mobile services on a global basis. The leading 3G systems are IMT DS, also known as UTRA
FDD or wideband CMDA (W-CDMA); and IMT MC which is another name for cdma2000 [9]. There
are another three members of the 3G terrestrial system family, but they will not be considered here. The
main point is that W-CDMA is the dominant 3G technology.

Let us consider a CDMA network of BSs in a city centre. In our discussions on FDMA and TDMA
we showed a coverage plot in Fig. 74.5 of a cluster of microcells. The NPWorkPlace planning tool will
plan small 3-D cells in cities [15] using 3-D map data having a building data resolution of 1m. BSs can
be placed on the tops or the sides of buildings at any elevation, yielding SIR horizontal profiles at the
elevations of interest. This means, for example, that the SIR values on the outside of buildings at ground
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and at any other floor can be predicted. As a consequence we can have both microcells in the street canyons,
and oversailing minicells (i.e., small macrocells) covering buildings and their neighbouring streets below
the minicell antennas.

Figure 74.8 shows an NPWorkPlace plot of minimum path loss, i.e., highest received signal level for four
microcells; and for three 3-sector minicells and two 2-sector minicells whose antennas are located on top
of the buildings (shown in grey). This plot, when coupled with a frequency plan, will yield the cells with
suitable SIR values for a TDMA network. But, the situation is different for CDMA, and is further different
from second generation TDMA systems due to the presence of multimedia services with their specific bit
rates and quality-of-service (QoS) agreements. In CDMA planning we also need to consider the number
and behaviour of the 3G MSs.

Consider a simple example of a single cell and only one user. The cell boundary is identified by the
user travelling away from the BS in a specific direction until the quality of reception is just acceptable,
and then repeating this procedure for different directions from the BS. If a second user closer to the BS
than the original user now communicates with the BS, its received power will be interference to the first
user, whose position on the boundary was previously just able to sustain communications. The first user
will have his call dropped unless he moves toward the BS until his received power matches the received
power of the second user. Notice that in CDMA each user is power controlled in an attempt to deliver
the same power S as the BS. The effect of the first user needing to move towards the BS means that the
presence of the second user has shrunk the cell. Further users, each delivering a powers at the BS, will
cause the cell to get smaller as the interference to any user is (N − 1)S, where N is the number of users
in the cell. The cell boundary depends on the user on the boundary having sufficient radiated power to
deliver the power S at the BS. The received power S is simply related to the received energy per bit Eb,
and the interference power (N − 1)S is related via the transmission bandwidth to the power spectral
density (Io) of the total interference. The quotient Eb/Io is a key system parameter in CDMA.

Notice that for a given number of users N, their position in the cell is unimportant, provided they
can all deliver the power S at the BS. However, the profile of Eb/Io versus mobile speed is far from constant,
being low when the MS is stationary when power control is effective, and low at higher speeds when
channel coding and interleaving combats errors. For intermediate speeds a higher Eb/Io is required. If
the user is allowed to increase its power the interference to other users increases. Also, even if all users
move at the same speed, perfect power control is not realised. Consequently the Eb/Io has a distribution
about its target value, and the larger the standard deviation of this distribution the greater the decrease
in capacity for a given data erasure rate [9].

FIGURE 74.8 The minimum path loss from all sites.
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In a multicellular environment there is intercellular interference in addition to the intracellular inter-
ference just discussed. The intercellular interference is difficult to control, and generally each BS does
the best it can for its own users rather than the network attempting a global optimisation of mitigating
all forms of interference. The important point to appreciate is that the cell boundary is a system variable,
with the cell size increasing as the interference levels decrease, and vice versa. So if there are few users,
as in a start-up scenario, the cell size may be large, but as traffic builds up the cell size decreases; and as
users clear-down calls, or additional users in the cell make new calls, or change their behaviour (e.g.,
speed), or the intercellular interference changes, then the cell size also changes.

This interference modulated cell size is difficult to manage, and matters are exacerbated by other
factors. For example, in 3G networks the chip rate may be constant, but the bit rate varies with the type
of service. This means the spreading factor, which is equal to the CDMA code length, decreases with
increasing bit rate. Consequently, the processing gain of the CDMA receiver is decreased, and this in turn
decreases the link budget. Hence increasing the bit rate results in the cell size contracting. This has another
knock-on effect, namely, if the cells become islands for high bit rate services, then soft handover (SHO)
that requires more than one BS involvement cannot be used, and this makes matters worse. There are
other major difficulties, such as if the QoS requires a lower bit error rate, or guaranteed packet delivery,
etc., then these factors also decrease the effective size of the cell for this service.

Our above comments lead us to the opinion that because cell shapes and sizes are so variable, depending
as they do on a myriad of factors, then the basic concept of a cell may have become out-moded. Instead
we may adopt the notion of 3-D space in which MSs roam and may be connected to one or more BSs,
and that for some services there is a continuum of space for communications, and at other times only
islands that will support particular services, and that these islands have continuously changing bound-
aries. One BS does not have one island, but more like an archipelago, small volumes of space where the
service is best from this BS.

In the plots that follow we will illustrate some of these ideas. Cells will not be specifically shown.
Rather areas where communications can be supported by a family of BSs. The plots were made using
the MACdma planning tool,2 which will highlight some of the key phenomena for the exemplary
conditions given in Table 74.1.

The table displays the downlink (forward link) transmission rates for three services. The probability
that the service will be used is given by the penetration column, and hence the sum of the numbers in
this column is unity. From the penetration column we observe that 80% of all calls are for speech, while
only 5% and 15% of the calls are for high-rate (384 kb/s) and medium rate (144 kb/s) data, respectively.
Consequently an average user is 0.8/0.05 = 16 times more likely to make a voice call than a high-rate
user. A voice call is 0.8/0.15 = 5.3 times more probable than a medium-rate call. Because most calls do
not have data to transmit continuously we need to introduce the source activity factor (SAF). We see
that the speech service has a SAF of 0.5, which may be interpreted as a speaker requiring the channel on
average for half the time. For the remainder of the time the other person will speak. The system per-
formance is enhanced if the SAF is low as less interference is generated to other users. The symmetry
column gives the ratio of the uplink (UL) to downlink (DL) data rates. We observe that for the high-rate
and medium-rate services, the DL rate is 384 kb/s and 144 kb/s. The corresponding UL rate from the MSs
is also 384 kb/s and 144 kb/s. However, because these services have large asymmetry, the uplinks transmit

TABLE 74.1 The Assumed Service Mix Within the Network

Service Type Bit Rate Penetration
Source

Activity Factor
Symmetry 
(UL/DL)

High-rate data 384 kb/s 0.05 0.8 0.026
Medium-rate data 144 kb/s 0.15 0.8 0.026
Speech 12.2 kb/s 0.8 0.5 1

2MACdma planning tool developed by Multiple Access Communications Ltd.
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relatively infrequently, and the long-term average data rate is 384 × 0.026 = 9.984 kb/s and 144 × 0.026 =
3.744 kb/s, respectively.

We now need a map of how we expect the traffic density measured in E/m2 to be distributed throughout
the city. Generating such a map is difficult, but as a first approximation it could be based on 2G telephony
traffic, and then modified by measurements as the network capacity grows and the popularity of different
services becomes apparent. Let us utilise the arbitrary traffic distribution shown in Fig. 74.9, where the
highest traffic of 128 µE/m2 is carried by the microcellular cluster. Other parameters now need to be
considered, such as the channel holding time for each service, the mean call arrival rate and its distri-
bution, and so on. We will refrain from entering into such detail, but emphasise that the carried traffic
for a specific service is independent of the bit rate.

In the plots that follow we will assume that the three services listed in Table 74.1 are being used con-
currently, and that the traffic density for each service depends on where the MSs are located, i.e., in accor-
dance with Fig. 74.9. Our first step is to assure ourselves that the plot (not shown) of downlink pilot
channel energy per chip-to-interference PSD, namely, Ec/Io, is in excess of −16 dB throughout the complete
coverage area. The condition (Ec/Io) > −16 dB is a number we assume the system requires in order for an
MS to register on the network. Whether an MS is allowed to make a call depends on a number of factors,
such as whether the BS is able to allocate sufficient transmit power to a traffic channel in the presence of
many calls in progress.

At any instant we may have one to all of the service types being handled by each BS. It may be that
the required MS transmit power is sufficient for a particular service as the received Eb /Io is acceptable,
given the current level of prevailing interference. Such a situation is shown in Fig. 74.10 for the speech
service. Scrutiny of the plot may lead the observer to consider that the buildings are displayed in orange.
But this is not so. MSs are uniformly distributed and some are therefore located within buildings. These
users have to transmit sufficient power to overcome the electromagnetic shielding of the buildings they
are in, and as a consequence there is a considerable difference in the transmit power from an MS within
a building and another on the street outside. However, we observe that for some buildings additional
transmit power is required (shown in red), while for buildings close to a cell site the transmit power is
at a minimum irrespective of whether an MS is within or outside the building (see the green areas).

Consideration must also be given to the consequences of granting access to the network. To this end, call
access control (CAC) is employed, and if the network considers that by granting access to an MS the level

FIGURE 74.9 Variation of traffic density across the network. Red represents 128 µE/m2, green represents 64 µE/m2,
light blue represents 32 µE/m2, and dark blue represents 16 µE/m2.
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of interference will become unacceptably high to other users then the access request fails. Figure 74.11
displays the probability of blocking for the speech service. The dimensions of this plot are smaller than in
the previous ones as for our traffic levels and service mix the blocking only occurs close to the microcellular
BSs. This may seem surprising but it is due to the path losses between MSs and their BSs being so small
that when the MSs are power controlled to their lowest specified levels they deliver a power at the cell
site that is unacceptably high, causing unwanted interference to other MSs. Accordingly the system’s CAC
blocks these calls. Interestingly, MSs located within buildings close to the cell sites may not be blocked if
the building penetration losses are sufficiently high to cause the received power at the BS to be brought
close to the specified received power by the power control system. Fortunately this high level of blocking
around the cell site is small, ranging from a few meters to usually less than 80 metres. We note that all of
the plots in Section 74.6 relate to the same carrier being deployed at all cell sites, be they microcellular or
minicellular. If an additional carrier is available then MSs in the high blocking probability areas would be
handed over to the other carrier, probably used by the minicells.

To appreciate how the degree of traffic effects the MS transmit power and the probability of blocking of
an access call for the speech service, we increase the variation of teletraffic density shown in Fig. 74.9 by a
factor of four for all services. So the red area where the microcells reside now supports 512 µE/m2 of traffic.

FIGURE 74.10 The required transmit power for the speech service.

FIGURE 74.11 The probability of blocking for the speech service.
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Figures 74.12 and 74.13 apply for this fourfold increase in traffic. We observe in Fig. 74.12 that at many
locations the MSs are required to transmit more power to make a speech call compared to the situation in
Fig. 74.10 where the offered traffic is four times less. The MS transmit values of Fig. 74.12 (and Fig. 74.10)
relate to MSs that are able to make a call. More significantly, the probability of blocking for speech users
is dramatically increased as shown in Fig. 74.13. Notice that the plot size in Fig. 74.13 is much larger than
in Fig. 74.11 where blocking is confined to areas close to the microcellular sites. Comparing the traffic map
of Fig. 74.9 (with traffic levels now four times higher) with the probability of blocking map of Fig. 74.13
we observe that in spite of the traffic being highest in the vicinity of the microcells, the blocking probability
is low (except in the immediate vicinity of the cell sites, as previously described) because of the high capacity
per metre squared offered by the microcellular cluster. The minicells on the right hand side of Fig. 74.13
are able to accommodate the increase in traffic. Unacceptably high blocking levels occur on the left half of
the plot where the traffic is high and the network capacity is insufficient.

FIGURE 74.12 The required transmit power for MSs using the speech service, when the level of offered traffic has
been increased by a factor of four.

FIGURE 74.13 The probability of blocking for speech users when the offered traffic has been increased by a factor
of four. For the key see Fig. 74.11.
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We now return to the offered traffic levels shown in Fig. 74.9. An important feature of CDMA is soft
handover (SHO), a form of macro-diversity, where a MS communicates with more than one BS when its
received signal levels from its current and another BS differs by a sufficiently small amount (a system para-
meter [9]). By communicating with more than one BS, diversity combining occurs enabling the transmit
power to be decreased, the overall interference power to fall, and the capacity and coverage to increase. The
benefits of SHO, only applied to our speech service, are present in all of our plots. A useful plot for an
operator to have is one showing SHO regions, i.e., those areas of a city in which SHOs can be implemented.
Figure 74.14 shows those areas where SHO can be achieved using two BSs, and more rarely with three BSs.
Observe that there are large areas in our example where SHOs cannot be implemented.

Let us now consider the high-rate service operating at 384 kb/s. Figure 74.15 displays the required MS
transmit power. The processing gain for the high-rate services is much lower than for the speech service
because the energy contained in each data bit is lower. This means that more signal energy must be

FIGURE 74.14 Soft handover regions for MSs using the speech service. The dark blue, cyan, and green areas
represent regions in which an MS can be served by one, two or three BSs, respectively.

FIGURE 74.15 Required MS transmit power for the 384 kb/s high rate service. Original traffic levels shown in
Fig. 74.9 apply.
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provided to overcome the interference in the system, and we observe that the required MS transmit
powers are generally higher than the corresponding values for the speech service displayed in Fig. 74.10.

74.7 Discussion

In the first generation (1G) FDMA networks, microcells were and remain rare, except in dense urban
conurbations like Hong Kong. Microcells began to be more widely deployed in 2G networks but confined
to cities. There are now small microcellular GSM BSs and they are to be found in city streets and within
buildings. Sections 74.1 to 74.4 discussed microcells for highways, city streets and for buildings, while in
Section 74.5 we commented on microcellular infrastructures. These FDMA and TDMA microcells are
relatively straight forward to design, but in Section 74.6 we introduced microcells and oversailing minicells
for cities having 3G CDMA networks. Designing these networks is difficult and we trust that the figures
in Section 74.6 will give the reader an indication of the magnitude of the problem. These high user density
CDMA networks providing multimedia service have not been fully deployed yet, so this brief chapter has
looked back to the origins of microcells and moved forward to glimpse how they may be deployed in
the future. We live in rapidly changing times.
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FIGURE 74.4 NP WorkPlace coverage plot of a city street microcell. The map gridsize is 500 meters.
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FIGURE 74.5   Cluster of microcells in a city center. The map gridsize is 500 meters.
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FIGURE 74.8 The minimum pathloss from all sites.
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FIGURE 74.9 Variation of traffic density across the network. Red represents 128 µE/m2,
green represents 64 µE/m2, light blue represents 32 µE/m2, and dark blue represents
16 µE/m2.
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FIGURE 74.10 The required transmit power for the speech service.
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FIGURE 74.11 The probability of blocking for the speech service.

FIGURE 74.12 The required transmit power for MSs using the speech
service, when the level of offered traffic has been increased by a factor of
four.
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FIGURE 74.13 The probability of blocking for speech users when
the offered traffic has been increased by a factor of four. For the key,
see Figure 74.11.

FIGURE 74.14 Soft handover regions for MSs using the speech service.
The dark blue, cyan, and green areas represent regions in which an MS
can be served by one, two, or three BSs, respectively.
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FIGURE 74.15 Required MS transmit power for the 384 kb/s high rate service. Original traffic
levels shown in Figure 74.9 apply.
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Microcellular Reuse

Patterns

75.1 Introduction
75.2 Microcellular Reuse Patterns
75.3 Performance Analysis Model
75.4 Worst Case Condition 

Carrier-to-Interference Ratio • An Application Example 

75.5 A More Realistic Case Condition
Carrier-to-Interference Ratio • An Application Example

75.6 Conclusions
Appendix
General Formulation for the Positioning of the Interferers

This chapter addresses the basic principles underlying the construction and performance of reuse patterns
applied to microcellular networks. These reuse patterns are based on a square grid and the performance of
the system is assessed by means of the carrier-to-interference (C/I) ratio. Initially, the worst case condition
is considered, in which the system is assumed to operate at full load and all mobiles are positioned for the
highest interference situation. Following, in a more realistic condition, the mobiles are assumed to be
randomly positioned within the network with the channel activity of each call connection varying in accor-
dance with a given traffic intensity.

Amongst the possible reuse patterns (1, 2, 4, 5, 8, 9, 10, 13, 16... microcells per cluster), the performance
analysis carried out here explores systems with clusters of 5, 8, 9, 10, and 13 microcells. General and
closed-form formulas are presented for all possible reuse patterns. The chapter also addresses the perti-
nence of the use of simple but approximate formulas for the overall performance evaluation.

A substantial difference in performance for the uplink and downlink can be noticed, with the former
performing less satisfactorily than the latter and with this difference diminishing as the size of the cluster
increases. Some peculiarities of each reuse pattern, such as sudden degradation in the performance at
certain points of the service area, are outlined. Both the 10- and the 9-microcell clusters exhibit an
outstanding performance. On the other hand, if appropriately explored, a remarkable trade-off between
capacity and interference may be encountered for the 5-microcell cluster.

75.1 Introduction

The expansion and the evolution of the wireless network shall be supported by an ample microcellular
structure, not only to satisfy the high traffic demand in the dense urban regions but also to provide for the
services requiring low mobility. The microcellular network concept is rather different from that of the
macrocellular one widely employed in wireless networks. In particular, the macrocellular network makes
use of a hexagonal cell array with reuse pattern being established with the supposition that reuse distances

Michel Daoud Yacoub 
FEEC/UNICAMP

Paula R. C. Gomez
FEEC/UNICAMP
©2002 CRC Press LLC



 

                                                                   
are isotropic and that a cluster is comprised of a contiguous group of cells. In theory, the high-power sites
combined with base station antennas being positioned well above the rooftops provide for a propagation
symmetry, in which case, for system planning purposes, the hexagonal coverage grid has proven appropriate.

In microcellular systems, with low-power sites and antennas mounted at the street level (below the
rooftops), the supposed propagation symmetry of the macrocellular network no longer applies and the
hexagonal cell pattern does not make sense. The ‘‘microscopic’’ structure of the environment (e.g., street
orientation, width of the streets, layout of the buildings, among others) constitutes a decisive element
influencing the system performance.

The ubiquitous coverage of a service area based on a microcellular network will have to make use of an
exceedingly greater number of base stations as compared with that of the macrocellular systems. Therefore,
among the important factors to be accounted for in the microcellular system planning (cost of the site, size
of the service area, etc.), the per-subscriber cost is determinant. This cost is intimately related to how efficiently
the radio resources are reutilized in a given service area. The reuse efficiency depends on the interfering en-
vironment of the network and on the ability of the involved technology to cope with the interfering sources.

The studies of interference in macrocellular systems is greatly eased by the intrinsic symmetry of the
problem. In the microcellular case, the inherent asymmetry due to the microscopic structures involved
implies an additional complication. In such a case, the interference is dependent not only on the distance
between transmitter and receiver but also, and mainly, on the line-of-sight (LOS) condition of the radio
path. For instance, assuming base stations located at street intersections, mobiles on streets running radially
from the base station may experience an interference pattern changing along the street as they depart from
the vicinity of their serving base station, where the desired signal is strong and the relevant interfering
signals are obstructed by buildings (non LOS—NLOS), and approach new intersections, where they may
have an LOS condition not only to their serving base station but also to the interfering ones. The interfering
situation will then follow a completely distinct pattern on the perpendicular streets. Again, the asymmetry
of the problem is stressed by the traffic distribution, which is more likely to comply with an uneven
configuration with the main streets accommodating more mobile users than the secondary ones.

75.2 Microcellular Reuse Patterns

A number of field measurements and investigations [1–6] show that an urban microcell service area can
be reasonably well-approximated by a square diamond. Assuming a square cellular grid, as in Fig. 75.1,
where R is the cell radius and  [10] is the unit in the respective set of coordinates and the distance
D between the centers of the cells is given by D2 = i2 + j2, where i = u2 - u1 and j = v2 - v1 range over the
integers. Considering that reuse distances are isotropic and that a cluster is a contiguous group of cells,
the format of the clusters must be of a square type, whose area is given by D2. Given that the area of the
cell equals 2R2, the number N of cells per cluster is found to be N = i2 + j2, leading to clusters accom-
modating 1, 2, 4, 5, 8, 9, 10, 13, 16... cells. 

FIGURE 75.1 Square cell geometry.
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The layout of the cells within the cluster is attained having as principal target symmetry and compact-
ness. Figure 75.2 shows some of the suggested repeat patterns. The tessellation over the entire plane is
then achieved by replicating the cluster in an isotropic manner. In other words, if the chosen reuse pattern
is such that i = p and j = q, then, for the reference cell located at the coordinates (0, 0), the four
corresponding equidistant cocells are positioned at (p, q), (-q, p), (-p, -q), and (q, -p). Figure 75.2
illustrates this for the case i = 1 and j = 2 (N = 5). Figure 75.3 shows a partial tessellation for the reuses
of 5 (i = 1, j = 2) and 13 (i = 2, j = 3).

In the performance analysis of the various reuse patterns, a parameter of interest is the distance between
the interferers positioned at the co-cell of the Lth co-cell layer and at the target cell, the target cell taken
as the reference cell. We define such a parameter as nL and, for ease of manipulation, normalize it with
respect to the cell radius, i.e., nL is given in number of cell radii. We observe that this parameter is greatly
dependent on the reuse pattern. It can be obtained by a simple visual inspection, but certainly for a very
limited number of cell layers. For the general case, a more general formulation is required, and this is
shown in the appendix.

FIGURE 75.2 Some possible reuse patterns (N = 1, 2, 4, 5, 8, 9, 10, 13 microcells per cluster).

FIGURE 75.3 Partial tessellation for the reuse of 5 and 13.
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75.3 Performance Analysis Model

The performance analysis to be carried out here considers a square cellular pattern with base stations
positioned at every other intersection of the streets. This means that base stations are collinear and that
each microcell covers a square area comprised of four 90∞-sectors, each sector corresponding to one-
half of a block, with the streets running on the diagonals of this square. Figure 75.4 shows the cellular
layout with respect to the streets. In Fig. 75.4, the horizontal and vertical lines represent the streets and
the diagonal lines represent the microcells’ borders. The central microcell is highlighted in the figure in
order to evidence its location.

In order to give an insight into how the performance calculations are carried out, Figs. 75.5 and 75.6
illustrate the complete tessellation for clusters containing 5 (Fig. 75.5), 8, 9, 10, and 13 (Fig. 75.6) microcells,
in which the highlighted cluster accommodates the target cell, and the other dark cells correspond to the

FIGURE 75.4 Cellular layout in an urban area.

FIGURE 75.5 Five-microcell cluster tesselation—Prime Non-Collinear Group (see appendix).
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co-microcells that, at a certain time, may interfere with the mobile or base station of interest. Within a
microcellular structure, distinct situations are found that affect in a different manner the performance
of the downlink and of the uplink. In general, the set of microcells affecting the downlink constitutes a
subset of those influencing the uplink. In Figs. 75.5 and 75.6, the stars indicate the sites contributing to
the C/I performance of the downlink, whereas the circles point the worst case location of the mobile
affecting the C/I performance of the uplink. The cluster attribute (collinear, non-collinear, etc.) indicated
in the captions of these figures are defined in the appendix.

It is noteworthy that some of the patterns tessellate into staggered configurations with the closer
interferers being either completely obstructed or obstructed for most of the time with an LOS interferer
appearing many blocks away. It is also worth emphasizing that for clusters with a prime number of
constituent cells, as is the case of the 5-cell cluster of Fig. 75.5, the base stations that interfere with the
target mobile in the downlink change as the mobile moves along the street.

Concerning the radio coverage aspects, it is well known [1–6] that the LOS and the NLOS modes of
propagation are very distinct from each other. The respective propagation losses at a distance d from the
base station and for a wavelength λ, a transmitting antenna height ht, and a receiving antenna height hr

are then given by

(75.1)

(75.2) 

where KLOS = (λ/4π)2, dB = 4hthr/λ is the breakpoint distance, KNLOS = 0.16 for 900 MHz and 0.0015 for
2 GHz, and α = 4.3 for 900 MHz and α = 3.8 for 2 GHz [4].

FIGURE 75.6 (a) Eight-microcell cluster tessellation—Collinear i = j Group; (b) Nine-microcell cluster tessellation—
Collinear  Group; (c) Ten-microcell cluster tessellation—Even Non-Collinear; (d) Thirteen-microcell cluster
tessellation—Prime Non-Collinear Group (see appendix).
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The following two sections of this chapter analyze the performance of a microcellular network system
for the worst case condition and also for a more realistic condition. In the first case, the system is assumed
to operate at full load and all mobiles are positioned for the highest interference situation. In the second
case, the mobiles are assumed to be randomly positioned within the network with the channel activity
of each call connection varying in accordance with a given traffic intensity. Because the contribution of
the obstructed interferers to the overall C/I performance is negligible if compared to that of the LOS
interferers, only the LOS condition of the interferers is used for the calculations. In such a case, the results
for the worst case condition express the lower bound performance of the system whereas the realistic
case condition express the upper bound performance.

75.4 Worst Case Condition

Carrier-to-Interference Ratio

Defining r as the serving base station-to-mobile station distance normalized with respect to the cell radius
(0 < r ≤ 1) and k as the ratio between the cell radius and the breakpoint distance (k ≥ 0), it is possible to
show that, for the interferers positioned at the worst case condition, the uplink C/I parameter is given by [7]

(75.3)

where nL = 1, 2, 3... is the distance between the interferers at the Lth layer and the target cell site, given
in number of units of the cell radius. The parameter nL is dependent on the reuse pattern, as shown in
the appendix.

In the same way, a C/I can be found for the downlink. However, this ratio depends on the position
of the target mobile with respect to its serving base station because, as the mobile moves from the cell
center toward the next corner, it acquires a new LOS, and it may find new interfering base stations.
Therefore, for the downlink and for the mobile at the vicinity of its serving base station, more specifically,
at the intersection of the streets (r ≤ normalized distance from the site to the beginning of the street),
the C/I ratio [7] is

(75.4)

Away from the vicinity of the serving base station, which corresponds to most of the path, the C/I ratio
[7] is

(75.5)

At the border of the cell (very end of the corner), new interferers may appear in an LOS condition. However,
this is not the case for all reuse patterns. This phenomenon only happens for clusters with a prime number
of cells, as, for example, in the case of 5-cell clusters as illustrated in Fig. 75.5. Hence, for clusters with a prime
number of cells and the mobile away from its serving base station (1 - r ≤ normalized distance from the site
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(75.6)

− r and  is defined in the appendix.

cation Example

illustrates the C/I performance for clusters with 5, 8, 9, 10, and 13 microcells. The performance
luated having the central microcell as the target cell and for the mobile subscriber departing from
ward its edge, as shown by the arrow in the respective cell in Fig. 75.5. Figure 75.5 also shows, in

icrocells that, at a certain time, may interfere with the wanted mobile in an LOS condition.
merical results, the calculations consider the radius of the microcell as 100 m, a street width

 transmitter and receiver antennas heights, respectively, equal to 4 m and 1.5 m, an operation
 890 MHz, which leads to k = 1.405, and a network consisting of an infinite number of cells
 600 layers of interfering cells).
.7a and 75.7b show, respectively, the uplink and downlink performances for the cases of 5-,

nd 13-microcell clusters as a function of the normalized distance. In general, the bigger the
etter the carrier-to-interference ratio, as expected. However, the 5-microcell cluster has a
tanding behavior, with its C/I coinciding with that of the 8-microcell cluster for the uplink
 in Fig. 75.7a) and with that of the 10-microcell cluster for the downlink for most of the
 the path (curve below the upper one in Fig. 75.7b), with the separation of the curves in the
ing at the edge of the microcell, where two new interferers appear in an LOS condition.
 significant difference between the performance for the uplink and downlink, this difference
rogressively smaller with the increase of the size of the cluster. This can be better observed
where the 5- and 10-microcell clusters are compared. 

esting to examine the influence of the number of interfering layers in the C/I performance.
ose, we analyze the performance of a one-layer network (L = 1 in Eqs. (75.3) through (75.6)).
a and 75.9b show the performances for the uplink and downlink as a function of the

distance to the base station using both the exact (infinite number of layers) and the simplified
ethods for clusters of 5 and 8 cells, respectively. The dotted lines correspond to the results

ite number of interferers case, and the solid lines represent the results for the simplified
 Analyzing the graphs and the numerical results, one observes that the difference between

Carrier-to-interference ratio as a function of normalized distance: (a) uplink; (b) downlink.
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o for an infinite-cell network and for a one-interfering-layer network is negligible. This
lso applies to the other patterns, with the biggest difference found in both methods for all
s being less than 0.35 dB.

, for the worst case condition, the C/I ratio can be estimated by considering only the interfering
 closest to the target cell. In such a case, Eqs. (75.3) through (75.6) reduce to very simple
wever, as will be discussed in the following section, for a more realistic condition more layers

sidered in the performance analyses.

 More Realistic Case Condition

-Interference Ratio

 considers the interferer to be randomly positioned within the microcell network and the
e active according to a given traffic intensity. Assume a uniform probability distribution for
 of a mobile within a cell. Let i be the number of interferers and iACT&LOS (0 ≤ iACT&LOS ≤ i) a
 interferers that are active and in an LOS condition, and iNACT or NLOS = i − iACT&LOS those that
e or that are in an obstructed situation. Let pLOS be the probability of a mobile being in an
on, pACT the probability of a channel being active, and pACT&LOS the probability of having
rferers simultaneously active and in an LOS condition. Let E[C/I|iACT&LOS] be the carrier-to-
 ratio estimated in such a case. The overall mean carrier-to-interference ratio is, therefore [8],

(75.7)

Carrier-to-interference ratio as a function of normalized distance for uplink and downlink compared.

Performance considering an infinite number of interferers and a single layer of interferers for
sters and (b) 8-cell clusters.
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(75.8)

tly,

(75.9)

(75.10)

(75.11)

 unique value for pLOS for clusters with a non-prime number of microcells, as can be observed
lular layout. Therefore, Eq. (75.8) is used to evaluate pACT&LOS in these cases. On the other
usters with a prime number of microcells, there is more than one possible value for pLOS.
5.5, one can observe that mobile interferers affecting the uplink (circles) from the first two
 an LOS condition only when positioned at the corner, whereas mobiles from the third layer
S condition at any point along the entire street. This is the case for all clusters with a prime

cells. Therefore, calculations of the performance of the uplink for such cases make use of
r the value of pACT&LOS.

cation Example

to be shown here consider clusters of 5 and 8 cells for the parameters as given before. The

LOS is different for each tessellation because for some of them there are co-microcells where
fers an LOS condition at any of its points, whereas for others, the LOS condition is offered
orner of the street of the co-microcell. The calculations of the C/I ratio shown here assume
ell to have 8 channels and a grade of service of 2% and they are performed for an ‘‘infinite’’

icrocells. Certainly, performing the calculations outlined in Eq. (75.7) for an infinite number
 is impracticable. Limiting the number of interferers may compromise the results. For practical
e interferers are then divided into two groups: those belonging to the layers closer to the target
yers) and those belonging to the other layers (outer layers). Again for practical purposes, only
re given random properties, whereas the latter are positioned for the worst case condition. It
nd [9] that the minimum number of layers within the inner layers necessary to yield statistically
lts is 7. As before, the calculations take into account 600 layers of interfering cells. 
.10a and 75.10b show the performances for the uplink and the downlink as a function of the
istance to the base station for clusters with 5 and 8 microcells, respectively, for the two limiting
 inner layers containing one layer only (dotted lines) and for the inner layers containing seven

 lines). Note that a remarkable difference between the two cases is found. This implies that,
worst case condition can be easily modeled by means of a one-layer network, a more realistic
n only be analyzed if a significantly greater number of layers is considered.
11 compares the lower bound performance and the upper bound performance for 5-cell clusters
sters. The plots show an outstanding increase in performance for both the uplink and downlink

oteworthy that this increase is enhanced for the case of 5-cell clusters, and this applies to all
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 prime number of cells. The reason for this is that, for clusters with prime number of cells,
co-microcells have only their corners in LOS, whereas the clusters with non-prime number of
e co-microcells collinear with the target cell, therefore, having a whole street in LOS. Special
uld be paid to the enhancement in efficiency at the corner opposite the serving base station

 of clusters with a prime number of cells. Those points showed a poor C/I ratio for the worst
w, considering a more realistic situation, they show a drastic improvement.

onclusions

 addressed the basic principles underlying the construction and performance of reuse patterns
icrocellular networks. An initial assessment of these patterns, based on a square grid, was

by means of the carrier-to-interference ratio for the mobiles positioned at the worst case
d the system operating at a full load. It is noteworthy that the worst case condition occurs

ility of (pACT × pLOS)
4L, where L is the number of interfering layers, pACT is the probability of

vity, and pLOS is the probability of LOS condition. Roughly speaking, for the geometry explored
rst case condition occurs with probability (3 × 10−5)L × (pACT)4L. Therefore, by taking into
random distribution of the users and the channel occupancy, the mean C/I ratio is expected
rastically. This motivates the examination of a more realistic condition in which the mobiles
 to be randomly positioned within the network and the channel activity of each call con-
es in accordance with a given traffic intensity. 
e possible reuse patterns (1, 2, 4, 5, 8, 9, 10, 13, 16... microcells per cluster), the performance
sidered systems with clusters of 5, 8, 9, 10, and 13 microcells. General and closed-form
re presented for all possible reuse patterns for all cases.

paring the performance for the worst case condition and the more realistic condition, one
an outstanding increase in the carrier-to-interference ratio for the latter case. An analysis of

Upper bound performance as a function of normalized distance for the uplink and downlink for
ters; (b) 8-cell clusters.

1 Carrier-to-interference ratio as a function of normalized distance for uplinks and downlinks for
per bound performances compared: (a) 5-cell clusters; (b) 8-cell clusters.
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a microcellular system can be made by considering the results of the equations presented for the worst
case condition as the lower bound performance and the results of the equations presented for the more
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dition as the upper bound performance.
e chapter addressed the pertinence of the use of simple but approximate formulas for the
rmance evaluation. The graphs showed a remarkable similarity in the C/I ratio for the exact

roximate methods when considering the worst case condition, from which it can be inferred
 layer of interferers play the most influential role in the overall performance. On the other
re realistic conditions are to be considered, then this influence just mentioned is not valid.
n that yields statistically reliable results was discussed. It was found that convergence occurs
ber of interfering layers approaching seven. It could be observed that the more realistic
rastically improves the performance of the system as compared to the worst case condition.
- and the 9-microcell clusters exhibit an outstanding performance. On the other hand, if
y explored, a remarkable trade-off between capacity and interference may be encountered
crocell cluster.

ix

ormulation for the Positioning of the Interferers

mance analysis of the various reuse patterns, a parameter of interest is the distance between the
 the Lth layer and the target cell. We define such a parameter as nL and, for ease of manipulation,
 with respect to the cell radius, i.e., nL is given in number of cell radii. We observe that this
 greatly dependent on the reuse pattern. It can be obtained by a simple visual inspection, but
a very limited number of cell layers. For the general case, a more general formulation is required,
own here. 
 patterns of the square grid cell configurations can be divided into four different groups
 the shape into which their cells tesselate [9]. Figures 75.5 and 75.6 illustrate samples of some
n that the number of cells per cluster is defined by N = i2 + j2, where i and j are integers,
tion of reuse patterns for square cells is as follows:

ear 

Collinear ˙

5.6a and 75.6b show the tessellations of the first case (collinear). From the non-collinear
group, there are three different subgroups: clusters with a prime number of cells, clusters
 number of cells, and clusters with an odd and non-prime number of cells. The first of these
 represented by a 5-cell cluster tessellation, as in Fig. 75.5, and by the 13-cell cluster tesselation,
6d, and is characterized by the appearance of new interferers as the mobile reaches the border
g base station. A member of the group of non-collinear tessellation with an even number of
ster is illustrated in Fig. 75.6c.
ions below show, for each of the groups defined above, the distance between the target
 interferers for the uplink and for the downlink, for the worst case condition. The
istance between collinear co-cells is represented by the variable d, given in number of
 cell radius. In these relations, L is the number of the interfering layer and BS stands
tion.

• N Z, i.e., i∈ 0 or j 0 (square clusters)= =
or

• i j, i.e., N x2 where x Z  and Z defines the integer set∈= =





• N  is prime

• N  is non-prime


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: when  ∈ Z, if i = 0, d = 2j

link: nL = 2iL − 1

wnlink: 

Non-Collinear

 N

link: nL = N⋅L − 1

wnlink: 

and Non-Prime Non-Collinear

 = rNR 

= r ⋅nL(R)

ere r ∈Z, NR < N, NR = number of cells per cluster of another reuse pattern R, and nL(R) is the
tance between the interferers at the Lth layer and the target cell for reuse pattern R
e Non-Collinear

 2N

link:  
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76.1 Introduction

One of the important aspect of frequency reuse-based cellular radio as compared to early land mobile
telephone systems is the potential for dynamic allocation of channels to traffic demand. This fact had
been recognized from the early days of research (e.g., see [18, Chapter 7], [7,8]) in this field. With the
emergence of wireless personal communications and use of microcell with nonuniform traffic, radio
resource assignment becomes essential to network operation and largely determines the available spec-
trum efficiency. The primary reason for this lies in the use of microcell in dense urban areas where
distinct differences exist as compared to large cell systems due to radio propagation and fading effects
that affect the interference conditions.

In this chapter, we will first review the channel reuse constraint and then describe methods to accom-
plish the assignment. Subsequently, we will consider variations of fixed channel assignment and discuss
dynamic resource assignment. Finally, we will briefly discuss the traffic modeling aspect.

76.2 The Resource Assignment Problem

The resources in a wireless cellular network are derived either in frequency division multiple access
(FDMA), time division multiple access (TDMA), or joint frequency–time (MC-TDMA) [1]. In these
channel derivation techniques, the frequency reuse concept is used throughout the service areas com-
prised of cells and microcells. The same channel is used by distinct terminals in different cells, with the
only constraint of meeting a given interference threshold. In spread spectrum multiple access (SSMA)
such as the implemented code division multiple access (CDMA) system (IS-95) [24] each subscriber
spreads its transmitted signal over the same frequency band by using a pseudorandom sequence simul-
taneously. As any active channel is influenced by the others, a new channel can be set up only if the
overall interference is below a given threshold. Thus, the problem of resource assignment in CDMA
relates to transmission power control in forward (base station to mobile terminal) and reverse (mobile
terminal to base station) channels. Of course, the problem of power control applies to TDMA and FDMA
as well, but not to the extent that it impacts the capacity of CDMA. Here we first focus on time- and
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frequency-based access methods. We subsequently present some preliminary discussion on spread spec-
trum CDMA systems.

Fixed channel assignment (FCA) and dynamic channel assignment (DCA) techniques are the two
extremes of allocating radio channels to mobile subscribers. For a specific grade of service and quality
of transmission, the assignment scheme provides a tradeoff between spectrum utilization and implemen-
tation complexity. The performance parameters from a radio resource assignment point of view are
interference constraints (quality of transmission link), probability of call blocking (grade of service), and
the system capacity (spectrum utilization) described by busy hour erlang traffic that can be carried by
the network. In a cellular system, however, there exist other functions, such as handoff and its execution
or radio access control. These functions may be facilitated by the use of specific assignment schemes and,
therefore, they should be considered in such a tradeoff [14].

The problem of channel assignment can be described as the following: Given a set of channels derived
from the specified spectrum, assign the channels and their transmission power such that for every set of
assigned channels to cell i, (C/I)i > (C/I)0. Here, (C/I)0 represents the minimum allowed carrier to interfer-
ence and (C/I)i represents carrier to interference at cell i.

76.3 Fixed Channel Assignment

In fixed channel assignment the interference constraints are ensured by a frequency plan independent of
the number and location of active mobiles. Each cell is then assigned a fixed number of carriers, dependent
on the traffic density and cell size. The corresponding frequency plan remains fixed on a long-term basis.
In reconfigurable FCA (sometimes referred to as flexible FCA), however, it is possible to reconfigure the
frequency plan periodically in response to near/medium term changes in predicted traffic demand.

In FCA, for a given set of communications system parameters, (C/I)0 relates to a specific quality of
transmission link (e.g., probability of bit error or voice quality). This parameter in turn relates to the
number of channel sets [18] (or cluster size) given by K = 1/3 (D/R)2. Thus, the ratio D/R is determined
by (C/I)0. Here D is the cochannel reuse distance and R is the cell radius. For example, in the North
American cellular system advanced mobile phone service (AMPS), (C/I)0 = 18 dB, which results in K = 7
or D = 4.6R. Here, we have used a propagation attenuation proportional to the fourth power of the
distance. The radius of the cell is determined mainly by the projected traffic density. In Fig. 76.1 a seven

FIGURE 76.1 Fixed channel assignment.
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cell cluster with frequency sets F1 through F7 (in cells designated A–G) has been illustrated. It is seen
that the same set of frequencies is repeated two cells away.

The number of channels for each cell can be determined through the erlang-B formula (for example,
see Cooper, 1990 [6]) by knowing the busy hour traffic and the desired probability of blocking (grade
of service). Probability of blocking PB is related to offered traffic A, and the number of channels per cell
N by

This applies to the case of blocked calls cleared. If calls are delayed, the grade of service becomes the
probability of calls being delayed PQ and is given by the erlang-C formula [6],

FCA is used in almost all existing cellular mobile networks employing FDMA or TDMA. To illustrate
resource assignment in FCA, we describe the FCA schemes used in global system for mobile communi-
cations (GSM or DCS) [17]. Here, the mobile terminal continuously monitors the received signal strength
and quality of a broadcast channel along with the identity of the transmitting base station. This mech-
anism allows both the mobile and the network to keep track of the subscriber movements throughout
the service area. When the mobile terminal tries and eventually succeeds in accessing the network (see
Fig. 76.2), a two way control channel is assigned that allows for both authentication and ciphering mode
establishment. On completion of these two phases, the setup phase initiates and a traffic channel is
eventually assigned to the mobile terminal. Here, the terminal only knows the identity of the serving cell;
the (control and traffic) radio channel assignment is a responsibility of the network and fulfills the original
carrier to cell association, while simplifying the control functions during normal system operation.

FIGURE 76.2 Radio resource assignment in GSM/DCS. Source: Jabbari, B. et al., Network issues for wireless
personal communications. IEEE Commun. Mag., 33(1), 1995.
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76.4 Enhanced Fixed Channel Assignment

FCA has the advantage of having simple realization. Since the frequency sets are preassigned to cells
based on long-term traffic demand, however, it cannot adapt to traffic variation across cells and, therefore,
FCA will result in poor bandwidth utilization. To improve the utilization while maintaining the imple-
mentation simplicity, various strategies have been proposed as enhancements to FCA and deployed in
existing networks. Two often used methods are channel borrowing and directed retry, which are described
here.

In the channel borrowing strategy [11,12,18,29], channels that are not in use in their cells may be
borrowed by adjacent cells with high offered traffic on a call-by-call basis. Borrowing of channels allows
the arriving calls to be served in their own cell. This implies that there will be further restrictions in
using the borrowed channels in other cells. Various forms of borrowing have been surveyed in Tekinay
and Jabbari [23].

In directed retry [10,13,14], a call to or from a mobile subscriber may try other cells with channels
with sufficient signal strength meeting the C/I constraint if there are no channels available in its own cell
to be served. In some cases it may be necessary to direct some of the calls in progress in a given congested
cell to adjacent lightly loaded cells (those calls that can be served by adjacent cells) in order to accom-
modate the new calls in that given cell. This is referred to as directed handoff [13,20]. The combination
of these two capabilities provides a significant increase in bandwidth utilization.

76.5 Dynamic Channel Assignment

In dynamic channel assignment [2,3,4,7,8,9,12,21], the assignment of channels to cells occurs based on
the traffic demand in the cells. In other words, channels are pooled together and assignments are made
and modified in real time. Therefore, this assignment scheme has the potential to achieve a significantly
improved bandwidth utilization when there are temporal or spatial traffic variations. 

In DCA, the interference constraints are ensured by a real-time evaluation of the most suitable (less
interfered) channels that can be activated in a given cell (reassignment may be needed). That is, the
system behaves as if the frequency plan was dynamically changing to meet the actual radio link quality
and traffic loads, realizing an implicit sharing of the frequency band under interference constraints.

The implementation of DCA generally is more complex due to the requirement for system-wide state
information where the state refers to which channel in which cell is being used. Obviously, it is impractical
to update the system state in a large cellular network at any time, especially those based on microcells,
as the controller will be overloaded or call set delay will be unacceptable. Therefore, methods have been
devised based on a limited state space centralized control [15] or based on a distributed control to perform
the necessary updating. A method referred to as maximum packing, suggested in Everitt and Macfadyen
[15], records only the number of channels in use. Distributed control schemes, however, where channel
assignments are made at mobile stations or base stations may be attractive. These schemes are particularly
suitable for a mobile controlled resource assignment where each mobile measures the actually perceived
interference and decides to utilize a radio resource in a completely decentralized way.

Design of DCA algorithms is critical to achieve the potential advantages in efficiency and robustness
to traffic heterogeneity throughout cells as compared to FCA and enhanced FCA. Poor DCA algorithms,
however, might lead to an uncontrolled global situation, i.e., the locally selected channel might be very
good for the specific mobile terminal and at the same time very poor for the interference level induced
to other traffic sources.

Two classes of regulated DCA and segregation DCA are discussed here due to their importance. In a
regulated DCA, appropriate thresholds tend to maintain the current channel, avoiding useless handoffs
that can tie up channels; in a segregation DCA, channel acquisition obeys priorities assigned to each
channel. In the latter, the channels successfully activated in a cell have a higher assignment probability
than those found to have a high interference in the cell; of course, priorities change in time depending
on changes in the system status. These types of assignment lead to a (frequency) plan still changing
©2002 CRC Press LLC



 

         
dynamically but more slowly and, in general, only because of substantial load imbalance. In steady-state
conditions, the plan either tends to be confirmed or fluctuates around a basic configuration, proven to
be suboptimal in terms of bandwidth efficiency.

Both digital European cordless telecommunications (DECT) and cordless technology known as CT2
are employing the DCA technique [25], and the next generation cellular systems are foreseen to deploy
it. In CT2 the handset and the base station jointly determine a free suitable channel to serve the call. In
DECT, the mobile terminal (portable handset) not only recognizes the visited base station (radio fixed
part) through a pilot signal but continuously scans all of the system channels and holds a list of the less
interfered ones. The potentially available channels are ordered by the mobile terminal with respect to
the measured radio parameters, namely, the radio signal strength indicator, measuring and combining
cochannel, adjacent-channel, and intermodulation interference. When a connection has to be established,
the best channel is used to communicate on the radio interface.

It is possible to have a hybrid of DCA and FCA in a cellular network in which a fraction of channels
are fixed assigned and the remainder are allocated based on FCA. This scheme has less system imple-
mentation complexity than the DCA scheme but provides performance improvement (lower probability
of call blocking) depending on the DCA–FCA channel partitioning [19].

In general, DCA schemes cannot be considered independently of the adopted power control mecha-
nism because the transmitted power from both mobile terminal and base station substantially affects the
interference within the network. For a detailed discussion of DCA and power control, the readers are
referred to [5]. Despite the availability of several power control algorithms, much work is needed to
identify realizable power and channel control algorithms that maximize bandwidth efficiency. Neverthe-
less, realization of power control mechanisms would require distribution of the system status information
and information exchange between mobile terminal and network entities. This in turn will involve
overhead and terminal power usage.

The performance of DCA depends on the algorithm implementing this capability [13,16]. In general,
due to interactions between different cells the performance of the system will involve modeling the system
as a whole, as opposed to in FCA where cells are treated independently. Therefore, mathematical modeling
and performance evaluation of DCA becomes quite complex. Simplifying assumptions may, therefore,
be necessary to obtain approximate results [15,22]. Simulation techniques have been widely used in
evaluation of DCA performance. For a representative performance characteristics of DCA and a com-
parison to enhanced FCA schemes the readers are referred to [14].

76.6 CDMA Systems

Now we turn our attention to systems based on direct sequence spread spectrum CDMA. Examples
include the second generation system based on IS-95 and the proposed third generation system based
on Wideband CDMA (W-CDMA) [28]. Due to the simultaneous availability and reuse of the entire
frequency spectrum in every cell, opportunity for dynamic channel assignment exists inherently. However,
the problem of dynamic channel allocation turns into the problem of allocation of resources such as
spreading codes, equipment limitations, intracell and intercell interference. Added to this is the practical
implication of the soft capacity, which allows temporary degradation of the links. Furthermore, the use
of voice activity compression technique allows increase in channel utilization while adding new perfor-
mance measures such as speech freeze-out fraction.

The capacity of the CDMA system in terms of Erlang for both forward and reverse directions has been
derived in [27]. The effect of imperfect power control, other cell interference has been taken into account
for traffic sources with a given user activity. This capacity reflects the average traffic load the system can
carry under a specified performance measure. This measure, although it is treated similar to the proba-
bility of blocking, in actuality is somewhat different from those commonly used in orthogonal time and
frequency systems and indeed reflects the outage probability. The performance measure has been defined
in [27] as the ratio of background noise density to total interference density, N0/I0, being greater than a
specified value (for example, 0.1). For the simple equally loaded cells case where the limiting direction
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is the reverse link, with a bandwidth of W, source data rate of R bits/second, required energy to interference
ratio of Eb/I0, and ratio of other cells to own cell (sector) interference of f, the condition to have an outage
is given by [27]:

In the above formula, vi represents the event the bi-state source is in the active state and K is the number
of sources in a single cell. Note that (Eb/I0)i is the energy per bit-to-interference ratio of source i as
received at the observed base station. Additional scenarios and some approximations for special cases
have been further carried out and discussed in [26]. Such analysis can be used to evaluate the system
capacity for when traffic is nonuniformly distributed across the cells/sectors.

76.7 Conclusion

In this chapter we have classified and reviewed channel assignment techniques. We have emphasized the
advantages of DCA schemes over FCA in terms of bandwidth utilization in a heterogeneous traffic
environment at the cost of implementation complexity. The DCA schemes are expected to play an essential
role in future cellular and microcellular networks.

CDMA inherently provides the DCA capability. However, the system capacity depends on factors
including power control accuracy and other cell interference. We presented a brief discussion of capacity
of CDMA.
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77.1 Introduction

Several location technologies have been developed and commercially deployed for locating wireless radios
including Decca, Loran, Omega, the Global Positioning System (GPS), and the Global Navigation Satellite
System(GLONASS). GPS, originally developed for military use, is perhaps the most popular commercial
location system today, providing location accuracies to within 100 m.

All of the above systems use a location technique known as radiolocation. A radiolocation system
operates by measuring radio signals traveling between a mobile station (MS) and a set of fixed stations
(FSs). The measurements are then used to determine the length and/or direction of the radio paths, and
the MS’s position is derived from known geometrical relationships. In general, measurements from n +
1 FSs are necessary to locate an MS in n dimensions. To achieve high accuracy in a radiolocation system,
it is necessary that a line-of-sight (LoS) exist between the MS and FSs. Otherwise, large errors are likely
to be incurred.

With the above mentioned radiolocation technologies, the MS formulates its own position by using
signals received from the FSs. This form of location is often referred to as self-positioning. In these systems,
a special receiver is placed in the MS to calculate the MS’s position. Alternatively, the position of the MS
could be calculated at a remote location by using signals received at the FSs. This form of radiolocation
is known as remote-positioning and requires a transmitter for the MS.

Over the last several years, there has been increased interest in developing location services for wireless
communications systems. An array of applications for such technology exists including location sensitive
billing, fraud detection, cellular system design and resource management, fleet management, and Intel-
ligent Transportation Services (ITS)[8]. The greatest driving force behind location system development
in wireless systems has been the FCC’s Emergency-911 (E-911) requirements, where a wireless E-911
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caller must be located within an rms accuracy of 125 m in 67% of the cases [4]. Adding GPS to the
handset is not a universal solution because of the large pool of existing handsets. Remote-positioning
radiolocation is a natural choice since it requires no modification of existing MS handsets and most, if
not all, of the complexity could be incorporated into the network side.

In this chapter, techniques for locating wireless users using measurements from radio signals are
described. A few algorithms for location estimation are developed along with a discussion of measures
of accuracy. The radiolocation methods that are appropriate for wireless location and the major sources
of error in various mobile cellular networks are discussed.

77.2 Description of Radiolocation Methods

Radiolocation systems can be implemented that are based on angle-of-arrival (AoA), signal strength,
time-of-arrival (ToA), time-difference-of-arrival (TDoA), or their combinations. These are briefly dis-
cussed below.

Angle of Arrival

AoA techniques estimate the MS location by first measuring the arrival angles of a signal from a MS at
several FSs (Fig. 77.1). The AoA can be determined through the use of directive antennas or antenna
arrays. Simple geometric relationships are then used to determine the location by finding the intersections
of the lines-of-position (see Fig. 77.1). To generate a position fix, the AoA method requires that the signal
transmitted from the MS be received by a minimum of two FSs.

Signal Strength

Radiolocation based on signal strength measurements uses a known mathematical model describing the
path loss attenuation with distance. Since measurement of signal strength provides a distance estimate
between a MS and FS, the MS must lie on a circle centered at the FS. Hence, for signal strength based
radiolocation, the lines-of-position are defined by circles. By using measurements from multiple FSs, the
location of the MS can be determined from the intersection of circles (Fig. 77.2).

A second method makes use of premeasured signal strength contours around each FS. Received signal
strength measured at multiple FSs can be mapped to a location by overlaying the contours for each FS.
This technique can be used to combat shadowing, as discussed in Section 77.6.

Time-Based Location

The final class of radiolocation techniques are those based on estimating the ToAs of a signal transmitted
by the MS and received at multiple FSs or the TDoAs of a signal received at multiple pairs of FSs. In the
ToA approach, the distance between a MS and FS is measured by finding the one-way propagation time

FIGURE 77.1 The measured angles, φi, determine the position of the MS for a given FS geometry.
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between the MS and FS. Geometrically, this provides a circle, centered at the FS, on which the MS must
lie. Given a ToA at FS i, the equation for the circle is given by

(77.1)

where  xi is the position of ith FS, xs is the position of MS and c is the speed of
light. By using at least three base stations to resolve ambiguities, the MS’s position is given by the
intersection of circles (Fig. 77.2). Since the ToA and path loss based signal strength methods are based
on distance measurements between the MS and FSs, they are often referred to as ranging systems.

In the TDoA approach, time differences of arrival are used. Hence, the time of signal transmission
need not be known. Since the hyperbola is a curve of constant time difference of arrival for two FSs, a
TDoA measurement defines a line-of-position as a hyperbola, with the foci located at one of the two
FSs. For FSs i and j, the equation of the hyperbola, ρi,j, for a given TDoA is

(77.2)

The location of the MS is at the intersection of the hyperbolas (Fig. 77.3). In general, for N FSs receiving
the signal from the MS, N - 1 non-redundant TDoA measurements can be made. Thus, a MS can be
located in N - 1 dimensions.

77.3 Location Algorithms

When there are no measurement errors, the lines-of-position intersect at a point and a geometric solution
can be obtained for the MS’s location by finding the intersection of the lines of position. However, in
practice, measurement errors occur and the lines of position do not intersect at a point. Consequently,
other solution methods must be utilized. In the following, a solution approach is developed for two-
dimensional location systems where the MS is located at xs = [xs, ys]

T and the FSs are located at xi =
[xi, yi]

T for i = 1,… ,N .

Problem Formulation

In general, the N  ×  1 vector of noisy measurements, r, from a set of N FSs can be modeled by

(77.3)

FIGURE 77.2 For signal strength and ToA based radiolocation systems the location of the MS is at the intersection
of circles of radius di.
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n N × 1 measurement noise vector, generally assumed to have zero mean and an N × N
atrix ΣΣΣΣ. The system measurement model C(xs) depends on the location method used:

(77.4)

(77.5)

(77.6)

(77.7)

i and ρi,1 are the ToAs and TDoAs defined in Eqs. (77.1) and (77.2), respectively, where
 of generality, the TDoAs are referenced to the first FS. If the time of transmission τs is needed
ToA estimates, it can be incorporated into xs as a parameter to be estimated along with xs

unknown parameter vector can then be modified to , while the system
t model becomes .
 are defined by

(77.8)

t explicitly shown in the above equations, τi, ρi,1 and φi are nonlinear functions of xs.

For TDoA based radiolocation the position of the MS is at the intersection of hyperbolas. The curves
stant differences in distance to the MS with respect to the first FS, ρi,1 = di − d1.

C xs( )
D xs( ) for ToA

R xs( ) for TDoA

ΦΦΦΦ xs( ) for AoA





=

D xs( ) τ1,τ2,…,τN[ ]T=

R xs( ) ρ2,1, ρ3,1,…ρN ,1[ ]T=

ΦΦΦΦ xs( ) φ1, φ2,…,φN[ ]T=

xs [xs, ys, τs]
T=

C(xs) D(xs, ys) τs1+=

φi

yi ys–
xi xs–
-------------- 

 −1
tan=
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A well-known approach for determining an estimate from a noisy set of measurements is the method
of least squares (LS) estimation. The weighted least squares (WLS) solution is formed as the vector 
that minimi

LS methods
Gaussian wi
gives the ML

Location 

As Eq. (77.4
LS problem 
of the functi
location and

where the m
the gradient

In order t
by using a T

where H is t

This approa
estimate. A k

The Taylo
approximate
ization by tra
are given by

where

The term 
that has r in

xsˆ

D
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zes the cost function

 (77.9)

 can achieve the maximum likelihood (ML) estimate when the measurement noise vector is
th E[n] = 0 and equal variances, i.e., . For unequal variances, WLS with W = 
 estimate. In the following, W = I will be assumed.

Solutions

) indicates,  is a nonlinear function of the unknown parameter vector xs so that the
is a nonlinear one. One straightforward approach is to iteratively search for the minimum
on using a gradient descent method. With this approach, an initial guess is made of the MS
 successive estimates are updated according to

(77.10)

atrix νννν = diag(νx, νy) is the step size,  is the estimate at time k, and ∇ = ∂/∂x denotes
 vector with respect to the vector x.
o mold the problem into a linear LS problem, the nonlinear function C(xs) can be linearized
aylor series expansion about some reference point x0 so that 

 (77.11)

he Jacobian matrix of . Then the LS solution can be formed as

(77.12)

ch can be performed iteratively, with each successive estimate being closer to the final
ey drawback to this approach is that an initial guess, x0, must be made of the MS’s position.
r series approach introduces error when the linearized function C(xs) does not accurately
 the nonlinear function. Other approaches have been developed for TDoA that avoid linear-
nsforming the TDoA measurements into “pseudo-measurements.” The pseudo-measurements

 [5]

(77.13)

 (77.14)

is nonlinear in the unknown vector xs and can be removed by using a projection matrix
 its null space. A suggested projection is  where Z is a circular shift

E xsˆ( ) r − C xsˆ( )[ ]
T
W r C xsˆ( )–[ ]=

ΣΣΣΣ σn
2I= ΣΣΣΣ 1–

C(xs)

xsˆ
k+1( )

xsˆ
k( ) νννν ∇E xsˆ

k( )

 
 –=

xsˆ
k( )

C xs( ) C x0( ) H xs x0–( )+≈

C(xs)

xsˆ x0 HTH( )−1+ H
T

r C x0( )–[ ] =

ϕϕϕϕ xs∆∆∆∆ D1 xs( )r+=
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x2 x1–( )T
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2 ρ2,1
2––

�
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==
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matrix [5]. Projecting Eq. (77.13) with P, the following linear equation results: 

which leads 
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(77.15)

to the following linear LS solution for the location of the MS

(77.16)

easures of Location Accuracy

the performance of a location method, several benchmarks have been proposed. A common
accuracy is the comparison of the mean-squared-error (MSE) of the location estimate with
Rao lower bound (CRLB) [10]. The concepts of circular error probability (CEP) [9] and
ilution of precision (GDOP) [6] have also been used as accuracy measures.

ao Lower Bound

 in M dimensions, the MSE of the position estimate is given by 

(77.17)

enotes expectation. The calculated MSE is often compared to the theoretical minimum MSE
 CRLB which sets a lower bound on the variance of any unbiased estimator. The CRLB is
f the information matrix J defined as [10]

(77.18)

e vector of TDoA, ToA, or AoA estimates and  is the probability density function of
d on the parameter vector x. Assuming Gaussian measurement noise,  is Gaussian

0 and covariance matrix Q, and the CRLB reduces to

(77.19)

Error Probability

asure of accuracy is the CEP which is defined as the radius of the circle that has its center at
d contains half the realizations of a random vector. The CEP is a measure of the uncertainty
on estimator  relative to its mean E . If the location estimator is unbiased, the CEP is
f the estimator uncertainty relative to the true MS position. If the magnitude of the bias
nded by B, then with a probability of one-half, a particular estimate is within a distance of

m the true position.
t is difficult to derive an exact expression for the CEP, an approximation that is accurate to
is often used. The approximation for CEP is given as [9]

(77.20)

(77.21)

Pϕϕϕϕ P∆∆∆∆xs=

xsˆ  ∆∆∆∆TPTP∆∆∆∆( )−1∆∆∆∆TPTPϕϕϕϕ=

MSE E xs xsˆ  –( )
T

xs xsˆ  –( )[ ]=

J E
∂p r x( )

∂x
------------------- 

  ∂p r x( )
∂x

------------------- 
 

T
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p(r x)
p(r x)

CRLB J 1– c2 ∂ro
T

∂x
--------Q−1 ∂r0 )

∂xT
--------- 

 
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x=xs

= =

xsˆ xsˆ[ ]

CEP 0.75 E xsˆ  µµµµ̂ –( )
T

xsˆ  µµµµ̂–( )[ ]≈
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2
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where  is the mean location estimate and  is the variance of the ith estimated coordinate,
i = 1, . . . ,M.
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ic Dilution of Precision

provides a measure of the effect of the geometric configuration of the FSs on the location
s defined as the ratio of the rms position error to the rms ranging error [9,6]. Hence, for an
imator, the GDOP is given by

(77.22)

otes the fundamental ranging error for ToA and TDoA systems. For AoA,  is the average
the distance between each FS and a reference point near the true position of the MS.
P is an indicator of the extent to which the fundamental ranging error is magnified by the
lation between the MS and FSs. Furthermore, comparing (77.21) and (77.22), we find that
 GDOP are related by

(77.23)

erves as a useful criterion for selecting the set of FSs from a large set to produce the minimum
or. In addition, it may aid cell site planning for cellular networks which plan to provide
ices to their users.

ocation in Cellular Systems

 requirements set forth by the FCC [4] must be met not only by the new digital cellular
 the older analog system as well. In cellular networks, the BSs serve the role of the FSs in the
f Section 77.3. With several different wireless systems on the market (AMPS, IS-54/136
, IS-95 CDMA), different methods may be necessary to implement location services in each

tems. The signal strength method is often not implemented for cellular systems because of
riability of received signal strength resulting from shadowing and multipath fading (see
). AoA requires the placement of antenna arrays at the BSs which may be extremely costly.
asurements can be obtained from array signal processing and is not dependent on the type

ystem deployed. Unlike AoA, the ToA and TDoA methods require that timing information
from the signals transmitted by a MS which may be implemented in different ways for each
m. The time-based methods may also require strict synchronization of the BSs, especially
proach. The remainder of this section discusses implementation strategies for the ToA and

on methods in current and future generation cellular systems.
 straightforward approach for obtaining timing information for ToA or TDoA location is
ignal correlation methods. Specifically, maximizing cross-correlations between the signals
airs of BSs will provide an estimate of the TDoAs for each pair of BSs. Of course, this approach
 the BSs be synchronized. These techniques are necessary for implementing a location system
ce no system message parameters provide useful radiolocation information.
A, different methods can be used for the uplink (MS to BS) and downlink (BS to MS). On
he timing information for ToA or TDoA can be obtained using correlation techniques. Since
-95 are synchronized to a GPS time reference, the time of detection of the signal from the
e as a ToA time stamp. Similarly, segments of the detected signal can be sent to a central
ffice for cross-correlation in order to determine the set TDoAs for the BSs. The signals for
oA measurements can come from the reverse traffic channel or the access channel. The
c channel could be used for E-911 calls, for example, since a voice call must be initially made.

GDOP
E xsˆ  µµµµ̂ –( )

T
xsˆ  µµµµ̂–( )[ ]
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----------------------------------------------------------=
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2
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For other location applications, the location may be desired when the MS is not actively transmitting.
In these cases, the MS could be prompted to transmit messages on the access channel in response to
commands from its serving BS on the paging channels. Unfortunately, it may be impossible to detect
the MS transmissions at other BSs due to the near–far effect (see Section 77.6), although this problem
can be alleviated by having the MS power-up to its maximum power for a short time. However, the use
of the power up function must be limited to emergencies (such as E-911) in order to avoid excessive
interference to other users.

An alternative for location in CDMA is to utilize pilot monitoring in the MS on the downlink. To
assist in the handoff process, the MS monitors the strongest pilots from the surrounding BSs. The serving
BS can send a pilot measurement request order (PMRO) causing the BS to respond with a message which
includes the magnitudes of the pilots in the candidate set as well as the code phase of each pilot relative
to its serving BS [2]. Hence, it is possible to construct TDoA estimates from these system messages. The
accuracy of the TDoA estimates is dependent on the resolution of the code phase and the synchronization
of the BSs. Fortunately, for IS-95, the BSs are synchronized to a GPS time reference. However, the code
phase resolution is limited to a chip time, Tc, which implies a TDoA resolution of approximately 244 m.
Finally, the soft handoff, during which the MS communicates with nearby BSs during a handoff, can be
used for location in CDMA systems as long as at least three BSs are in a soft handoff with the MS.

The TDMA-based systems also provide timing information in their system messages that can be used
for ToA or TDoA location. The time alignment parameter in IS-54/136 and timing advance in GSM
(both abbreviated TA) are used by each of those networks to ensure that the transmissions of MSs arrive
at their serving BSs in the appropriate time slots. Each BS sends the MSs a TA value which is the amount
the MS must advance or retard the timing of its transmissions. Additionally, the TA serves as a measure
of the propagation time between the MS and BS. By artificially forcing the MS to handoff to two or
more BSs, the location of the MS could be found using the ToA method. A primary consideration is the
accuracy of the TA. For IS-54, the timing of MS transmissions are advanced or retarded in units of Tb /2,
where Tb = 20.6 µs is the bit duration [1]. Hence, the TAs are accurate to Tb /4, or 1543 m. For GSM,
the TA messages are reported in units of bits, with Tb = 3.7 µs, which gives a TA resolution of Tb /2, or
554 m, in GSM [3].

An alternative for GSM is to use the observed time difference (OTD) measurements which are made
at the MS without forcing additional handoffs. The OTDs are used to facilitate handoffs by estimating
the amount the timing of the MS would have to be advanced or retarded if it were to be handed over to
another BS. With a synchronized network, the OTDs could be used to implement a TDoA location
system. Unfortunately, the GSM standard does not require that the network be synchronized. Additionally,
the OTD measurements are made to the same accuracy of the TA measurements, 554 m.

Because of the high chip rate and good correlation properties of the spreading code sequences used
in CDMA systems, these systems have greater potential than the other systems for accurate location
estimates. It is apparent that the resolution of the timing parameters in the system messages needs to be
improved in order to provide more accurate estimates of location.

77.6 Sources of Location Error

In all cellular systems, several factors can introduce error in the location estimates. Sources of error that
are common to all cellular systems include multipath propagation, non-line-of-sight (NLoS) propagation
and multiple-access interference (MAI). However, MAI poses a more significant problem in CDMA
systems because of power control and the near–far effect. These effects are described below.

Multipath

Multipath propagation can introduce error in signal strength, AoA, ToA, and TDoA measurements. For
signal-strength-based location systems, multipath fading and shadowing cause variations in the signal
strength that can be as great as 30–40 dB over distances in the order of a half wavelength. Signal strength
©2002 CRC Press LLC



 

averaging can help, but low mobility MSs may not be able to average out the effects of multipath fading
and there will still be the variability due to shadowing. The errors due to shadowing can be combated
by using premeasured signal strength contours that are centered at the BSs. However, this approach
assumes a constant physical topography since shadows will change with the tree foliage, construction/
destruction of structures, etc.

For AoA-based systems, scattering near and around the MS and BS will affect the measured AoA.
Multipath will interfere with the angle measurement even when a LoS component is present. For mac-
rocells, scattering objects are primarily within a small distance of the MS and the BSs are usually elevated
well above the local terrain. Consequently, the signals arrive with a relatively narrow AoA spread at the
BSs. For microcells, the BSs may be placed below roof top level. Consequently, the BSs will often be sur-
rounded by local scatterers such that the signals arrive at the BSs with a large AoA spread. Thus, the AoA
method may be impractical for microcells.

In time-based location systems, the ToA or TDoA estimates can be in error even when there is a LoS
path between the MS and BS. Conventional delay estimators, which are usually based on correlation
techniques, are influenced by the presence of multipath fading. The result is a shift in the peak of the
correlation away from the true value. Conventional delay estimators will detect a delay in the vicinity of
these later arriving rays.

NLoS Propagation

With NLoS propagation, the signal transmitted from the MS (or BS) is reflected or diffracted and takes
a path that is longer than the direct path or received at a different angle (Fig. 77.4). Obviously, the effect
on an AoA system can be disastrous if the received AoAs are in a much different direction than the true
AoAs. For the time-based systems, the measured distances can be considerably greater than true distances.
For instance, for ToA location in the GSM system, the typical ranging error introduced by NLoS prop-
agation can average 400–700 meters [7]. NLoS propagation will corrupt the ToA or TDoA measurements
even when high resolution timing techniques are employed and even if there is no multipath fading.

Multiple-Access Interference

All cellular systems suffer from cochannel interference. The transmissions of other users interfere with
the signal of the desired user reducing the accuracy with which location measurements can be made.
The problem is most evident in CDMA systems where the users share the same frequency band. As a
result, signals from higher-powered users may mask the signals of the lower-powered users, a phenom-
enon known as the near–far effect. To combat the near–far effect, power control is used. However, for a

FIGURE 77.4 Propagation in a NLoS environment where signals are received from a reflection rather than a direct
(LoS) path.
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location system where multiple BSs must receive the transmission from the MS, the near–far problem
still exists because the MS is not power-controlled to the other BSs. Consequently, the signal from the
MS may not be detected at enough BSs to form a location estimate. As mentioned in Section 77.5, it may
be possible, for instance, in E-911 situations, for the MS to power up to maximum level and, therefore,
mitigate the near–far effect. A further possibility is to take advantage of soft handoffs. However, the MS
must be in position for a three-way soft handoff to be located.

77.7 Summary and Conclusions

This chapter has provided a brief introduction to radiolocation techniques for wireless systems. Several
algorithms were developed for locating a MS using AoA, ToA, and TDoA, and measures of locator accuracy
were described. For location services in mobile cellular networks, many possibilities exist. However, it is
apparent that none has the current capability of providing high accuracy location estimates to meet the
FCC requirements.

Defining Terms

AMPS (advanced mobile phone service): Analog cellular system in North America.
CDMA (code-division multiple-access): A technique for spread-spectrum multiple-access digital com-

munications that separates users through the use of unique code sequences.
Gradient descent method: A minimization technique which searches for the minimum of an error

surface by taking steps along the direction of greatest slope.
GSM (global system for mobile communications): Pan-European digital cellular standard.
Least squares estimation: A method whose estimate is chosen as the value that minimizes the sum of

squares of the measured error.
Maximum likelihood estimation: A method whose estimate is chosen as the parameter value from

which the observed data was most likely to come.
Multipath fading: Rapid fluctuation of the complex envelope of the received signal caused by reception

of multiple copies of the transmitted signal, each with different amplitude, phase, and delay.
Near–far effect: A phenomenon that arises from unequal received power levels from the MSs. Stronger

signals mask the weaker signals.
Path loss: Description of the attenuation of signal power with distance from a transmitter.
Power control: System for controlling the transmission power of the MS. Used to reduce cochannel

interference and mitigate the near–far effect on the uplink.
Shadowing: Slow variation in the mean envelope over a distance corresponding to tens of wavelengths.
Soft handoff: Reception and transmission of radio signals between an MS and two or more BSs to

achieve a macrodiversity gain.
TDMA (time-division multiple access): A form of multiple access giving each user a different time

slot for transmission and reception of signals.
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Further Information

More information on radiolocation can be found in the April, 1998, issue of IEEE Communications
Magazine, which provided several articles regarding location service issues for wireless communications
networks.

Articles discussing location techniques and algorithms can be found in many IEEE journals including
Transactions on Vehicular Technology, Transactions on Aerospace and Electronic Systems, and the Journal
of Oceanic Engineering.

Proceedings of various IEEE conferences such as the Vehicular Technology Conference document some
of the latest developments for location in cellular networks.
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Power Control

78.1 Introduction
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78.3 Power Control Examples
78.4 Summary

78.1 Introduction

The growing demand for mobile communications is pushing the technological barriers of wireless com-
munications. The available spectrum is becoming crowded and the old analog FDMA (frequency division
multiple access) cellular systems no longer meet the growing demand for new services, higher quality,
and spectral efficiency. A second generation of digital cellular mobile communication systems are being
deployed all around the world. The second generation systems are represented by three major standards:
the GSM, IS-136, and IS-95. The first two are TDMA-based digital cellular systems and offer a significant
increase in spectral efficiency and quality of service as compared to the first generation systems, e.g.,
AMPS, NMT, and TACS. IS-95 is based on DS/CDMA technology. The standardization of the third
generation systems, IMT-2000 (formerly known as FPLMTS), is being pursued at ITU. Similar efforts
are being conducted at regional standardization bodies.

The channel capacity of any cellular system is significantly influenced by the cochannel interference.
To minimize the cochannel interference, several techniques are proposed: frequency reuse patterns,
which ensure that the same frequencies are not used in adjacent cells; efficient power control, which
minimizes the transmitted power; cochannel interference cancellation techniques; and orthogonal sig-
nalling (time, frequency, or code). All of these are being intensively researched, and some have already
been implemented.

This chapter provides a short overview of power control. Since power control is a very broad topic, it
is not possible to exhaustively cover all facets associated with power control. The interested reader can
find additional information in the recommended reading that is appended at the end of this chapter.

The following section (Section 78.2) provides a brief introduction into cellular networks and demon-
strates the necessity of power control. The various types of power control are presented in this section.
The next section (Section 78.3) illustrates some applications of power control employed in various
systems such as analog AMPS, GSM, DS/CDMA cellular standard IS-95, and digital cordless telephone
standard CT2. A glossary of definitions is provided at the end of the chapter. 

78.2 Cellular Systems and Power Control

In cellular communication systems, the service area is divided into cells, each covered by a single base
station. If, in the forward link (base station to mobile), all users served by all base stations share the
same frequency, each communication between a base station and a particular user would also reach all
other users in the form of cochannel interference. However, the greater the distance between the mobile
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and the interfering transmitter, the weaker the interference becomes due to the propagation loss. To
ensure a good quality of service throughout the cell, the received signal in the fringe area of the cell
must be strong. Once the signal has crossed the boundary of a cell, however, it becomes interference
and is required to be as weak as possible. Since this is difficult, the channel frequency is usually not re-
used in adjacent cells in most of the cellular systems. If the frequency is reused, the cochannel inter-
ference impairs the signal reception in the adjacent cell, and the quality of service severely degrades
unless other measures are taken to mitigate the interference. Therefore, a typical reuse pattern reuses
the frequency in every seventh cell (frequency reuse factor = 1/7). The only exception is for CDMA-
based systems where the users are separated by codes, and the allocated frequency may be shared by all
users in all cells.

Even if the frequency is reused in every seventh cell, there is still some cochannel interference arriving
at the receiver. It is, therefore, very important to maintain a minimal transmitted level at the base station
to keep the cochannel interference low, frequency reuse factor high, and therefore the capacity of the
system and quality of service high.

The same principle applies in the reverse link (mobile to base station)—the power control maintains
the minimum necessary transmitted power for reliable communication. Several additional benefits can
be gained from this strategy. The lower transmitted power conserves the battery energy allowing the
mobile terminal (the portable) to be lighter and stay on the air longer. Furthermore, recent concerns
about health hazards caused by the portable’s electromagnetic emissions are also alleviated.

In the reverse link, the power control also serves to alleviate the near–far effect. If all mobiles trans-
mitted at the same power level, the signal from a near mobile would be received as the strongest. The
difference between the received signal strength from the nearest and the farthest mobile can be in the
range of 100 dB, which would cause saturation of the weaker signals’ receivers or an excessive amount
of adjacent channel interference. To avoid this, the transmitted power at the mobile must be adjusted
inversely proportional to the effective distance from the base station. The term effective distance is used
since a closely located user in a propagation shadow or in a deep fade may have a weaker signal than a
more distant user having excellent propagation conditions.

In a DS/CDMA system, power control is a vital necessity for system operation. The capacity of a
DS/CDMA cellular system is interference limited since the channels are separated neither in frequency
nor in time, and the cochannel interference is inherently strong. A single user exceeding the limit on
transmitted power could inhibit the communication of all other users.

The power control systems have to compensate not only for signal strength variations due to the
varying distance between base station and mobile but must also attempt to compensate for signal strength
fluctuations typical of a wireless channel. These fluctuations are due to the changing propagation
environment between the base station and the user as the user moves across the cell or as some elements
in the cell move. There are two main groups of channel fluctuations: slow (i.e., shadowing) and fast
fading.

As the user moves away from the base station, the received signal becomes weaker because of the
growing propagation attenuation with the distance. As the mobile moves in uneven terrain, it often travels
into a propagation shadow behind a building or a hill or other obstacle much larger than the wavelength
of the frequency of the wireless channel. This phenomenon is called shadowing. Shadowing in a land-
mobile channel is usually described as a stochastic process having log-normal distributed amplitude. For
other types of channels other distributions are used, e.g., Nakagami.

Electromagnetic waves transmitted from the transmitter may follow multiple paths on the way from
the transmitter to the receiver. The different paths have different delays and interfere at the antenna of
the receiver. If two paths have the same propagation attenuation and their delay differs in an odd number
of half-wavelengths (half-periods), the two waves may cancel each other at the antenna completely. If
the delay is an even multiple of the half-wavelengths (half-periods), the two waves may constructively
add, resulting in a signal of double amplitude. In all other cases (nonequal gains, delays not a multiple
of half-wavelength), the resultant signal at the antenna of the receiver is between the two mentioned
limiting cases. This fluctuation of the channel gain is called fading. Since the scattering and reflecting
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surfaces in the service area are randomly distributed (buildings, trees, furniture, walls, etc.), the amplitude
of the resulting signal is also a random variable. The amplitude of fading is usually described by a Rayleigh,
Rice, or Nakagami distributed random variable.

Since the mobile terminal may move at the velocity of a moving car or even of a fast train, the rate
of channel fluctuations may be quite high and the power control has to react very quickly in order to
compensate for it.

The performance of the reverse link of DS/CDMA systems is most affected by the near–far effect and,
therefore, very sophisticated power control systems in the reverse link that attempt to alleviate the effects of
channel fluctuations must be used. Together with other techniques, such as micro- and macrodiversity,
interleaving and coding, interference cancellation, multiuser detection, and adaptive antennae, the DS/CDMA
cellular system is able to cope with the wireless channel extremely well.

The effective use of the power control in DS/CDMA cellular system enables the frequency to be reused
in every cell, which in turn enables features such as the soft hand-off and base station diversity. All
together, these help enhance the capacity of the system.

In the forward link of a DS/CDMA system, power control may also be used. It may vary the trans-
mitted power to the mobile, but the dynamic range is smaller due to the shared spectrum and, thus,
shared interference. 

We can distinguish between two kinds of power control, the open-loop power control and the closed-
loop power control. The open-loop power control estimates the channel and adjusts the transmitted
power accordingly but does not attempt to obtain feedback information on its effectiveness. Obviously,
the open-loop power control is not very accurate, but since it does not have to wait for the feedback
information it may be relatively fast. This can be advantageous in the case of a sudden channel fluctuation,
such as a mobile driving from behind a big building or in case it should provide only the initial or rough
transmitted power setting. 

The principle operation of open-loop power control is shown in Fig. 78.1. The open-loop power
control must base its action on the estimation of the channel state. In the reverse link it estimates the
channel by measuring the received power level of the pilot from the base station in the forward link and

FIGURE 78.1 Reverse link open-loop power control.
©2002 CRC Press LLC



 

     
sets the transmitted power level inversely proportional to it. Estimating the power of pilot is, in general,
more reliable than estimating the power of the voice (or data) channel since the pilot is usually trans-
mitted at higher power levels. Using the estimated value for setting the transmitted power ensures that
the average power level received from the mobile at the base station remains constant irrespective of the
channel variations. However, this approach assumes that the forward and the reverse link signal strengths
are closely correlated. Although forward and reverse link may not share the same frequency and, therefore,
the fading is significantly different, the long-term channel fluctuations due to shadowing and propagation
loss are basically the same.

The closed-loop power control system (Fig. 78.2a) may base its decision on an actual communica-
tion link performance metric, e.g., received signal power level, received signal-to-noise ratio, received
bit-error rate, or received frame-error rate, or a combination of them. In the case of the reverse link
power control, this metric may be forwarded to the mobile as a base for an autonomous power control
decision, or the metric may be evaluated at the base station and only a power control adjustment
command is transmitted to the mobile. If the reverse link power control decision is made at the base
station, it may be based on the additional knowledge of the particular mobile’s performance and/or a
group of mobiles’ performance (such as mobiles in a sector, cell, or even in a cluster of cells). If the
power control decision for a particular mobile is made at the base station or at the switching office
for all mobiles and is based on the knowledge of all other mobile’s performance, it is called a centralized
power control system. A centralized power control system may be more accurate than a distributed
power control system, but it is much more complex in design, more costly, and technologically
challenging.

In principle, the same categorization may be used for the power control in the forward link (Fig. 78.2b)
except that in the reverse link pilots from the mobiles are usually unavailable and only closed-loop power
control is applied.

A special case for the design of power control are TDD-based systems [3]. In TDD systems, the forward
and reverse link are highly correlated, and therefore a very good estimate of the channel gain in the

FIGURE 78.2a Reverse link closed-loop power control.
©2002 CRC Press LLC
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 can be obtained from the estimate of the reverse link gain and vice versa. An open-loop
ol then performs with the precision of a closed-loop power control but much faster since no
ormation has to be transmitted.
al case, power control compensates for the propagation loss, shadowing, and fast fading.

ere are many effects that prevent the power control from becoming ideal. Fast fading rate,
 of the power control system, nonideal channel estimation, error in the power control
ansmission, limited dynamic range, etc., all contribute to degrading the performance of the
ol system. It is very important to examine the performance of power control under nonideal
ince the research done has shown that the power control system is quite sensitive to some
ditions [11]. Kudoh [5] simulated a nonideal closed-loop power control system. Errors in
ere represented by a log-normal distributed control error with standard deviation σE (dB).

s on capacity reduction are presented in Table 78.1.
rs have also studied the effects of Doppler and delay and feedback errors in power control
er control [8].

Forward link 10 29 64 83
Reverse link 10 31 61 81

Source: Kudoh, E., On the capacity of DS/CDMA cellular mobile radios under
imperfect transmitter power control. IEICE Trans. Commun., E76-B, 886–893,
Apr. 1993.

b Forward link closed-loop power control.
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ing section, several applications of power control of analog and digital cellular systems are

log networks we may see power control implemented in both the reverse link and forward
er control in the reverse link:

es the chance of receiver saturation by a closely located mobile

es the cochannel interference and thus increases the frequency-reuse factor and capacity, and

es the average transmitted power at the mobile thus conserving battery energy at the mobile.

r control in the forward link:

es cochannel interference and thus increases the frequency reuse factor and capacity and

es adjacent-channel interference and improves the quality of service.

ple of a power control system shown by Lee [7] was of an air-to-ground communication
 relevant airspace is divided into six zones based on the aircraft altitude. The transmitted
 aircraft is then varied in six steps based on the zone in which the aircraft is located. The

ol system exhibits a total of approximately 28 dB of dynamic range. This reduces the cochannel
 and, due to the excellent propagation conditions in the free air, has a significant effect on
 of the system.
xample of a power control system in an analog wireless network is in the analog part of the

d IS-95 [10]. IS-95 standardizes a dual-mode FDMA/CDMA cellular system compatible with
day AMPS analog FDMA cellular system.
g part of IS-95 divides the mobiles into three classes according to nominal ERP (effective
er with respect to half-wave dipole) at the mobile. For each class, the standard specifies

levels. Based on the propagation conditions, the mobile station may receive a power control
at specifies at what power level the mobile should transmit. The maximum change is 4 dB

e Table 78.2.)
ports further discontinuous transmission. This feature allows the mobile to vary its trans-
r between two states: low and high. These two states must be at least 8 dB apart.
e power control in a digital wireless system, three examples will be shown: GSM [1],
US standard [2] for digital cordless telephones of second generation, and the IS-95 standard
llular DS/CDMA system [10].

TABLE 78.2 Nominal ERP of the Mobile

Nominal ERP (dBW) of Mobile

Power Level I II III

0 6 2 −2
1 2 2 −2
2 −2 −2 −2
3 −6 −6 −6
4 −10 −10 −10
5 −14 −14 −14
6 −18 −18 −18
7 −22 −22 −22

Source: Telecommunications Industry Association/
Electronic Industries Association. Mobile Station-
Base Station Compatibility Standard for Dual-Mode
Wideband Spread Spectrum Cellular System, TIA/
EIA/IS-95 Interim Standard, Jul. 1993.
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 Pan-European digital cellular system that was introduced in many countries during the
eriod. GSM is a digital TDMA system with a frequency hopping feature. The power control
ures that the mobile station uses only the minimum power level necessary for reliable

tion with the base station. GSM defines eight classes of base stations and five classes of mobiles
 their power output, as shown in Table 78.3.
mitted power at the base station is controlled, nominally in 2-dB steps. The adjustment of
ted power reduces the intercell interference and, thus, increases the frequency reuse factor
. The transmitted power at the base station may be decremented to a minimum of 13 dBm.
r control of the mobile station is a closed-loop system controlled from the base station. The
ol at the mobile sets the transmitted power to one of 15 transmission power levels spaced
 change can be made only in steps of 2 dB during each time slot. Another task for the power
SM is to control graceful ramp-on and ramp-off of the TDMA bursts since too steep slopes
 spurious frequency emissions.
mic range of the received signal at the base station may be up to 116 dB [1] and, thus, the
blem may also by experienced, especially if the problem occurs in adjacent time slots. In

power control, a careful assignment of adjacent slots can also alleviate the near–far effect.
LUS standard [2] is a Canadian enhancement of the ETSI CT2 standard. Both these standards
 control in the forward and in the reverse link. Due to the expected small cell radius and
w signal level fluctuation rate, given by the fact that the user of the portable is a pedestrian,
ontrol specifications are relatively simple. The transmission at the portable can have two
al (full) and low. The low–normal difference is up to 20 dB.
 standard represents a second generation digital wireless cellular system using direct-sequence
 multiple access (DS/CDMA). Since in a DS/CDMA system all users have the same frequency
e cochannel interference is crucial for the performance of the system [4]. The near–far effect

he received signal level to change up to 100 dB [12]. This considerable dynamic range is
r a DS/CDMA where the channels are separated by a finite correlation between spreading
his is further aggravated by the shadowing and the fading. The fading may have a relatively
ce the mobile terminal is expected to move at the speed of a car. Therefore, the power control
 be very sophisticated. Power control is employed in both the reverse link and in the forward

se link power control serves to do the following:

lizes the received power level from all mobiles at the base station. This function is vital for
 operation. The better the power control performs, the more it reduces the cochannel

erence and, thus, increases the capacity. The power control compensates for the near–far
, shadowing, and partially for slow fading.

izes the necessary transmission power level to achieve good quality of service. This reduces
ochannel interference, which increases the system capacity and alleviates health concerns.

1 320 20
2 160 8
3 80 5
4 40 2
5 20 0.8
6 10
7 5
8 2.5

Source: Balston, D.M. and Macario, R.C.V., Cellular Radio Systems, Artech
House, Norwood, MA, 1993.
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In addition, it saves the battery power. Viterbi [12] has shown up to 20–30 dB average power
reduction compared to the AMPS mobile user as measured in field trials. 
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ard link power control serves to:

lize the system performance over the service area (good quality signal coverage of the worst-
reas), 

de load shedding between unequally loaded cells in the service areas (e.g., along a busy
ay) by controlling the intercell interference to the heavy loaded cells, and

ize the necessary transmission power level to achieve good quality of service. This reduces
channel interference in other cells, which increases the system capacity and alleviates health
rns in the area around the base station.

se link power control system is composed of two subsystems: the closed-loop and the open-
stem operates as follows. Prior to the application to access, closed-loop power control is
 mobile estimates the mean received power of the received pilot from the base station and
p power control estimates the mean output power at the access channel [10]. The system
 closed-loop probing and estimates the mean output power,

(78.1)

_PWR and INIT_PWR are parameters obtained by the mobile prior to transmission. Sub-
bes are sent at increased power levels in steps until a response is obtained. The initial
 on the reverse traffic channel is estimated as

(78.2)

st closed-loop power control bit is received the mean output power is estimated as

(78.3)

f the parameters NOM_PWR and INIT_PWR are shown in Table 78.4.
d-loop power control command arrives at the mobile every 1.25 ms (i.e., 800 b/s). Therefore,
ion estimates the received power level for approximately 1.25 ms. A closed-loop power control
an have only two values: 0 to increase the power level and 1 to decrease the power level. The
t respond to the power control command by setting the required transmitted power level

TABLE 78.4 NOM_PWR and INIT_PWR Parameters

Nominal Value, dB Range, dB

NOM_PWR 0 −8−7
INIT_PWR 0 −16−15

Source: Telecommunications Industry Association/Electronic
Industries Association. Mobile Station-Base Station Compatibil-
ity Standard for Dual-Mode Wideband Spread Spectrum Cellular
System. TIA/EIA/IS-95 Interim Standard, Jul. 1993.

n output power (dBm) mean input power (dBm) – 73– NOM_PWR (dB)+=
INIT_PWR (dB)+

ean output power (dBm) mean input power (dBm) – 73–=
NOM_PWR (dB) INIT_PWR (dB)+ +
the sum of all access probe corrections (dB)+

ut power (dBm) mean input power (dBm) – 73– NOM_PWR (dB)+=
INIT_PWR (dB) the sum of all access probe corrections (dB)+ +
the sum of all closed-loop power control corrections dB( )+
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vior of the closed-loop power control system while the mobile receives base station diversity
s is straightforward. If all diversity transmitting base stations request the mobile to increase
ted power (all power control commands are 0), the mobile increases the power level. If at

se station requests the mobile to decrease its power, the mobile decreases its power level.
m also offers a feature of gated transmitted power for variable rate transmission mode. The
e reduces the output power by at least 20 dB within 6 µs. This reduces the interference to
ers at the expense of transmitted bit rate. This feature may be used together with variable
coder or voice activated keying of the transmission.
ard link power control works as follows. The mobile monitors the errors in the frames

 the base station. It reports the frame-error rate to the base station periodically. (Another
ration may report the error rate only if the error rate exceeds a preset threshold.) The base
ates the received frame-error rate reports and slightly adjusts its transmitting power. In this

e station may equalize the performance of the forward links in the cell or sector. 
 conforming with the standard has been field tested, and the results show that the power
le to combat the channel fluctuation (together with other techniques such as RAKE reception)
the bit energy to interference power density (Eb/I0) necessary for a reliable service [12].
trol together with soft handoff determines the feasibility of the DS/CDMA cellular system and

its performance. QUALCOMM, Inc. has shown on field trials that their system conforms with
al predictions and surpasses the capacity of other currently proposed cellular systems [12].

ummary

wn the basic principles of power control in wireless cellular networks and have presented
les of power control systems employed in some networks. 

ess channel the channel transmission or channel gain is a random variable. If all transmitters
 transmitted at equal and constant power levels, the received powers would be random.

erse link (mobile to base station) each user has its own wireless channel, generally uncorrelated
r users. The received signals at the base station are independent and random. Furthermore,
ers are randomly distributed over the cell, the distance between the mobiles and the base
vary and so does the propagation loss. The differences between the strongest and the weakest
al level may approach the order of 100 dB. This power level difference may cause saturation
ers at the base station even if they are allocated a different frequency or time slot. This

n is called the near–far effect.
–far effect is especially detrimental for a DS/CDMA system where the frequency band is
 users and, for any given user, all other users’ transmissions form the cochannel interference.
r the DS/CDMA system it is vitally important to efficiently mitigate the near–far effect.

 natural way to mitigate the near–far effect is to power control the transmission in such a
 transmitted power counterfollows the channel fluctuations and compensates for them. Then
 signal at the base station arrives at a constant amplitude.
f power control is not limited to the reverse link, but is also employed in the forward link.
ed transmission maintaining the transmitted level at the minimum acceptable level reduces
el interference, which translates into an increased capacity of the system.
DS/CDMA systems are most vulnerable to the near–far effect they have a very sophisticated
ol system. In giving examples, we have concentrated on the DS/CDMA cellular system. We
own the power control used in other systems such as GSM, AMPS, and CT2.
 there are more techniques available for mitigation of the near–far effect, power control is
cacious. As such, power control forms the core in the effort in combatting the near–far effect
 fluctuations in general [12].
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Enhancements in

Second Generation
Systems

79.1 Introduction
79.2 Overview of Second Generation

Systems
79.3 Capacity Enhancement

Capacity Enhancement Through Increase
in Number of Carriers and/or Voice Circuits • Improved 
Interference Management Techniques • Novel Cellular 
Configurations

79.4 Quality Enhancement
Quality Aspects and Definitions • Speech Quality 
Enhancements • Coverage Quality Enhancements

79.5 High Bit Rate Data Transmission
Circuit Mode Techniques • Packet Mode
Techniques • New Modulation Schemes

79.6 Conclusion

79.1 Introduction

Present digital cellular and cordless systems were optimized for voice services. At the very best, they can
provide low and medium bit rate information services. The development of enhanced versions of these
radio interfaces is motivated by the following:

• Provision of additional services, including high bit rate circuit-switched and packet-switched
services that meet the short-term needs of mobile multimedia services.

• Improvements in the radio coverage of existing cellular systems. An extension to allow cordless
coverage in the home is also being considered.

• Even more efficient utilization of the available frequency spectrum, which is a valuable but limited
resource.

This chapter deals mainly with the air interface of second generation systems. The subject of enhance-
ment in system performance is addressed from two directions. On the one hand, system features like
adaptive multirate coders, packet transmission, which have been explicitly included in the standard, are
discussed in detail. On the other hand, methods of equipment design or network design possible with
the new or already existing features of the air interface are presented.

Marc Delprat
Alcatel Mobile Network Division

Vinod Kumar
Alcatel Research & Innovation
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79.2 Overview of Second Generation Systems

Initially the need of a pan-European system to replace a large variety of disparate analog cellular systems
was the major motivating factor behind the creation of the Global System for Mobile communications
(GSM). In North America and Japan, where unique analog systems existed, the need to standardize
respectively IS-54, IS-95, and Personal Digital Cellular (PDC) for digital cellular applications arose from
the lack of spectrum to serve the high traffic density areas [3]. Additionally, some of the second generation
systems like Digital European Cordless Telecommunications (DECT) and Personal Handy Phone Systems
(PHS) are the result of a need to offer wireless services in residential and office environments with low
cost subscriber equipment [16].

The physical layer characteristics of all these systems offer robust radio links paired with good spectral
efficiency. The network related functionalities have been designed to offer secure communication to
authenticated users even when roaming between various networks based on the same system. Table 79.1
provides the essential characteristics of the second generation systems as initially designed in the late
eighties and early nineties. Since then several additions have been made to those standards. Enhancements
of air interface as well as network subsystem functionalities have been incorporated.

79.3 Capacity Enhancement

The capacity of a mobile network can be defined as the Erlangs throughput by a cell, a cluster of cells, or
by a portion of a network. For a given radio interface, the achievable capacity is a function of the robustness
of the physical layer, the effectiveness of the medium access control (MAC) layer and the multiple access
technique. Moreover, it is strongly dependent on the radio spectrum available for network planning. If we
define:

BW Available radio spectrum
Wc Spectrum occupied by a single radio carrier  
Nc Number of circuits handled by a single carrier (e.g., number of time slots per frame in a TDMA

system)
Cs Permissible cluster size which guarantees a good quality for a vast majority of active calls (like

90 to 95%)

The number of circuits per cell is given by (BW/Wc)  ×  (Nc/Cs).
The Erlang capacity can be derived from this expression after consideration of the signalling overhead

required by the pilot channel, signalling and traffic channel overheads for handover, and the specified
call blocking rate.

This definition of capacity is applicable in case of TDMA/FDMA air interfaces and when the networks
are designed using “deterministic frequency allocation.” A slightly different approach to the problem is
necessary in systems like DECT which use dynamic channel selection and for DS-CDMA systems. IS-95
networks pretend to use a cluster size (Cs) of one. However, the number of good quality circuits in a cell
is a function of the available noninterfered spreading codes.

Capacity enhancement can be obtained through:

• An increase in number of radio carriers and/or the number of traffic channels (e.g., voice circuits)

• Improved interference management techniques

• Novel cellular configurations

Capacity Enhancement Through Increase in Number
of Carriers and/or Voice Circuits

This family of relatively simple solutions can be subdivided in three categories related to the availability of
spectrum in the same band, or in a different band where the same radio interface can be utilized or the
situation in which the number of voice circuits can be increased by the introduction of multiple speech codecs.
©2002 CRC Press LLC



 

                
TABLE 79.1 Air Interface Characteristics of Second Generation Systems

Standard

Cellular Cordless

GSM IS-54 IS-95 PDC DECT PHS

Frequency band 
(MHz)

Europe USA USA Japan Europe Japan

Uplink 890–915
(1710–1785)

824–849 824–849 940–956
(1429–1441)

1880–1900 1895–1907

Downlink 935–960
(1805–1880)

869–894 869–894 810–826
(1477–1489)

Duplex Spacing 
(MHz)

45
(95)

45 45 130
(48)

— —

Carrier spacing 
(kHz)

200 30 1250 25 1728 300

Number of radio 
channels in the 
frequency band

124
(374)

832 20 640
(480)

10 77

Multiple access TDMA TDMA CDMA TDMA TDMA TDMA

Duplex mode FDD FDD FDD FDD TDD TDD

Number of 
channels per 
carrier

8
(half rate: 16)

3
(half rate: 6)

128 3
(half rate: 6)

12 4

Modulation GMSK II/4 DQPSK QPSK BPSK II/4 DQPSK GFSK II/4 DQPSK

Carrier bit rate 
(kb/s)

270.8 48.6 1288 42 1152 384

Speech coder
(full rate)

RPE-LTP VSELP QCELP VSELP ADPCM ADPCM

Net bit rate (kb/s) 13 7.95 (var.rate: 8, 4, 2, 
0.8)

6.7 32 32

Channel coder for 
speech channels

1/2 rate 
convolutional + 
CRC

1/2 rate 
convolutional + 
CRC

1/2 (downlink), 
1/3 (uplink) 
convolutional 
+ CRC

1/2 rate con-
volutional 
+ CRC

no no

Gross bit rate 
speech + channel 
coding (kb/s)

22.8 13 var. rate 19.2, 
9.6, 4.8, 2.4

11.2 — —

Frame size (ms) 4.6 40 20 20 10 5

Peak Aver. Pak Aver.

MS transmission 
power (W)

8 1
2 0.25

(1) (0.125)

9 3
4.8 1.6
1.8 0.6

0.6
Peak Aver.

2 0.66
Peak Aver.
0.25 0.01

Peak Aver.
0.08 0.01

Power control
MS
BS

Y
Y

Y
Y

Y
Y

Y
Y

N
N

Y
Y

Operational 
C/I(dB)

9 16 6 17 21 26

Equalizer Needed Needed Rake receiver Option Option No

Handover Y Y Soft handoff Y Y Y
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Increased Spectrum Availability

In such a fortunate situation, extra carriers can be added to the already installed base stations (BS). The
existing Cs is maintained and the increase in capacity is according to the added carriers/circuits. An
additional gain in Erlang capacity is available due to increased trunking efficiency.

Supplementary Spectrum Availability (in Different Frequency Bands)

Most of the second generation systems were implemented in the 800 and 900 MHz frequency bands.
Their application has been extended to the 1800 and 1900 MHz bands too (e.g., GSM 1800 and PCS1900).
Carriers from both the bands can be used at the same BSs—either according to a common or independent
frequency reuse scheme. Increase in traffic throughput can be maximized by using dual band mobile
stations (MSs) and by providing adequate handover mechanisms between the carriers of two bands. Also,
due to difference in propagation for carriers from two widely separated bands, certain adjustments related
to coverage planning might be required when the carriers are co-sited.

Multiple Speech Codecs for Increased Number of Voice Circuits

Originally, only full rate (FR) speech codecs were used in second generation systems. Hence, a one-to-one
correspondence between the physical channels on the air interface and the available voice circuits was
established. If the number of installed carriers in a cell is kept unchanged, the introduction of half rate (HR)
codecs will double the number of voice circuits in the cell and a more than two-fold increase in Erlang
capacity in the cell will be achievable. A similar possibility is offered by the adaptive multirate codec (AMR).
The output bit rates of speech codec and channel codec can be adapted in order to minimize the carrier
occupancy time necessary to offer a predetermined call quality. The statistical multiplexing gain thus
obtained can be exploited to enhance the traffic throughput.

Such capacity enhancement methods can be implemented only if corresponding MSs or MSs with
multiple codec capabilities are commercialized. Moreover, every cell site in a network will have to maintain
a certain number of FR voice circuits necessary to offer downwards compatibility. Table 79.2 provides
an applicability matrix related to the above mentioned capacity enhancement methods.

Improved Interference Management Techniques

Initially, the design of a cellular network is based on some simplifying assumptions like uniformly
distributed subscriber density and traffic patterns or homogeneous propagation conditions. Usually, such
design results in a worst case value of Cs. The situation can be improved through better management of
cochannel interference by implementing one or a combination of the following:

• Slow frequency hopping (SFH)

• Voice activity detection (VAD) and discontinuous transmission (DTx)

TABLE 79.2 Applicability Matrix of Methods for Capacity Enhancements Based on Increased Spectrum 
Availability

Second Generation 
System

Method for Capacity Enhancement

Additional
Spectrum in
Same Band

Additional
Spectrum in

Another Band
Multiple Speech

Codecs

GSM Family  Available Under trial in
real networks

Under trial in
real networks

IS-54/IS-136  Available Applicable Applicable 
PDC  Available Applicable Applicable
IS-95 Family using

DS-CDMA
Some of these solutions are applicable. However, their implementation shall adversely 

effect the functioning of soft handover which is an essential feature of DS-CDMA 
networks.

DECT Available Under Consideration Under Consideration
PHS Available Not Applicable Applicable
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• Transmit power control (PC)

• Antenna beamforming

Slow Frequency Hopping

Every call is “spread” over all the carrier frequencies available in the cell. To avoid intracell interference,
orthogonal (random or pseudo random) frequency hopping laws are used for different calls. Also, the
worst-case intercell interference situation can last only one hop and an averaging out of cochannel
interference in the network occurs. Statistically, the distribution of carrier-to-cochannel interference ratio
in the network is more compact with frequency hopping than without it, and this can be exploited to
reduce the cluster size Cs and increase capacity.

Voice Activity Detection (VAD) and Discontinuous Transmission (DTx)

Collection of statistics related to telephone conversations has demonstrated that the duty cycle of voice
sources is around 40%. With DTx, the radio signal is transmitted according to the activity of voice source.
An overall reduction in the averaged cochannel interference experienced by the calls can thus be observed.
This offers the possibility of implementing smaller Cs. Also, saving energy with DTx in the up-link (UL)
results in a prolonged autonomy for the MS.

Transmit Power Control

Usually, the full available transmit power is necessary for the initial access and for a short duration after
call establishment. For the rest of the call, both DL and UL transmit powers can be reduced to a level
necessary to maintain a good link quality. The overall improvement in radio interference in the network
thus obtained is helpful for the reduction of cluster size. Like VAD/DTx, the DL transmit power control
is not permitted for pilot carriers if the mobile assisted handover is implemented in the system.

Antenna Beamforming

Interference related to every call can be individually managed by “dynamic cell sectorization.” Actually, the
base station receiver captures the up-link signal in a narrow antenna beam dynamically “placed” around the
MS. Similarly, the down-link signal is transmitted in a beam focused towards the MS. This sort of spatial
filtering of cochannel interference is useful for implementing very compact frequency reuse schemes. Gen-
erally, both the down-link and up-link beamforming capabilities are placed at the BS where an antenna array
and signal processing algorithms related to direction finding, signal source separation, and beam synthesis
have to be implemented. Table 79.3 provides an applicability matrix for the second generation systems.

Capacity enhancements of 200% or more have been reported [10,13] through the implementation of
combinations of SFH, VAD/DTx, and PC in GSM networks. With SFH and antenna beam forming, Cs
of three is achievable for GSM networks [1]. Since VAD/DTx and PC cannot be applied to the pilot

TABLE 79.3 Applicability Matrix of Methods for Capacity Enhancements Based on Improved Interference 
Management

Second Generation 
System

Method for Capacity Enhancement

Slow Frequency 
Hopping VAD/DTx Power Control

Antenna Beam 
Forming

GSM Family AAP AAP AAP APP
IS-95 (DS-CDMA) Not Applicable Essential requirements for satisfactory system 

operation and not capacity enhancement features 
APP

IS-54/IS-136 ANP ANP AAP APP
PDC ANP ANP AAP APP
DECT ANP ANP ANP APP
PHS ANP ANP ANP APP

Note: AAP Applicable and already provided by the standard.
ANP Applicable but not explicitly provided by the standard.
APP Applicable depending on BS equipment design.
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carriers, most of the operational networks deploy a dual cluster scheme where Cs for pilot carriers is
slightly higher than Cs for traffic carriers. Moreover, some other issues related to pilot channels/carriers
have somewhat impeded the introduction of antenna beamforming in GSM or IS-95 (DS-CDMA)
networks for cellular applications. However, in wireless local loop applications, substantial capacity gains
have been reported for IS-95 [12].

Novel Cellular Configurations

The traffic capacity throughput by a regular grid of homogeneous cells can be increased by cell splitting.
Theoretically speaking, if the cell size is divided by two by adding base stations in the middle of existing
ones and the current frequency reuse scheme is maintained the achievable traffic capacity is multiplied
by four. However, a reduction in cell size beyond a limit leads to excessive overlap between cells due to
increased difficulty of coverage prediction. Moreover, since the dwelling time of MS in a cell is reduced,
the average number of handovers per call increases. Conventional cellular organizations can no longer
meet the requirements for good quality of service due to the failure of handover mechanisms. For high
capacity coverage, the following novel cellular configurations have been suggested/implemented:

• Microcells and the associated hierarchical network organization

• Concentric cells

• Frequency reuse of one through generalized slow frequency hopping

Microcells and Associated Hierarchical Network Organization

Hot spot coverage in dense urban areas is realized in the form of isolated islands of microcells. This is
implemented through micro-BS antennas placed below the roof tops of the surrounding buildings. Each
antenna radiates very low power. Each island is covered by an umbrella cell which is a part of a continuous
macrocellular network over a wider area. Traffic throughput is optimized by intelligent spectrum man-
agement performed either off-line or on-line. A set of carriers is assigned to the macrocellular layer
organized in a conventional manner. The remaining carriers are repeatedly used in the islands of micro-
cells. Cell selection parameters in the MS and the call admission control algorithms (e.g., Forced Directed
Retry) in the base station controllers are adjusted such that a maximum of traffic in the hot spot is taken
by the microcells. The umbrella cells are dimensioned to handle the spill-over traffic. This can be the
fast moving MS which could generate too many handovers if kept with the microcells. An MS which
experiences a sudden degradation of link budget with respect to its serving microcell and/or in the absence
of a good target microcell can be temporarily handed over to the umbrella cell.

Despite its difficulty related to spectrum management, this technique has proved to be quite popular
for the densification of parts of existing networks based on second generation systems using
TDMA/FDMA. [6,11] provide analysis and guidelines for spectrum management for optimized efficiency
in hierarchical networks.

Concentric Cells

A concentric cell coverage is implemented by splitting the available traffic carriers in two groups. One
group transmits at full power required to cover the complete cell and the other group transmits at a
lower level thus providing the coverage of an inner zone concentric with the original cell. The pilot carrier
is transmitted at full power. The localized transmission in the inner zone creates a lower level of inter-
ference for other cells. Hence, a smaller cluster size can be used for the frequencies of the inner zone
leading to traffic capacity enhancement. Call admission control is designed to keep the MSs near the BS
on the carriers of inner zone. Simple intracell handover mechanisms are used to ensure call continuity
for the MSs moving across the boundary of the inner zone. Analysis and simulations have shown that
optimized capacity enhancement is achieved if the inner zone is limited to 40% of the total cell area.
Field trials of concentric cell networks have demonstrated 35% higher spectrum efficiency as compared
to single cell networks.
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Reuse of One Through Generalized Frequency Hopping and Fractional Loading

Micro- or picocellular networks with TDMA/FDMA systems can be deployed with frequency “reuse of one.”
Every base station has the capability of using all the available carriers by slow frequency hopping. The
allocation of frequency hopping laws for MSs in clusters of adjacent cells is managed by a centralized control.

During the steady state of operation in a loaded network, only a fraction of the total available bandwidth
is in active use in every cell (fractional loading). The level of interference for active calls, for unused
circuits and the availability of noninterfered frequency hopping laws is constantly monitored by the
network. New calls in a cell are accepted according to the availability of interference-free circuits. In case
of unevenly distributed traffic load, an average circuit occupancy in the network is maintained at a level
necessary to keep the interference level for active calls below a predetermined threshold. Extreme situa-
tions where the same circuit and/or same frequency hopping law is used in two adjacent cells are remedied
by intracell handover of one of the two calls. Very high capacity enhancement has been demonstrated in
operational GSM networks by using this technique.

Table 79.4 provides the applicability matrix for novel cellular configurations.

79.4 Quality Enhancement

Quality Aspects and Definitions

The quality of service in a telecommunications network can simply be defined as the average performance
perceived by the end user in setting up and maintaining a communication. However, its assessment is complex
since it is influenced by many parameters, especially in digital wireless systems. In these systems the quality
is primarily based on the end-to-end bit error rate and on the continuity of radio links between the two ends.
Interference-free radio coverage with sufficient desired signal strength needs to be provided to achieve the
above. Moreover, communication continuity has to be ensured between coverage areas with high traffic
density (microcells) and low/medium traffic density (macrocells). Three main quality aspects will be distin-
guished in the following, namely the call handling quality, the communication quality, and the coverage
quality.

For speech transmission, the communication quality strongly depends on the intrinsic performance
of the speech coder, and its evaluation normally requires intensive listening tests. When it is comparable
to the quality achieved on modern wire-line telephone networks, it is called “toll quality.” But the speech
quality is also influenced by other parameters linked to the communication characteristics like radio
channel impairments (bit error rate), transmission delay, echo, background noise and tandeming (i.e.,
when several coding/decoding operations exist in the link).

TABLE 79.4 Applicability Matrix of Methods for Capacity Enhancements Based on Novel Cellular 
Configurations

Second Generation 
System

Method for Capacity Enhancement

Micro-cells and
Hierarchical N/W Concentric Cells Reuse of One with GSFH

GSM Family AAP AAP AAP
IS-54/IS-136 AAP AAP ANP
PDC AAP AAP ANP
IS-95 Family using 

DS-CDMA
Not applicable due to the resulting near–far problem 

and the power control complexity
Inherent due to

DS-CDMA
DECT AAP AAP ANP. Reuse of one

possible with DCS
PHS AAP AAP ANP

Note: AAP Applicable and already provided by the standard.
ANP Applicable but not explicitly provided by the standard.
APP Applicable depending on BS equipment design.
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For data transmission, the communication quality can be more easily quantified based on bit error
rate and transmission delay. In synchronous circuit mode, delay is fixed and bit error rate depends on
radio channel quality. In packet mode, bit error rate can be kept low thanks to retransmission mecha-
nisms, but average delay increases and throughput decreases as the radio channel degrades.

The coverage quality is the percentage of the served area where a communication can be established.
It is determined by the acceptable path loss of the radio link and by the propagation characteristics in
the area. The radio link budget generally includes some margin depending on the type of terrain (for
shadowing effects) and on operator’s requirements (for indoor penetration). A coverage quality of 90%
is a typical value for cellular networks.

The call handling quality mainly depends on the capacity of the mobile network. When the user is
under coverage of the network, the call set-up performance is measured by the blocking rate which
depends on the network load. Since in cellular networks mobility of the users is high, capacity require-
ments are less predictible than in fixed networks which results in a higher blocking rate (typically 1%).
Requirements are even more stringent in cordless systems.

A last call-handling quality attribute specific to mobile networks is the success rate in maintaining the
communication for mobile users. The handover procedure triggered in cellular networks when the user
moves from one cell to another implies the establishment of a new link with some risk to lose the call.
The performance is here given by the handover success rate. It must be noted that even if successful, a
handover generally results in a short transmission break which degrades the communication quality.

In fact, capacity and quality are dual parameters and a compromise is needed when designing a mobile
network. The call handling quality is strongly linked to the correct dimensioning of the network capacity.
On the other hand, offering a high capacity in a mobile network implies an intensive use of the available
radio spectrum and hence a high average interference level, which may in turn degrade the communi-
cation quality. In the following, some major enhancements in speech quality and coverage quality
standardized or implemented in second generation systems are reviewed.

Speech Quality Enhancements

In digital cellular systems the first generation of speech coders (full rate) were standardized in the late
1980s to provide good communication quality at medium bit rate (6.7 to 13 kb/s). Operation at a fixed
bit rate matched to the intended communication channel was the most important requirement in creating
these standards. The main characteristics of the full rate speech coders standardized for second generation
cellular systems are listed in Table 79.1 together with other air interface parameters.

With the recent advances in speech coding techniques, low delay toll quality at 8 kb/s and near-toll quality
below 6 kb/s are now available [2]. This has enabled the standardization of half rate codecs in cellular systems,
though with an increased complexity of implementation. In GSM/DCS, IS-54, and PDC this evolution was
anticipated at an early stage, so the need for a half rate speech channel was taken into account in the design
of the TDMA frame structure. Half rate codecs provide a doubling of the systems capacity (in terms of
number of voice circuits per cell site) while maintaining a speech quality comparable to that available from
related full rate codecs. A 5.6 kb/s VSELP coder for GSM and a 3.45 kb/s PSI-CELP coder for PDC were
standardized in 1993. However, they have not been widely introduced up to now because of their slightly
lower quality in some conditions (e.g., background noise, tandeming) compared to their full rate counterpart.

On the contrary, operators have pushed toward speech quality enhancements, and a new generation
of speech coders has emerged. In 1996 ETSI standardized the GSM EFR (enhanced full rate) coder,
adopting without any competitive selection process the US1 coder defined for PCS1900 in the U.S. The
EFR coder has the remarkable feature of keeping the same channel coding as for the full rate channel,
hence simplifying its implementation in the infrastructure. The ACELP coder (using an algebraic code-
book with some benefits in computational efficiency like in the the 8 kb/s G.729 ITU standard) has a
net bit rate of 12.2 kb/s which leaves room for additional protection (CRC).

Similarly the IS-641 coder has been standardized for IS-54 cellular systems. Its structure is very similar
to that of G.729 but with a frame size of 20 ms and a bit rate of 7.4 kb/s. Also a 13 kb/s QCELP coder has
been standardized for IS-95. These new coders provide near toll quality in ideal transmission conditions.
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Concerning cordless systems, both DECT and PHS use 32 kb/s ADPCM and, therefore, provide toll
quality in normal conditions thanks to their relatively high operational C/I. For these systems the concern
is rather to introduce lower rate coders with equivalent quality in some kind of half rate mode, allowing
for capacity increase, but such coders have not been standardized yet.

With the emergence of variable bit rate (VBR) techniques, some further developments in speech coding
are now taking place to satisfy the requirements of cellular operators for toll quality speech with better
robustness to radio channel impairments, combined with the capacity increase achievable with half rate
operation. One VBR approach is to adapt the bit rate according to the source requirements, taking
advantage of silence and stationary segments in the speech signal. Another VBR approach is to adapt the
bit rate according to the radio channel quality, either by varying the bit rate allocation between speech
and channel coding within a constant gross bit rate (for better quality) or by reducing the gross bit rate
in good transmission conditions (for higher capacity). Adaptation to the source characteristics is fast (on
a frame-by-frame basis) and adaptation to the channel quality is slower (maximum, a few times per
second). In all cases, the underlying idea is that current coders are dimensioned for worst-case operation
so that the system quality and capacity can be increased by exploiting the large variations over time of
the bit rate requirements (for a given quality).

VBR capabilities with source driven adaptation were introduced since the beginning in IS-95. In CDMA
systems the resulting average bit rate reduction directly translates into increased capacity. The initial IS-96B
QCELP coder supports four bit rates (8, 4, 2, and 0.8 kb/s) with a scalable CELP architecture, and bit
rate adjustment is performed based on adaptive energy thresholds. In practice the two extreme rates are
used most frequently. The achievable speech quality was estimated to be lower than that of the IS-54
VSELP coder. Subsequently an enhanced variable rate coder (EVR) was standardized as IS-127. It is based
on the relaxed CELP (RCELP) coding technique and supports three rates (8.5, 4, and 0.8 kbit/s).

In Europe, ETSI has launched in 1997 the standardization of an Adaptive Multirate coder (AMR) for
GSM systems. Its output bit rate is continuously adapted to radio channel conditions and traffic load.
The objective is to find the best compromise between speech quality and capacity by selecting an optimum
combination of channel mode and codec mode. The AMR codec can operate in two channel modes, full
rate and half rate. For each channel mode there are several possible codec modes (typically three) with
different bit rate allocations between speech and channel coding. An adaptation algorithm tracks the
variations in speech quality using specific metrics and decides upon the changes in codec mode (up to
several times per second). Changes in codec mode is detected by the receiver either via in-band signalling
or by automatic mode identification. As shown in Fig. 79.1, the multiplicity of codec modes gives
significant performance improvement over any of the corresponding fixed rate codecs.

FIGURE 79.1 AMR codec quality as a function of C/I. (Typical results derived from the first AMR selection tests.
Quality is given on the equivalent MNRU scale in dB.)
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AMR codec will also allow handovers between half rate and full rate channels using intracell handover
mechanisms. The AMR codec was selected by October 1998 and the full standard was available in
mid-1999. A potential extension is wideband coding, which could be added later to AMR as an option.
The wideband option would extend the audio bandwidth from the current 300–3400 Hz to 50–5000 Hz
or even 50–7000 Hz.

Speech quality enhancements in cellular networks do not concern only the speech coder itself. First, it
is well known that tandeming (i.e., several cascaded coding/decoding operations) can be a source of
significant degradation of speech quality. In the case of mobile-to-mobile calls there is no need to decode
the speech signal in the network (assuming both mobiles use the same speech codec). Therefore, a tandem-
free operation (TFO) will soon be introduced for GSM using in-bandsignalling between peer transcoders.
The benefit of TFO, however, will largely depend on the percentage of intra-GSM mobile-to-mobile
calls.

In CDMA systems like IS-95, the soft handoff feature enables a smooth transition from one cell to
another. On the contrary in TDMA systems, handovers produce short breaks in the communication
which locally degrade the speech quality in spite of the speech extrapolation mechanism used in the
decoder. In GSM the duration of the transmission break can be as long as 160 ms due to the necessary
time alignment of the mobile in the new cell. The speech interruption can be reduced by 40 ms in a
synchronized network, but in practice local synchronization is only offered for co-sited cells. The same
performance can be more easily achieved with the presynchronized handover where the mobile receives
an indication of the distance to the base station together with the handover command. Some improvement
can also be obtained on the uplink by switching at the right point in time and on the downlink by
broadcasting the speech information to both the old and the new cell. As a result of all these improve-
ments, the interruption time can be reduced down to 60 ms.

Some advances have also been made concerning the robustness to radio channel impairments. Unequal
error protection (UEP) is now used in most codecs designed for cellular systems and it is often based on
rate-compatible punctured convolutional codes. UEP enables the adjustment of the protection rate as a
function of the sensitivity of bits output by the speech coder. Besides, most linear predictive coders use
a speech extrapolation procedure, replacing potentially corrupted information in the current frame with
more reliable information from a previously received frame. More sophisticated error concealment
techniques, using both reliability information at the output of the channel decoder and a statistical source
model (a priori knowledge), have been reported to provide up to 3 dB improvement in  Eb/N0 under
adverse channel conditions [5].

Robustness to background noise is another topic of interest. Speech quality improvements in medium-
to low-bit rate coders have been obtained with coding algorithms optimized for speech signals. Such
algorithms may produce poor results in the presence of background noise. Therefore, optional noise
cancellation processing has been introduced in recent standards. This can be performed either in the
time domain (Kalman filtering) as in JDC half rate or in the frequency domain (spectral subtraction) as
in IS-127 EVR.

Coverage Quality Enhancements 

Various second generation systems provide the possibility of implementing mechanisms like slow fre-
quency hopping (as in GSM), antenna diversity (also called microdiversity), macrodiversity or multisite
transmission, and dynamic channel selection (as in DECT). Such mechanisms are useful to alleviate the
effects of radio transmission phenomena like shadowing, fading, and cochannel interference. They are,
therefore, particularly interesting to enhance the coverage quality in interference-limited or strong mul-
tipath environments (e.g., urban areas). Optional equalizers have been defined for cordless systems
(DECT and PHS) with the introduction of a suitable training sequence (“prolonged preamble” in DECT),
allowing for channel estimation in the presence of longer delay spread and thus providing increased
coverage and/or quality.
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Operators also have to face network planning issues linked to natural or artificial obstacles. Various
solutions have been designed for the cases where the coverage cannot be efficiently ensured with regular
base stations. Radiating cables (leaky feeders) are typically used for the coverage of tunnels. Radio
repeaters have been standardized for GSM and for DECT (Wireless Relay Station, WRS) and are useful
to fill coverage holes and to provide outdoor-to-indoor or outdoor-to-underground coverage extensions.
Microcells (and microbase stations) may also be used as “gap fillers.”

The use of smart antennas at cell sites helps to extend the cell range. In rural environments where traffic
is low, the required number of cell sites is minimized by using antenna arrays and signal processing
algorithms to ensure high sensitivity reception at the base station. Algorithms that implement either n-fold
receive diversity or mobile station direction finding followed by beamforming for mobile station tracking
have been shown to perform well in such radio channels. Adaptive beamforming techniques with an M-
element antenna array generally provide a directivity gain of M, e.g., 9 dB with  M = 8 (plus some diversity
gain depending on channel type). It results in a significant increase of the uplink range (typically by a
factor >1.5 with  M = 8), but an increased range in the downlink is also needed to get an effective
reduction of the number of cell sites. An increased downlink range can be achieved using adaptive
beamforming (but with a much higher complexity compared to the uplink-only implementation), a
multibeam antenna (i.e., a phased array doing fixed beamforming), or an increased transmit power of
the base station. However, the success of smart antenna techniques for range extension applications in
second generation systems has been slowed down by their complexity of implementation and by oper-
ational constraints (multiple feeders, large antenna panels).

79.5 High Bit Rate Data Transmission

Circuit Mode Techniques

All second generation wireless systems support circuit mode data services with basic rates typically
ranging from 9.6 kb/s (in cellular systems) to 32 kb/s (in cordless systems) for a single physical radio
resource. With the growing needs for higher rates, new services have been developed based on multiple
allocation or grouping of physical resource.

In GSM, HSCSD (High Speed Circuit Switched Data) enables multiple Full Rate Traffic Channels
(TCH/F) to be allocated to a call so that a mobile subscriber can use n times the transmission capacity
of a single TCH/F channel (Fig. 79.2). The n full rate channels over which the user data stream is split
are handled completely independently in the physical layer and for layer 1 error control. The HSCSD
channel resulting from the logical combination of n TCH/F channels is controlled as a single radio link
during cellular operations such as handover. At the A interface, calls will be limited to a single 64 kb/s
circuit. Thus HSCSD will support transparent (up to 64 kb/s) and nontransparent modes (up to  4 ×
9.6 = 38.4 kb/s and, later, 4 ×  14.4 = 57.6 kb/s). The initial allocation can be changed during a call if

FIGURE 79.2 Simplified GSM network configuration for HSCSD.
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required by the user and authorized by the network. Initially the network allocates an appropriate HSCSD
connection according to the requested user bit rate over the air interface. Both symmetric and asymmetric
configurations for bidirectional HSCSD operation are authorized. The required TCH/F channels are
allocated over consecutive or nonconsecutive timeslots.

Similar multislot schemes are envisaged or standardized for other TDMA systems. In IS-54 and PDC,
where radio channels are relatively narrowband, no more than three time slots can be used per carrier
and the achievable data rate is therefore limited to, say, 32 kb/s. On the contrary, in DECT up to 12 time
slots can be used at 32 kb/s each, yielding a maximum data rate of 384 kb/s. Moreover, the TDD access
mode of DECT allows asymmetric time slot allocation between uplink and downlink, thus enabling even
higher data rates in one direction.

Packet Mode Techniques

There is a growing interest for packet data services in second generation wireless systems to support data
applications with intermittent and bursty transmission requirements like the Internet, with a better usage
of available radio resources, thanks to the multiplexing of data from several mobile users on the same
physical channel. Cellular Digital Packet Data (CDPD) has been defined in the U.S. as a radio access overlay
for AMPS or D-AMPS (IS-54) systems, allowing packet data transmission on available radio channels.
However, CDPD is optimized for short data transmission and the bit rate is limited to 19.2 kb/s. A CDMA
packet data standard has also been defined (IS-657) which supports CDPD and Internet protocols with
a similar bit rate limitation but allowing use of the same backhaul as for voice traffic.

In Europe, ETSI has almost completed the standardization of GPRS (General Packet Radio Service) for
GSM. A GPRS subscriber will be able to send and receive in an end-to-end packet transfer mode. Both
point-to-point and point-to-multipoint modes are defined. A GPRS network coexists with a GSM PLMN
as an autonomous network. In fact, the Serving GPRS Support Node (SGSN) interfaces with the GSM Base
Station Controller (BSC), an MSC and a Gateway GPRS Service Node (GGSN). In turn, the GGSN interfaces
with the GGSNs of other GPRS networks and with public Packet Data Networks (PDN). Typically, GPRS
traffic can be set up through the common control channels of GSM, which are accessed in slotted ALOHA
mode. The layer 2 protocol data units, which are about 2 kbytes in length, are segmented and transmitted
over the air interface using one of the four possible channel coding schemes. The system is highly scaleable
as it allows from one mobile using 8 radio time slots up to 16 mobiles per time slot, with separate allocation
in up- and downlink. The resulting peak data rate per user ranges from 9 kb/s up to 170 kb/s. Time slot
concatenation and variable channel coding to maximize the user information bit rate are envisaged for
future implementations. This is indicated by the mobile station, which provides information concerning
the desire to initiate in-call modifications and the channel coding schemes that can be used during the call
set up phase. It is expected that use of the GPRS service will initially be limited and traffic growth will
depend on the introduction of GPRS capable subscriber terminals. Easy scalability of the GPRS backbone
(e.g., by introducing parallel GGSNs) is an essential feature of the system architecture (Fig. 79.3).

FIGURE 79.3 Simplified view of the GPRS architecture.
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New Modulation Schemes

New modulation schemes are being studied as an option in several second generation wireless standards.
The aim is to offer higher rate data services equivalent or close to the 2 Mb/s objective of the forthcoming
third generation standards. Multilevel modulations (i.e., several bits per modulated symbol) represent a
straightforward means to increase the carrier bit rate. However, it represents a significant change in the
air interface characteristics, and the increased bit rate is achieved at the expense of a higher operational
signal-to-noise plus interference ratio, which is not compatible with large cell dimensions. Therefore, the
new high bit rate data services are mainly targetting urban areas, and the effective bit rate allocated to
data users will depend on the system load.

Such a new air interface option is being standardized for GSM under the name of EDGE (Enhanced
Data rates for GSM Evolution). The selected modulation scheme is 8-PSK, suitable coding schemes are
under study, whereas the other air interface parameters (carrier spacing, TDMA frame structure,…)
are kept unchanged. Reusing HSCSD (for circuit data) and GPRS (for packet data) protocols and service
capabilities, EDGE will provide similar ECSD and EGPRS services but with a three-fold increase of the
user bit rate. The higher level modulation requires better radio link performances, typically a loss of
3 to 4 dB in sensitivity and a C/I increased by 6 to 7 dB. Operation will also be restricted to environments
with limited time dispersion and limited mobile speed. Nevertheless, EGPRS will roughly double the
mean throughput compared to GPRS (for the same average transmitted power). EDGE will also
increase the maximum achievable data rate in a GSM system to 553.6 kb/s in multislot (unprotected)
operation. Six different protection schemes are foreseen in EGPRS using convolutional coding with a
rate ranging from 1/3 to 1 and corresponding to user rates between 22.8 and 69.2 kb/s per time slot.
This is in addition to the four coding schemes already defined for GPRS. An intelligent link adaptation
algorithm will dynamically select the most appropriate modulation and coding schemes, i.e., those
yielding the highest throughput for a given channel quality. The first phase of EDGE standardization
was completed by end 1999. It should be noted that a similar EDGE option is being studied for IS-54/IS-
136 (and their PCS derivatives). Initially, the 30 kHz channel spacing will be maintained and then
extension to a 200 kHz channel will be provided in order to offer a convergence with its GSM
counterpart.

A higher bit rate option is also under standardization for DECT. Here it is seen as an essential
requirement to maintain backward compatibility with existing equipment so the new multilevel modu-
lation will only affect the payload part of the bursts, keeping the control and signalling parts unchanged.
This ensures that equipment with basic modulation and equipment with a higher rate option can
efficiently share a common base station infrastructure. Only 4-level and 8-level modulations are consid-
ered and the symbol length, carrier spacing, and slot structure remain unchanged. The requirements on
transmitter modulation accuracy need to be more stringent for 4- and 8-level modulation than for the
current 2-level scheme. An increased accuracy can provide for coherent demodulation, whereby some
(or most) of the sensitivity and C/I loss when using the multilevel mode can be regained. In combination
with other new air interface features like forward error correction and double slots (with reduced
overhead), the new modulation scheme will provide a wide range of data rates up to 2 Mb/s. For instance
using (II /4-DQPSK modulation (a possible/suitable choice), an unprotected connection with two double
slots in each direction gives a data rate of 384 kb/s. Asymmetric connections with a maximum of 11
double slots in one direction will also be supported.

79.6 Conclusion

Since their introduction in the early 1990s, most of the second generation systems have been enjoying
exponential growth. With more than 100 million subscribers acquired worldwide in less than ten years
of lifetime, the systems based on the GSM family of standards have demonstrated the most spectacular
development. Despite a more regional implementation of other second generation systems, each one of
those can boast a multimillion subscriber base in mobile or fixed wireless networks.
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A variety of service requirements of third generation mobile communication systems are being already
met by the upcoming enhancements of second generation systems. Two important trends are reflected by this:

• The introduction of third generation systems like Universal Mobile Telecommunication System
(UMTS) or International Mobile Telecommunication-2000 (IMT-2000) might be delayed to a
point in time where the evolutionary capabilities of second generation systems have been
exhausted.

• The deployment of networks based on third generation systems will be progressive. Any new radio
interface will be imposed worldwide if and only if it provides substantial advantages as compared
to the present systems. Another essential requirement is the capability of downward compatibility
to second generation systems.

Defining Terms

Capacity: In a mobile network it can be defined as the Erlangs throughput by a cell, a cluster of cells,
or by a portion of a network. For a given radio interface, the achievable capacity is a function of
the robustness of the physical layer, the effectiveness of the medium access control (MAC) layer
and the multiple access technique. Moreover, it is strongly dependent on the radio spectrum
available for network planning.

Cellular: Refers to public land mobile radio networks for generally wide area (e.g., national) coverage,
to be used with medium- or high-power vehicular mobiles or portable stations and for providing
mobile access to the Public Switched Telephone Network (PSTN). The network implementation
exhibits a cellular architecture which enables frequency reuse in nonadjacent cells.

Cordless: These are systems to be used with simple low power portable stations operating within a
short range of a base station and providing access to fixed public or private networks. There are
three main applications, namely, residential (at home, for Plain Old Telephone Service, POTS),
public-access (in public places and crowded areas, also called Telepoint), and Wireless Private
Automatic Branch eXchange (WPABX, providing cordless access in the office environment), plus
emerging applications like radio access for local loop. 

Coverage quality: It is the percentage of the served area where a communication can be established.
It is determined by the acceptable path loss of the radio link and by the propagation characteristics
in the area. The radio link budget generally includes some margin depending on the type of terrain
(for shadowing effects) and on operator’s requirements (for indoor penetration). A coverage quality
of 90% is a typical value for cellular networks.

Speech quality: It strongly depends on the intrinsic performance of the speech coder and its evaluation
normally requires intensive listening tests. When it is comparable to the quality achieved on modern
wire-line telephone networks, it is called “toll quality.” In wireless systems it is also influenced by
other parameters linked to the communication characteristics like radio channel impairments (bit
error rate), transmission delay, echo, background noise, and tandeming (i.e., when several coding/
decoding operations are involved in the link).
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80.1 Introduction

Following the standardization and launch of the Pan-European digital mobile cellular radio system known
as GSM, it is of practical merit to provide a rudimentary introduction to the system’s main features for
the communications practitioner. Since GSM operating licenses have been allocated to 126 service
providers in 75 countries, it is justifiable that the GSM system is often referred to as the Global System
of Mobile communications.

The GSM specifications were released as 13 sets of recommendations [1], which are summarized in
Table 80.1, covering various aspects of the system [3].

After a brief system overview in Section 80.2 and the introduction of physical and logical channels in
Section 80.3 we embark upon describing aspects of mapping logical channels onto physical resources for
speech and control channels in Sections 80.4 and 80.5, respectively. These details can be found in
recommendations R.05.02 and R.05.03. These recommendations and all subsequently enumerated ones
are to be found in [1]. Synchronization issues are considered in Section 80.6. Modulation (R.05.04),
transmission via the standardized wideband GSM channel models (R.05.05), as well as adaptive radio
link control (R.05.06 and R.05.08), discontinuous transmission (DTX) (R.06.31), and voice activity
detection (VA D) (R.06.32) are highlighted in Sections 80.7–80.10, whereas a summary of the fundamental
GSM features is offered in Section 80.11.

80.2 Overview

The system elements of a GSM public land mobile network (PLMN) are portrayed in Fig. 80.1, where
their interconnections via the standardized interfaces A and Um are indicated as well. The mobile station
(MS) communicates with the serving and adjacent base stations (BS) via the radio interface Um, whereas
the BSs are connected to the mobile switching center (MSC) through the network interface A. As seen
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in Fig. 80.1, the MS includes a mobile termination (MT) and a terminal equipment (TE). The TE may
be constituted, for example, by a telephone set and fax machine. The MT performs functions needed to
support the physical channel between the MS and the base station, such as radio transmissions, radio
channel management, channel coding/decoding, speech encoding/decoding, and so forth.

TABLE 80.1 GSM Recommendations [R.01.01]

R.00 Preamble to the GSM recommendations
R.01 General structure of the recommendations, description of a GSM network, associated recom-

mendations, vocabulary, etc.
R.02 Service aspects: bearer-, tele- and supplementary services, use of services, types and features of 

mobile stations (MS), licensing and subscription, as well as transferred and international 
accounting, etc.

R.03 Network aspects, including network functions and architecture, call routing to the MS, technical 
performance, availability and reliability objectives, handover and location registration 
procedures, as well as discontinuous reception and cryptological algorithms, etc.

R.04 Mobile/base station (BS) interface and protocols, including specifications for layer 1 and 3
aspects of the open systems interconnection (OSI) seven-layer structure.

R.05 Physical layer on the radio path, incorporating issues of multiplexing and multiple access, 
channel coding and modulation, transmission and reception, power control, frequency 
allocation and synchronization aspects, etc.

R.06 Speech coding specifications, such as functional, computational and verification procedures for 
the speech codec and its associated voice activity detector (VAD) and other optional
features.

R.07 Terminal adaptors for MSs, including circuit and packet mode as well as voiceband data
services.

R.08 Base station and mobile switching center (MSC) interface, and transcoder functions.
R.09 Network interworking with the public switched telephone network (PSTN), integrated services 

digital network (ISDN) and, packet data networks.
R.10 Service interworking, short message service.
R.11 Equipment specification and type approval specification as regards to MSs, BSs, MSCs, home 

(HLR) and visited location register (VLR), as well as system simulator.
R.12 Operation and maintenance, including subscriber, routing tariff and traffic administration, as 

well as BS, MSC, HLR and VLR maintenance issues.

FIGURE 80.1 Simplified structure of GSM PLMN, ETT [4].
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The BS is divided functionally into a number of base transceiver stations (BTS) and a base station
controller (BSC). The BS is responsible for channel allocation (R.05.09), link quality and power budget
control (R.05.06 and R.05.08), signalling and broadcast traffic control, frequency hopping (FH)
(R.05.02), handover (HO) initiation (R.03.09 and R.05.08), etc. The MSC represents the gateway to
other networks, such as the public switched telephone network (PSTN), integrated services digital
network (ISDN) and packet data networks using the interworking functions standardized in recom-
mendation R.09. The MSC’s further functions include paging, MS location updating (R.03.12), HO
control (R.03.09), etc. The MS’s mobility management is assisted by the home location register (HLR)
(R.03.12), storing part of the MS’s location information and routing incoming calls to the visitor location
register (VLR) (R.03.12) in charge of the area, where the paged MS roams. Location update is asked for
by the MS, whenever it detects from the received and decoded broadcast control channel (BCCH)
messages that it entered a new location area. The HLR contains, amongst a number of other parameters,
the international mobile subscriber identity (IMSI), which is used for the authentication (R.03.20) of
the subscriber by his authentication center (AUC). This enables the system to confirm that the subscriber
is allowed to access it. Every subscriber belongs to a home network and the specific services that the
subscriber is allowed to use are entered into his HLR. The equipment identity register (EIR) allows for
stolen, fraudulent, or faulty mobile stations to be identified by the network operators. The VLR is the
functional unit that attends to a MS operating outside the area of its HLR. The visiting MS is automatically
registered at the nearest MSC, and the VLR is informed of the MSs arrival. A roaming number is then
assigned to the MS, and this enables calls to be routed to it. The operations and maintenance center
(OMC), network management center (NMC) and administration center (ADC) are the functional entities
through which the system is monitored, controlled, maintained and managed (R.12).

The MS initiates a call by searching for a BS with a sufficiently high received signal level on the BCCH
carrier; it will await and recognize a frequency correction burst and synchronize to it (R.05.08). Now the
BS allocates a bidirectional signalling channel and also sets up a link with the MSC via the network. How
the control frame structure assists in this process will be highlighted in Section 80.5. The MSC uses the
IMSI received from the MS to interrogate its HLR and sends the data obtained to the serving VLR. After
authentication (R.03.20) the MS provides the destination number, the BS allocates a traffic channel, and
the MSC routes the call to its destination. If the MS moves to another cell, it is reassigned to another
BS, and a handover occurs. If both BSs in the handover process are controlled by the same BSC, the
handover takes place under the control of the BSC, otherwise it is performed by the MSC. In case of
incoming calls the MS must be paged by the BSC. A paging signal is transmitted on a paging channel
(PCH) monitored continuously by all MSs, and which covers the location area in which the MS roams.
In response to the paging signal, the MS performs an access procedure identical to that employed when
the MS initiates a call.

80.3 Logical and Physical Channels

The GSM logical traffic and control channels are standardized in recommendation R.05.02, whereas their
mapping onto physical channels is the subject of recommendations R.05.02 and R.05.03. The GSM
system’s prime objective is to transmit the logical traffic channel’s (TCH) speech or data information.
Their transmission via the network requires a variety of logical control channels. The set of logical traffic
and control channels defined in the GSM system is summarized in Table 80.2. There are two general
forms of speech and data traffic channels: the full-rate traffic channels (TCH/F), which carry information
at a gross rate of 22.8 kb/s, and the half-rate traffic channels (TCH/H), which communicate at a gross
rate of 11.4 kb/s. A physical channel carries either a full-rate traffic channel, or two half-rate traffic
channels. In the former, the traffic channel occupies one timeslot, whereas in the latter the two half-rate
traffic channels are mapped onto the same timeslot, but in alternate frames.

For a summary of the logical control channels carrying signalling or synchronisation data, see
Table 80.2. There are four categories of logical control channels, known as the BCCH, the common
control channel (CCCH), the stand-alone dedicated control channel (SDCCH), and the associated
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control channel (ACCH). The purpose and way of deployment of the logical traffic and control channels
will be explained by highlighting how they are mapped onto physical channels in assisting high-integrity
communications.

A physical channel in a time division multiple access (TDMA) system is defined as a timeslot with a
timeslot number (TN) in a sequence of TDMA frames. The GSM system, however, deploys TDMA
combined with frequency hopping (FH) and, hence, the physical channel is partitioned in both time and
frequency. Frequency hopping (R.05.02) combined with interleaving is known to be very efficient in
combatting channel fading, and it results in near-Gaussian performance even over hostile Rayleigh-fading
channels. The principle of FH is that each TDMA burst is transmitted via a different RF channel (RFCH).
If the present TDMA burst happened to be in a deep fade, then the next burst most probably will not
be. Consequently, the physical channel is defined as a sequence of radio frequency channels and timeslots.
Each carrier frequency supports eight physical channels mapped onto eight timeslots within a TDMA
frame. A given physical channel always uses the same TN in every TDMA frame. Therefore, a timeslot
sequence is defined by a TN and a TDMA frame number FN sequence.

80.4 Speech and Data Transmission

The speech coding standard is recommendation R.06.10, whereas issues of mapping the logical speech
traffic channel’s information onto the physical channel constituted by a timeslot of a certain carrier are
specified in recommendation R.05.02. Since the error correction coding represents part of this mapping
process, recommendation R.05.03 is also relevant to these discussions. The example of the full-rate speech
traffic channel (TCH/FS) is used here to highlight how this logical channel is mapped onto the physical
channel constituted by a so-called normal burst (NB) of the TDMA frame structure. This mapping is
explained by referring to Figs. 80.2 and 80.3. Then this example will be extended to other physical bursts
such as the frequency correction (FCB), synchronization (SB), access (AB), and dummy burst (DB)
carrying logical control channels, as well as to their TDMA frame structures, as seen in Figs. 80.2 and 80.6.

The regular pulse excited (RPE) speech encoder is fully characterized in the following references: [3,5,7].
Because of its complexity, its description is beyond the scope of this chapter. Suffice to say that, as it can be
seen in Fig. 80.3, it delivers 260 b/20 ms at a bit rate of 13 kb/s, which are divided into three significance
classes: class 1a (50 b), class 1b (132 b) and class 2 (78 b). The class-1a bits are encoded by a systematic (53,
50) cyclic error detection code by adding three parity bits. Then the bits are reordered and four zero tailing

TABLE 80.2 GSM Logical Channels, ETT [4]

Logical Channels

Duplex BS ´ MS Traffic Channels:
TCH Control Channels: CCH

FEC-coded 
Speech

FEC-coded
Data

Broadcast CCH 
BCCH
BS → MS

Common CCH 
CCCH

Stand-alone 
Dedicated CCH 
SDCCH
BS ´ MS

Associated CCH 
ACCH
BS ´ MS

TCH/F
22.8 kb/s

TCH/F9.6 
TCH/F4.8 
TCH/F2.4
22.8 kb/s

Freq. Corr. Ch: 
FCCH

Paging Ch: PCH 
BS → MS

SDCCH/4 Fast ACCH: 
FACCH/F 
FACCH/H

TCH/H
11.4 kb/s

TCH/H4.8 
TCH/H2.4
11.4 kb/s

Synchron. Ch: 
SCH

Random Access 
Ch: RACH
MS → BS

SDCCH/8 Slow ACCH: 
SACCH/TF 
SACCH/TH 
SACCH/C4 
SACCH/C8

General Inf. Access Grant 
Ch: AGCH
BS → MS
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bits are added to periodically reset the memory of the subsequent half-rate, constraint length five convolutional
codec (CC) CC(2, 1, 5), as portrayed in Fig. 80.3. Now the unprotected 78 class-2 bits are concatenated to
yield a block of 456 b/20 ms, which implies an encoded bit rate of 22.8 kb/s. This frame is partitioned into
eight 57-b subblocks that are block diagonally interleaved before undergoing intraburst interleaving. At this
stage each 57-b subblock is combined with a similar subblock of the previous 456-b frame to construct a 116-
b burst, where the flag bits hl and hu are included to classify whether the current burst is really a TCH/FS
burst or it has been stolen by an urgent fast associated control channel (FACCH) message. Now the bits are
encrypted and positioned in an NB, as depicted at the bottom of Fig. 80.2, where three tailing bits (TB)
are added at both ends of the burst to reset the memory of the Viterbi channel equalizer (VE), which is
responsible for removing both the channel-induced and the intentional controlled intersymbol interference [6].

The 8.25-b interval duration guard period (GP) at the bottom of Fig. 80.2 is provided to prevent burst
overlapping due to propagation delay fluctuations. Finally, a 26-b equalizer training segment is included
in the center of the normal traffic burst. This segment is constructed by a 16-b Viterbi channel equalizer
training pattern surrounded by five quasiperiodically repeated bits on both sides. Since the MS has to
be informed about which BS it communicates with, for neighboring BSs one of eight different training
patterns is used, associated with the so-called BS color codes, which assist in identifying the BSs.

This 156.25-b duration TCH/FS NB constitutes the basic timeslot of the TDMA frame structure, which
is input to the Gaussian minimum shift keying (GMSK) modulator to be highlighted in Section 80.7, at
a bit rate of approximately 271 kb/s. Since the bit interval is 1/(271 kb/s) = 3.69 µs, the timeslot duration
is 156.25 .  3.69 ≈ 0.577 ms. Eight such normal bursts of eight appropriately staggered TDMA users are
multiplexed onto one radio frequency (RF) carrier giving a TDMA frame of 8 .  0.577 ≈ 4.615-ms duration,
as shown in Fig. 80.2. The physical channel as characterized earlier provides a physical timeslot with a
throughput of 114 b/4.615 ms = 24.7 kb/s, which is sufficiently high to transmit the 22.8 kb/s TCH/FS
information. It even has a reserved capacity of 24.7 - 22.8 = 1.9 kb/s, which can be exploited to transmit
slow control information associated with this specific traffic channel, i.e., to construct a so-called slow
associated control channel (SACCH), constituted by the SACCH TDMA frames, interspersed with traffic
frames at multiframe level of the hierarchy, as seen in Fig. 80.2.

FIGURE 80.2 The GSM TDMA frame structure, ETT [4].
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Mapping logical data traffic channels onto a physical channel is essentially carried out by the channel
codecs [8], as specified in recommendation R.05.03. The full- and half-rate data traffic channels stan-
dardized in the GSM system are: TCH/F9.6, TCH/F4.8, TCH/F2.4, as well as TCH/H4.8, TCH/H2.4, as
was shown earlier in Table 80.2. Note that the numbers in these acronyms represent the data transmission
rate in kilobits per second. Without considering the details of these mapping processes we now focus
our attention on control signal transmission issues.

80.5 Transmission of Control Signals

The exact derivation, forward error correcting (FEC) coding and mapping of logical control channel
information is beyond the scope of this chapter, and the interested reader is referred to ETSI, 1988
(R.05.02 and R.05.03) and Hanzo and Stefanov [4] for a detailed discussion. As an example, the mapping
of the 184-b SACCH, FACCH, BCCH, SDCCH, PCH, and access grant control channel (AGCH)
messages onto a 456-b block, i.e., onto four 114-b bursts is demonstrated in Fig. 80.4. A double-layer
concatenated FIRE-code/convolutional code scheme generates 456 bits, using an overall coding rate of
R = 184/456, which gives a stronger protection for control channels than the error protection of traffic
channels.

Returning to Fig. 80.2 we will now show how the SACCH is accommodated by the TDMA frame
structure. The TCH/FS TDMA frames of the eight users are multiplexed into multiframes of 24 TDMA

FIGURE 80.3 Mapping the TCH/FS logical channel onto a physical channel, ETT [4].
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frames, but the 13th frame will carry a SACCH message, rather than the 13th TCH/FS frame, whereas
the 26th frame will be an idle or dummy frame, as seen at the left-hand side of Fig. 80.2 at the multiframe
level of the traffic channel hierarchy. The general control channel frame structure shown at the right of Fig.
80.2 is discussed later. This way 24-TCH/FS frames are sent in a 26-frame multiframe during 26 .  4.615 =
120 ms. This reduces the traffic throughput to (24/26) .  24.7 = 22.8 kb/s required by TCH/FS, allocates
(1/26) .  24.7 = 950 b/s to the SACCH and wastes 950 b/s in the idle frame. Observe that the SACCH
frame has eight timeslots to transmit the eight 950-b/s SACCHs of the eight users on the same carrier.
The 950-b/s idle capacity will be used in case of half-rate channels, where 16 users will be multiplexed onto
alternate frames of the TDMA structure to increase system capacity. Then 16, 11.4-kb/s encoded half-rate
speech TCHs will be transmitted in a 120-ms multiframe, where also 16 SACCHs are available.

The FACCH messages are transmitted via the physical channels provided by bits stolen from their
own host traffic channels. The construction of the FACCH bursts from 184 control bits is identical to
that of the SACCH, as also shown in Fig. 80.4 but its 456-b frame is mapped onto eight consecutive
114-b TDMA traffic bursts, exactly as specified for TCH/FS. This is carried out by stealing the even
bits of the first four and the odd bits of the last four bursts, which is signalled by setting hu = 1, hl =
0 and hu = 0, hl = 1 in the first and last bursts, respectively. The unprotected FACCH information rate
is 184 b/20 ms = 9.2 kb/s, which is transmitted after concatenated error protection at a rate of 22.8
kb/s. The repetition delay is 20 ms, and the interleaving delay is 8 .  4.615 = 37 ms, resulting in a total
of 57-ms delay.

In Fig. 80.2 at the next hierarchical level, 51-TCH/FS multiframes are multiplexed into one superframe
lasting 51. 120 ms = 6.12 s, which contains 26 .51 = 1326 TDMA frames. In the case of 1326 TDMA frames,
however, the frame number would be limited to 0 ≤  FN ≤  1326 and the encryption rule relying on such a
limited range of FN values would not be sufficiently secure. Then 2048 superframes were amalgamated to
form a hyperframe of 1326 .  2048 = 2,715,648 TDMA frames lasting 2048 .  6.12 s ≈ 3 h 28 min, allowing
a sufficiently high FN value to be used in the encryption algorithm. The uplink and downlink traffic-frame
structures are identical with a shift of three timeslots between them, which relieves the MS from having to
transmit and receive simultaneously, preventing high-level transmitted power leakage back to the sensitive
receiver. The received power of adjacent BSs can be monitored during unallocated timeslots.

In contrast to duplex traffic and associated control channels, the simplex BCCH and CCCH logical
channels of all MSs roaming in a specific cell share the physical channel provided by timeslot zero of the
so-called BCCH carriers available in the cell. Furthermore, as demonstrated by the right-hand side section
of Fig. 80.2, 51 BCCH and CCCH TDMA frames are mapped onto a 51 .4.615 = 235-ms duration
multiframe, rather than on a 26-frame, 120-ms duration multiframe. In order to compensate for the
extended multiframe length of 235 ms, 26 multiframes constitute a 1326-frame superframe of 6.12-s
duration. Note, in Fig. 80.5, that the allocation of the uplink and downlink frames is different, since
these control channels exist only in one direction.

FIGURE 80.4 FEC in SACCH, FACCH, BCCH, SDCCH, PCH, and AGCH, ETT [4].
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Specifically, the random access channel (RACH) is only used by the MSs in the uplink direction if
they request, for example, a bidirectional SDCCH to be mapped onto an RF channel to register with the
network and set up a call. The uplink RACH has a low capacity, carrying messages of 8-b/235-ms
multiframe, which is equivalent to an unprotected control information rate of 34 b/s. These messages
are concatenated FEC coded to a rate of 36 b/235 ms = 153 b/s. They are not transmitted by the NB
derived for TCH/FS, SACCH, or FACCH logical channels, but by the AB, depicted in Fig. 80.6 in
comparison to a NB and other types of bursts to be described later. The FEC coded, encrypted 36-b AB
messages of Fig. 80.6 contain among other parameters, the encoded 6-b BS identifier code (BSIC)
constituted by the 3-b PLMN color code and 3-b BS color code for unique BS identification. These 36 b
are positioned after the 41-b synchronization sequence, which has a high wordlength in order to ensure
reliable access burst recognition and a low probability of being emulated by interfering stray data. These
messages have no interleaving delay, while they are transmitted with a repetition delay of one control
multiframe length, i.e., 235 ms.

Adaptive time frame alignment is a technique designed to equalize propagation delay differences
between MSs at different distances. The GSM system is designed to allow for cell sizes up to 35 km radius.
The time a radio signal takes to travel the 70 km from the base station to the mobile station and back
again is 233.3 µs. As signals from all the mobiles in the cell must reach the base station without overlapping
each other, a long guard period of 68.25 b (252 µs) is provided in the access burst, which exceeds the
maximum possible propagation delay of 233.3 µs. This long guard period in the access burst is needed
when the mobile station attempts its first access to the base station or after a handover has occurred.
When the base station detects a 41-b random access synchronization sequence with a long guard period,
it measures the received signal delay relative to the expected signal from a mobile station of zero range.
This delay, called the timing advance, is signalled using a 6-b number to the mobile station, which
advances its timebase over the range of 0–63 b, i.e., in units of 3.69 µs. By this process the TDMA bursts
arrive at the BS in their correct timeslots and do not overlap with adjacent ones. This process allows the

FIGURE 80.5 The control multiframe, ETT [4].
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guard period in all other bursts to be reduced to 8.25 . 3.69 µs ≈ 30.46 µs (8.25 b) only. During normal
operation, the BS continuously monitors the signal delay from the MS and, if necessary, it will instruct
the MS to update its time advance parameter. In very large traffic cells there is an option to actively utilize
every second timeslot only to cope with higher propagation delays, which is spectrally inefficient, but in
these large, low-traffic rural cells it is admissible.

As demonstrated by Fig. 80.2, the downlink multiframe transmitted by the BS is shared amongst a
number of BCCH and CCCH logical channels. In particular, the last frame is an idle frame (I), whereas
the remaining 50 frames are divided in five blocks of ten frames, where each block starts with a
frequency correction channel (FCCH) followed by a synchronization channel (SCH). In the first block
of ten frames the FCCH and SCH frames are followed by four BCCH frames and by either four AGCH
or four PCH. In the remaining four blocks of ten frames, the last eight frames are devoted to either
PCHs or AGCHs, which are mutually exclusive for a specific MS being either paged or granted a control
channel.

The FCCH, SCH, and RACH require special transmission bursts, tailored to their missions, as depicted
in Fig. 80.6. The FCCH uses frequency correction bursts (FCB) hosting a specific 142-b pattern. In
partial response GMSK it is possible to design a modulating data sequence, which results in a near-
sinusoidal modulated signal imitating an unmodulated carrier exhibiting a fixed frequency offset from
the RF carrier utilized. The synchronization channel transmits SB hosting a 16 .4 = 64-b extended
sequence exhibiting a high-correlation peak in order to allow frame alignment with a quarter-bit accu-
racy. Furthermore, the SB contains 2 .39 = 78 encrypted FEC-coded synchronization bits, hosting the
BS and PLMN color codes, each representing one of eight legitimate identifiers. Lastly, the AB contain
an extended 41-b synchronization sequence, and they are invoked to facilitate initial access to the system.
Their long guard space of 68.25-b duration prevents frame overlap, before the MS’s distance, i.e., the
propagation delay becomes known to the BS and could be compensated for by adjusting the MS’s timing
advance.

FIGURE 80.6 GSM burst structures, ETT [4].
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80.6 Synchronization Issues

Although some synchronization issues are standardized in recommendations R.05.02 and R.05.03, the
GSM recommendations do not specify the exact BS-MS synchronization algorithms to be used, these are
left to the equipment manufacturers. A unique set of timebase counters, however, is defined in order to
ensure perfect BS-MS synchronism. The BS sends FCB and SB on specific timeslots of the BCCH carrier
to the MS to ensure that the MS’s frequency standard is perfectly aligned with that of the BS, as well as
to inform the MS about the required initial state of its internal counters. The MS transmits its uniquely
numbered traffic and control bursts staggered by three timeslots with respect to those of the BS to prevent
simultaneous MS transmission and reception, and also takes into account the required timing advance
(TA) to cater for different BS-MS-BS round-trip delays.

The timebase counters used to uniquely describe the internal timing states of BSs and MSs are the
quarter-bit number (QN = 0–624) counting the quarter-bit intervals in bursts, bit number (BN = 0–156),
timeslot number (TN = 0–7) and TDMA Frame Number (FN = 0–26 . 51 . 2048), given in the order
of increasing interval duration. The MS sets up its timebase counters after receiving a SB by determining
QN from the 64-b extended training sequence in the center of the SB, setting TN = 0 and decoding the
78-encrypted, protected bits carrying the 25-SCH control bits.

The SCH carries frame synchronization information as well as BS identification information to the MS,
as seen in Fig. 80.7, and it is provided solely to support the operation of the radio subsystem. The first 6 b
of the 25-b segment consist of three PLMN color code bits and three BS color code bits supplying a unique
BS identifier code (BSIC) to inform the MS which BS it is communicating with. The second 19-bit segment
is the so-called reduced TDMA frame number (RFN) derived from the full TDMA frame number FN,
constrained to the range of [0 - (26 . 51 . 2048) -1] = (0–2, 715, 647) in terms of three subsegments T1, T2,
and T3. These subsegments are computed as follows: T1(11 b) = [FN div (26 . 51)], T2(5 b) = (FN mod
26) and T3′(3 b) = [(T3 - 1) div 10], where T3 = (FN mod 5), whereas div and mod represent the integer
division and modulo operations, respectively. Explicitly, in Fig. 80.7 T1 determines the superframe index
in a hyperframe, T2 the multiframe index in a superframe, T3 the frame index in a multiframe, whereas
T3′ is the so-called signalling block index [1–5] of a frame in a specific 51-frame control multiframe, and
their roles are best understood by referring to Fig. 80.2. Once the MS has received the SB, it readily computes
the FN required in various control algorithms, such as encryption, handover, etc., as

80.7 Gaussian Minimum Shift Keying Modulation

The GSM system uses constant envelope partial response GMSK modulation [6] specified in recommen-
dation R.05.04. Constant envelope, continuous-phase modulation schemes are robust against signal
fading as well as interference and have good spectral efficiency. The slower and smoother are the phase
changes, the better is the spectral efficiency, since the signal is allowed to change less abruptly, requiring
lower frequency components. The effect of an input bit, however, is spread over several bit periods,
leading to a so-called partial response system, which requires a channel equalizer in order to remove this
controlled, intentional intersymbol interference (ISI) even in the absence of uncontrolled channel dis-
persion.

FIGURE 80.7 Synchronization channel (SCH) message format, ETT [4].
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The widely employed partial response GMSK scheme is derived from the full response minimum
shift keying (MSK) scheme. In MSK the phase changes between adjacent bit periods are piecewise linear,
which results in discontinuous-phase derivative, i.e., instantaneous frequency at the signalling instants,
and hence widens the spectrum. Smoothing these phase changes, however, by a filter having a Gaussian
impulse response [6], which is known to have the lowest possible bandwidth, this problem is circum-
vented using the schematic of Fig. 80.8, where the GMSK signal is generated by modulating and adding
two quadrature carriers. The key parameter of GMSK in controlling both bandwidth and interference
resistance is the 3-dB down filter-bandwidth × bit interval product (B . T), referred to as normalized
bandwidth. It was found that as the B . T product is increased from 0.2 to 0.5, the interference resistance
is improved by approximately 2 dB at the cost of increased bandwidth occupancy, and best compromise
was achieved for B . T = 0.3. This corresponds to spreading the effect of 1 b over approximately 3-b
intervals. The spectral efficiency gain due to higher interference tolerance and, hence, more dense
frequency reuse was found to be more significant than the spectral loss caused by wider GMSK spectral
lobes.

The channel separation at the TDMA burst rate of 271 kb/s is 200 kHz, and the modulated spectrum
must be 40 dB down at both adjacent carrier frequencies. When TDMA bursts are transmitted in an on-off
keyed mode, further spectral spillage arises, which is mitigated by a smooth power ramp up and down
envelope at the leading and trailing edges of the transmission bursts, attenuating the signal by 70 dB
during a 28- and 18-µs interval, respectively.

80.8 Wideband Channel Models

The set of 6-tap GSM impulse responses [2] specified in recommendation R.05.05 is depicted in Fig. 80.9,
where the individual propagation paths are independent Rayleigh fading paths, weighted by the appro-
priate coefficients hi corresponding to their relative powers portrayed in the figure. In simple terms the
wideband channel’s impulse response is measured by transmitting an impulse and detecting the received
echoes at the channel’s output in every D-spaced so-called delay bin. In some bins no delayed and
attenuated multipath component is received, whereas in others significant energy is detected, depending
on the typical reflecting objects and their distance from the receiver. The path delay can be easily related
to the distance of the reflecting objects, since radio waves are travelling at the speed of light. For example,
at a speed of 300,000 km/s, a reflecting object situated at a distance of 0.15 km yields a multipath
component at a round-trip delay of 1 µs.

The typical urban (TU) impulse response spreads over a delay interval of 5 µs, which is almost two
3.69-µs bit-intervals duration and, therefore, results in serious ISI. In simple terms, it can be treated as
a two-path model, where the reflected path has a length of 0.75 km, corresponding to a reflector located
at a distance of about 375 m. The hilly terrain (HT) model has a sharply decaying short-delay section
due to local reflections and a long-delay path around 15 µs due to distant reflections. Therefore, in

FIGURE 80.8 GMSK modulator schematic diagram, ETT [4].
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practical terms it can be considered a two- or three-path model having reflections from a distance of
about 2 km. The rural area (RA) response seems the least hostile amongst all standardized responses,
decaying rapidly inside 1-b interval and, therefore, is expected to be easily combated by the channel
equalizer. Although the type of the qualizer is not standardized, partial response systems typically use
VEs. Since the RA channel efffectively behaves as a singlepath nondispersive channel, it would not
require an equalizer. The fourth standardized impulse response is artificially contrived in order to test
the equalizer’s performance and is constituted by six equidistant unit-amplitude impulses representing
six equal-powered independent Rayleigh-fading paths with a delay spread over 16 µs. With these impulse
responses in mind, the required channel is simulated by summing the appropriately delayed and weighted
received signal components. In all but one case the individual components are assumed to have Rayleigh
amplitude distribution, whereas in the RA model the main tap at zero delay is supposed to have a Rician
distribution with the presence of a dominant line-of-sight path.

FIGURE 80.9 Typical GSM channel impulse responses, ETT [4].
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80.9 Adaptive Link Control

The adaptive link control algorithm portrayed in Fig. 80.10 and specified in recommendation R.05.08
allows for the MS to favor that specific traffic cell which provides the highest probability of reliable
communications associated with the lowest possible path loss. It also decreases interference with other
cochannel users and, through dense frequency reuse, improves spectral efficiency, whilst maintaining an

FIGURE 80.10 Initial cell selection by the MS, ETT [4].
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adequate communications quality, and facilitates a reduction in power consumption, which is particularly
important in hand-held MSs. The handover process maintains a call in progress as the MS moves between
cells, or when there is an unacceptable transmission quality degradation caused by interference, in which
case an intracell handover to another carrier in the same cell is performed. A radio-link failure occurs
when a call with an unacceptable voice or data quality cannot be improved either by RF power control
or by handover. The reasons for the link failure may be loss of radio coverage or very high-interference
levels. The link control procedures rely on measurements of the received RF signal strength (RXLEV),
the received signal quality (RXQUAL), and the absolute distance between base and mobile stations
(DISTANCE).

RXLEV is evaluated by measuring the received level of the BCCH carrier which is continuously
transmitted by the BS on all time slots of the B frames in Fig. 80.5 and without variations of the RF level.
A MS measures the received signal level from the serving cell and from the BSs in all adjacent cells by
tuning and listening to their BCCH carriers. The root mean squared level of the received signal is measured
over a dynamic range from -103 to -41 dBm for intervals of one SACCH multiframe (480 ms). The
received signal level is averaged over at least 32 SACCH frames (≈15 s) and mapped to give RXLEV values
between 0 and 63 to cover the range from -103 to -41 dBm in steps of 1 dB. The RXLEV parameters are
then coded into 6-b words for transmission to the serving BS via the SACCH.

RXQUAL is estimated by measuring the bit error ratio (BER) before channel decoding, using the
Viterbi channel equalizer’s metrics [6] and/or those of the Viterbi convolutional decoder [8]. Eight values
of RXQUAL span the logarithmically scaled BER range of 0.2–12.8% before channel decoding.

The absolute DISTANCE between base and mobile stations is measured using the timing advance
parameter. The timing advance is coded as a 6-b number corresponding to a propagation delay from
0 to 63 . 3.69 µs = 232.6 µs, characteristic of a cell radius of 35 km.

While roaming, the MS needs to identify which potential target BS it is measuring, and the BCCH
carrier frequency may not be sufficient for this purpose, since in small cluster sizes the same BCCH
frequency may be used in more than one surrounding cell. To avoid ambiguity a 6-b BSIC is transmitted
on each BCCH carrier in the SB of Fig. 80.6. Two other parameters transmitted in the BCCH data provide
additional information about the BS. The binary flag called PLMN_PERMITTED indicates whether the
measured BCCH carrier belongs to a PLMN that the MS is permitted to access. The second Boolean flag,
CELL_BAR_ACCESS, indicates whether the cell is barred for access by the MS, although it belongs to a
permitted PLMN. A MS in idle mode, i.e., after it has just been switched on or after it has lost contact
with the network, searches all 125 RF channels and takes readings of RXLEV on each of them. Then it
tunes to the carrier with the highest RXLEV and searches for FCB in order to determine whether or not
the carrier is a BCCH carrier. If it is not, then the MS tunes to the next highest carrier, and so on, until
it finds a BCCH carrier, synchronizes to it and decodes the parameters BSIC, PLMN_PERMITTED and
CELL_BAR_ACCESS in order to decide whether to continue the search. The MS may store the BCCH
carrier frequencies used in the network accessed, in which case the search time would be reduced. Again,
the process described is summarized in the flowchart of Fig. 80.10.

The adaptive power control is based on RXLEV measurements. In every SACCH multiframe the BS
compares the RXLEV readings reported by the MS or obtained by the base station with a set of thresholds.
The exact strategy for RF power control is determined by the network operator with the aim of providing
an adequate quality of service for speech and data transmissions while keeping interferences low. Clearly,
adequate quality must be achieved at the lowest possible transmitted power to keep cochannel interfer-
ences low, which implies contradictory requirements in terms of transmitted power. The criteria for
reporting radio link failure are based on the measurements of RXLEV and RXQUAL performed by both
the mobile and base stations, and the procedures for handling link failures result in the re-establishment
or the release of the call, depending on the network operator’s strategy.

The handover process involves the most complex set of procedures in the radio-link control. Handover
decisions are based on results of measurements performed both by the base and mobile stations. The
base station measures RXLEV, RXQUAL, DISTANCE, and also the interference level in unallocated time
slots, whereas the MS measures and reports to the BS the values of RXLEV and RXQUAL for the serving
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cell and RXLEV for the adjacent cells. When the MS moves away from the BS, the RXLEV and RXQUAL
parameters for the serving station become lower, whereas RXLEV for one of the adjacent cells increases.

80.10 Discontinuous Transmission

Discontinuous transmission (DTX) issues are standardized in recommendation R.06.31, whereas the
associated problems of voice activity detection VAD are specified by R.06.32. Assuming an average speech
activity of 50% and a high number of interferers combined with frequency hopping to randomize the
interference load, significant spectral efficiency gains can be achieved when deploying discontinuous
transmissions due to decreasing interferences, while reducing power dissipation as well. Because of the
reduction in power consumption, full DTX operation is mandatory for MSs, but in BSs, only receiver
DTX functions are compulsory.

The fundamental problem in voice activity detection is how to differentiate between speech and noise,
while keeping false noise triggering and speech spurt clipping as low as possible. In vehicle-mounted
MSs the severity of the speech/noise recognition problem is aggravated by the excessive vehicle back-
ground noise. This problem is resolved by deploying a combination of threshold comparisons and spectral
domain techniques [1,3]. Another important associated problem is the introduction of noiseless inactive
segments, which is mitigated by comfort noise insertion (CNI) in these segments at the receiver.

80.11 Summary

Following the standardization and launch of the GSM system its salient features were summarized in
this brief review. Time division multiple access (TDMA) with eight users per carrier is used at a multiuser
rate of 271 kb/s, demanding a channel equalizer to combat dispersion in large cell environments. The
error protected chip rate of the full-rate traffic channels is 22.8 kb/s, whereas in half-rate channels it is
11.4 kb/s. Apart from the full- and half-rate speech traffic channels, there are 5 different rate data traffic
channels and 14 various control and signalling channels to support the system’s operation. A moderately
complex, 13 kb/s regular pulse excited speech codec with long term predictor (LTP) is used, combined
with an embedded three-class error correction codec and multilayer interleaving to provide sensitivity-
matched unequal error protection for the speech bits. An overall speech delay of 57.5 ms is maintained.
Slow frequency hopping at 217 hops/s yields substantial performance gains for slowly moving pedestrians.

TABLE 80.3 Summary of GSM Features

System feature Specification

Up-link bandwidth, MHz 890–915 = 25
Down-link bandwidth, MHz 935–960 = 25
Total GSM bandwidth, MHz 50
Carrier spacing, KHz 200
No. of RF carriers 125
Multiple access TDMA
No. of users/carrier 8
Total No. of channels 1000
TDMA burst rate, kb/s 271
Modulation GMSK with BT = 0.3
Bandwidth efficiency, b/s/Hz 1.35
Channel equalizer yes
Speech coding rate, kb/s 13
FEC coded speech rate, kb/s 22.8
FEC coding Embedded block/convolutional
Frequency hopping, hop/s 217
DTX and VAD yes
Maximum cell radius, km 35
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Constant envelope partial response GMSK with a channel spacing of 200 kHz is deployed to support
125 duplex channels in the 890–915-MHz up-link and 935–960-MHz down-link bands, respectively. At
a transmission rate of 271 kb/s a spectral efficiency of 1.35-bit/s/Hz is achieved. The controlled GMSK-
induced and uncontrolled channel-induced intersymbol interferences are removed by the channel equal-
izer. The set of standardized wideband GSM channels was introduced in order to provide bench markers
for performance comparisons. Efficient power budgeting and minimum cochannel interferences are
ensured by the combination of adaptive power and handover control based on weighted averaging of up
to eight up-link and down-link system parameters. Discontinuous transmissions assisted by reliable
spectral-domain voice activity detection and comfort-noise insertion further reduce interferences and
power consumption. Because of ciphering, no unprotected information is sent via the radio link. As a
result, spectrally efficient, high-quality mobile communications with a variety of services and interna-
tional roaming is possible in cells of up to 35 km radius for signal-to-noise and interference ratios in
excess of 10–12 dBs. The key system features are summarized in Table 80.3.

Defining Terms

A3: Authentication algorithm.
A5: Cyphering algorithm.
A8: Confidential algorithm to compute the cyphering key.
AB: Access burst.
ACCH: Associated control channel.
ADC: Administration center.
AGCH: Access grant control channel.
AUC: Authentication center.
AWGN: Additive Gaussian noise.
BCCH: Broadcast control channel.
BER: Bit error ratio.
BFI: Bad frame indicator flag.
BN: Bit number.
BS: Base station.
BS-PBGT: BS powerbudget; to be evaluated for power budget motivated handovers.
BSIC: Base station identifier code.
CC: Convolutional codec.
CCCH: Common control channel.
CELL_BAR_ACCESS: Boolean flag to indicate if the MS is permitted to access the specific traffic cell.
CNC: Comfort noise computation.
CNI: Comfort noise insertion.
CNU: Comfort noise update state in the DTX handler.
DB: Dummy burst.
DL: Down link.
DSI: Digital speech interpolation to improve link efficiency.
DTX: Discontinuous transmission for power consumption and interference reduction.
EIR: Equipment identity register.
EOS: End of speech flag in the DTX handler.
FACCH: Fast associated control channel.
FCB: Frequency correction burst.
FCCH: Frequency correction channel.
FEC: Forward error correction.
FH: Frequency hopping.
FN: TDMA frame number.
GMSK: Gaussian minimum shift keying.
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GP: Guard space.
HGO: Handover in the VAD.
HLR: Home location register.
HO: Handover.
HOCT: Handover counter in the VAD.
HO_MARGIN: Handover margin to facilitate hysteresis.
HSN: Hopping sequence number; frequency hopping algorithm’s input variable.
IMSI: International mobile subscriber identity.
ISDN: Integrated services digital network.
LAI: Location area identifier.
LAR: Logarithmic area ratio.
LTP: Long term predictor.
MA: Mobile allocation; set of legitimate RF channels, input variable in the frequency hopping algorithm.
MAI: Mobile allocation index; output variable of the FH algorithm.
MAIO: Mobile allocation index offset; initial RF channel offset, input variable of the FH algorithm.
MS: Mobile station.
MSC: Mobile switching center.
MSRN: Mobile station roaming number.
MS_TXPWR_MAX: Maximum permitted MS transmitted power on a specific traffic channel in a

specific traffic cell.
MS_TXPWR_MAX(n): Maximum permitted MS transmitted power on a specific traffic channel in the

nth adjacent traffic cell.
NB: Normal burst.
NMC: Network management center.
NUFR: Receiver noise update flag.
NUFT: Noise update flag to ask for SID frame transmission.
OMC: Operation and maintenance center.
PARCOR: Partial correlation.
PCH: Paging channel.
PCM: Pulse code modulation.
PIN: Personal identity number for MSs.
PLMN: Public land mobile network.
PLMN_PERMITTED: Boolean flag to indicate if the MS is permitted to access the specific PLMN.
PSTN: Public switched telephone network.
QN: Quarter bit number.
R: Random number in the authentication process.
RA: Rural area channel impulse response.
RACH: Random access channel.
RF: Radio frequency.
RFCH: Radio frequency channel.
RFN: Reduced TDMA frame number; equivalent representation of the TDMA frame number that is

used in the synchronization channel.
RNTABLE: Random number table utilized in the frequency hopping algorithm.
RPE: Regular pulse excited.
RPE-LTP: Regular pulse excited codec with long term predictor.
RS-232: Serial data transmission standard equivalent to CCITT V24. interface.
RXLEV: Received signal level; parameter used in handovers.
RXQUAL: Received signal quality; parameter used in handovers.
S: Signed response in the authentication process.
SACCH: Slow associated control channel.
SB: Synchronization burst.
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SCH: Synchronization channel.
SCPC: Single channel per carrier.
SDCCH: Stand-alone dedicated control channel.
SE: Speech extrapolation.
SID: Silence identifier.
SIM: Subscriber identity module in MSs.
SPRX: Speech received flag.
SPTX: Speech transmit flag in the DTX handler.
STP: Short term predictor.
TA: Timing advance.
TB: Tailing bits.
TCH: Traffic channel.
TCH/F: Full-rate traffic channel.
TCH/F2.4: Full-rate 2.4-kb/s data traffic channel.
TCH/F4.8: Full-rate 4.8-kb/s data traffic channel.
TCH/F9.6: Full-rate 9.6-kb/s data traffic channel.
TCH/FS: Full-rate speech traffic channel.
TCH/H: Half-rate traffic channel.
TCH/H2.4: Half-rate 2.4-kb/s data traffic channel.
TCH/H4.8: Half-rate 4.8-kb/s data traffic channel.
TDMA: Time division multiple access.
TMSI: Temporary mobile subscriber identifier.
TN: Time slot number.
TU: Typical urban channel impulse response.
TXFL: Transmit flag in the DTX handler.
UL: Up link.
VAD: Voice activity detection.
VE: Viterbi equalizer.
VLR: Visiting location register.
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81.1 Introduction

The goals of this chapter are to give the reader a tutorial introduction and high-level understanding of
the techniques employed for speech transmission by the IS-54 digital cellular standard. It builds on the
information provided in the standards document but is not meant to be a replacement for it. Separate
standards cover the control channel used for the setup of calls and their handoff to neighboring cells, as
well as the encoding of data signals for transmission. For detailed implementation information the reader
should consult the most recent standards document [9].

IS-54 provides for encoding bidirectional speech signals digitally and transmitting them over cellular
and microcellular mobile radio systems. It retains the 30-kHz channel spacing of the earlier advanced
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 band between 824 and 894 MHz. AMPS employs one channel per conversation in each
echnique known as frequency division multiple access (FDMA). IS-54 employs time division
ess (TDMA) by allowing three, and in the future six, simultaneous transmissions to share
cy band. Because the overall 30-kHz channelization of the allocated 25 MHz of spectrum

ction is retained, it is also known as a FDMA-TDMA system. In contrast, the later IS-95
ploys code division multiple access (CDMA) over bands of 1.23 MHz by combining several
uency channels.
uency channel provides for transmission at a digital bit rate of 48.6 kb/s through use of
uadrature-phase shift key (DQPSK) modulation at a 24.3-kBd channel rate. The channel is

 six time slots every 40 ms. The full-rate voice coder employs every third time slot and utilizes
ombined speech and channel coding. The six slots provide for an eventual half-rate channel
ne slot per 40 ms frame and utilizing only about 6.5 kb/s for each call. Thus, the simultaneous
 capacity with IS-54 is increased by a factor 3 (factor 6 in the future) above that of AMPS.
ansmission is expected to result in a reduction in transmitted power. The resulting reduction
nterference may allow more frequent reuse of the same frequency channels than the reuse
ven cells for AMPS. Additional increases in erlang capacity (the total call-carrying capacity
ocking rate) may be available from the increased trunking efficiency achieved by the larger
imultaneously available channels. The first systems employing dual-mode AMPS and TDMA
 put into operation in 1993.
e TIA introduced the IS-641 enhanced full rate codec. This codec consists of 7.4 kb/s speech
ing the algebraic code-excited linear prediction (ACELP) technique [7], and 5.6 kb/s channel

 13 kb/s coded information replaces the combined 13 kb/s for speech and channel coding
y the IS-54 standard. The new codec provides significant enhancements in terms of speech

robustness to transmission errors. The quality enhancement for clear channels results from
d modeling of the stochastic excitation by means of an algebraic codebook instead of the
VSELP codebooks. Improved robustness to transmission errors is achieved by employing

uantization techniques for the linear-prediction filter and gain parameters, and increasing
 of bits protected by forward error correction.

odulation of Digital Voice and Data Signals

tion method used in IS-54 is π/4 shifted differentially encoded quadrature phase-shift keying
bols are transmitted as changes in phase rather than their absolute values. The binary data

nverted to two binary streams Xk and Yk formed from the odd- and even-numbered bits,
 The quadrature streams Ik and Qk are formed according to

d Qk−1 are the amplitudes at the previous pulse time. The phase change ∆φ takes the values
π/4, and −3π/4 for the dibit (Xk, Yk) symbols (0,0), (0,1), (1,0), and (1,1), respectively. This
rotation by π/4 between the constellations for odd and even symbols. The differential

oids the problem of 180° phase ambiguity that may otherwise result in estimation of the
e.
ls Ik and Qk at the output of the differential phase encoder can take one of five values, 0, ±1,
icated in the constellation of Fig. 81.1. The corresponding impulses are applied to the inputs
 baseband filters, which have linear phase and square root raised cosine frequency responses.

 modulator circuit is shown in Fig. 81.2. The rolloff factor α determines the width of the

Ik Ik−1 ∆φ Xk, Yk( )[ ]cos Qk−1 ∆φ Xk, Yk( )[ ]sin–=
Qk Ik−1 ∆φ Xk, Yk( )[ ]sin Qk−1 ∆φ Xk, Yk( )[ ]cos+=
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nd and its value is 0.35,

peech Coding Fundamentals

andard employs a vector-sum excited linear prediction (VSELP) coding technique. It repre-
fic formulation of the much larger class of code-excited linear prediction (CELP) coders [2]
ved effective in recent years for the coding of speech at moderate rates in the range 4–16 kb/s.

ides reconstructed speech with a quality that is comparable to that available with frequency
and analog transmission over the AMPS system. The coding rate employed is 7.95 kb/s. Each
ts per frame carry 260 b of speech and channel coding information for a gross information
/s. The 260 b correspond to 20 ms of real time speech, transmitted as a single burst.

cellent recent review of speech coding techniques for transmission, the reader is referred to
 [3]. Most modern speech coders use a form of analysis by synthesis coding where the encoder
he coded signal one segment at a time by feeding candidate excitation segments into a replica
is filter and selecting the segment that minimizes the distortion between the original and
ignals. Linear prediction coding (LPC) techniques [1] encode the speech signal by first finding
 linear filter to remove the short-time correlation, passing the signal through that LPC filter to
dual signal, and encoding this residual using much fewer bits than would have been required
original signal with the same fidelity. In most cases the coding of the residual is divided into

Constellation for π/4 shifted QPSK mod-
e: TIA, 1992. Cellular System Dual-mode
n–Base Station Compatibility Standard

4. With permission.

Generic modulation circuit for digital voice and data signals. Source: TIA, 1992. Cellular System
obile Station–Base Station Compatibility Standard TIA/EIA IS-54.
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hite-noise signal, is encoded. Code-excited linear predictors use one or more codebooks from
elect replicas of the residual of the input signal by means of a closed-loop error-minimization
he index of the codebook entry as well as the parameters of all the filters are transmitted to
ech signal to be reconstructed at the receiver. Most code-excited coders use trained codebooks.
 a codebook containing Guassian signal segments, entries that are found to be used rarely in
e body of speech data are iteratively eliminated to result in a smaller codebook that is considered
e.
h signal can be considered quasistationary or stationary for the duration of the speech frame,
 of 20 ms. The parameters of the short-term filter, the LPC coefficients, are determined by
he autocorrelation function of a suitably windowed segment of the input signal. To allow
ermination of the time-varying pitch lag as well as simplify the computations, each speech
ided into four 5-ms subframes. Independent pitch filter computations and residual coding
re carried out for each subframe.
h decoder attempts to reconstruct the speech signal from the received information as best

employs a codebook identical to that of the encoder for excitation generation and, in the
ansmission errors, would produce an exact replica of the signal that produced the minimized
encoder. Transmission errors do occur, however, due, to signal fading and excessive interfer-
any attempt at retransmission would incur unacceptable signal delays, sufficient error pro-
ovided to allow correction of most transmission errors.

hannel Coding Considerations

mitations on available bandwidth for error protection argue for careful consideration of the
f the speech coding parameters to transmission errors. Pairwise interleaving of coded blocks
tional coding of a subset of the parameters permit correction of a limited number of trans-
rs. In addition, a cyclic redundancy check (CRC) is used to determine whether the error
as successful. The coded information is divided into three blocks of varying sensitivity to

p 1 contains the most sensitive bits, mainly the parameters of the LPC filter and frame energy,
cted by both error detection and correction bits. Group 2 is provided with error correction
ird group, comprising mostly the fixed codebook indices, is not protected at all.
h signal contains significant temporal redundancy. Thus, speech frames within which errors
etected may be reconstructed with the aid of previously correctly received information. A
asking procedure attempts to hide the effects of short fades by extrapolating the previously

ameters. Of course, if the errors persist, the decoded signal must be muted while an attempt
and off the connection to a base station to/from which the mobile may experience better

SELP Encoder

ram of the VSELP speech encoder [4] is shown in Fig. 81.3. The excitation signal is generated
omponents, the output of a long term or pitch filter, as well as entries from two codebooks.
ynthesis filter generates a synthesized approximation to the frequency-weighted input signal.
d mean square error between these two signals is used to drive the error minimization
s weighted error is considered to be a better approximation to the perceptually important
nents than the unweighted mean square error. The total weighted square error is minimized

 the pitch lag and the codebook indices as well as their gains. The decoder follows the encoder
enerates the excitation signal identically to the encoder but uses an unweighted linear-prediction
er to generate the decoded signal. A spectral postfilter is added after the synthesis filter to
 quality of the reconstructed speech.
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se data rate of the speech coder is 7950 b/s or 159 b per time slot, each corresponding to
nal in real time. These 159 b are allocated as follows: (1) short-term filter coefficients, 38 bits;
ergy, 5 bits; (3) pitch lag, 28 bits; (4) codewords, 56 bits; and (5) gain values, 32 bits.

inear Prediction Analysis and Quantization

 of the LPC analysis filter is to whiten the spectrum of the input signal so that it can be better
the codebook outputs. The corresponding LPC synthesis filter A(z) restores the short-time

rum characteristics to the output signal. The transfer function of the tenth-order synthesis filter

edictor parameters  are not transmitted directly. Instead, a set of reflection coeffi-
 are computed and quantized. The predictor parameters are determined from the reflection

sing a well-known backward recursion algorithm [6].
of algorithms are known that determine a set of reflection coefficients from a windowed input
such algorithm is the fixed point covariance lattice, FLAT, which builds an optimum inverse
by stage. At each stage j, the sum of the mean-squared forward and backward residuals is
y selection of the best reflection coefficient rj. The analysis window used is 170 samples long,

h respect to the middle of the fourth 5-ms subframe of the 20-ms frame. Since this centerpoint
 from the end of the frame, 65 samples from the next frame to be coded are used in computing
 coefficient of the current frame. This introduces a lookahead delay of 8.125 ms.
 algorithm first computes the covariance matrix of the input speech for NA = 170 and Np = 10,

orward residual out of stage j as fj(n) and the backward residual as bj(n). Then the autocor-
e initial forward residual F0(i, k) is given by φ(i, k). The autocorrelation of the initial backward
, k) is given by φ(i + 1, k + 1) and the initial cross correlation of the two residuals is given

Block diagram of the speech encoder in VSELP. Source: TIA, 1992. Cellular system Dual-mode
n–Base Station Compatibility Standard TIA/EIA IS-54.
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 φ(i, k + 1) for 0 ≤ i, k ≤ Np−1. Initially j is set to 1. The reflection coefficient at each stage is
as the ratio of the cross correlation to the mean of the autocorrelations. A block diagram of
tions is shown in Fig. 81.4. By quantizing the reflection coefficients within the computation
tion coefficients at subsequent stages are computed taking into account the quantization
 previous stages. Specifically,

sets of correlation values separated by Np − j samples provides additional stability to the
flection coefficients in case the input signal changes form rapidly.

Block diagram for lattice covariance computations.
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Once a quantized reflection coefficient rj has been determined, the resulting auto- and cross corre-
lations can be determined iteratively as
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utations are carried out iteratively for rj, j = 1,…,Np.

andwidth Expansion

ery narrow bandwidths may introduce undesirable distortions into the synthesized signal.
omial window with effective bandwidth of 80 Hz suffices to limit the ringing of the LPC
duce the effect of the LPC filter selected for one frame on the signal reconstructed for
rames. To achieve this, prior to searching for the reflection coefficients, the φ(i, k) is modified
indow function w( j), j = 1,…,10, as follows:

uantizing and Encoding the Reflection Coefficients

on introduced into the overall spectrum by quantizing the reflection coefficients diminishes
 to higher orders in the reflection coefficients. Accordingly, more bits are assigned to the
coefficients. Specifically, 6, 5, 5, 4, 4, 3, 3, 3, 3, and 2 b are assigned to r1,…,r10, respectively.
ization of the reflection coefficients is used in IS-54 because it is particularly simple. Vector

n achieves additional quantizing efficiencies at the cost of significant added complexity.
rtant to preserve the smooth time evolution of the linear prediction filter. Both the encoder
 linearly interpolate the coefficients αi for the first, second, and third subframes of each frame
efficients determined for the previous and current frames. The fourth subframe uses the
uted for that frame.

SELP Codebook Search

k search operation selects indices for the long-term filter (pitch lag L) and the two codebooks
s to minimize the total weighted error. This closed-loop search is the most computationally
t of the encoding operation, and significant effort has been invested to minimize the com-
ese operations without degrading performance. To reduce complexity, simultaneous optimi-
e codebook selections is replaced by a sequential optimization procedure, which considers
m filter search as the most significant and therefore executes it first. The two vector-sum
re considered to contribute less and less to the minimization of the error, and their search
quence. Subdivision of the total codebook into two vector sums simplifies the processing
he result less sensitive to errors in decoding the individual bits arising from transmission

om each of the two vector-sum codebooks can be expressed as the sum of basis vectors. By
ing these basis vectors to the previously selected codebook component(s), one ensures that

Fj−1 i, k( ) rj Cj−1 i, k( ) Cj−1 k, i( )+[ ] rj
2Bj−1 i, k( )+ +=

Bj−1 i 1+ , k 1+( ) rj Cj−1 i 1+ , k 1+( ) Cj−1 k 1+ , i 1+( )+[ ] rj
2Fj−1 i 1+ , k 1+( )+ +=

j i, k( ) Cj−1 i, k 1+( ) rj Bj−1 i, k 1+( ) Fj−1 i, k 1+( )+[ ] rj
2Cj−1 k 1+ , i( )+ +=

φ′ i, k( ) φ i, k( )w i k–( )=
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the newly introduced components reduce the remaining errors. The subframes over which the codebook
search is carried out are 5 ms or 40 samples long. An optimal search would need exploration of a
40 dimensional space. The vector-sum approximation limits the search to 14 dimensions after the optimal
pitch lag has been selected. The search is further divided into two stages of 7 dimensions each. The two
codebooks are specified in terms of the fourteen, 40-dimensional basis vectors stored at the encoder and
decoder. The two 7-b indices indicate the required weights on the basic vectors to arrive at the two
optimum codewords.

The codebook search can be viewed as selecting the three best directions in 40-dimensional space,
which when summed result in the best approximation to the weighted input signal. The gains of the
three components are determined through a separate error minimization process.

81.10 Long-Term Filter Search

The long-term filter is optimized by selection of a lag value that minimizes the error between the weighted
input signal p(n) and the past excitation signal filtered by the current weighted synthesis filter H(z). There
are 127 possible coded lag values provided corresponding to lags of 20–146 samples. One value is reserved
for the case when all correlations between the input and the lagged residuals are negative and use of no
long term filter output would be best. To simplify the convolution operation between the impulse response
of the weighted synthesis filter and the past excitation, the impulse response is truncated to 21 samples
or 2.5 ms. Once the lag is determined, the untruncated impulse response is used to compute the weighted
long-term lag vector.

81.11 Orthogonalization of the Codebooks

Prior to the search of the first codebook, each filtered basis vector may be made orthogonal to the
long-term filter output, the zero-state response of the weighted synthesis filter H(z) to the long-term
prediction vector. Each orthogonalized filtered basis vector is computed by subtracting its projection
onto the long-term filter output from itself.

Similarly, the basis vectors of the second codebook can be orthogonalized with respect to both the
long-term filter output and the first codebook output, the zero-state response of H(z) to the previously
selected summation of first-codebook basis vectors. In each case the codebook excitation can be recon-
stituted as

where k = 1, 2 for the two codebooks, i = I or H the 7-b code vector received, vk,m are the two sets of
basis vectors, and θim = +1 if bit m of codeword i = 1 and -1 if bit m of codeword i = 0. Orthogonalization
is not required at the decoder since the gains of the codebooks outputs are determined with respect to
the weighted nonorthogonalized code vectors.

81.12 Quantizing the Excitation and Signal Gains

The three codebook gain values β, γ1, and γ2 are transformed to three new parameters GS, P0, and P1 for
quantization purposes. GS is an energy offset parameter that equalizes the input and output signal energies.
It adjusts the energy of the output of the LPC synthesis filter to equal the energy computed for the same
subframe at the encoder input. P0 is the energy contribution of the long-term prediction vector as a
fraction of the total excitation energy within the subframe. Similarly, P1 is the energy contribution of the
code vector selected from the first codebook as a fraction of the total excitation energy of the subframe.

uk ,i n( )  qimvk ,m n( )
m=1

M

∑=
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The transformation reduces the dynamic range of the parameters to be encoded. An 8-b vector quantizer
efficiently encodes the appropriate (GS, P0, P1) vectors by selecting the vector which minimizes the weighted
error. The received and decoded values β, γ1, and γ2 are computed from the received (GS, P0, P1) vector
and applied to reconstitute the decoded signal.

81.13 Channel Coding and Interleaving

The goals of channel coding are to reduce the impairments in the reconstructed speech due to transmission
errors. The 159 b characterizing each 20-ms block of speech are divided into two classes, 77 in class 1 and
82 in class 2. Class 1 includes the bits in which errors result in a more significant impairment, whereas
the speech quality is considered less sensitive to the class-2 bits. Class 1 generally includes the gain, pitch
lag, and more significant reflection coefficient bits. In addition, a 7-b cyclic redundancy check is applied
to the 12 most perceptually significant bits of class 1 to indicate whether the error correction was
successful. Failure of the CRC check at the receiver suggests that the received information is so erroneous
that it would be better to discard it than use it. The error correction coding is illustrated in Fig. 81.5.

The error correction technique used is rate 1/2 convolutional coding with a constraint length of 5 [5].
A tail of 5 b is appended to the 84 b to be convolutionally encoded to result in a 178-b output. Inclusion
of the tail bits ensures independent decoding of successive time slots and no propagation of errors
between slots.

Interleaving the bits to be transmitted over two time slots is introduced to diminish the effects of short
deep fades and to improve the error-correction capabilities of the channel coding technique. Two speech
frames, the previous and the present, are interleaved so that the bits from each speech block span two
transmission time slots separated by 20 ms. The interleaving attempts to separate the convolutionally
coded class-1 bits from one frame as much as possible in time by inserting noncoded class-2 bits between
them.

FIGURE 81.5 Error correction insertion for speech coder. Source: TIA, 1992. Cellular Systems Dual-mode Mobile
Station–Base Station Compatibility Standards TIA/EIA IS-54. With permission.
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81.14 Bad Frame Masking

A CRC failure indicates that the received data is unusable, either due to transmission errors resulting
from a fade, or from pre-emption of the time slot by a control message (fast associated control channel,
FACCH). To mask the effects that may result from leaving a gap in the speech signal, a masking operation
based on the temporal redundancy between adjacent speech blocks has been proposed. Such masking
can at best bridge over short gaps but cannot recover loss of signal of longer duration. The bad frame
masking operation may follow a finite state machine where each state indicates an operation appropriate
to the elapsed duration of the fade to which it corresponds. The masking operation consists of copying
the previous LPC information and attenuating the gain of the signal. State 6 corresponds to error
sequences exceeding 100 ms, for which the output signal is muted. The result of such a masking operation
is generation of an extrapolation in the gap to the previously received signal, significantly reducing the
perceptual effects of short fades. No additional delay is introduced in the reconstructed signal. At the
same time, the receiver will report a high frequency of bad frames leading the system to explore handoff
possibilities immediately. A quick successful handoff will result in rapid signal recovery.

81.15 ACELP Encoder

The ACELP encoder employs linear prediction analysis and quantization techniques similar to those used
in VSELP and discussed in Section 81.6. The frame structure of 20 ms frames and 5 ms subframes is
preserved. Linear prediction analysis is carried out for every frame. The ACELP encoder uses a long-
term filter similar to the one discussed in Section 81.10 and represented as an adaptive codebook. The
nonpredictable part of the LPC residual is represented in terms of ACELP codebooks, which replace the
two VSELP codebooks shown in Fig. 81.3.

Instead of encoding the reflection coefficients as in VSELP, the information is transformed into line-
spectral frequency pairs (LSP) [8]. The LSPs can be derived from linear prediction coefficients, a 10th
order analysis generating 10 line-spectral frequencies (LSF), 5 poles, and 5 zeroes. The LSFs can be vector
quantized and the LPC coefficients recalculated from the quantized LSFs. As long as the interleaved order
of the poles and zeroes is preserved, quantization of the LSPs preserves the stability of the LPC synthesis
filters. The LSPs of any frame can be better predicted from the values calculated and transmitted corre-
sponding to previous frames, resulting in additional advantages. The long-term means of the LSPs are
calculated for a large body of speech data and stored at both the encoder and decoder. First-order moving-
average prediction is then used for the mean-removed LSPs. The time-prediction technique also permits
use of predicted values for the LSPs in case uncorrectable transmissions errors are encountered, resulting
in reduced speech degradation. To simplify the vector quantization operations, each LSP vector is split
into 3 subvectors of dimensions 3, 3, and 4. The three subvectors are quantized with 8, 9, and 9 bits
respectively, corresponding to a total bit assignment of 26 bits per frame for LPC information.

81.16 Algebraic Codebook Structure and Search

Algebraic codebooks contain relatively few pulses having nonzero values leading to rapid search of the
possible innovation vectors, the vectors which together with the ACB output form the excitation of the
LPC filter for the current subframe. In this implementation the 40-position innovation vector contains
only four nonzero pulses and each can take on only values +1 and -1. The 40 positions are divided into
four tracks and one pulse is selected from each track. The tracks are generally equally spaced but differ
in their starting value, thus the first pulse can take on positions 0, 5, 10, 15, 20, 25, 30, or 35 and the
second has possible positions 1, 6, 11, 16, 21, 26, 31, or 36. The first three pulse positions are coded with
3 bits and the fourth pulse position (starting positions 3 or 4) with 4 bits, resulting in a 17-bit sequence
for the algebraic code of each subframe.

The algebraic codebook is searched by minimizing the mean square error between the weighted input
speech and the weighted synthesized speech over the time span of each subframe. In each case the weighting
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is that produced by a perceptual weighting filter that has the effect of shaping the spectrum of the synthesis
error signal so that it is better masked by spectrum of the current speech signal.

81.17 Quantization of the Gains for ACELP Encoding

The adaptive codebook gain and the fixed (algebraic) codebook gains are vector quantized using a 7-bit
codebook. The gain codebook search is performed by minimizing the mean-square of the weighted error
between the original and the reconstructed speech, expressed as a function of the adaptive codebook
gain and a fixed codebook correction factor. This correction factor represents the log energy difference
between a predicted gain and an estimated gain. The predicted gain is computed using fourth-order
moving-average prediction with fixed coefficients on the innovation energy of each subframe. The result
is a smoothed energy profile even in the presence of modest quantization errors. As discussed above in
case of the LSP quantization, the moving-average prediction serves to provide predicted values even when
the current frame information is lost due to transmission errors. Degradations resulting from loss of one
or two frames of information are thereby mitigated.

81.18 Channel Coding for ACELP Encoding

The channel coding and interleaving operations for ACELP speech coding are similar to those discussed
in Section 81.13 for VSELP coding. The number of bits protected by both error-detection (parity) and
error-correction convolutional coding is increased to 48 from 12. Rate 1/2 convolutional coding is
used on the 108 more significant bits, 96 class-1 bits, 7 CRC bits and the 5 tail bits of the convolutional
coder, resulting in 216 coded class-1 bits. Eight of the 216 bits are dropped by puncturing, yielding
208 coded class-1 bits which are then combined with 52 nonprotected class-2 bits. As compared to
the channel coding of the VSELP encoder, the numbers of protected bits is increased and the number
of unprotected bits is reduced while keeping the overall coding structure unchanged.

81.19 Conclusions

The IS-54 digital cellular standard specifies modulation and speech coding techniques for mobile cellular
systems that allow the interoperation of terminals built by a variety of manufacturers and systems operated
across the country by a number of different service providers. It permits speech communication with
good quality in a transmission environment characterized by frequent multipath fading and significant
intercell interference. Generally, the quality of the IS-54 decoded speech is better at the edges of a cell than
the corresponding AMPS transmission due to the error mitigation resulting from channel coding. Near
a base station or in the absence of significant fading and interference, the IS-54 speech quality is reported
to be somewhat worse than AMPS due to the inherent limitations of the analysis–synthesis model in
reconstructing arbitrary speech signals with limited bits. The IS-641 standard coder achieves higher speech
quality, particularly at the edges of heavily occupied cells where transmission errors may be more numer-
ous. At this time no new systems following the IS-54 standard are being introduced. Most base stations
have been converted to transmit and receive on the IS-641 standard as well and use of IS-54 transmissions
is dropping rapidly. At the time of its introduction in 1996 the IS-641 coder represented the state of the
art in terms of toll quality speech coding near 8 kb/s, a significant improvement over the IS-54 coder
introduced in 1990. These standards represent reasonable engineering compromises between high per-
formance and complexity sufficiently low to permit single-chip implementations in mobile terminals.

Both IS-54 and IS-641 are considered second generation cellular standards. Third generation cellular
systems promise higher call capacities through better exploitation of the time-varying transmission
requirements of speech conversations, as well as improved modulation and coding in wider spectrum
bandwidths that achieve similar bit-error ratios but reduce the required transmitted power. Until such
systems are introduced, the second generation TDMA systems can be expected to provide many years of
successful cellular and personal communications services.
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Defining Terms

Codebook: A set of signal vectors available to both the encoder and decoder.
Covariance lattice algorithm: An algorithm for reduction of the covariance matrix of the signal con-

sisting of several lattice stages, each stage implementing an optimal first-order filter with a single
coefficient.

Reflection coefficient: A parameter of each stage of the lattice linear prediction filter that determines
(1) a forward residual signal at the output of the filter-stage by subtracting from the forward
residual at the input a linear function of the backward residual, also (2) a backward residual at
the output of the filter stage by subtracting a linear function of the forward residual from the
backward residual at the input.

Vector quantizer: A quantizer that assigns quantized vectors to a vector of parameters based on their
current values by minimizing some error criterion.
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82.1 History and Background

Following a decade of world-wide research and development (R&D), cordless telephones (CT) are now
becoming widespread consumer products, and they are paving the way toward ubiquitous, low-cost
personal communications networks (PCN) [7,8]. The two most well-known European representatives
of CTs are the digital European cordless telecommunications (DECT) system [1,5] and the CT-2 system
[2,6]. Three potential application areas have been identified, namely, domestic, business, and public
access, which is also often referred to as telepoint (TP).

In addition to conventional voice communications, CTs have been conceived with additional data
services and local area network (LAN) applications in mind. The fundamental difference between
conventional mobile radio systems and CT systems is that CTs have been designed for small to very
small cells, where typically benign low-dispersion, dominant line-of-sight (LOS) propagation condi-
tions prevail. Therefore, CTs can usually dispense with channel equalizers and complex low-rate
speech codecs, since the low-signal dispersion allows for the employment of higher bit rates before
the effect of channel dispersion becomes a limiting factor. On the same note, the LOS propagation
scenario is associated with mild fading or near-constant received signal level, and when combined
with appropriate small-cell power-budget design, it ensures a high average signal-to-noise ratio
(SNR). These prerequisites facilitate the employment of high-rate, low-complexity speech codecs,
which maintain a low battery drain. Furthermore, the deployment of forward error correction codecs
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can often also be avoided, which reduces both the bandwidth requirement and the power consumption
of the portable station (PS).

A further difference between public land mobile radio (PLMR) systems [3] and CTs is that whereas
the former endeavor to standardize virtually all system features, the latter seek to offer a so-called access
technology, specifying the common air interface (CAI), access and signalling protocols, and some network
architecture features, but leaving many other characteristics unspecified. By the same token, whereas PLMR
systems typically have a rigid frequency allocation scheme and fixed cell structure, CTs use dynamic
channel allocation (DCA) [4]. The DCA principle allows for a more intelligent and judicious channel
assignment, where the base station (BS) and PS select an appropriate traffic channel on the basis of the
prevailing traffic and channel quality conditions, thus minimizing, for example, the effect of cochannel
interference or channel blocking probability.

In contrast to PLMR schemes, such as the Pan-European global system of mobile communications
(GSM) system [3], CT systems typically dispense with sophisticated mobility management, which accounts
for the bulk of the cost of PLMR call charges, although they may facilitate limited hand-over capabilities.
Whereas in residential applications CTs are the extension of the public switched telephone network
(PSTN), the concept of omitting mobility management functions, such as location update, etc., leads to
telepoint CT applications where users are able to initiate but not to receive calls. This fact drastically
reduces the network operating costs and, ultimately, the call charge at a concomittant reduction of the
services rendered.

Having considered some of the fundamental differences between PLMR and CT systems let us now
review the basic features of the CT-2 system.

82.2 The CT-2 Standard 

The European CT-2 recommendation has evolved from the British standard MPT-1375 with the aim of
ensuring the compatibility of various manufacturers’ systems as well as setting performance requirements,
which would encourage the development of cost-efficient implementations. Further standardization
objectives were to enable future evolution of the system, for example, by reserving signalling messages
for future applications and to maintain a low PS complexity even at the expense of higher BS costs. The
CT-2 or MPT 1375 CAI recommendation is constituted by the four following parts.

1. Radio interface: Standardizes the radio frequency (RF) parameters, such as legitimate channel
frequencies, the modulation method, the transmitter power control, and the required receiver
sensitivity as well as the carrier-to-interference ratio (CIR) and the time division duplex (TDD)
multiple access scheme. Furthermore, the transmission burst and master/slave timing structures
to be used are also laid down, along with the scrambling procedures to be applied.

2. Signalling layers one and two: Defines how the bandwidth is divided among signalling, traffic data,
and synchronization information. The description of the first signalling layer includes the dynamic
channel allocation strategy, calling channel detection, as well as link setup and establishment
algorithms. The second layer is concerned with issues of various signalling message formats, as
well as link establishment and re-establishment procedures.

3. Signalling layer three: The third signalling layer description includes a range of message sequence
diagrams as regards to call setup to telepoint BSs, private BSs, as well as the call clear down procedures.

4. Speech coding and transmission: The last part of the standard is concerned with the algorithmic
and performance features of the audio path, including frequency responses, clipping, distortion,
noise, and delay characteristics. 

Having briefly reviewed the structure of the CT-2 recommendations let us now turn our attention to
its main constituent parts and consider specific issues of the system’s operation.
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82.3 The Radio Interface

Transmission Issues 

In our description of the system we will adopt the terminology used in the recommendation, where the
PS is called cordless portable part (CPP), whereas the BS is referred to as cordless fixed part (CFP). The
channel bandwidth and the channel spacing are 100 kHz, and the allocated system bandwidth is 40 MHz,
which is hosted in the range of 864.15–868.15 MHz. Accordingly, a total of 40 RF channels can be utilized
by the system.

The accuracy of the radio frequency must be maintained within ±10 kHz of its nominal value for both
the CFP and CPP over the entire specified supply voltage and ambient temperature range. To counteract
the maximum possible frequency drift of 20 kHz, automatic frequency correction (AFC) may be used
in both the CFP and CPP receivers. The AFC may be allowed to control the transmission frequency of
only the CPP, however, in order to prevent the misalignment of both transmission frequencies.

Binary frequency shift keying (FSK) is proposed, and the signal must be shaped by an approximately
Gaussian filter in order to maintain the lowest possible frequency occupancy. The resulting scheme is
referred to as Gaussian frequency shift keying (GFSK), which is closely related to Gaussian minimum
shift keying (GMSK) [7] used in the DECT [1] and GSM [3] systems.

Suffice to say that in M-arry FSK modems the carrier’s frequency is modulated in accordance with the
information to be transmitted, where the modulated signal is given by

and E represents the bit energy, T the signalling interval length, ωi has M discrete values, whereas the
phase Φ is constant.

Multiple Access and Burst Structure

The so-called TDD multiple access scheme is used, which is demonstrated in Fig. 82.1. The simple
principle is to use the same radio frequency for both uplink and downlink transmissions between the
CPP and the CFP, respectively, but with a certain staggering in time. This figure reveals further details
of the burst structure, indicating that 66 or 68 b per TDD frame are transmitted in both directions.

There is a 3.5- or 5.5-b duration guard period (GP) between the uplink and downlink transmissions,
and half of the time the CPP (the other half of the time the CFP) is transmitting with the other part
listening, accordingly. Although the guard period wastes some channel capacity, it allows a finite time for
both the CPP and CFP for switching from transmission to reception and vice versa. The burst structure
of Fig. 82.1 is used during normal operation across an established link for the transmission of adaptive
differential pulse code modulated (ADPCM) speech at 32 kb/s according to the CCITT G721 standard in

FIGURE 82.1 M1 burst and TDD frame structure.
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a so-called B channel or bearer channel. The D channel, or signalling channel, is used for the transmission
of link control signals. This specific burst structure is referred to as a multiplex one (M1) frame.

Since the speech signal is encoded according to the CCITT G721 recommendation at 32 kb/s the TDD
bit rate must be in excess of 64 kb/s in order to be able to provide the idle guard space of 3.5- or 5.5-b
interval duration plus some signalling capacity. This is how channel capacity is sacrificed to provide the
GP. Therefore, the transmission bit rate is stipulated to be 72 kb/s and the transmission burst length is
2 ms, during which 144-b intervals can be accommodated. As it was demonstrated in Fig. 82.1, 66 or 68
b are transmitted in both the uplink and downlink burst, and taking into account the guard spaces, the
total transmission frame is constituted by (2 .  68) + 3.5 + 4.5 = 144 b or equivalently, by (2 .  66) + 5.5
+ 4.5 = 144 b. The 66-b transmission format is compulsory, whereas the 68-b format is optional. In the
66-b burst there is one D bit dedicated to signalling at both ends of the burst, whereas in the 68-b burst
the two additional bits are also assigned to signalling. Accordingly, the signalling rate becomes 2 b/2 ms
or 4 b/2 ms, corresponding to 1 kb/s or 2 kb/s signalling rates.

Power Ramping, Guard Period, and Propagation Delay

As mentioned before and suggested in Fig. 82.1, there is a 3.5- or 5.5-b interval duration GP between trans-
mitted and received bursts. Since the signalling rate is 72 kb/s, the bit interval becomes about 1/(72 kb/s) ≈
13.9 µs and, hence, the GP duration is about 49 µs or 76 µs. This GP serves a number of purposes. Primarily,
the GP allows the transmitter to ramp up and ramp down the transmitted signal level smoothly over a finite
time interval at the beginning and end of the transmitted burst. This is necessary, because if the transmitted
signal is toggled instantaneously, that is equivalent to multiplying the transmitted signal by a rectangular
time-domain window function, which corresponds in the frequency domain to convolving the transmitted
spectrum with a sinc function. This convolution would result in spectral side-lobes over a very wide frequency
range, which would interfere with adjacent channels. Furthermore, due to the introduction of the guard
period, both the CFP and CPP can tolerate a limited propagation delay, but the entire transmitted burst must
arrive within the receivers’ window, otherwise the last transmitted bits cannot be decoded.

Power Control

In order to minimize the battery drain and the cochannel interference load imposed upon cochannel
users, the CT-2 system provides a power control option. The CPPs must be able to transmit at two different
power levels, namely, either between 1 and 10 mW or at a level between 12 and 20 dB lower. The
mechanism for invoking the lower CPP transmission level is based on the received signal level at the CFP.
If the CFP detects a received signal strength more than 90 dB relative to 1 µV/m, it may instruct the CPP
to drop its transmitted level by the specified 12–20 dB. Since the 90-dB gain factor corresponds to about
a ratio of 31,623, this received signal strength would be equivalent for a 10-cm antenna length to an
antenna output voltage of about 3.16 mV. A further beneficial ramification of using power control is that
by powering down CPPs that are in the vicinity of a telepoint-type multiple-transceiver CFP, the CFP’s
receiver will not be so prone to being desensitised by the high-powered close-in CPPs, which would
severely degrade the reception quality of more distant CPPs.

82.4 Burst Formats 

As already mentioned in the previous section on the radio interface, there are three different subchannels
assisting the operation of the CT-2 system, namely, the voice/data channel or B channel, the signalling
channel or D channel, and the burst synchronization channel or SYN channel. According to the momentary
system requirements, a variable fraction of the overall channel capacity or, equivalently, a variable fraction
of the bandwidth can be allocated to any of these channels. Each different channel capacity or bandwidth
allocation mode is associated with a different burst structure and accordingly bears a different name.
The corresponding burst structures are termed as multiplex one (M1), multiplex two (M2), and multiplex
three (M3), of which multiplex one used during the normal operation of established links has already
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been described in the previous section. Multiplex two and three will be extensively used during link setup
and establishment in subsequent sections, as further details of the system’s operation are unravelled.

Signalling layer one (L1) defines the burst formats multiplex one–three just mentioned, outlines the
calling channel detection procedures, as well as link setup and establishment techniques. Layer two (L2)
deals with issues of acknowledged and unacknowledged information transfer over the radio link, error
detection and correction by retransmission, correct ordering of messages, and link maintenance aspects.

The burst structure multiplex two is shown in Fig. 82.2. It is constituted by two 16-b D-channel
segments at both sides of the 10-b preamble (P) and the 24-b frame synchronization pattern (SYN), and
its signalling capacity is 32 b/2 ms = 16 kb/s. Note that the M2 burst does not carry any B-channel
information, it is dedicated to synchronization purposes. The 32-b D-channel message is split in two 16-b
segments in order to prevent that any 24-b fraction of the 32-b word emulates the 24-b SYN segment,
which would result in synchronization misalignment.

Since the CFP plays the role of the master in a telepoint scenario communicating with many CPPs,
all of the CPP’s actions must be synchronized to those of the CFP. Therefore, if the CPP attempts to
initiate a call, the CFP will reinitiate it using the M2 burst, while imposing its own timing structure. The
10-b preamble consists of an alternate zero/one sequence and assists in the operation of the clock recovery
circuitry, which has to be able to recover the clock frequency before the arrival of the SYN sequence, in
order to be able to detect it. The SYN sequence is a unique word determined by computer search, which
has a sharp autocorrelation peak, and its function is discussed later. The way the M2 and M3 burst
formats are used for signalling purposes will be made explicit in our further discussions when considering
the link setup procedures.

The specific SYN sequences used by the CFP and the CPP are shown in Table 82.1 along with the so-
called channel marker (CHM) sequences used for synchronization purposes by the M3 burst format.
Their differences will be made explicit during our further discourse. Observe from the table that the
sequences used by the CFP and CPP, namely, SYNF, CHMF and SYNP, CHMP, respectively, are each
other’s bit-wise inverses. This was introduced in order to prevent CPPs and CFPs from calling each other
directly. The CHM sequences are used, for instance, in residential applications, where the CFP can issue
an M2 burst containing a 24-b CHMF sequence and a so-called poll message mapped on to the D-channel
bits in order to wake up the specific CPP called. When the called CPP responds, the CFP changes the
CHMF to SYNF in order to prevent waking up further CPPs unnecessarily.

Since the CT-2 system does not entail mobility functions, such as registration of visiting CPPs in
other than their own home cells, in telepoint applications all calls must be initiated by the CPPs.
Hence, in this scenario when the CPP attempts to set up a link, it uses the so-called multiplex three

TABLE 82.1 CT-2 Synchronization Patterns

MSB  LSB
(sent last) (sent first)

CHMF 1011 1110  0100  1110  0101  0000
CHMP 0100  0001 1011  0001  1010  1111
SYNCF 1110  1011 0001  1011  0000  0101
SYNCP 0001  0100 1110  0100  1111  1010

FIGURE 82.2 CT-2 multiplex two burst structure.
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burst format displayed in Fig. 82.3. The design of the M3 burst reflects that the CPP initiating the call
is oblivious of the timing structure of the potentially suitable target CFP, which can detect access
attempts only during its receive window, but not while the CFP is transmitting. Therefore, the M3
format is rather complex at first sight, but it is well structured, as we will show in our further
discussions. Observe in the figure that in the M3 format there are five consecutive 2-ms long 144-b
transmitted bursts, followed by two idle frames, during which the CPP listens in order to determine
whether its 24-b CHMP sequence has been detected and acknowledged by the CFP. This process can
be followed by consulting Fig. 82.6, which will be described in depth after considering the detailed
construction of the M3 burst.

The first four of the five 2-ms bursts are identical D-channel bursts, whereas the fifth one serves as
a synchronization message and has a different construction. Observe, furthermore, that both the first
four 144-b bursts as well as the fifth one contain four so-called submultiplex segments, each of which
hosts a total of (6 + 10 + 8 + 10 + 2) = 36 b. In the first four 144-b bursts there are (6 + 8 + 2) = 16
one/zero clock-synchronizing P bits and (10 + 10) = 20 D bits or signalling bits. Since the D-channel
message is constituted by two 10-b half-messages, the first half of the D-message is marked by the +
sign in Fig. 82.3. As mentioned in the context of M2, the D-channel bits are split in two halves and
interspersed with the preamble segments in order to ensure that these bits do not emulate valid CHM
sequences. Without splitting the D bits this could happen upon concatenating the one/zero P bits with
the D bits, since the tail of the SYNF and SYNP sequences is also a one/zero segment. In the fifth 144-b
M3 burst, each of the four submultiplex segments is constituted by 12 preamble bits and 24 CPP channel
marker (CHMP) bits.

The four-fold submultiplex M3 structure ensures that irrespective of how the CFP’s receive window
is aligned with the CPP’s transmission window, the CFP will be able to capture one of the four submul-
tiplex segments of the fifth M3 burst, establish clock synchronization during the preamble, and lock on
to the CHMP sequence. Once the CFP has successfully locked on to one of the CHMP words, the
corresponding D-channel messages comprising the CPP identifier can be decoded. If the CPP identifier
has been recognized, the CFP can attempt to reinitialize the link using its own master synchronization.

FIGURE 82.3 CT-2 multiplex three burst structure.
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82.5 Signalling Layer Two (L2)

General Message Format 

The signalling L2 is responsible for acknowledged and un-acknowledged information transfer over the
air interface, error detection and correction by retransmission, as well as for the correct ordering of
messages in the acknowledged mode. Its further functions are the link end-point identification and link
maintenance for both CPP and CFP, as well as the definition of the L2 and L3 interface.

Compliance with the L2 specifications will ensure the adequate transport of messages between the
terminals of an established link. The L2 recommendations, however, do not define the meaning of
messages, this is specified by L3 messages, albeit some of the messages are undefined in order to accom-
modate future system improvements.

The L3 messages are broken down to a number of standard packets, each constituted by one or more
codewords (CW), as shown in Fig. 82.4. The codewords have a standard length of eight octets, and each
packet contains up to six codewords. The first codeword in a packet is the so-called address codeword
(ACW) and the subsequent ones, if present, are data codewords (DCW). The first octet of the ACW of
each packet contains a variety of parameters, of which the binary flag L3_END is indicated in Fig. 82.4,
and it is set to zero in the last packet. If the L3 message transmitted is mapped onto more than one
packet, the packets must be numbered up to N. The address codeword is always preceded by a 16-b D-
channel frame synchronization word SYNCD. Furthermore, each eight-octet CW is protected by a 16-b
parity-check word occupying its last two octets. The binary Bose–Chaudhuri–Hocquenghem BCH (63,48)
code is used to encode the first six octets or 48 b by adding 15 parity b to yield 63 b. Then bit 7 of octet
8 is inverted and bit 8 of octet 8 added such that the 64-b codeword has an even parity. If there are no
D-channel packets to send, a 3-octet idle message IDLE_D constituted by zero/one reversals is transmit-
ted. The 8-octet format of the ACWs and DCWs is made explicit in Fig. 82.5, where the two parity check
octets occupy octets 7 and 8. The first octet hosts a number of control bits. Specifically, bit 1 is set to
logical one for an ACW and to zero for a DCW, whereas bit 2 represents the so-called format type (FT)
bit. FT = 1 indicates that variable length packet format is used for the transfer of L3 messages, whereas
FT = 0 implies that a fixed length link setup is used for link end point addressing end service requests.
FT is only relevant to ACWs, and in DCWs it has to be set to one.

FIGURE 82.4 General L2 and L3 message format.
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Fixed Format Packet

As an example, let us focus our attention on the fixed format scenario associated with FT = 0. The
corresponding codeword format defined for use in M1, M2, and M3 for link initiation and in M1 and
M2 for handshaking is displayed in Fig. 82.5. Bits 1 and 2 have already been discussed, whereas the 2-
bit link status (LS) field is used during call setup and handshaking. The encoding of the four possible
LS messages is given in Table 82.2. The aim of these LS messages will become more explicit during our
further discussions with reference to Fig. 82.6 and Fig. 82.7. Specifically, link_request is transmitted from
the CPP to the CFP either in an M3 burst as the first packet during CPP-initiated call setup and link re-
establishment, or returned as a poll response in an M2 burst from the CPP to the CFP, when the CPP
is responding to a call. Link_grant is sent by the CFP in response to a link_request originating from the
CPP. In octets 5 and 6 it hosts the so-called link identification (LID) code, which is used by the CPP, for
example, to address a specific CFP or a requested service. The LID is also used to maintain link reference
during handshake exchanges and link re-establishment. The two remaining link status handshake mes-
sages, namely, ID_OK and ID_lost, are used to report to the far end whether a positive confirmation of
adequate link quality has been received within the required time-out period. These issues will be revisited
during our further elaborations. Returning to Fig. 82.5, we note that the fixed packet format (FT = 0)
also contains a 19-b handset identification code (HIC) and an 8-b manufacturer identification code
(MIC). The concatenated HIC and MIC fields jointly from the unique 27-b portable identity code (PIC),
serving as a link end-point identifier. Lastly, we have to note that bit 5 of octet 1 represents the signalling
rate (SR) request/response bit, which is used by the calling party to specify the choice of the 66- or 68-
b M1 format. Specifically, SR = 1 represents the four bit/burst M1 signalling format. The first 6 octets
are then protected by the parity check information contained in octets 7 and 8.

TABLE 82.2 Encoding of Link Status Messages

LS1 LS0 Message

0 0 Link_request
0 1 Link_grant
1 0 ID_OK 
1 1 ID_lost

FIGURE 82.5 Fixed format packets mapped on M1, M2, and M3 during link initialization and on M1 and M2
during handshake.
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82.6 CPP-Initiated Link Setup Procedures

Calls can be initiated at both the CPP and CFP, and the call initiation and detection procedures invoked
depend on which party initiated the call. Let us first consider calling channel detection at the CFP, which
ensues as follows. Under the instruction of the CFP control scheme, the RF synthesizer tunes to a
legitimate RF channel and after a certain settling time commences reception. Upon receiving the M3
bursts from the CPP, the automatic gain control (AGC) circuitry adjusts its gain factor, and during the
12-b preamble in the fifth M3 burst, bit synchronization is established. This specific 144-b M3 burst, is
transmitted every 14 ms, corresponding to every seventh 144-b burst. Now the CFP is ready to bit-
synchronously correlate the received sequences with its locally stored CHMP word in order to identify
any CHMP word arriving from the CPP. If no valid CHMP word is detected, the CFP may retune itself
to the next legitimate RF channel, etc.

As mentioned, the call identification and link initialization process is shown in the flowchart of
Fig. 82.6. If a valid 24-b CHMP word is identified, D-channel frame synchronization can take place using
the 16-b SYNCD sequence and the next 8-octet L2 D-channel message delivering the link_request
handshake portrayed earlier in Fig. 82.5 and Table 82.2 is decoded by the CFP. The required 16 + 64 =
80 D bits are accommodated in this scenario by the 4 .  20 = 80 D bits of the next four 144-b bursts of

FIGURE 82.6 Flowchart of the CT-2 link initialization by the CPP. 
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the M3 structure, where the 20 D bits of the four submultiplex segments are transmitted four times
within the same burst before the D message changes. If the decoded LID code of Fig. 82.5 is recognized
by the CFP, the link may be reinitialized based on the master’s timing information using the M2 burst
associated with SYNF and containing the link_grant message addressed to the specific CPP identified by
its PID.

Otherwise the CFP returns to its scanning mode and attempts to detect the next CHMP message. The
reception of the CFP’s 24-b SYNF segment embedded in the M2 message shown previously in Fig. 82.2
allows the CPP to identify the position of the CFP’s transmit and receive windows and, hence, the CPP
now can respond with another M2 burst within the receive window of the CFP. Following a number of
M2 message exchanges, the CFP then sends a L3 message to instruct the CPP to switch to M1 bursts,
which marks the commencement of normal voice communications and the end of the link setup session.

FIGURE 82.7 Flowchart of the CT-2 link initialization by the CFP.
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82.7 CFP-Initiated Link Setup Procedures

Similar procedures are followed when the CPP is being polled. The CFP transmits the 24-b CHMF
words hosted by the 24-b SYN segment of the M2 burst shown in Fig. 82.2 in order to indicate that
one or more CPPs are being paged. This process is displayed in the flowchart of Fig. 82.7, as well as in
the timing diagram displayed in Fig. 82.8. The M2 D-channel messages convey the identifiers of the
polled CPPs.

The CPPs keep scanning all 40 legitimate RF channels in order to pinpoint any 24-b CHMF words.
Explicitly, the CPP control scheme notifies the RF synthesizer to retune to the next legitimate RF channel
if no CHMF words have been found on the current one. The synthesizer needs a finite time to settle on
the new center frequency and then starts receiving again. Observe in Fig. 82.8 that at this stage only the
CFP is transmitting the M2 bursts; hence, the uplink-half of the 2-ms TDD frame is unused.

Since the M2 burst commences with the D-channel bits arriving from the CFP, the CPP receiver’s AGC
will have to settle during this 16-b interval, which corresponds to about 16 . 1/[72 kb/s] ≈ 0.22 ms. Upon
the arrival of the 10 alternating one–zero preamble bits, bit synchronization is established. Now the CPP
is ready to detect the CHMF word using a simple correlator circuitry, which establishes the appropriate
frame synchronization. If, however, no CHMF word is detected within the receive window, the synthesizer
will be retuned to the next RF channel, and the same procedure is repeated, until a CHMF word is
detected.

When a CHMF word is correctly decoded by the CPP, the CPP is now capable of frame and bit
synchronously decoding the D-channel bits. Upon decoding the D-channel message of the M2 burst, the
CPP identifier (ID) constituted by the LID and PID segments of Fig. 82.5 is detected and compared to
the CPP’s own ID in order to decide as to whether the call is for this specific CPP. If so, the CPP ID is
reflected back to the CFP along with a SYNP word, which is included in the SYN segment of an uplink
M2 burst. This channel scanning and retuning process continues until a legitimate incoming call is
detected or the CPP intends to initiate a call.

More precisely, if the specific CPP in question is polled and its own ID is recognized, the CPP
sends its poll_response message in three consecutive M2 bursts, since the capacity of a single M2
burst is 32 D bits only, while the handshake messages of Fig. 82.5 and Table 82.2 require 8 octets
preceded by a 16-b SYNCD segment. If by this time all paged CPPs have responded, the CFP changes
the CHMF word to a SYNF word, in order to prevent activating dormant CPPs who are not being
paged. If any of the paged CPPs intends to set up the link, then it will change its poll_response to a
L2 link_request message, in response to which the CFP will issue an M2 link_grant message, as seen
in Fig. 82.7, and from now on the procedure is identical to that of the CPP-initiated link setup
portrayed in Fig. 82.6.

FIGURE 82.8 CT-2 call detection by the CPP.
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82.8 Handshaking

Having established the link, voice communications is maintained using M1 bursts, and the link quality
is monitored by sending handshaking (HS) signalling messages using the D-channel bits. The required
frequency of the handshaking messages must be between once every 400 ms and 1000 ms. The CT-2
codewords ID_OK, ID_lost, link_request and link_grant of Table 82.2 all represent valid handshakes.
When using M1 bursts, however, the transmission of these 8-octet messages using the 2- or 4-b/2 ms
D-channel segment must be spread over 16 or 32 M1 bursts, corresponding to 32 or 64 ms.

Let us now focus our attention on the handshake protocol shown in Fig. 82.9. Suppose that the CPP’s
handshake interval of Thtx_p = 0.4 s since the start of the last transmitted handshake has expired, and
hence the CPP prepares to send a handshake message HS_p. If the CPP has received a valid HS_f message
from the CFP within the last Thrx_p = 1s, the CPP sends an HS_p = ID_OK message to the CFP, otherwise
an ID_Lost HS_p. Furthermore, if the valid handshake was HS_f = ID_OK, the CPP will reset its HS_f
lost timer Thlost_p to 10 s. The CFP will maintain a 1-s timer referred to as Thrx_f, which is reset to its
initial value upon the reception of a valid HS_p from the CPP.

The CFP’s actions also follow the structure of Fig. 82.9 upon simply interchanging CPP with CFP and
the descriptor _p with _f. If the Thrx_f = 1 s timer expires without the reception of a valid HS_p from

FIGURE 82.9 CT-2 handshake algorithms.
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the CPP, then the CFP will send its ID_Lost HS_f message to the CPP instead of the ID_OK message
and will not reset the Thlost_f = 10 s timer. If, however, the CFP happens to detect a valid HS_p, which
can be any of the ID_OK, ID_Lost, link_request and link_grant messages of Table 82.2, arriving from
the CPP, the CFP will reset its Thrx_f = 1 s timer and resumes transmitting the ID_OK HS_f message
instead of the ID_Lost. Should any of the HS messages go astray for more than 3 s, the CPP or the CFP
may try and re-establish the link on the current or another RF channel. Again, although any of the
ID_OK, ID_Lost, link_request and link_grant represent valid handshakes, only the reception of the
ID_OK HS message is allowed to reset the Thlost = 10 s timer at both the CPP and CFP. If this timer
expires, the link will be relinquished and the call dropped.

The handshake mechanism is further augmented by referring to Fig. 82.10, where two different
scenarios are examplified, portraying the situation when the HS message sent by the CPP to the CFP is
lost or, conversely, that transmitted by the CFP is corrupted.

Considering the first scenario, during error-free communications the CPP sends HS_p = ID_OK,
and upon receiving it the CFP resets its Thlost_f timer to 10 s. In due course it sends an HS_f = ID_OK
acknowledgement, which also arrives free from errors. The CPP resets the Thlost_f timer to 10 s and,
after the elapse of the 0.4–1 s handshake interval, issues an HS_p = ID_OK message, which does not
reach the CFP. Hence, the Thlost_f timer is now reduced to 9 s and an HS_f = ID_Lost message is sent
to the CPP. Upon reception of this, the CPP now cannot reset its Thlost_p timer to 10 s but can respond
with an HS_p = ID_OK message, which again goes astray, forcing the CFP to further reduce its Thlost_f
timer to 8 s. The CFP issues the valid handshake HS_f = ID_Lost, which arrives at the CPP, where the
lack of HS_f = ID_OK reduces Thlost_p to 8 s. Now the corruption of the issued HS_p = ID_OK
reduces Thlost_f to 7 s, in which event the link may be reinitialized using the M3 burst. The portrayed
second example of Fig. 82.10 can be easily followed in case of the scenario when the HS_f message is
corrupted.

FIGURE 82.10 Handshake loss scenarios.
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82.9 Main Features of the CT-2 System

In our previous discourse we have given an insight in the algorithmic procedures of the CT-2 MPT 1375
recommendation. We have briefly highlighted the four-part structure of the standard dealing with the
radio interface, signalling layers 1 and 2, signalling layer 3, and the speech coding issues, respectively.
There are forty 100-kHz wide RF channels in the band 864.15–868.15 MHz, and the 72 kb/s bit stream
modulates a Gaussian filtered FSK modem. The multiple access technique is TDD, transmitting 2-ms
duration, 144-b M1 bursts during normal voice communications, which deliver the 32-kb/s ADPCM-
coded speech signal. During link establishment the M2 and M3 bursts are used, which were also portrayed
in this treatise, along with a range of handshaking messages and scenarios.

Defining Terms

AFC: Automatic frequency correction.
CAI: Common air interface.
CFP: Cordless fixed part.
CHM: Channel marker sequence. 
CHMF: CFP channel marker. 
CHMP: CPP channel marker. 
CPP: Cordless portable part.
CT: Cordless telephone.
DCA: Dynamic channel allocation. 
DCW: Data code word.
DECT: Digital European cordless telecommunications system. 
FT: Frame format type bit.
GFSK: Gaussian frequency shift keying. 
GP: Guard period.
HIC: Handset identification code. 
HS: Handshaking.
ID: Identifier.
L2: Signalling layer 2. 
L3: Signalling layer 3. 
LAN: Local area network. 
LID: Link identification.
LOS: Line of sight.
LS: Link status.
M1: Multiplex one burst format. 
M2: Multiplex two burst format.
M3: Multiplex three burst format. 
MIC: Manufacturer identification code. 
MPT-1375: British CT2 standard.
PCN: Personal communications network .
PIC: Portable identification code.
PLMR: Public land mobile radio.
SNR: Signal-to-noise ratio.
SR: Signalling rate bit.
SYN: Synchronization sequence. 
SYNCD: 16-b D-channel frame synchronization word. 
TDD: Time division duplex multiple access scheme. 
TP: Telepoint.
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83.1 Introduction

A half-rate speech coding standard specifies a procedure for digital transmission of speech signals in a
digital cellular radio system. The speech processing functions that are specified by a half-rate standard
are depicted in Fig. 83.1. An input speech signal is processed by a speech encoder to generate a digital
representation at a net bit rate of Rs bits per second. The encoded bit stream representing the input speech
signal is processed by a channel encoder to generate another bit stream at a gross bit rate of Rc bits per
second, where Rc > Rs. The channel encoded bit stream is organized into data frames, and each frame is
transmitted as payload data by a radio-link access controller and modulator. The net bit rate Rs counts
the number of bits used to describe the speech signal, and the difference between the gross and net bit
rates (Rc - Rs) counts the number of error protection bits needed by the channel decoder to correct and
detect transmission errors. The output of the channel decoder is given to the speech decoder to generate
a quantized version of the speech encoder’s input signal. In current digital cellular radio systems that use
time-division multiple access (TDMA), a voice connection is allocated a fixed transmission rate (i.e., Rc

is a constant). The operations performed by the speech and channel encoders and decoders and their
input and output data formats are governed by the half-rate standards.

Globally, three major TDMA cellular radio systems have been developed and deployed. The initial
digital speech services offered by these cellular systems were governed by full-rate standards. Because of
the rapid growth in demand for cellular services, the available transmission capacity in some areas is
frequently saturated, eroding customer satisfaction. By providing essentially the same voice quality but
at half the gross bit rates of the full-rate standards, half-rate standards can readily double the number of
callers that can be serviced by the cellular systems. The gross bit rates of the full-rate and half-rate
standards for the European Groupe Speciale Mobile (GSM), Japanese Personal Digital Cellular1 (PDC),
and North American cellular (IS-54) systems are listed in Table 83.1. The three systems were developed

1Personal Digital Cellular was formerly Japanese Digital Cellular (JDC).
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and deployed under different time tables. Their disparate full- and half-bit rates partly reflect this difference.
At the time of writing (January, 1995), the European and the Japanese systems have each selected an
algorithm for their respective half-rate codec. Standardization of the North American half-rate codec has
not reached a conclusion as none of the candidate algorithms has fully satisfied the standard’s require-
ments. Thus, we focus here on the Japanese and European half-rate standards and will only touch upon
the requirements of the North American standard.

83.2 Speech Coding for Cellular Mobile Radio
Communications

Unlike the relatively benign transmission media commonly used in the public-switched telephone network
(PSTN) for analog and digital transmission of speech signals, mobile radio channels are impaired by
various forms of fading and interference effects. Whereas proper engineering of the radio link elements
(modulation, power control, diversity, equalization, frequency allocation, etc.) ameliorates fading effects,
burst and isolated bit errors still occur frequently. The net effect is such that speech communication may
be required to be operational even for bit-error rates greater than 1%. In order to furnish reliable voice
communication, typically half of the transmitted payload bits are devoted to error correction and detection.

It is common for low-bit-rate speech codecs to process samples of the input speech signal one frame
at a time, e.g., 160 samples processed once every 20 ms. Thus, a certain amount of time is required to
gather a block of speech samples, encode them, perform channel encoding, transport the encoded data
over the radio channel, and perform channel decoding and speech synthesis. These processing steps
of the speech codec add to the overall end-to-end transmission delay. Long transmission delay hampers
conversational interaction. Moreover, if the cellular system is interconnected with the PSTN and a
four-wire to two-wire (analog) circuit conversion is performed in the network, feedbacks called echoes
may be generated across the conversion circuit. The echoes can be heard by the originating talker as
a delayed and distorted version of his/her speech and can be quite annoying. The annoyance level
increases with the transmission delay and may necessitate (at additional costs) the deployment of echo
cancellers.

A consequence of user mobility is that the level and other characteristics of the acoustic background
noise can be highly variable. Though acoustic noise can be minimized through suitable acoustic trans-
duction design and the use of adaptive filtering/cancellation techniques [9,13,15], the speech encoding
algorithm still needs to be robust against background noise of various levels and kinds (e.g., babble,
music, noise bursts, and colored noise). 

Processing complexity directly impacts the viability of achieving a circuit realization that is compact
and has low-power consumption, two key enabling factors of equipment portability for the end user.

TABLE 83.1 Gross Bit Rates Used for Digital Speech Transmission in Three TDMA Cellular 
Radio Systems

Gross Bit Rate, b/s

Standard Organization and Digital Cellular System Full Rate Half Rate

European Telecommunications Standards Institute (ETSI), GSM  22,800  11,400
Research & Development Center for Radio Systems (RCR), PDC 11,200 5,600
Telecommunication Industries Association (TIA), IS-54 13,000  6,500

FIGURE 83.1 Digital speech transmission for digital cellular radio. Boxes with solid outlines represent processing
modules that are specified by the half-rate standards.
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Factors that tend to result in low complexity are fixed-point instead of floating-point computation, lack
of complicated arithmetic operations (division, square roots, transcendental functions), regular algorithm
structure, small data memory, and small program memory. Since, in general, better speech quality can
be achieved with increasing speech and channel coding delay and complexity, the digital cellular mobile-
radio environment imposes conflicting and challenging requirements on the speech codec.

83.3 Codec Selection and Performance Requirements

The half-rate speech coding standards are drawn up through competitive testing and selection. From
a set of candidate codec algorithms submitted by contending organizations, the one algorithm that
meets basic selection criteria and offers the best performance is selected to form the standard. The codec
performance measures and codec testing and selection procedures are set out in a test plan under the
auspices of the organization (Table 83.1) responsible for the standardization process (see, e.g., [16]).
Major codec characteristics evaluated are speech quality, delay, and complexity. The full-rate codec is
also evaluated as a reference codec, and its evaluation scores form part of the selection criteria for the
codec candidates.

The speech quality of each candidate codec is evaluated through listening tests. To conduct the tests,
each candidate codec is required to process speech signals and/or encoded bit streams that have been
preprocessed to simulate a range of operating conditions: variations in speaker voice and level, acoustic
background noise type and level, channel error rate, and stages of tandem coding. During the tests,
subjects listen to processed speech signals and judge their quality levels or annoyance levels on a five-
point opinion scale. The opinion scores collected from the tests are suitably averaged over all trials and
subjects for each test condition (see [11], for mean opinion score (MOS) and degradation mean opinion
score). The categorical opinion scales of the subjects are also calibrated using modulated noise reference
units (MNRUs) [3]. Modulated noise better resembles the distortions created by speech codecs than noise
that is uncorrelated with the speech signal. Modulated noise is generated by multiplying the speech signal
with a noise signal. The resultant modulated noise is scaled to a desired power level and then added to
the uncoded (clean) speech signal. The ratio between the power level of the speech signal and that of
the modulated noise is expressed in decibels and given the notation dBQ. Under each test condition,
subjects are presented with speech signals processed by the codecs as well as speech signals corrupted by
modulated noise. Through presenting a range of modulated-noise levels, the subjects’ opinions are
calibrated on the dBQ scale. Thereafter, the mean opinion scores obtained for the codecs can also be
expressed on that scale.

For each codec candidate, a profile of scores is compiled, consisting of speech quality scores, delay
measurements, and complexity estimates. Each candidate’s score profile is compared with that of the
reference codec, ensuring that basic requirements are satisfied [see, e.g., [12]). An overall figure of merit
for each candidate is also computed from the profile. The candidates, if any, that meet the basic require-
ments then compete on the basis of maximizing the figure of merit.

Basic performance requirements for each of the three half-rate standards are summarized in Table 83.2.
In terms of speech quality, the GSM and PDC half-rate codecs are permitted to underperform their
respective full-rate codecs by no more than 1 dBQ averaging over all test conditions and no more than

TABLE 83.2 Basic Performance Requirements for the Three Half-Rate Standards

Basic Performance Requirements

Min. Speech Quality, Max. Delay, Max. Complexity
Digital Cellular Systems  dBQ Rel. to Full Rate ms  Rel. to Full Rate

Japanese (PDC) -1 average, -3 maximum 94.8 3×
European (GSM) -1 average, -3 maximum 90 4×  
North American (IS-54) Statistically equivalent 100 4×
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3 dBQ within each test condition. More stringently, the North American half-rate codec is required to
furnish a speech-quality profile that is statistically equivalent to that of the North American full-rate codec
as determined by a specific statistical procedure for multiple comparisons [16]. Since various requirements
on the half-rate standards are set relative to their full-rate counterparts, an indication of the relative speech
quality between the three half-rate standards can be deduced the test results of De Martino [2] comparing
the three full-rate codecs. The maximum delays in Table 83.2 apply to the total of the delays through the
speech and channel encoders and decoders (Fig. 83.1). Codec complexity is computed using a formula that
counts the computational operations and memory usage of the codec algorithm. The complexity of the
half-rate codecs is limited to 3 or 4 times that of their full-rate counterparts.

83.4 Speech Coding Techniques in the Half-Rate Standards

Existing half-rate and full-rate standard coders can be characterized as linear-prediction based analysis-
by-synthesis (LPAS) speech coders [4]. LPAS coding entails using a time-varying all-pole filter in the
decoder to synthesize the quantized speech signal. A short segment of the signal is synthesized by driving
the filter with an excitation signal that is either quasiperiodic (for voiced speech) or random (for unvoiced
speech). In either case, the excitation signal has a spectral envelope that is relatively flat. The synthesis
filter serves to shape the spectrum of the excitation input so that the spectral envelope of the synthesized
output resembles the filter’s magnitude frequency response. The magnitude response often has prominent
peaks; they render the formants that give a speech signal its phonetic character. The synthesis filter has
to be adapted to the current frame of input speech signal. This is accomplished with the encoder per-
forming a linear prediction (LP) analysis of the frame: the inverse of the all-pole synthesis filter is applied
as an LP error filter to the frame, and the values of the filter parameters are computed to minimize the
energy of the filter’s output error signal. The resultant filter parameters are quantized and conveyed to
the decoder for it to update the synthesis filter.

Having executed an LP analysis and quantized the synthesis filter parameters, the LPAS encoder
performs analysis-by-synthesis (ABS) on the input signal to find a suitable excitation signal. An ABS
encoder maintains a copy of the decoder. The encoder examines the possible outputs that can be produced
by the decoder copy in order to determine how best to instruct (using transmitted information) the
actual decoder so that it would output (synthesize) a good approximation of the input speech signal.
The decoder copy tracks the state of the actual decoder, since the latter evolves (under ideal channel
conditions) according to information received from the encoder. The details of the ABS procedure vary
with the particular excitation model employed in a specific coding scheme. One of the earliest seminal
LPAS schemes is code excited linear prediction (CELP) [4]. In CELP, the excitation signal is obtained from
a codebook of code vectors, each of which is a candidate for the excitation signal. The encoder searches
the codebook to find the one code vector that would result in a best match between the resultant synthesis
output signal and the encoder’s input speech signal. The matching is considered best when the energy
of the difference between the two signals being matched is minimized. A perceptual weighting filter is
usually applied to the difference signal (prior to energy integration) to make the minimization more
relevant to human perception of speech fidelity. Regions in the frequency spectrum where human
listeners are more sensitive to distortions are given relatively stronger weighting by the filter and vice
versa. For instance, the concentration of spectral energy around the formant frequencies gives rise to
stronger masking of coder noise (i.e., rendering the noise less audible) and, therefore, weaker weighting
can be applied to the formant frequency regions. For masking to be effective, the weighting filter has to
be adapted to the time-varying speech spectrum. Adaptation is achieved usually by basing the weighting
filter parameters on the synthesis filter parameters.

The CELP framework has evolved to form the basis of a great variety of speech coding algorithms,
including all existing full- and half-rate standard algorithms for digital cellular systems. We outline next
the basic CELP encoder-processing steps, in a form suited to our subsequent detailed descriptions of
the PDC and GSM half-rate coders. These steps have accounted for various computational efficiency
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considerations and may, therefore, deviate from a conceptual functional description of the encoder
constituents.

1. LP analysis on the current frame of input speech to determine the coefficients of the all-pole
synthesis filter;

2. quantization of the LP filter parameters;
3. determination of the open-loop pitch period or lag;
4. adapting the perceptual weighting filter to the current LP information (and also pitch information

when appropriate) and applying the adapted filter to the input speech signal;
5. formation of a filter cascade (which we shall refer to as perceptually weighted synthesis filter)

consisting of the LP synthesis filter, as specified by the quantized parameters in step 2, followed
by the perceptual weighting filter;

6. subtraction of the zero-input response of the perceptually weighted synthesis filter (the filter’s decaying
response due to past input) from the perceptually weighted input speech signal obtained in step 4;

7. an adaptive codebook is searched to find the most suitable periodic excitation, i.e., when the
perceptually weighted synthesis filter is driven by the best code vector from the adaptive codebook,
the output of the filter cascade should best match the difference signal obtained in step 6;

8. one or more nonadaptive excitation codebooks are searched to find the most suitable random
excitation vectors that, when added to the best periodic excitation as determined in step 7 and
with the resultant sum signal driving the filter cascade, would result in an output signal best
matching the difference signal obtained in step 6.

Steps 1–6 are executed once per frame. Steps 7 and 8 are executed once for each of the subframes that
together constitute a frame. Step 7 may be skipped depending on the pitch information from step 3, or
if step 7 were always executed, a nonperiodic excitation decision would be one of the possible outcomes of
the search process in step 7. Integral to steps 7 and 8 is the determination of gain (scaling) parameters
for the excitation vectors. For each frame of input speech, the filter and excitation and gain parameters
determined as outlined are conveyed as encoded bits to the speech decoder.

In a properly designed system, the data conveyed by the channel decoder to the speech decoder should
be free of errors most of the time, and the speech signal synthesized by the speech decoder would be
identical to that as determined in the speech encoder’s ABS operation. It is common to enhance the
quality of the synthesized speech by using an adaptive postfilter to attenuate coder noise in the perceptually
sensitive regions of the spectrum. The postfilter of the decoder and the perceptual weighting filter of the
encoder may seem to be functionally identical. The weighting filter, however, influences the selection of
the best excitation among available choices, whereas the postfilter actually shapes the spectrum of the
synthesized signal. Since postfiltering introduces its own distortion, its advantage may be diminished if
tandem coding occurs along the end-to-end communication path. Nevertheless, proper design can ensure
that the net effect of postfiltering is a reduction in the amount of audible codec noise [1]. Excepting
postfiltering, all other speech synthesis operations of an LPAS decoder are (effectively) duplicated in the
encoder (though the converse is not true). Using this fact, we shall illustrate each coder in the sequel by
exhibiting only a block diagram of its encoder or decoder but not both.

83.5 Channel Coding Techniques in the Half-Rate Standards

Crucial to the maintenance of quality speech communication is the ability to transport coded speech data
across the radio channel with minimal errors. Low-bit-rate LPAS coders are particularly sensitive to channel
errors; errors in the bits representing the LP parameters in one frame, for instance, could result in the
synthesis of nonsensical sounds for longer than a frame duration. The error rate of a digital cellular radio
channel with no channel coding can be catastrophically high for LPAS coders. The amount of tolerable
transmission delay is limited by the requirement of interactive communication and, consequently, forward
error control is used to remedy transmission errors. “Forward” means that channel errors are remedied in
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the receiver, with no additional information from the transmitter and, hence, no additional transmission
delay. To enable the channel decoder to correct channel errors, the channel encoder conveys more bits than
the amount generated by the speech encoder. The additional bits are for error protection, as errors may or
may not occur in any particular transmission epoch. The ratio of the number of encoder input (information)
bits to the number of encoder output (code) bits is called the (channel) coding rate. This is a number no
more than one and generally decreases as the error protection power increases. Though a lower channel
coding rate gives more error protection, fewer bits will be available for speech coding. When the channel
is in good condition and, hence, less error protection is needed, the received speech quality could be better
if bits devoted to channel coding were used for speech coding. On the other hand, if a high channel coding
rate were used, there would be uncorrected errors under poor channel conditions and speech quality would
suffer. Thus, when nonadaptive forward error protection is used over channels with nonstationary statistics,
there is an inevitable tradeoff between quality degradation due to uncorrected errors and that due to
expending bits on error protection (instead of on speech encoding).

Both the GSM and PDC half-rate coders use convolutional coding [14] for error correction. Convolu-
tional codes are sliding or sequential codes. The encoder of a rate m/n, m < n convolutional code can be
realized using m shift registers. For every m information bits input to the encoder (one bit to each of the
m shift registers), n code bits are output to the channel. Each code bit is computed as a modulo-2 sum
of a subset of the bits in the shift registers. Error protection overhead can be reduced by exploiting the
unequal sensitivity of speech quality to errors in different positions of the encoded bit stream. A family
of rate-compatible punctured convolutional codes (RCPCCs) [10] is a collection of related convolutional
codes; all of the codes in the collection except the one with the lowest rate are derived by puncturing
(dropping) code bits from the convolutional code with the lowest rate. With an RCPCC, the channel
coding rate can be varied on the fly (i.e., variable-rate coding) while a sequence of information bits is
being encoded through the shift registers, thereby imparting on different segments in the sequence
different degrees of error protection.

For decoding a convolutional coded bit stream, the Viterbi algorithm [14] is a computationally efficient
procedure. Given the output of the demodulator, the algorithm determines the most likely sequence of
data bits sent by the channel encoder. To fully utilize the error correction power of the convolutional
code, the amplitude of the demodulated channel symbol can be quantized to more bits than the minimum
number required, i.e., for subsequent soft decision decoding. The minimum number of bits is given by
the number of channel-coded bits mapped by the modulator onto each channel symbol; decoding based
on the minimum-rate bit stream is called hard decision decoding. Although soft decoding gives better
error protection, decoding complexity is also increased.

Whereas convolutional codes are most effective against randomly scattered bit errors, errors on cellular
radio channels often occur in bursts of bits. These bursts can be broken up if the bits put into the channel
are rearranged after demodulation. Thus, in block interleaving, encoded bits are read into a matrix by
row and then read out of the matrix by column (or vice versa) and then passed on to the modulator;
the reverse operation is performed by a deinterleaver following demodulation. Interleaving increases the
transmission delay to the extent that enough bits need to be collected in order to fill up the matrix.

Owing to the severe nature of the cellular radio channel and limited available transmission capacity,
uncorrected errors often remain in the decoded data. A common countermeasure is to append an error
detection code to the speech data stream prior to channel coding. When residual channel errors are
detected, the speech decoder can take various remedial measures to minimize the negative impact on
speech quality. Common measures are repetition of speech parameters from the most recent good frames
and gradual muting of the possibly corrupted synthesized speech.

The PDC and GSM half-rate standard algorithms together embody some of the latest advances in
speech coding techniques, including: multimodal coding where the coder configuration and bit alloca-
tion change with the type of speech input; vector quantization (VQ) [5] of the LP filter parameters;
higher precision and improved coding efficiency for pitch-periodicg excitation; and postfiltering with
improved tandeming performance. We next explore the more distinctive features of the PDC and GSM
speech coders.
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83.6 The Japanese Half-Rate Standard

An algorithm was selected for the Japanese half-rate standard in April 1993, following the evaluation of
12 submissions in a first round, and four final candidates in a second round [12]. The selected algorithm,
called pitch synchronous innovation CELP2 (PSI-CELP), met all of the basic selection criteria and scored
the highest among all candidates evaluated. A block diagram of the PSI-CELP encoder is shown in Fig. 83.2
and bit allocations are summarized in Table 83.3. The complexity of the coder is estimated to be approx-
imately 2.4 times that of the PDC full-rate coder. The frame size of the coder is 40 ms, and its subframe
size is 10 ms. These sizes are longer than those used in most existing CELP-type standard coders. However,
LP analysis is performed twice per frame in the PSI-CELP coder.

TABLE 83.3 Bit Allocations for the PSI-CELP
Half-Rate PDC Speech Coder

Parameter Bits Error Protected Bits

LP synthesis filter 31 15
Frame energy 7 7 
Periodic excitation 8 ×  4 8 ×  4
Stochastic excitation 10 ×  4 0
Gain 7 ×  4 3 ×  4 

Total 138 66

FIGURE 83.2 Basic structure of the PSI-CELP encoder.

2There were two candidate algorithms named PSI-CELP in the PDC half-rate competition. The algorithm
described here was contributed by NTT Mobile Communications Network, Inc. (NTT DoCoMo).
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A distinctive feature of the PSI-CELP coder is the use of an adaptive noise canceller [13,15] to suppress
noise in the input signal prior to coding. The input signal is classified into various modes, depending
on the presence or absence of background noise and speech and their relative power levels. The current
active mode determines whether Kalman filtering [9] is applied to the input signal and whether the
parameters of the Kalman filter are adapted. Kalman filtering is applied when a significant amount of
background noise is present or when both background noise and speech are strongly present. The filter
parameters are adapted to the statistics of the speech and noise signals in accordance with whether they
are both present or only noise is present.

The LP filter parameters in the PSI-CELP coder are encoded using VQ. A tenth-order LP analysis is
performed every 20 ms. The resultant filter parameters are converted to 10 line spectral frequencies (LSFs).3

The LSF parameters have a naturally increasing order, and together are treated as the ordered components
of a vector. Since the speech spectral envelope tends to evolve slowly with time, there is intervector depen-
dency between adjacent LSF vectors that can be exploited. Thus, the two LSF vectors for each 40-ms frame
are paired together and jointly encoded. Each LSF vector in the pair is split into three subvectors. The pair
of subvectors that cover the same vector component indexes are combined into one composite vector and
vector quantized. Altogether, 31 b are used to encode a pair of LSF vectors. This three-way split VQ4 scheme
embodies a compromise between the prohibitively high complexity of using a large vector dimension and
the performance gain from exploiting intra- and intervector dependency.

The PSI-CELP encoder uses a perceptual weighting filter consisting of a cascade of two filter sections.
The sections exploit the pitch-harmonic structure and the LP spectral-envelope structure of the speech signal,
respectively. The pitch-harmonic section has four parameters, a pitch lag and three coefficients, whose
values are determined from an analysis of the periodic structure of the input speech signal. Pitch-harmonic
weighting reduces the amount of noise in between the pitch harmonics by aggregating coder noise to be
closer to the harmonic frequencies of the speech signal. In high-pitched voice, the harmonics are spaced
relatively farther apart, and pitch-harmonic weighting becomes correspondingly more important.

The excitation vector x (Fig. 83.2) is updated once every subframe interval (10 ms) and is constructed
as a linear combination of two vectors 

(83.1)

where g0 and g1 are scalar gains, y is labeled as the periodic component of the excitation and z as the
stochastic or random component. When the input speech is voiced, the ABS operation would find a
value for y from the adaptive codebook (Fig. 83.2). The codebook is constructed out of past samples of
the excitation signal x; hence, there is a feedback path into the adaptive codebook in Fig. 83.2. Each code
vector in the adaptive codebook corresponds to one of the 192 possible pitch lag L values available for
encoding; the code vector is populated with samples of x beginning with the Lth sample backward in
time. L is not restricted to be an integer, i.e., fractional pitch period is permitted. Successive values of L
are more closely spaced for smaller values of L; short, medium, and long lags are quantized to one-
quarter, one-half, and one sampling-period resolution, respectively. As a result, the relative quantization
error in the encoded pitch frequency (which is the reciprocal of the encoded pitch lag) remains roughly
constant with increasing pitch frequency. When the input speech is unvoiced, y would be obtained from
the fixed codebook (Fig. 83.2). To find the best value for y, the encoder searches through the aggregate of
256 code vectors from both the adaptive and fixed codebooks. The code vector that results in a synthesis
output most resembling the input speech is selected. The best code vector thus chosen also implicitly
determines the voicing condition (voiced/unvoiced) and the pitch lag value L* most appropriate to the
current subframe of input speech. These parameters are said to be determined in a closed-loop search.

The stochastic excitation z is formed as a sum of two code vectors, each selected from a conjugate
codebook (Fig. 83.2) [13]. Using a pair of conjugate codebooks each of size 16 code vectors (4 b) has been

3Also known as line spectrum pairs (LSPs).
4Matrix quantization is another possible description.

x g0y g1z+=
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found to improve robustness against channel errors, in comparison with using one single codebook of
size 256 code vectors (8 b). The synthesis output due to z can be decomposed into a sum of two orthogonal
components, one of which points in the same direction as the synthesis output due to the periodic
excitation y and the other component points in a direction orthogonal to the synthesis output due to y.
The latter synthesis output component of z is kept, whereas the former component is discarded. Such
decomposition enables the two gain factors g0 and g1 to be separately quantized. For voiced speech, the
conjugate code vectors are preprocessed to produce a set of pitch synchronous innovation (PSI) vectors.
The first L* samples of each code vector are treated as a fundamental period of samples. The fundamental
period is replicated until there are enough samples to populate a subframe. If L* is not an integer,
interpolated samples of the code vectors are used (upsampled versions of the code vectors can be precom-
puted). PSI has been found to reinforce the periodicity and substantially improve the quality of synthesized
voiced speech. 

The postfilter in the PSI-CELP decoder has three sections, for enhancing the formants, the pitch
harmonics, and the high frequencies of the synthesized speech, respectively. Pitch-harmonic enhancement
is applied only when the adaptive codebook has been used. Formant enhancement makes use of the
decoded LP synthesis filter parameters, whereas a refined pitch analysis is performed on the synthesized
speech to obtain the values for the parameters of the pitch-harmonic section of the postfilter. A first-
order high-pass filter section compensates for the low-pass spectral tilt [1] of the formant enhancement
section.

Of the 138 speech data bits generated by the speech encoder every 40-ms frame, 66 b (Table 83.3)
receive error protection and the remaining 72 speech data bits of the frame are not error protected. An
error detection code of 9 cyclic redundancy check (CRC) bits is appended to the 66 b and then submitted
to a rate 1/2, punctured convolutional encoder to generate a sequence of 152 channel coded bits. Of the
unprotected 72 b, the 40 b that index the excitation codebooks (Table 83.3) are remapped or pseudo-
Gray coded [17] so as to equalize their channel error sensitivity. As a result, a bit error occurring in an
index word is likely to cause about the same amount of degradation regardless of the bit error position
in the index word. For each speech frame, the channel encoder emits 224 b of payload data. The payload
data from two adjacent frames are interleaved before transmission over the radio link.

Uncorrected errors in the most critical 66 b are detected with high probability as a CRC error. A finite
state machine keeps track of the recent history of CRC errors. When a sequence of CRC errors is encoun-
tered, the power level of the synthesized speech is progressively suppressed, so that muting is reached
after four consecutive CRC errors. Conversely, following the cessation of a sequence of CRC errors, the
power level of the synthesized speech is ramped up gradually.

83.7 The European GSM Half-Rate Standard

A vector sum excited linear prediction (VSELP) coder, contributed by Motorola, Inc., was selected in
January 1994 by the main GSM technical committee as a basis for the GSM half-rate standard. The
standard was finally approved in January 1995. VSELP is a generic name for a family of algorithms from
Motorola; the North American full-rate and the Japanese full-rate standards are also based on VSELP.
All VSELP coders make use of the basic idea of representing the excitation signal by a linear combination
of basis vectors [6]. This representation renders the excitation codebook search procedure very compu-
tationally efficient. A block diagram of the GSM half-rate decoder is depicted in Fig. 83.3 and bit
allocations are tabulated in Table 83.4. The coder’s frame size is 20 ms, and each frame comprises four
subframes of 5 ms each. The coder has been optimized for execution on a processor with 16-b word
length and 32-b accumulator. The GSM standard is a bit exact specification: in addition to specifying the
codec’s processing steps, the numerical formats and precisions of the codec’s variables are also specified.

The synthesis filter coefficients in GSM VSELP are encoded using the fixed point lattice technique
(FLAT)[8] and vector quantization. FLAT is based on the lattice filter representation of the linear pre-
diction error filter. The tenth-order lattice filter has 10 stages, with the ith stage, i , con-
taining a reflection coefficient parameter ri. The lattice filter has an order-recursion property such that the
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best prediction error filters of all orders less than ten are all embedded in the best tenth-order lattice
filter. This means that once the values of the lower order reflection coefficients have been optimized, they
do not have to be reoptimized when a higher order predictor is desired; in other words, the coefficients
can be optimized sequentially from low to high orders. On the other hand, if the lower order coefficients
were suboptimal (as in the case when the coefficients are quantized), the higher order coefficients could

TABLE 83.4 Bit Allocations for the VSELP Half-Rate GSM Coder

Parameter Bits/Subframe Bits/Frame

LP synthesis filter   28 
Soft interpolation    1 
Frame energy       5 
Mode selection      2 
Mode 0

Excitation code I 7  28
Excitation code H 7 28
Gain code Gs, P0 5  20

Mode 1, 2, and 3 
Pitch lag L (first subframe)  8 
Difference lag (subframes 2, 3, 4) 4 12
Excitation code J 9  36 
Gain code Gs, P0 5 20 

Total 112

FIGURE 83.3 Basic structure of the GSM VSELP decoder. Top is for mode 0 and bottom is for modes 1, 2, and 3.
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still be selected to minimize the prediction residual (or error) energy at the output of the higher order
stages; in effect, the higher order stages can compensate for the suboptimality of lower order stages.

In the GSM VSELP coder, the ten reflection coefficients {r1,… ,r10} that have to be encoded for each
frame are grouped into three coefficient vectors v1 = [r1r2r3], v2 = [r4r5r6], v3 = [r7r8r9r10]. The vectors are
quantized sequentially, from v1 to v3, using a bi-bit VQ codebook Ci for vi, where bi, i = 1, 2, 3 are 11, 9, and
8 b, respectively. The vector vi is quantized to minimize the prediction error at the energy output of the
jth stage of the lattice filter where rj is the highest order coefficient in the vector vi. The computational
complexity associated with quantizing vi is reduced by searching only a small subset of the code vectors
in Ci. The subset is determined by first searching a prequantizer codebook of size ci bits, where ci, i = 1,…,3
are 6, 5, and 4 b, respectively. Each code vector in the prequantizer codebook is associated with 
code vectors in the target codebook. The subset is obtained by pooling together all of the code vectors
in Ci that are associated with the top few best matching prequantizer code vectors. In this way, a factor
of reduction in computational complexity of nearly  is obtained for the quantization of vi.

The half-rate GSM coder changes its configuration of excitation generation (Fig. 83.3) in accordance
with a voicing mode [7]. For each frame, the coder selects one of four possible voicing modes depending
on the values of the open-loop pitch-prediction gains computed for the frame and its four subframes.
Open loop refers to determining the pitch lag and the pitch-predictor coefficient(s) via a direct analysis
of the input speech signal or, in the case of the half-rate GSM coder, the perceptually weighted (LP-
weighting only) input signal. Open-loop analysis can be regarded as the opposite of closed-loop analysis,
which in our context is synonymous with ABS. When the pitch-prediction gain for the frame is weak,
the input speech signal is deemed to be unvoiced and mode 0 is used. In this mode, two 7-b trained
codebooks (excitation codebooks 1 and 2 in Fig. 83.3) are used, and the excitation signal for each subframe
is formed as a linear combination of two code vectors, one from each of the codebooks. A trained codebook
is one designed by applying the coder to a representative set of speech signals while optimizing the
codebook to suit the set. Mode 1, 2, or 3 is chosen depending on the strength of the pitch-prediction
gains for the frame and its subframes. In these modes, the excitation signal is formed as a linear combi-
nation of a code vector from an 8-b adaptive codebook and a code vector from a 9-b trained codebook
(Fig. 83.3). The code vectors that are summed together to form the excitation signal for a subframe are
each scaled by a gain factor (β and γ in Fig. 83.3). Each mode uses a gain VQ codebook specific to that mode. 

As depicted in Fig. 83.3, the decoder contains an adaptive pitch prefilter for the voiced modes and an
adaptive postfilter for all modes. The filters enhance the perceptual quality of the decoded speech and
are not present in the encoder. It is more conventional to locate the pitch prefilter as a section of the
postfilter; the distinctive placement of the pitch prefilter in VSELP was chosen to reduce artifacts caused
by the time-varying nature of the filter. In mode 0, the encoder uses an LP spectral weighting filter in
its ABS search of the two excitation codebooks. In the other modes, the encoder uses a pitch-harmonic
weighting filter in cascade with an LP spectral weighting filter for searching excitation codebook 0, whereas
only LP spectral weighting is used for searching the adaptive codebook. The pitch-harmonic weighting
filter has two parameters, a pitch lag and a coefficient, whose values are determined in the aforementioned
open-loop pitch analysis.

A code vector in the 8-b adaptive codebook has a dimension of 40 (the duration of a subframe) and is
populated with past samples of the excitation signal beginning with the Lth sample back from the present
time. L can take on one of 256 different integer and fractional values. The best adaptive code vector for
each subframe can be selected via a complete ABS; the required exhaustive search of the adaptive codebook
is, however, computationally expensive. To reduce computation, the GSM VSELP coder makes use of the
aforementioned open-loop pitch analysis to produce a list of candidate lag values. The open-loop pitch-
prediction gains are ranked in decreasing order, and only the lags corresponding to top-ranked gains are
kept as candidates. The final decisions for the four L values of the four subframes in a frame are made
jointly. By assuming that the four L values can not vary over the entire range of all possible 256 values in
the short duration of a frame, the L of the first subframe is coded using 8 b, and the L of each of the
other three subframes is coded differentially using 4 b. The 4 b represent 16 possible values of deviation
relative to the lag of the previous subframe. The four lags in a frame trace out a trajectory where the change
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from one time point to the next is restricted; consequently, only 20 b are needed instead of 32 b for
encoding the four lags. Candidate trajectories are constructed by linking top ranked lags that are com-
mensurate with differential encoding. The best trajectory among the candidates is then selected via ABS. 

The trained excitation codebooks of VSELP have a special vector sum structure that facilitates fast
searching [6]. Each of the 2b code vectors in a b-bit trained codebook is formed as a linear combination
of b basis vectors. Each of the b scalar weights in the linear combination is restricted to have a binary
value of either 1 or -1. The 2b code vectors in the codebook are obtained by taking all 2b possible
combinations of values of the weights. A substantial storage saving is incurred by storing only b basis
vectors instead of 2b code vectors. Computational saving is another advantage of the vector-sum structure.
Since filtering is a linear operation, the synthesis output due to each code vector is a linear combination
of the synthesis outputs due to the individual basis vectors, where the same weight values are used in the
output linear combination as in forming the code vector. A vector sum codebook can be searched by first
performing synthesis filtering on its b basis vectors. If, for the present subframe, another trained codebook
(mode 0) or an adaptive codebook (mode 1, 2, 3) had been searched, the filtered basis vectors are further
orthogonalized with respect to the signal synthesized from that codebook, i.e., each filtered basis vector
is replaced by its own component that is orthogonal to the synthesized signal. Further complexity
reduction is obtained by examining the code vectors in a sequence such that two successive code vectors
differ in only one of the b scalar weight values; that is, the entire set of 2b code vectors is searched in a
Gray coded sequence. With successive code vectors differing in only one term in the linear combination,
it is only necessary in the codebook search computation to progressively track the difference [6].

The total energy of a speech frame is encoded with 5 b (Table 83.4). The two gain factors (β and γ
in Fig. 83.3) for each subframe are computed after the excitation codebooks have been searched and
are then transformed to parameters Gs and P0 to be vector quantized. Each mode has its own 5-b gain
VQ codebook. Gs represents the energy of the subframe relative to the total frame energy, and P0

represents the fraction of the subframe energy due to the first excitation source (excitation codebook
1 in mode 0, or the adaptive codebook in the other modes). 

An interpolation bit (Table 83.4) transmitted for each frame specifies to the decoder whether the LP
synthesis filter parameters for each subframe should be obtained from interpolating between the decoded
filter parameters for the current and the previous frames. The encoder determines the value of this bit
according to whether interpolation or no interpolation results in a lower prediction residual energy for the
frame. The postfilter in the decoder operates in concordance with the actual LP parameters used for synthesis.

The speech encoder generates 112 b of encoded data (Table 83.4) for every 20-ms frame of the speech
signal. These bits are processed by the channel encoder to improve, after channel decoding at the receiver,
the uncoded bit-error rate and the detectability of uncorrected errors. Error detection coding in the form
of 3 CRC bits is applied to the most critical 22 data bits. The combined 25 b plus an additional 73 speech
data bits and 6 tail bits are input to an RCPCC encoder (the tail bits serve to bring the channel encoder
and decoder to a fixed terminal state at the end of the payload data stream). The 3 CRC bits are encoded
at rate 1/3 and the other 101 b are encoded at rate 1/2, generating a total of 211 channel coded bits.
These are finally combined with the remaining 17 (uncoded) speech data bits to form a total of 228 b
for the payload data of a speech frame. The payload data from two speech frames are interleaved for
transmission over four timeslots of the GSM TDMA channel.

With the Viterbi algorithm, the channel decoder performs soft decision decoding on the demodulated
and deinterleaved channel data. Uncorrected channel errors may still be present in the decoded speech
data after Viterbi decoding. Thus, the channel decoder classifies each frame into three integrity categories:
bad, unreliable, and reliable, in order to assist the speech decoder in undertaking error concealment
measures. A frame is considered bad if the CRC check fails or if the received channel data is close to
more than one candidate sequence. The latter evaluation is based on applying an adaptive threshold to
the metric values produced by the Viterbi algorithm over the course of decoding the most critical 22
speech data bits and their 3 CRC bits. Frames that are not bad may be classified as unreliable, depending
on the metric values produced by the Viterbi algorithm and on channel reliability information supplied
by the demodulator.
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Depending on the recent history of decoded data integrity, the speech decoder can take various error
concealment measures. The onset of bad frames is concealed by repetition of parameters from previous
reliable frames, whereas the persistence of bad frames results in power attenuation and ultimately muting
of the synthesized speech. Unreliable frames are decoded with normality constraints applied to the energy
of the synthesized speech. 

83.8 Conclusions

The half-rate standards employ some of the latest techniques in speech and channel coding to meet the
challenges posed by the severe transmission environment of digital cellular radio systems. By halving the
bit rate, the voice transmission capacity of existing full-rate digital cellular systems can be doubled.
Although advances are still being made that can address the needs of quarter-rate speech transmission,
much effort is currently devoted to enhancing the speech quality and robustness of full-rate (GSM and
IS-54) systems, aiming to be closer to toll quality. On the other hand, the imminent introduction of
competing wireless systems that use different modulation schemes [e.g., coded division multiple access
(CDMA)] and/or different radio frequencies [e.g., personal communications systems (PCS)] is poised
to alleviate congestion in high-user-density areas.

Defining Terms

Codebook: An ordered collection of all possible values that can be assigned to a scalar or vector variable.
Each unique scalar or vector value in a codebook is called a codeword, or code vector where appropriate.

Codec: A contraction of (en)coder–decoder, used synonymously with the word coder. The encoder and
decoder are often designed and deployed as a pair. A half-rate standard codec performs speech as
well as channel coding.

Echo canceller: A signal processing device that, given the source signal causing the echo signal,
generates an estimate of the echo signal and subtracts the estimate from the signal being interfered
with by the echo signal. The device is usually based on a discrete-time adaptive filter.

Pitch period: The fundamental period of a voiced speech waveform that can be regarded as periodic
over a short-time interval (quasiperiodic). The reciprocal of pitch period is pitch frequency or
simply, pitch.

Tandem coding: Having more than one encoder–decoder pair in an end-to-end transmission path. In
cellular radio communications, having a radio link at each end of the communication path could
subject the speech signal to two passes of speech encoding–decoding. In general, repeated encoding
and decoding increases the distortion.
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84.5 H.263 Error Resilience Tools
Slice Structure Mode (Annex K) • Independent Segment 
Decoding (ISD) (Annex R) • Error Tracking
(Appendix I) • Reference Picture Selection (Annex N)

84.6 Discussion

84.1 Introduction

Recent advances in technology have resulted in a rapid growth in mobile communications. With this
explosive growth, the need for reliable transmission of mixed media information—audio, video, text,
graphics, and speech data—over wireless links is becoming an increasingly important application require-
ment. The bandwidth requirements of raw video data are very high (a 176 ×  144 pixels, color video
sequence requires over 8 Mb/s). Since the amount of bandwidth available on current wireless channels
is limited, the video data has to be compressed before it can be transmitted on the wireless channel. The
techniques used for video compression typically utilize predictive coding schemes to remove redundancy
in the video signal. They also employ variable length coding schemes, such as Huffman codes, to achieve
further compression.

The wireless channel is a noisy fading channel characterized by long bursts of errors [8]. When
compressed video data is transmitted over wireless channels, the effect of channel errors on the video
can be severe. The variable length coding schemes make the compressed bitstream sensitive to channel
errors. As a result, the video decoder that is decoding the corrupted video bitstream can easily lose
synchronization with the encoder. Predictive coding techniques, such as block motion compensation,
which are used in current video compression standards, make the matter worse by quickly propagating
the effects of channel errors across the video sequence and rapidly degrading the video quality. This may
render the video sequence totally unusable.

Error control coding [5], in the form of Forward Error Correction (FEC) and/or Automatic
Repeat reQuest (ARQ), is usually employed on wireless channels to improve the channel conditions.
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FEC techniques prove to be quite effective against random bit errors, but their performance is usually
not adequate against longer duration burst errors. FEC techniques also come with an increased
overhead in terms of the overall bitstream size; hence, some of the coding efficiency gains achieved
by video compression are lost. ARQ techniques typically increase the delay and, therefore, might not
be suitable for real-time videoconferencing. Thus, in practical video communication schemes, error
control coding is typically used only to provide a certain level of error protection to the compressed
video bitstream, and it becomes necessary for the video coder to accept some level of errors in the
video bitstream. Error-resilience tools are introduced in the video codec to handle these residual
errors that remain after error correction.

The emphasis in this chapter is on discussing relevant international standards that are making wireless
video communications possible. We will concentrate on both the error control and source coding aspects
of the problem. In the next section, we give an overview of a wireless video communication system that
is a part of a complete wireless multimedia communication system. The International Telecommunication
Union—Telecommunications Standardization Sector (ITU-T) H.223 [1] standard that describes a method
of providing error protection to the video data before it is transmitted is also described. It should be
noted that the main function of H.223 is to multiplex/demultiplex the audio, video, text, graphics, etc.,
which are typically communicated together in a videoconferencing application—error protection of the
transmitted data becomes a requirement to support this functionality on error-prone channels. In Section
84.3, an overview of error-resilient video coding is given. The specific tools adopted into the International
Standards Organization (ISO)/International Electrotechnical Commission (IEC) Motion Picture Experts
Group (MPEG) v.4 (i.e., MPEG-4) [7] and the ITU-T H.263 [3] video coding standards to improve the
error robustness of the video coder are described in Sections 84.4 and 84.5, respectively.

Table 84.1 provides a listing of some of the standards that are described or referred to in this chapter.

84.2 Wireless Video Communications

Figure 84.1 shows the basic block diagram of a wireless video communication system [10]. Input video
is compressed by the video encoder to generate a compressed bitstream. The transport coder converts
the compressed video bitstream into data units suitable for transmission over wireless channels. Typical
operations carried out in the transport coder include channel coding, framing of data, modulation, and
control operations required for accessing the wireless channel. At the receiver side, the inverse operations
are performed to reconstruct the video signal for display.

In practice, the video communication system is part of a complete multimedia communication system
and needs to interact with other system components to achieve the desired functionality. Hence, it becomes
necessary to understand the other components of a multimedia communication system in order to design
a good video communication system. Figure 84.2 shows the block diagram of a wireless multimedia
terminal based on the ITU-T H.324 set of standards [4]. We use the H.324 standard as an example because
it is the first videoconferencing standard for which mobile extensions were added to facilitate use on
wireless channels. The system components of a multimedia terminal can be grouped into three processing
blocks: (1) audio, video, and data (the word data is used here to mean still images/slides, shared files,
documents, etc.), (2) control, and (3) multiplex-demultiplex blocks.

TABLE 84.1 List of Relevant Standards

ISO/IEC 14496-2 (MPEG-4) Information Technology—Coding of Audio-Visual Objects: Visual
H.263 (Version 1 and Version 2) Video coding for low bitrate communication 
H.261 Video codec for audiovisual services at p X 64 kbit/s
H.223 Multiplexing protocol for low bitrate multimedia communication
H.324 Terminal for low bitrate multimedia communication
H.245 Control protocol for multimedia communication 
G.723.1 Dual rate speech coder for multimedia communication transmitting 

at 5.3 and 6.3 kbit/s
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1. Audio, video, and data processing blocks—These blocks basically produce/consume the multime-
dia information that is communicated. The aggregate bitrate generated by these blocks is restricted
due to limitations of the wireless channel and, therefore, the total rate allowed has to be judiciously
allocated among these blocks. Typically, the video blocks use up the highest percentage of the
aggregate rate, followed by audio and then data. H.324 specifies the use of H.261/H.263 for video
coding and G.723.1 for audio coding.

2. Control block—This block has a wide variety of responsibilities all aimed at setting up and
maintaining a multimedia call. The control block facilitates the set-up of compression methods
and preferred bitrates for audio, video, and data to be used in the multimedia call. It is also
responsible for end-to-network signalling for accessing the network and end-to-end signalling for
reliable operation of the multimedia call. H.245 is the control protocol in the H.324 suite of
standards that specifies the control messages to achieve the above functionality.

FIGURE 84.1 A wireless video communication system.

FIGURE 84.2 Configuration of a wireless multimedia terminal.
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3. Multiplex-Demultiplex (MUX) block—This block multiplexes the resulting audio, video, data,
and control signals into a single stream before transmission on the network. Similarly, the received
bitstream is demultiplexed to obtain the audio, video, data, and control signals, which are then
passed to their respective processing blocks. The MUX block accesses the network through a
suitable network interface. The H.223 standard is the multiplexing scheme used in H.324.

Proper functioning of the MUX is crucial to the operation of the video communication system, as all
the multimedia data/signals flow through it. On wireless channels, transmission errors can lead to a
breakdown of the MUX resulting in, for example, nonvideo data being channeled to the video decoder
or corrupted video data being passed on to the video decoder. Three annexes were specifically added to
H.223 to enable its operation in error-prone environments. Below, we give a more detailed overview of
H.223 and point out the levels of error protection provided by H.223 and its three annexes. It should
also be noted that MPEG-4 does not specify a lower-level MUX like H.223, and thus H.223 can also be
used to transmit MPEG-4 video data.

Recommendation H.223

Video, audio, data, and control information is transmitted in H.324 on distinct logical channels. H.223
determines the way in which the logical channels are mixed into a single bitstream before transmission
over the physical channel (e.g., the wireless channel). The H.223 multiplex consists of two layers—the
multiplex layer and the adaptation layer, as shown in Fig. 84.2. The multiplex layer is responsible for
multiplexing the various logical channels. It transmits the multiplexed stream in the form of packets. The
adaptation layer adapts the information stream provided by the applications above it to the multiplex layer
below it by adding, where appropriate, additional octets for the purposes of error control and sequence
numbering. The type of error control used depends on the type of information (audio/video/data/control)
being conveyed in the stream. The adaptation layer provides error control support in the form of both
FEC and ARQ.

H.223 was initially targeted for use on the benign general switched telephone network (GSTN). Later
on, to enable its use on wireless channels, three annexes (referred to as Levels 1–3, respectively), were
defined to provide improved levels of error protection. The initial specification of H.223 is referred to
as Level 0. Together, Levels 0–3 provide for a trade-off of error robustness against the overhead required,
with Level 0 being the least robust and using the least amount of overhead and Level 3 being the most
robust and also using the most amount of overhead.

1. H.223 Level 0—Default mode. In this mode the transmitted packet sizes are of variable length
and are delimited by an 8-bit HDLC (High-level Data Link Control) flag (01111110). Each packet
consists of a 1-octet header followed by the payload, which consists of a variable number of
information octets. The header octet includes a Multiplex Code (MC) which specifies, by indexing
to a multiplex table, the logical channels to which each octet in the information field belongs. To
prevent emulation of the HDLC flag in the payload, bitstuffing is adopted.

2. H.223 Level 1 (Annex A)—Communication over low error-prone channels. The use of bitstuffing
leads to poor performance in the presence of errors; therefore in Level 1, bitstuffing is not performed.
The other improvement incorporated in Level 1 is the use of a longer 16-bit pseudo-noise synchro-
nization flag to allow for more reliable detection of packet boundaries. The input bitstream is
correlated with the synchronization flag and the output of the correlator is compared with a corre-
lation threshold. Whenever the correlator output is equal to or greater than the threshold, a flag is
detected. Since bitstuffing is not performed, it is possible to have this flag emulated in the payload.
However, the probability of such an emulation is low and is outweighed by the improvement gained
by not using bitstuffing over error-prone channels.

3. H.223 Level 2 (Annex B)—Communication over moderately error-prone channels. When com-
pared to the Level 1 operation, Level 2 increases the protection on the packet header. A Multiplex
Payload Length (MPL) field, which gives the length of the payload in bytes, is introduced into the
header to provide additional redundancy for detecting the length of the video packet. A (24,12,8)
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extended Golay code is used to protect the MC and the MPL fields. Use of error protection in the
header enables robust delineation of packet boundaries. Note that the payload data is not protected
in Level 2.

4. H.223 Level 3 (Annex C)—Communication over highly error-prone channels. Level 3 goes one
step above Level 2 and provides for protection of the payload data. Rate Compatible Punctured
Convolutional (RCPC) codes, various CRC polynomials, and ARQ techniques are used for pro-
tection of the payload data. Level 3 allows for the payload error protection overhead to vary
depending on the channel conditions. RCPC codes are used for achieving this adaptive level of
error protection because RCPC codes use the same channel decoder architecture for all the allowed
levels of error protection, thereby reducing the complexity of the MUX.

84.3 Error Resilient Video Coding

Even after error control and correction, some amount of residual errors still exist in the compressed
bitstream fed to the video decoder in the receiver. Therefore, the video decoder should be robust to these
errors and should provide acceptable video quality even in the presence of some residual errors. In this
section, we first describe a standard video coder configuration that is the basis of many international
standards and also highlight the potential problems that are encountered when compressed video from
these systems is transmitted over wireless channels. We then give an overview of the strategies that can
be adopted to overcome these problems. Most of these strategies are incorporated in the MPEG-4 video
coding standard and the H.263 (Version 2) video coding standard [3]. The original H.263 standard [2]
which was standardized in 1996 for use in H.324 terminals connected to GSTN is referred to as Version 1.
Version 2 of the H.263 standard provides additional improvements and functionalities (which include
error-resilience tools) over the Version 1 standard. We will use H.263 to refer to both Version 1 and
Version 2 standards and a distinction will be made only when required.

A Standard Video Coder

Redundancy exists in video signals in both spatial and temporal dimensions. Video coding techniques
exploit this redundancy to achieve compression. A plethora of video compression techniques have been
proposed in the literature, but a hybrid coding technique consisting of block motion compensation (BMC)
and discrete cosine transforms (DCT) has been found to be very effective in practice. In fact, most of
the current video coding standards such as H.263 and MPEG-4, which provide state-of-the-art compres-
sion performance, are all based on this hybrid coding technique. In this hybrid BMC/DCT coding
technique, BMC is used to exploit temporal redundancy and the DCT is used to reduce spatial redundancy.

Figure 84.3 illustrates a standard hybrid BMC/DCT video coder configuration. Pictures are coded in
either of two modes—interframe (INTER) or intraframe (INTRA) mode. In intraframe coding, the video
image is encoded without any relation to the previous image, whereas in interframe coding, the current
image is predicted from the previous image using BMC, and the difference between the current image
and the predicted image, called the residual image, is encoded. The basic unit of data which is operated
on is called a macroblock (MB) and is the data (both luminance and chrominance components) corre-
sponding to a block of 16 ×  16 pixels. The input image is split into disjoint macroblocks and the processing
is done on a macroblock basis. Motion information, in the form of motion vectors, is calculated for
each macroblock. The motion compensated prediction residual error is then obtained by subtracting
each pixel in the macroblock with its motion shifted counterpart in the previous frame. Depending on
the mode of coding used for the macroblock, either the image macroblock or the corresponding residual
image macroblock is split into blocks of size 8 ×  8 and an 8 ×  8 DCT is applied to each of these 8 ×  8
blocks. The resulting DCT coefficients are then quantized. Depending on the quantization step-size, this
will result in a significant number of zero-valued coefficients. To efficiently encode the DCT coefficients
that remain nonzero after quantization, the DCT coefficients are zig-zag scanned, and run-length encoded
and the run-lengths are variable length encoded before transmission. Since a significant amount of
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correlation exists between the neighboring macroblocks’ motion vectors, the motion vectors are them-
selves predicted from already transmitted motion vectors and the motion vector prediction error is
encoded. The motion vector prediction error and the mode information are also variable length coded
before transmission to achieve efficient compression.

The decoder uses a reverse process to reconstruct the macroblock at the receiver. The variable length
codewords present in the received video bitstream are decoded first. For INTER macroblocks, the pixel
values of the prediction error are reconstructed by inverse quantization and inverse DCT and are then
added to the motion compensated pixels from the previous frame to reconstruct the transmitted mac-
roblock. For INTRA macroblocks, inverse quantization and inverse DCT directly result in the transmitted
macroblock. All macroblocks of a given picture are decoded to reconstruct the whole picture.

Error Resilient Video Decoding

The use of predictive coding and variable length coding (VLC), though very effective from a compression
point of view, makes the video decoding process susceptible to transmission errors. In VLC, the boundary
between codewords is implicit. The compressed bitstream has to be read until a full codeword is encountered;
the codeword is then decoded to obtain the information encoded in the codeword. When there are trans-
mission errors, the implicit nature of the boundary between codewords typically leads to an incorrect
number of bits being used in VLC decoding and, thus, subsequently results in a loss of synchronization
with the encoder. In addition, the use of predictive coding leads to the propagation of these transmission
errors to neighboring spatial blocks and to subsequently decoded frames, which leads to a rapid degra-
dation in the reconstructed video quality.

To minimize the disastrous impact that transmission errors can have on the video decoding process,
the following stages are incorporated in the video decoder to make it more robust:

• Error detection and localization

• Resynchronization

• Data recovery

• Error concealment

Figure 84.4 shows an error resilient video decoder configuration. The first step involved in robust
video coding is the detection of errors in the bitstream. The presence of errors in the bitstream can be
signaled by the FEC used in the multiplex layer. The video coder can also detect errors whenever illegal
VLC codewords are encountered in the bitstream or when the decoding of VLC codewords leads to an
illegal value of the decoded information (e.g., occurrence of more than 64 DCT coefficients for an 8 ×
8 DCT block). Accurate detection of errors in the bitstream is a very important step, since most of the
other error resilience techniques can only be invoked if an error is detected.

FIGURE 84.3 A standard video coder.
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Due to the use of VLC, the location in the bitstream where the decoder detects an error is not the
same location where the error has actually occurred but some undetermined distance away from it. This
is shown in Fig. 84.5. Once an error is detected, it also implies that the decoder is not in synchronization
with the encoder. Resynchronization schemes are then employed for the decoder to fall back into lock
step with the encoder. While constructing the bitstream, the encoder inserts unique resynchronization
words into the bitstream at approximately equally spaced intervals. These resynchronization words are
chosen such that they are unique from the valid video bitstream. That is, no valid combination of the
video algorithm’s VLC tables can produce these words. The decoder, upon detection of an error, seeks
forward in the bitstream looking for this known resynchronization word. Once this word is found, the
decoder then falls back in synchronization with the encoder. At this point, the decoder has detected an
error, regained synchronization with the encoder, and isolated the error to be between the two resyn-
chronization points. Since the decoder can only isolate the error to be somewhere between the resyn-
chronization points but not pinpoint its exact location, all of the data that corresponds to the macroblocks
between these two resynchronization points needs to be discarded. Otherwise, the effects of displaying
an image reconstructed from erroneous data can cause highly annoying visual artifacts.

Some data recovery techniques, such as “reversible decoding,” enable the decoder to salvage some of
the data between the two resynchronization points. These techniques advocate the use of a special kind
of VLC table at the encoder in coding the DCTs and motion vector information. These special VLCs have
the property that they can be decoded both in the forward and reverse directions. By comparing the

FIGURE 84.4 Error resilient video decoder.

FIGURE 84.5 At the decoder, it is usually not possible to detect the error at the actual error occurrence location;
hence, all the data between the two resynchronization points may need to be discarded.
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forward and reverse decoded data, the exact location of the error in the bit stream can be localized more
precisely and some of the data between the two resynchronization points can be salvaged. The use of
these reversible VLCs (RVLCs) is part of the MPEG-4 standard and will be described in greater detail in
the following sections.

After data recovery, the impact of the data that is deemed to be in error needs to be minimized. This
is the error concealment stage. One simple error concealment strategy is to simply replace the luminance
and chrominance components of the erroneous macroblocks with the luminance and chrominance of
the corresponding macroblocks in the previous frame of the video sequence. While this technique works
fairly well and is simple to implement, more complex techniques use some type of estimation strategies
to exploit the local correlation that exists within a frame of video data to come up with a better estimate
of the missing or erroneous data. These error concealment strategies are essentially postprocessing algo-
rithms and are not mandated by the video coding standards. Different implementations of the wireless
video systems utilize different kinds of error concealment strategies based on the available computational
power and the quality of the channel.

If there is support for a decoder feedback path to the encoder as shown in Fig. 84.3, this path can be
used to signal detected errors. The feedback information from the decoder can be used to retransmit
data or to influence future encoder action so as to stop the propagation of detected errors in the decoder.
Note that for the feedback to take place, the network must support a back channel.

Classification of Error-Resilience Techniques

In general, techniques to improve the robustness of the video coder can be classified into three categories
based on whether the encoder or the decoder plays a primary part in improving the error robustness
[10]. Forward error resilience techniques refer to those techniques where the encoder plays the primary
part in improving the error robustness, typically by introducing redundancy in the transmitted infor-
mation. In postprocessing techniques, the decoder plays the primary part and does concealment of errors
by estimation and interpolation (e.g., spatial-temporal filtering) using information it has already received.
In interactive error resilience techniques, the decoder and the encoder interact to improve the error
resilience of the video coder. Techniques that use decoder feedback come under this category.

84.4 MPEG-4 Error Resilience Tools

MPEG-4 is an ISO/IEC standard being developed by the Motion Pictures Expert Group. Initially MPEG
was aimed primarily at low-bit-rate communications; however, its scope was later expanded to be much
more of a multimedia coding standard [7]. The MPEG-4 video coding standard is the first video coding
standard to address the problem of efficient representation of visual objects of arbitrary shape. MPEG-4
was also designed to provide “universal accessibility,” i.e., the ability to access audio-visual information
over a wide range of storage and transmission media. In particular, because of the proliferation of wireless
communications, this implied development of specific tools to enable error-resilient transmission of
compressed data over noisy communication channels.

A number of tools have been incorporated into the MPEG-4 video coder to make it more error resilient.
All these tools are basically forward error resilience tools. We describe below each of these tools and its
advantages.

Resynchronization

As mentioned earlier, a video decoder that is decoding a corrupted bitstream may lose synchronization
with the encoder (i.e., it is unable to identify the precise location in the image where the current data
belongs). If remedial measures are not taken, the quality of the decoded video rapidly degrades and
becomes unusable. One approach is for the encoder to introduce resynchronization markers in the bit-
stream at various locations. When the decoder detects an error, it can then look for this resynchronization
marker and regain synchronization.
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Previous video coding standards such as H.261 and H.263 (Version 1) logically partition each of the
images to be encoded into rows of macroblocks called Group Of Blocks (GOBs). These GOBs correspond
to a horizontal row of macroblocks for QCIF images. Figure 84.6 shows the GOB numbering scheme for
H.263 (Version 1) for QCIF resolution. For error resilience purposes, H.263 (Version 1) provides the encoder
an option of inserting resynchronization markers at the beginning of each of the GOBs. Hence, for QCIF
images these resynchronization markers are allowed to occur only at the left edge of the images. The smallest
region that the error can be isolated to and concealed in this case is thus one row of macroblocks.

In contrast, the MPEG-4 encoder is not restricted to inserting the resynchronization markers only at
the beginning of each row of macroblocks. The encoder has the option of dividing the image into video
packets. Each video packet is made up of an integer number of consecutive macroblocks in raster scan
order. These macroblocks can span several rows of macroblocks in the image and can even include partial
rows of macroblocks. One suggested mode of operation for the MPEG-4 encoder is for it to insert a resyn-
chronization marker periodically at approximately every K bits. Note that resynchronization markers can
only be placed at a macroblock boundary and, hence, the video packet length cannot be constrained to
be exactly equal to K bits. When there is a significant activity in one part of the image, the macroblocks
corresponding to these areas generate more bits than other parts of the image. If the MPEG-4 encoder
inserts the resynchronization markers at uniformly spaced bit intervals, the macroblock interval between
the resynchronization markers is a lot closer in the high activity areas and a lot farther apart in the low
activity areas. Thus, in the presence of a short burst of errors, the decoder can quickly localize the error
to within a few macroblocks in the important high activity areas of the image and preserve the image
quality in these important areas. In the case of H.263 (Version 1), where the resynchronization markers
are restricted to be at the beginning of the GOBs, it is only possible for the decoder to isolate the errors
to a fixed GOB independent of the image content. Hence, effective coverage of the resynchronization
marker is reduced when compared to the MPEG-4 scheme. The recommended spacing of the resynchro-
nization markers in MPEG-4 is based on the bitrates. For 24 Kb/s, it is recommended to insert them at
intervals of 480 bits and for bitrates between 25 Kb/s to 48 Kb/s, it is recommended to place them at
every 736 bits. Figures 84.7(a) and (b) illustrate the placement of resynchronization markers for H.263
(Version 1) and MPEG-4.

Note that in addition to inserting the resynchronization markers at the beginning of each video
packet, the encoder also needs to remove all data dependencies that exist between the data belonging
to two different video packets within the same image. This is required so that even if one of the video
packets in the current image is corrupted due to errors, the other packets can be decoded and utilized
by the decoder. In order to remove these data dependencies, the encoder inserts two additional fields
in addition to the resynchronization marker at the beginning of each video packet, as shown in Fig. 84.8.
These are (1) the absolute macroblock number of the first macroblock in the video packet, Mb. No.,

FIGURE 84.6 H.263 GOB numbering for a QCIF image.
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(which indicates the spatial location of the macroblock in the current image), and (2) the quantization
parameter, QP, which denotes the initial quantization parameter used to quantize the DCT coefficients
in the video packet. The encoder also modifies the predictive encoding method used for coding the motion
vectors such that there are no predictions across the video packet boundaries. Also shown in Fig. 84.8 is
a third field, labeled HEC. Its use is discussed in a later section.

Data Partitioning

Data partitioning in MPEG-4 provides enhanced error localization and error concealment capabilities.
The data partitioning mode partitions the data within a video packet into a motion part and a texture
part (DCT coefficients) separated by a unique Motion Marker (MM), as shown in Fig. 84.9. All the
syntactic elements of the video packet that have motion-related information are placed in the motion
partition and all the remaining syntactic elements that relate to the DCT data are placed in the texture
partition. If the texture information is lost, data partitioning enables the salvation of motion information,
which can then be used to conceal the errors in a more effective manner.

The motion marker is computed from the motion VLC tables using a search program such that it is
Hamming distance 1 from any possible valid combination of the motion VLC tables [9]. The motion
marker is uniquely decodable from the motion VLC tables, and it indicates to the decoder the end of the
motion information and the beginning of the DCT information. The number of macroblocks in the
video packet is implicitly known after encountering the motion marker. Note that the motion marker is
only computed once based on the VLC tables and is fixed in the standard. Based on the VLC tables in
MEPG-4, the motion marker is a 17-bit word whose value is 1 1111 0000 0000 0001.

Reversible Variable Length Codes (RVLCs)

As was shown in Fig. 84.5, if the decoder detects an error during the decoding of VLC codewords, it
loses synchronization and hence typically has to discard all the data up to the next resynchronization
point. RVLCs are designed such that they can be instantaneously decoded both in the forward and the
backward direction. When the decoder detects an error while decoding the bitstream in the forward

FIGURE 84.7 Position of resynchronization markers in the bitstream for (a) H.263 (Version 1) encoder with GOB
headers and for (b) an MPEG-4 encoder with video packets.

FIGURE 84.8 An MPEG-4 video packet.

FIGURE 84.9 A data partitioned MPEG-4 video packet.
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direction, it jumps to the next resynchronization marker and decodes the bitstream in the backward
direction until it encounters an error. Based on the two error locations, the decoder can recover some
of the data that would have otherwise been discarded. This is shown in Fig. 84.10, which shows only the
texture part of the video packet—only data in the shaded area is discarded. Note that if RVLCs were not
used, all the data in the texture part of the video packet would have to be discarded. RVLCs thus enable
the decoder to better isolate the error location in the bitstream.

Figure 84.11 shows the comparison of performance of resynchronization, data partitioning, and RVLC
techniques for 24 Kb/s QCIF video data. The experiments involved transmission of three video sequences,
each of duration 10 s, over a bursty channel simulated by a 2-state Gilbert model [6]. The burst duration
on the channel is 1 ms and the burst occurrence probability is 10-2. Figure 84.11, which plots the average
peak signal-to-noise ratios of the received video frames, shows that data partitioning and RVLC provide
improved performance when compared to using only resynchronization markers.

Header Extension Code (HEC)

Some of the most important information that the decoder needs in order to decode the video bitstream
is in the video frame header data. This data includes information about the spatial dimensions of the
video data, the time stamps associated with the decoding and the presentation of this video data, and
the type of the current frame (INTER/INTRA). If some of this information is corrupted due to channel
errors, the decoder has no other recourse but to discard all the information belonging to the current

FIGURE 84.10 Use of reversible variable length codes.

FIGURE 84.11 Performance comparison of resynchronization, data partitioning, and RVLC over a bursty channel
simulated by a 2-state Gilbert model. Burst durations are 1 ms long and the probability of occurrence of a burst is
10-2. Legend: RM—resynchronization marker; DP—data partitioning; RVLC—reversible variable length codes.
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video frame. In order to reduce the sensitivity of this data, a technique called Header Extension Code
(HEC) was introduced into the MPEG-4 standard. In each video packet, a 1-bit field called HEC is
present. The location of HEC in the video packet is shown in Fig. 84.8. For each video packet, when
HEC is set, the important header information that describes the video frame is repeated in the bits
following the HEC. This information can be used to verify and correct the header information of the
video frame. The use of HEC significantly reduces the number of discarded video frames and helps
achieve a higher overall decoded video quality.

Adaptive Intra Refresh (AIR)

Whenever an INTRA macroblock is received, it basically stops the temporal propagation of errors at its
corresponding spatial location. The procedure of forcefully encoding some macroblocks in a frame in
INTRA mode to flush out possible errors is called INTRA refreshing. INTRA refresh is very effective in
stopping the propagation of errors, but it comes at the cost of a large overhead. Coding a macroblock
in INTRA mode typically requires many more bits when compared to coding the macroblock in INTER
mode. Hence, the INTRA refresh technique has to be used judiciously.

For areas with low motion, simple error concealment by just copying the previous frame’s macroblocks
works quite effectively. For macroblocks with high motion, error concealment becomes very difficult.
Since the high motion areas are perceptually the most significant, any persistent error in the high motion
area becomes very noticeable. The AIR technique of MPEG-4 makes use of the above facts and INTRA
refreshes the motion areas more frequently, thereby allowing the corrupted high motion areas to recover
quickly from errors.

Depending on the bitrate, the AIR approach only encodes a fixed and predetermined number of
macroblocks in a frame in INTRA mode (the exact number is not standardized by MPEG-4). This fixed
number might not be enough to cover all the macroblocks in the motion area; hence, the AIR technique
keeps track of the macroblocks that have been refreshed (using a “refresh map”) and in subsequent frames
refreshes any macroblocks in the motion areas that might have been left out.

84.5 H.263 Error Resilience Tools

In this section, we discuss four error resilience techniques which are part of the H.263 standard—slice
structure mode and independent segment decoding, which are forward error resilience features, and error
tracking and reference picture selection, which are interactive error resilience techniques. Error tracking was
introduced in H.263 (Version 1) as an appendix, whereas the remaining three techniques were introduced
in H.263 (Version 2) as annexes.

Slice Structure Mode (Annex K)

The slice structured mode of H.263 is similar to the video packet approach of MPEG-4 with a slice
denoting a video packet. The basic functionality of a slice is the same as that of a video packet—providing
periodic resynchronization points throughout the bistream. The structure of a slice is shown in Fig. 84.12.
Like an MPEG-4 video packet, the slice consists of a header followed by the macroblock data. The SSC
is the slice start code and is identical to the resynchronization marker of MPEG-4. The MBA field, which

FIGURE 84.12 Structure of a slice in H.263/Annex K.
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denotes the starting macroblock number in the slice, and the SQUANT field, which is the quantizer scale
coded nonpredictively, allow for the slice to be coded independently.

The slice structured mode also contains two submodes which can be used to provide additional func-
tionality. The submodes are 

• Rectangular slice submode (RSS)—This allows for rectangular shaped slices. The rectangular
region contained in the slice is specified by SWI+1 (See Fig. 84.12 for the location of the SWI field
in the slice header), which gives the width of the rectangular region, and MBA, which specifies
the upper left macroblock of the slice. Note that the height of the rectangular region gets specified
by the number of macroblocks contained in the slice. This mode can be used, for example, to
subdivide images into rectangular regions of interest for region-based coding.

• Arbitrary slice submode (ASO)—The default order of transmission of slices is such that the MBA
field is strictly increasing from one slice to the next transmitted slice. When ASO is used, the slices
may appear in any order within the bitstream. This mode is useful when the wireless network
supports prioritization of slices which might result in out-of-order arrival of video slices at the
decoder.

Independent Segment Decoding (ISD) (Annex R)

Even though the slice structured mode eliminates decoding dependency between neighboring slices,
errors in slices can spatially propagate to neighboring slices in subsequent frames due to motion com-
pensation. This happens because motion vectors in a slice can point to macroblocks of neighboring slices
in the reference picture. Independent segment decoding eliminates this from happening by restricting
the motion vectors within a predefined segment of the picture from pointing to other segments in the
picture, thereby helping to contain the error to be within the erroneous segment. This improvement in
the localization of errors, however, comes at a cost of a loss of coding efficiency. Because of this restriction
on the motion vectors, the motion compensation is not as effective, and the residual error images use
more bits.

For ease of implementation, the ISD mode puts restrictions on segment shapes and on the changes
of segment shapes from picture to picture. The ISD mode cannot be used with the slice structured mode
(Annex K) unless the rectangular slice submode of Annex K is active. This prevents the need for treating
awkward shapes of slices that can otherwise arise when Annex K is not used with rectangular slice
submode. The segment shapes are not allowed to change from picture to picture unless an INTRA frame
is being coded.

Error Tracking (Appendix I)

The error tracking approach is an INTRA refresh technique but uses decoder feedback of errors to decide
which macroblocks in the current image to code in INTRA mode to prevent the propagation of these
errors. When there are no errors on the channel, normal coding (which usually results in the bit-efficient
INTER mode being selected most of the time) is used. The use of decoder feedback allows the system to
adapt to varying channel conditions and minimizes the use of forced INTRA updates to situations when
there are channel errors.

Because of the time delay involved in the decoder feedback, the encoder has to track the propagation
of an error from its original occurrence to the current frame to decide which macroblocks should be
INTRA coded in the current frame. A low complexity algorithm was proposed in Appendix I of H.263
to track the propagation of errors. However, it should be noted that the use of this technique is not
mandated by H.263. Also, H.263 itself does not standardize the mechanism by which the decoder feedback
of error can be sent. Typically, H.245 control messages are used to signal the decoder feedback for error
tracking purposes.
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Reference Picture Selection (Annex N)

The Reference Picture Selection (RPS) mode of H.263 also relies on decoder feedback to efficiently stop
the propagation of errors. The back channel used in RPS mode can be a separate logical channel (e.g.,
by using H.245), or if two-way communication is taking place, the back channel messages can be sent
multiplexed with the encoded video data. In the presence of errors, the RPS mode allows the encoder to
be instructed to select one of the several previously correctly received and decoded frames as the reference
picture for motion compensation of the current frame being encoded. This effectively stops the propa-
gation of error. Note that the use of RPS requires the use of multiple frame buffers at both the encoder
and the decoder to store previously decoded frames. Hence, the improvement in performance in the RPS
mode has come at the cost of increased memory requirements.

84.6 Discussion

In this chapter we presented a broad overview of the various techniques that enable wireless video trans-
mission. Due to the enormous amount of bandwidth required, video data is typically compressed before
being transmitted, but the errors introduced by the wireless channels have a severe impact on the compressed
video information. Hence, special techniques need to be employed to enable robust video transmission.
International standards play a very important role in communications applications. The two current stan-
dards that are most relevant to video applications are ISO MPEG-4 and ITU H.263. In this chapter,
we detailed these two standards and explained the error resilient tools that are part of these standards
to enable robust video communication over wireless channels. A tutorial overview of these tools has
been presented and the performance of these tools has been described.

There are, however, a number of other methods that further improve the performance of a wireless
video codec that the standards do not specify. If the encoder and decoder are aware of the limitations
imposed by the communication channel, they can further improve the video quality by using these
methods. These methods include encoding techniques such as rate control to optimize the allocation of
the effective channel bit rate between various parts of video to be transmitted and intelligent decisions
on when and where to place INTRA refresh macroblocks to limit the error propagation. Decoding
methods such as superior error concealment strategies that further conceal the effects of erroneous
macroblocks by estimating them from correctly decoded macroblocks in the spatiotemporal neighbor-
hood can also significantly improve the effective video quality.

This chapter has mainly focused on the error resilience aspects of the video layer. There are a number
of error detection and correction strategies, such as Forward Error Correction (FEC), that can further
improve the reliability of the transmitted video data. These FEC codes are typically provided in the
systems layer and the underlying network layer. If the video transmission system has the ability to monitor
the dynamic error characteristics of the communication channel, joint source-channel coding techniques
can also be effectively employed. These techniques enable the wireless communication system to perform
optimal trade-offs in allocating the available bits between the source coder (video) and the channel coder
(FEC) to achieve superior performance.

Current video compression standards also support layered coding methods. In this approach, the
compressed video information can be separated into multiple layers. The base layer, when decoded,
provides a certain degree of video quality and the enhancement layer, when received and decoded, then
adds to the base layer to further improve the video quality. In wireless channels, these base and enhance-
ment layers give a natural method of partitioning the video data into more important and less important
layers. The base layer can be protected by a stronger level of error protection (higher overhead channel
coder) and the enhancement layer by a lesser strength coder. Using this Unequal Error Protection (UEP)
scheme, the communication system is assured of a certain degree of performance most of the time through
the base layer, and when the channel is not as error prone and the decoder receives the enhancement
layer, this scheme provides improved quality.

Given all these advances in video coding technology, coupled with the technological advances in pro-
cessor technology, memory devices, and communication systems, wireless video communications is fast
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becoming a very compelling application. With the advent of higher bandwidth third generation wireless
communication systems, it will be possible to transmit compressed video in many wireless applications,
including mobile videophones, videoconferencing systems, PDAs, security and surveillance applications,
mobile Internet terminals, and other multimedia devices.

Defining Terms

Automatic Repeat reQuest (ARQ): An error control system in which notification of erroneously
received messages is sent to the transmitter which then simply retransmits the message. The use
of ARQ requires a feedback channel and the receiver must perform error detection on received
messages. Redundancy is added to the message before transmission to enable error detection at
the receiver.

Block motion compensation (BMC): Motion compensated prediction that is done on a block basis;
that is, blocks of pixels are assumed to be displaced spatially in a uniform manner from one frame
to another.

Forward Error Correction: Introduction of redundancy in data to allow for correction of errors without
retransmission.

Luminance and chrominance: Luminance is the brightness information in a video image, whereas
chrominance is the corresponding color information.

Motion vectors: Specifies the spatial displacement of a block of pixels from one frame to another.
QCIF: Quarter Common Intermediate Format (QCIF) is a standard picture format that defines the

image dimensions to be 176 ×  144 (pixels per line ×  lines per picture) for luminance and 88 ×  72
for chrominance.
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Further Information

A broader overview of wireless video can be found in the special issue of IEEE Communications Magazine,
June 1998. Wang and Zhu [10] provide an exhaustive review of error concealment techniques for video
communications. More details on MPEG-4 and ongoing Version 2 activities in MPEG-4 can be found
©2002 CRC Press LLC



 

       
on the web page http://drogo.cselt.it/mpeg/standards/mpeg-4/mpeg-4.htm. H.263 (Version 2) activities
are tracked on the web page http://www.ece.ubc.ca/spmg/research/motion/h263plus/. Most of the ITU-T
recommendations can be obtained from the web site http://www.itu.org. The special issue of IEEE
Communications Magazine, December 1996, includes articles on H.324 and H.263.

Current research relevant to wireless video communications is reported in a number of journals
including IEEE Transactions on Circuits and Systems for Video Technology, IEEE Transactions on Image
Processing, IEEE Transactions on Vehicular Technology, Signal Processing: Image Communication. The IEEE
Communications Magazine regularly reports review articles relevant to wireless video communications.
Conferences of interest include the IEEE International Conference on Image Processing (ICIP), IEEE
Vehicular Technology Conference (VTC), and IEEE International Conference on Communications (ICC).
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85.1 Introduction

A proliferation of high-performance portable computers combined with end-user need for communi-
cation is fueling a dramatic growth in wireless local area network (LAN) technology. Users expect to
have the ability to operate their portable computer globally while remaining connected to communica-
tions networks and service providers. Wireless LANs and cellular networks, connected to high-speed
networks, are being developed to provide this functionality.

Before delving deeper into issues relating to the design of wireless LANs, it is instructive to consider
some scenarios of user mobility. 

1. A simple model of user mobility is one where a computer is physically moved while retaining
network connectivity at either end. For example, a move from one room to another as in a hospital
where the computer is a hand-held device displaying patient charts and the nurse using the
computer moves between wards or floors while accessing patient information.

2. Another model situation is where a group of people (at a conference, for instance) set up an
ad-hoc LAN to share information as in Fig. 85.1.

3. A more complex model is one where several computers in constant communication are in motion
and continue to be networked. For example, consider the problem of having robots in space collab-
orating to retrieve a satellite.

A great deal of research has focused on dealing with physical layer and medium access control (MAC)
layer protocols. In this chapter we first summarize standardization efforts in these areas. The remainder
of the chapter is then devoted to a discussion of networking issues involved in wireless LAN design. Some
of the issues discussed include routing in wireless LANs (i.e., how does data find its destination when
the destination is mobile?) and the problem of providing service guarantees to end users (e.g., error-free
data transmission or bounded delay and bounded bandwidth service, etc.).

Suresh Singh
Portland State University
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85.2 Physical Layer Design

Two media are used for transmission over wireless LANs, infrared and radio frequency. RF LANs are
typically implemented in the industrial, scientific, and medical (ISM) frequency bands 902–928 MHz,
2400–2483.5 MHz, and 5725–5850 MHz. These frequencies do not require a license allowing the LAN
product to be portable, i.e., a LAN can be moved without having to worry about licensing.

IR and RF technologies have different design constraints. IR receiver design is simple (and thus
inexpensive) in comparison to RF receiver design because IR receivers only detect the amplitude of the
signal not the frequency or phase. Thus, a minimal of filtering is required to reject interference. Unfor-
tunately, however, IR shares the electromagnetic spectrum with the sun and incandescent or fluorescent
light. These sources of modulated infrared energy reduce the signal-to-noise ratio of IR signals and, if
present in extreme intensity, can make the IR LANs inoperable.  There are two approaches to building
IR LANs.

1. The transmitted signal can be focused and aimed. In this case the IR system can be used outdoors
and has an area of coverage of a few kilometers.

2. The transmitted signal can be bounced off the ceiling or radiated omnidirectionally. In either case,
the range of the IR source is 10–20 m (i.e., the size of one medium-sized room). 

RF systems face harsher design constraints in comparison to IR systems for several reasons. The
increased demand for RF products has resulted in tight regulatory constraints on the allocation and use
of allocated bands. In the U.S., for example, it is necessary to implement spectrum spreading for operation
in the ISM bands. Another design constraint is the requirement to confine the emitted spectrum to a
band, necessitating amplification at higher carrier frequencies, frequency conversion using precision
local oscillators, and selective components. RF systems must also cope with environmental noise that is
either naturally occurring, for example, atmospheric noise or man-made, for example, microwave ovens,
copiers, laser printers, or other heavy electrical machinery. RF LANs operating in the ISM frequency
ranges also suffer interference from amateur radio operators.

Operating LANs indoors introduces additional problems caused by multipath propagation, Rayleigh
fading, and absorption. Many materials used in building construction are opaque to IR radiation
resulting in incomplete coverage within rooms (the coverage depends on obstacles within the room that
block IR) and almost no coverage outside closed rooms. Some materials, such as white plasterboard,
can also cause reflection of IR signals. RF is relatively immune to absorption and reflection problems.
Multipath propagation affects both IR and RF signals. The technique to alleviate the effects of multipath
propagation in both types of systems is the same use of aimed (directional) systems for transmission
enabling the receiver to reject signals based on their angle of incidence.  Another technique that may be
used in RF systems is to use multiple antennas. The phase difference between different paths can be
used to discriminate between them.

Rayleigh fading is a problem in RF systems. Recall that Rayleigh fading occurs when the difference in
path length of the same signal arriving along different paths is a multiple of half a wavelength. This causes
the signal to be almost completely canceled out at the receiver. Because the wavelengths used in IR are
so small, the effect of Rayleigh fading is not noticeable in those systems. RF systems, on the other hand,

FIGURE 85.1 Ad-hoc wireless LAN.
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use wavelengths of the order of the dimension of a laptop. Thus, moving the computer a small distance
could increase/decrease the fade significantly.

Spread spectrum transmission technology is used for RF-based LANs and it comes in two varieties:
direct-sequence spread spectrum (DSSS) and frequency-hopping spread spectrum (FHSS). In a FHSS
system, the available band is split into several channels. The transmitter transmits on one channel for a
fixed time and then hops to another channel. The receiver is synchronized with the transmitter and hops
in the same sequence; see Fig. 85.2(a). In DSSS systems, a random binary string is used to modulate the
transmitted signal. The relative rate between this sequence and user data is typically between 10 and 100;
see Fig. 85.2(b).

The key requirements of any transmission technology is its robustness to noise. In this respect DSSS
and FHSS show some differences. There are two possible sources of interference for wireless LANs: the
presence of other wireless LANs in the same geographical area (i.e., in the same building, etc.) and
interference due to other users of the ISM frequencies. In the latter case, FHSS systems have a greater
ability to avoid interference because the hopping sequence could be designed to prevent potential inter-
ference. DSSS systems, on the other hand, do exhibit an ability to recover from interference because of
the use of the spreading factor [Fig. 85.2(b)]. 

It is likely that in many situations several wireless LANs may be collocated. Since all wireless LANs
use the same ISM frequencies, there is a potential for a great deal of interference.  To avoid interference in
FHSS systems, it is necessary to ensure that the hopping sequences are orthogonal. To avoid interference
in DSSS systems, on the other hand, it is necessary to allocate different channels to each wireless LAN.
The ability to avoid interference in DSSS systems is, thus, more limited in comparison to FHSS systems
because FHSS systems use very narrow subchannels (1 MHz) in comparison to DSSS systems that use
wider subchannels (for example, 25 MHz), thus, limiting the number of wireless LANs that can be
collocated. A summary of design issues can be found in [1].

85.3 MAC Layer Protocols

MAC protocol design for wireless LANs poses new challenges because of the in-building operating
environment for these systems. Unlike wired LANs (such as the ethernet or token ring), wireless LANs
operate in strong multipath fading channels where channel characteristics can change in very short dis-
tances resulting in unreliable communication and unfair channel access due to capture. Another feature
of the wireless LAN environment is that carrier sensing takes a long time in comparison to wired LANs;
it typically takes between 30 and 50 µs (see [4]), which is a significant portion of the packet transmission
time. This results in inefficiencies if the CSMA family of protocols is used without any modifications.

FIGURE 85.2 Spread spectrum.
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Other differences arise because of the mobility of users in wireless LAN environments. To provide a
building  (or any other region) with wireless LAN coverage, the region to be covered is divided into cells as
shown in Fig. 85.3. Each cell is one wireless LAN, and adjacent cells use different frequencies to minimize
interference. Within each cell there is an access point called a mobile support station (MSS) or base station
that is connected to some wired network. The mobile users are called mobile hosts (MH). The MSS
performs the functions of channel allocation and providing connectivity to existing wired networks; see
Fig. 85.4. Two problems arise in this type of an architecture that are not present in wired LANs.

1. The number of nodes within a cell changes dynamically as users move between cells. How can
the channel access protocol dynamically adapt to such changes efficiently?

2. When a user moves between cells, the user has to make its presence known to the other nodes in
the cell. How can this be done without using up too much bandwidth? The protocol used to solve
this problem is called a handoff protocol and works along the following lines: A switching station
(or the MSS nodes working together, in concert) collects signal strength information for each
mobile host within each cell. Note that if a mobile host is near a cell boundary, the MSS node in
its current cell as well as in the neighboring cell can hear its transmissions and determine signal
strengths. If the mobile host is currently under the coverage of MSS M1 but its signal strength at
MSS M2 becomes larger, the switching station initiates a handoff whereby the MH is considered
as part of M2’s cell (or network). 

The mode of communication in wireless LANs can be broken in two: communication from the
mobile to the MSS (called uplink communication) and communication in the reverse direction (called
downlink communication). It is estimated that downlink communication accounts for about 70–80%
of the total consumed bandwidth. This is easy to see because most of the time users request files or
data in other forms (image data, etc.) that consume much more transmission bandwidth than the

FIGURE 85.3 Cellular structure for wireless LANs (note frequency reuse). 

FIGURE 85.4 In-building LAN (made up of several wireless LANs).
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requests themselves. In order to make efficient use of bandwidth (and, in addition, guarantee service
requirements for real-time data), most researchers have proposed that the downlink channel be con-
trolled entirely by the MSS nodes. These nodes allocate the channel to different mobile users based
on their current requirements using a protocol such as time division multiple access (TDMA). What
about uplink traffic? This is a more complicated problem because the set of users within a cell is
dynamic, thus making it infeasible to have a static channel allocation for the uplink.  This problem is
the main focus of MAC protocol design.

What are some of the design requirements of an appropriate MAC protocol? The IEEE 802.11 recom-
mended standard for wireless LANs has identified almost 20 such requirements, some of which are
discussed here (the reader is referred to [3], for further details). Clearly any protocol must maximize
throughput while minimizing delays and providing fair access to all users. In addition to these require-
ments, however, mobility introduces several new requirements.

1. The MAC protocol must be independent of the underlying physical layer transmission technology
adopted (be it DSSS, FHSS or IR).

2. The maximum number of users can be as high as a few hundred in a wireless LAN. The MAC pro-
tocol must be able to handle many users without exhibiting catastrophic degradation of service.

3. The MAC protocols must provide secure transmissions because the wireless medium is easy to tap.
4. The MAC protocol needs to work correctly in the presence of collocated networks.
5. It must have the ability to support ad-hoc networking (as in Fig. 85.1).
6. Other requirements include the need to support priority traffic, preservation of packet order, and

an ability to support multicast.

Several contention-based protocols currently exist that could be adapted for use in wireless LANs. The
protocols currently being looked at by IEEE 802.11 include protocols based on carrier sense multiple
access (CSMA),  polling, and TDMA. Protocols based on code division multiple access (CDMA) and
frequency division multiple access (FDMA) are not considered because the processing gains obtained
using these protocols are minimal while, simultaneously, resulting in a loss of flexibility for wireless LANs.

It is important to highlight an important difference between networking requirements of ad-hoc
networks (as in Fig. 85.1) and networks based on cellular structure. In cellular networks, all communi-
cation occurs between the mobile hosts and the MSS (or base station) within that cell.  Thus, the MSS can
allocate channel bandwidth according to requirements of different nodes, i.e., we can use centralized
channel scheduling for efficient use of bandwidth. In ad-hoc networks there is no such central scheduler
available. Thus, any multiaccess protocol will be contention based with little explicit scheduling. In the
remainder of this section we focus on protocols for cell-based wireless LANs only.

All multiaccess protocols for cell-based wireless LANs have a similar structure; see [3].

1. The MSS announces (explicitly or implicitly) that nodes with data to send may contend for the
channel.

2. Nodes interested in sending data contend for the channel using protocols such as CSMA.
3. The MSS allocates the channel to successful nodes.
4. Nodes transmit packets (contention-free transmission).
5. MSS sends an explicit acknowledgment (ACK) for packets received.

Based on this model we present three MAC protocols.

Reservation-TDMA (R-TDMA)

This approach is a combination of TDMA and some contention protocol (see PRMA in [7]). The MSS
divides the channel into slots (as in TDMA), which are grouped into frames. When a node wants to
transmit it needs to reserve a slot that it can use in every consecutive frame as long as it has data to
transmit. When it has completed transmission, other nodes with data to transmit may contend for that
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free slot. There are four steps to the functioning of this protocol.

a. At the end of each frame the MSS transmits a feedback packet that informs nodes of the current
reservation of slots (and also which slots are free). This corresponds to steps 1 and 3 from the
preceding list.

b. During a frame, all nodes wishing to acquire a slot transmit with a probability ρ during a free
slot. If a node is successful it is so informed by the next feedback packet. If more than one node
transmits during a free slot, there is a collision and the nodes try again during the next frame.
This corresponds to step 2.

c. A node with a reserved slot transmits data during its slot. This is the contention-free transmission
(step 4).

d. The MSS sends ACKs for all data packets received correctly. This is step 5.

The R-TDMA protocol exhibits several nice properties. First and foremost, it makes very efficient use of
the bandwidth, and average latency is half the frame size. Another big benefit is the ability to implement
power conserving measures in the portable computer. Since each node knows when to transmit (nodes
transmit during their reserved slot only) it can move into a power-saving mode for a fixed amount of
time, thus increasing battery life. This feature is generally not available in CSMA-based protocols.
Furthermore, it is easy to implement priorities because of the centralized control of scheduling. One
significant drawback of this protocol is that it is expensive to implement (see [2]).

Distributed Foundation Wireless MAC (DFWMAC)

The CSMA/CD protocol has been used with great success in the ethernet. Unfortunately, the same
protocol is not very efficient in a wireless domain because of the problems associated with cell interference
(i.e., interference from neighboring cells), the relatively large amount of time taken to sense the channel
(see [6]) and the hidden terminal problem (see [12,13]). The current proposal is based on a CSMA/
collision avoidance (CA) protocol with a four-way handshake; see Fig. 85.5.

The basic operation of the protocol is simple. All MH nodes that have packets to transmit compete
for the channel by sending ready to transmit (RTS) messages using nonpersistent CSMA. After a station
succeeds in transmitting a RTS, the MSS sends a clear to transmit (CTS) to the MH. The MH transmits
its data and then receives an ACK. The only possibility of collision that exists is in the RTS phase of the
protocol and inefficiencies occur in the protocol, because of the RTS and CTS stages. Note that unlike
R-TDMA it is harder to implement power saving functions. Furthermore, latency is dependent on system
load making it harder to implement real-time guarantees. Priorities are also not implemented. On the
positive side, the hardware for this protocol is very inexpensive.

FIGURE 85.5 CSMA/CA and four-way handshaking protocol. 
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Randomly Addressed Polling (RAP)

In this scheme, when a MSS is ready to collect uplink packets it transmits a READY message. At this
point all nodes with packets to send attempt to grab the channel as follows. 

a. Each MH with a packet to transmit generates a random number between 0 and P.
b. All active MH nodes simultaneously and orthogonally transmit their random numbers (using

CDMA or FDMA). We assume that all of these numbers are received correctly by the MSS.
Remember that more than one MH node may have selected the same random number.

c. Steps a and b are repeated L times.
d. At the end of L stages, the MSS determines a stage (say, k) where the total number of distinct

random numbers was the largest. The MSS polls each distinct each random number in this stage
in increasing order. All nodes that had generated the polled random number transmit packets to
the MSS.

e. Since more than one node may have generated the same random number, collisions are possible.
The MSS sends a ACK or NACK after each such transmission. Unsuccessful nodes try again during
the next iteration of the protocol.

The protocol is discussed in detail in [4] and a modified protocol called GRAP (for group RAP) is
discussed in [3]. The authors propose that GRAP can also be used in the contention stage (step 2) for
TDMA- and CSMA-based protocols.

85.4 Network Layer Issues

An important goal of wireless LANs is to allow users to move about freely while still maintaining all of
their connections (network resources permitting). This means that the network must route all packets
destined for the mobile user to the MSS of its current cell in a transparent manner. Two issues need to
be addressed in this context. 

• How can users be addressed?

• How can active connections for these mobile users be maintained?

Ioanidis, Duchamp, and Maguire [8] propose a solution called the IPIP (IP-within-IP) protocol. Here
each MH has a unique internet protocol (IP) address called its home address. To deliver a packet to a
remote MH, the source MSS first broadcasts an address resolution protocol (ARP) request to all other
MSS nodes to locate the MH. Eventually some MSS responds. The source MSS then encapsulates each
packet from the source MH within another packet containing the IP address of the MSS in whose cell
the MH is located. The destination MSS extracts the packet and delivers it to the MH. If the MH has
moved away in the interim, the new MSS locates the new location of the MH and performs the same
operation. This approach suffers from several problems as discussed in [11]. Specifically, the method is
not scaleable to a network spanning areas larger than a campus for the following reasons. 

1. IP addresses have a prefix identifying the campus subnetwork where the node lives; when the MH
moves out of the campus, its IP address no longer represents this information. 

2. The MSS nodes serve the function of routers in the mobile network and, therefore, have the
responsibility of tracking all of the MH nodes globally causing a lot of overhead in terms of message
passing and packet forwarding; see [5].

Teraoka and Tokoro [11], have proposed a much more flexible solution to the problem called virtual IP
(VIP). Here every mobile host has a virtual IP address that is unchanging regardless of the location of
the MH. In addition, hosts have physical network addresses (traditional IP addresses) that may change
as the host moves about. At the transport layer, the target node is always specified by its VIP address
only. The address resolution from the VIP address to the current IP address takes place either at the
network layer of the same machine or at a gateway. Both the host machines and the gateways maintain
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a cache of VIP to IP mappings with associated timestamps. This information is in the form of a table
called address mapping table (AMT). Every MH has an associated home gateway. When a MH moves into
a new subnetwork, it is assigned a new IP address. It sends this new IP address and its VIP address to its
home gateway via a VipConn control message. All intermediate gateways that relay this message update
their AMT tables as well. During this process of updating the AMT tables, all packets destined to the
MH continue to be sent to the old location. These packets are returned to the sender, who then sends
them to the home gateway of the MH. It is easy to see that this approach is easily scaleable to large
networks, unlike the IPIP approach.

Alternative View of Mobile Networks

The approaches just described are based on the belief that mobile networks are merely an extension of
wired networks. Other authors [10] disagree with this assumption because there are fundamental differ-
ences between the mobile domain and the fixed wired network domain. Two examples follow. 

1. The available bandwidth at the wireless link is small; thus, end-to-end packet retransmission for
transmission control protocol (TCP)–like protocols (implemented over datagram networks) is a
bad idea. This leads to the conclusion that transmission within the mobile network must be
connection oriented. Such a solution, using virtual circuits (VC), is proposed in [5].

2. The bandwidth available for a MH with open connections changes dynamically since the number
of other users present in each cell varies randomly. This is a feature not present in fixed high-
speed networks where, once a connection is set up, its bandwidth does not vary much. Since
bandwidth changes are an artifact of mobility and are dynamic, it is necessary to deal with the
consequences (e.g., buffer overflow, large delays, etc.) locally to both, i.e., shield fixed network
hosts from the idiosyncrasies of mobility as well as to respond to changing bandwidth quickly
(without having to rely on end-to-end control). Some other differences are discussed in [10]. 

A Proposed Architecture

Keeping these issues in mind, a more appropriate architecture has been proposed in Ghai and Singh [5],
and Singh [10]. Mobile networks are considered to be different and separate from wired networks.
Within a mobile network is a three-layer hierarchy; see Fig. 85.6. At the bottom layer are the MHs. At
the next level are the MSS nodes (one per cell). Finally, several MSS nodes are controlled by a supervisor
host (SH) node (there may be one SH node per small building). The SH nodes are responsible for flow
control for all MH connections within their domain; they are also responsible for tracking MH nodes
and forwarding packets as MH nodes roam. In addition, the SH nodes serve as a gateway to the wired
networks. Thus, any connection setup from a MH to a fixed host is broken in two, one from the MH

FIGURE 85.6 Proposed architecture for wireless networks.
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to the SH and another from the SH to the fixed host. The MSS nodes in this design are simply connection
endpoints for MH nodes. Thus, they are simple devices that implement the MAC protocols and little
else. Some of the benefits of this design are as follows.

 1. Because of the large coverage of the SH (i.e., a SH controls many cells) the MH remains in the
domain of one SH much longer. This makes it easy to handle the consequences of dynamic
bandwidth changes locally. For instance, when a MH moves into a crowded cell, the bandwidth
available to it is reduced. If it had an open ftp connection, the SH simply buffers undelivered
packets until they can be delivered. There is no need to inform the other endpoint of this connec-
tion of the reduced bandwidth.

2. When a MH node sets up a connection with a service provider in the fixed network, it negotiates
some quality of service (QOS) parameters such as bandwidth, delay bounds, etc.  When the MH
roams into a crowded cell, these QOS parameters can no longer be met because the available
bandwidth is smaller. If the traditional view is adopted (i.e., the mobile networks are extensions
of fixed networks) then these QOS parameters will have to be renegotiated each time the bandwidth
changes (due to roaming). This is a very expensive proposition because of the large number of
control messages that will have to be exchanged. In the approach of Singh [10], the service provider
will never know about the bandwidth changes since it deals only with the SH that is accessed
via the wired network. The SH bears the responsibility of handling bandwidth changes by either
buffering packets until the bandwidth available to the MH increases (as in the case of the ftp
example) or it could discard a fraction of real-time packets (e.g., a voice connection) to ensure
delivery of most of the packets within their deadlines. The SH could also instruct the MSS to
allocate a larger amount of bandwidth to the MH when the number of buffered packets becomes
large. Thus, the service provider in the fixed network is shielded from the mobility of the user. 

Networking Issues

It is important for the network to provide connection-oriented service in the mobile environment (as
opposed to connectionless service as in the internet) because bandwidth is at a premium in wireless
networks, and it is, therefore, inadvisable to have end-to-end retransmission of packets (as in TCP). The
proposed architecture is well suited to providing connection-oriented service by using VCs.

In the remainder of this section we look at how virtual circuits are used within the mobile network
and how routing is performed for connections to mobile hosts. Every connection set up with one or
more MH nodes as a connection endpoint is routed through the SH nodes and each connection is given
a unique VC number. The SH node keeps track of all MH nodes that lie within its domain. When a
packet needs to be delivered to a MH node, the SH first buffers the packet and then sends it to the MSS
at the current location of the MH or to the predicted location if the MH is currently between cells. The
MSS buffers all of these packets for the MH and transmits them to the MH if it is in its cell. The MSS
discards packets after transmission or if the SH asks it to discard the packets. Packets are delivered in the
correct order to the MH (without duplicates) by having the MH transmit the expected sequence number
(for each VC) during the initial handshake (i.e., when the MH first enters the cell). The MH sends ACKs
to the SH for packets received.  The SH discards all packets that have been acknowledged. When a MH
moves from the domain of SH1 into the domain of SH2 while having open connections, SH1 continues
to forward packets to SH2 until either the connections are closed or until SH2 sets up its own connections
with the other endpoints for each of MH’s open connections (it also gives new identifiers to all these
open connections). The detailed protocol is presented in [5].

The SH nodes are all connected over the fixed (wired) network. Therefore, it is necessary to route
packets between SH nodes using the protocol provided over the fixed networks. The VIP protocol appears
to be best suited to this purpose. Let us assume that every MH has a globally unique VIP address. The
SHs have both a VIP as well as a fixed IP address. When a MH moves into the domain of a SH, the IP
address affixed to this MH is the IP address of the SH. This ensures that all packets sent to the MH are
routed through the correct SH node. The SH keeps a list of all VIP addresses of MH nodes within its
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domain and a list of open VCs for each MH. It uses this information to route the arriving packets along
the appropriate VC to the MH.

85.5 Transport Layer Design

The transport layer provides services to higher layers (including the application layer), which include con-
nectionless services like UDP or connection-oriented services like TCP. A wide variety of new services
will be made available in the high-speed networks, such as continuous media service for real-time data
applications such as voice and video. These services will provide bounds on delay and loss while guar-
anteeing some minimum bandwidth.

Recently variations of the TCP protocol have been proposed that work well in the wireless domain.
These proposals are based on the traditional view that wireless networks are merely extensions of fixed
networks. One such proposal is called I-TCP [2] for indirect TCP. The motivation behind this work stems
from the following observation. In TCP the sender times out and begins retransmission after a timeout
period of several hundred milliseconds. If  the other endpoint of the connection is a mobile host, it is
possible that the MH is disconnected for a period of several seconds (while it moves between cells and per-
forms the initial greeting). This results in the TCP sender timing out and transmitting the same data
several times over, causing the effective throughput of the connection to degrade rapidly. To alleviate this
problem, the implementation of I-TCP separates a TCP connection into two pieces—one from the fixed
host to another fixed host that is near the MH and another from this host to the MH (note the similarity
of this approach with the approach in Fig. 85.6). The host closer to the MH is aware of mobility and has
a larger timeout period. It serves as a type of gateway for the TCP connection because it sends ACKs
back to the sender before receiving ACKs from the MH. The performance of I-TCP is far superior to
traditional TCP for the mobile networks studied.

In the architecture proposed in Fig. 85.6, a TCP connection from a fixed host to a mobile host would
terminate at the SH. The SH would set up another connection to the MH and would have the respon-
sibility of transmitting all packets correctly. In a sense this is a similar idea to I-TCP except that in the
wireless network VCs are used rather than datagrams. Therefore, the implementation of TCP service is
made much easier.

A problem that is unique to the mobile domain occurs because of the unpredictable movement of
MH nodes (i.e., a MH may roam between cells resulting in a large variation of available bandwidth in
each cell). Consider the following example. Say nine MH nodes have opened 11-kb/s connections in a
cell where the available bandwidth is 100 kb/s. Let us say that a tenth mobile host M10, also with an
open 11-kb/s connection, wanders in. The total requested bandwidth is now 110 kb/s while the available
bandwidth is only 100 kb/s. What is to be done?  One approach would be to deny service to M10. However,
this seems an unfair policy. A different approach is to penalize all connections equally so that each
connection has 10-kb/s bandwidth allocated.

To reduce the bandwidth for each connection from 11 kb/s to 10 kb/s, two approaches may be adopted:

1. Throttle back the sender for each connection by sending control messages.
2. Discard 1-kb/s data for each connection at the SH. This approach is only feasible for applications

that are tolerant of data loss (e.g., real-time video or audio). 

The first approach encounters a high overhead in terms of control messages and requires the sender
to be capable of changing the data rate dynamically. This may not always be possible; for instance, consider
a teleconference consisting of several participants where each mobile participant is subject to dynamically
changing bandwidth. In order to implement this approach, the data (video or audio or both) will have to
be compressed at different ratios for each participant, and this compression ratio may have to be changed
dynamically as each participant roams. This is clearly an unreasonable solution to the problem. The
second approach requires the SH to discard 1-kb/s of data for each connection. The question is, how
should this data be discarded? That is, should the 1 kb of discarded data be consecutive (or clustered)
or uniformly spread out over the data stream every 1 s? The way in which the data is discarded has
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an effect on the final perception of the service by the mobile user. If the service is audio, for example, a
random uniform loss is preferred to a clustered loss (where several consecutive words are lost). If the
data is compressed video, the problem is even more serious because most random losses will cause the
encoded stream to become unreadable resulting in almost a 100% loss of video at the user.

A solution to this problem is proposed in Seal and Singh [9], where a new sublayer is added to the
transport layer called the loss profile transport sublayer (LPTSL). This layer determines how data is to be
discarded based on special transport layer markers put by application calls at the sender and based on
negotiated loss functions that are part of the QOS negotiations between the SH and service provider.
Figure 85.7 illustrates the functioning of this layer at the service provider, the SH, and the MH. The
original data stream is broken into logical segments that are separated by markers (or flags). When this
stream arrives at the SH, the SH discards entire logical segments (in the case of compressed video, one
logical segment may represent one frame) depending on the bandwidth available to the MH. The purpose
of discarding entire logical segments is that discarding a part of such a segment of data makes the rest of
the data within that segment useless—so we might as well discard the entire segment. Observe also that
the flags (to identify logical segments) are inserted by the LPTSL via calls made by the application layer.
Thus, the transport layer or the LPTSL does not need to know encoding details of the data stream. This
scheme is currently being implemented at the University of South Carolina by the author and his research
group.

85.6 Conclusions

The need for wireless LANs is driving rapid development in this area. The IEEE has proposed standards
(802.11) for the physical layer and MAC layer protocols. A great deal of work, however, remains to be
done at the network and transport layers. There does not appear to be a consensus regarding subnet
design for wireless LANs. Our work has indicated a need for treating  wireless LAN subnetworks as being
fundamentally different from fixed networks, thus resulting in a different subnetwork and transport layer
designs. Current efforts are under way to validate these claims.

Defining Terms

Carrier sense multiple access (CSMA): Protocols such as those used over the ethernet.
Medium access control (MAC): Protocols arbitrate channel access between all nodes on a wireless LAN.
Mobile host (MH) nodes: The nodes of wireless LAN.
Supervisor host (SH): The node that takes care of flow-control and other protocol processing for all

connections.

FIGURE 85.7 LPTSL, an approach to handle dynamic bandwidth variations. 
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Further Information

A good introduction to physical layer issues is presented in Bantz and Bauchot [1] and MAC layer issues
are discussed in Chen [3]. For a discussion of network and transport layer issues, see Singh [10] and
Ghai and Singh [5].
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86.8 Conclusions

86.1 Introduction

Wireless data services and systems represent a steadily growing and increasingly important segment of
the communications industry. While the wireless data industry is becoming increasingly diverse, one can
identify two mainstreams that relate directly to users’ requirement for data services. On one hand, there
are requirements for relatively low-speed data services provided to mobile users over wide geographical
areas, as provided by private mobile data networks and by data services implemented on common-carrier
cellular telephone networks. On the other hand, there are requirements for high-speed data services in
local areas, as provided by cordless private branch exchange (PBX) systems and wireless local area networks
(LANs), as well as by the emerging personal communications services (PCS). Wireless LANs are treated
in Chapter 85. In this chapter we mainly address wide-area wireless data systems, commonly called mobile
data systems, and touch upon data services to be incorporated into the emerging digital cellular systems.
We also briefly address paging and messaging services.

Mobile data systems provide a wide variety of services for both business users and public safety or-
ganizations. Basic services supporting most businesses include electronic mail, enhanced paging, modem
and facsimile transmission, remote access to host computers and office LANs, information broadcast
services and, increasingly, Internet access. Public safety organizations, particularly law-enforcement agen-
cies, are making increasing use of wireless data communications over traditional VHF and UHF radio
dispatch networks, over commercial mobile data networks, and over public cellular telephone networks.
In addition, there are wireless services supporting vertical applications that are more or less tailored to
the needs of specific companies or industries, such as transaction processing, computer-aided delivery
dispatch, customer service, fleet management, and emergency medical services. Work currently in
progress to develop the national Intelligent Transportation System (ITS) includes the definition of a wide
array of new traveler services, many of which will be supported by standardized mobile data networks.
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Much of the growth in use of wireless data services has been spurred by the rapid growth of the paging
service industry and increasing customer demand for more advanced paging services, as well as the desire
to increase work productivity by extending to the mobile environment the suite of digital communications
services readily available in the office environment. There is also a desire to make more cost-efficient use
of the mobile radio and cellular networks already in common use for mobile voice communications by
incorporating efficient data transmission services into these networks. The services and networks that
have evolved to date represent a variety of specialized solutions and, in general, they are not interoperable
with each other. As the wireless data industry expands, there is an increasing demand for an array of
attractively priced standardized services and equipment accessible to mobile users over wide geographic
areas. Thus, we see the growth of nationwide privately operated service networks as well as new data
services built upon the first and second generation cellular telephone networks. The implementation of
PCS networks in the 2-GHz bands as well as the eventual implementation of third generation (3G)
wireless networks will further extend this evolution.

In this chapter we describe the principal existing and evolving wireless data networks and the related
standards activities now in progress. We begin with a discussion of the technical characteristics of wireless
data networks.

86.2 Characteristics of Wireless Data Networks

From the perspective of the data user, the basic requirement for wireless data service is convenient,
reliable, low-speed access to data services over a geographical area appropriate to the user’s pattern of
daily business operation. By low speed we mean data rates comparable to those provided by standard
data modems operating over the public switched telephone network (PSTN). This form of service will
support a wide variety of short-message applications, such as notice of electronic mail or voice mail, as
well as short file transfers or even facsimile transmissions that are not overly lengthy. The user’s require-
ments and expectations for these types of services are different in several ways from the requirements
placed on voice communication over wireless networks. In a wireless voice service, the user usually
understands the general characteristics and limitations of radio transmission and is tolerant of occasional
signal fades and brief dropouts. An overall level of acceptable voice quality is what the user expects. In a
data service, the user is instead concerned with the accuracy of delivered messages and data, the time-
delay characteristics of the service network, the ability to maintain service while traveling about, and, of
course, the cost of the service.  All of these factors are dependent on the technical characteristics of
wireless data networks, which we discuss next.

Radio Propagation Characteristics

The chief factor affecting the design and performance of wireless data networks is the nature of radio
propagation over wide geographic areas. The most important mobile data systems operate in various
land-mobile radio bands from roughly 100 to 200 MHz, the specialized mobile radio (SMR) band around
800 MHz, and the cellular telephone bands at 824–894 MHz. In these frequency bands, radio transmission
is characterized by distance-dependent field strength, as well as the well-known effects of multipath fading,
signal shadowing, and signal blockage. The signal coverage provided by a radio transmitter, which in
turn determines the area over which a mobile data receiving terminal can receive a usable signal, is
governed primarily by the power–distance relationship, which gives signal power as a function of distance
between transmitter and receiver. For the ideal case of single-path transmission in free space, the rela-
tionship between transmitted power Pt and received power Pr is given by 

(86.1)

where Gt and Gr are the transmitter and receiver antenna gains, respectively, d is the distance between
the transmitter and the receiver, and λ is the wavelength of the transmitted signal. In the mobile radio

Pr/Pt GtGr l/4pd( )2=
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environment, the power-distance relationship is in general different from the free-space case just given.
For propagation over an Earth plane at distances much greater than either the signal wavelength or the
antenna heights, the relationship between Pt and Pr is given by

(86.2)

where h1 and h2 are the transmitting and receiving antenna heights. Note here that the received power
decreases as the fourth power of the distance rather than the square of distance seen in the ideal free-
space case. This relationship comes from a propagation model in which there is a single signal reflection
with phase reversal at the Earth’s surface, and the resulting received signal is the vector sum of the direct
line-of-sight signal and the reflected signal. When user terminals are deployed in mobile situations, the
received signal is generally characterized by rapid fading of the signal strength, caused by the vector
summation of reflected signal components, the vector summation changing constantly as the mobile
terminal moves from one place to another in the service area. Measurements made by many researchers
show that when the fast fading is averaged out, the signal strength is described by a Rayleigh distribution
having a log-normal mean. In general, the power-distance relationship for mobile radio systems is a more
complicated relationship that depends on the nature of the terrain between transmitter and receiver.

Various propagation models are used in the mobile radio industry for network planning purposes,
and a number of these models are described in [1]. Propagation models for mobile communications
networks must take account of the terrain irregularities existing over the intended service area. Most of
the models used in the industry have been developed from measurement data collected over various
geographic areas. A very popular model is the Longley–Rice model [8,14]. Many wireless networks are
concentrated in urban areas. A widely used model for propagation prediction in urban areas is one usually
referred to as the Okumura–Hata model [4,9].

By using appropriate propagation prediction models, one can determine the range of signal coverage
for a base station of given transmitted power. In a wireless data system, if one knows the level of received
signal needed for satisfactory performance, the area of acceptable performance can, in turn, be deter-
mined. Cellular telephone networks utilize base stations that are typically spaced 1–5 mi apart, though
in some mid-town areas, spacings of 1/2 mi or less are now being used. In packet-switched data networks,
higher power transmitters are used, spaced about 5–15 mi apart.

An important additional factor that must be considered in planning a wireless data system is the in-
building penetration of signals. Many applications for wireless data services involve the use of mobile
data terminals inside buildings, for example, for trouble-shooting and servicing computers on customers’
premises. Another example is wireless communications into hospital buildings in support of emergency
medical services. It is usually estimated that in-building signal penetration losses will be in the range of
15–30 dB. Thus, received signal strengths can be satisfactory in the outside areas around a building but
totally unusable inside the building. This becomes an important issue when a service provider intends
to support customers using mobile terminals inside buildings.

One important consequence of the rapid fading experienced on mobile channels is that errors tend
to occur in bursts, causing the transmission to be very unreliable for short intervals of time. Another
problem is signal dropouts that occur, for example, when a data call is handed over from one base station
to another, or when the mobile user moves into a location where the signal is severely attenuated. Because
of this, mobile data systems employ various error-correction and error-recovery techniques to ensure
accurate and reliable delivery of data messages.

86.3 Market Issues

There are two important trends that are tending to propel growth in the use of wireless data services.
The first is the rapidly increasing use of portable devices such as laptop computers, pen-pads, notebook
computers, and other similar devices. Increasingly, the laptop or notebook computer is becoming a
standard item of equipment for traveling professional or business person, along with the cellular telephone
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and pager. This trend has been aided by the steady decrease in prices, increases in reliability, and
improvements in capability and design for such devices. The second important trend tending to drive
growth in wireless data services is the explosive growth in the use of the Internet. As organizations become
increasingly reliant upon the Internet for their everyday operations, they will correspondingly want their
employees to have convenient access to the Internet while travelling, just as they do in the office envi-
ronment. Wireless data services can provide the traveler with the required network access in many situa-
tions where wired access to the public network is impractical or inconvenient. Mobile data communication
services and newer messaging services discussed here provide a solution for wireless access over wide areas.
Recent estimates of traffic composition indicate that data traffic now accounts for less than 1% of the
traffic on wireless networks, compared to 50% for wireline networks. Therefore, the potential for  growth
in the wireless data market continues to be strong.

86.4 Modem Services Over Cellular Networks

A simple form of wireless data communication now in common use is data transmission using modems
or facsimile terminals over analog cellular telephone links. In this form of communication, the mobile
user simply accesses a cellular channel just as he would in making a standard voice call over the cellular
network. The user then operates the modem or facsimile terminal just as would be done from office to
office over the PSTN. A typical connection is shown in Fig. 86.1, where the mobile user has a laptop
computer and portable modem in the vehicle, communicating with another modem and computer in
the office. Typical users of this mode of communication include service technicians, real estate agents,
and traveling sales people. In this form of communication, the network is not actually providing a data
service but simply a voice link over which the data modem or fax terminal can interoperate with a
corresponding data modem or fax terminal in the office or service center. The connection from the
mobile telephone switching office (MTSO) is a standard landline connection, exactly the same as is
provided for an ordinary cellular telephone call.  Many portable modems and fax devices are now available
in the market and are sold as elements of the so-called ‘‘mobile office’’ for the traveling business person.
Law enforcement personnel are also making increasing use of data communication over cellular telephone
and dispatch radio networks to gain rapid access to databases for verification of automobile registrations
and drivers’ licenses. Portable devices are currently available that operate at transmission rates up to 9.6
or 14.4 kb/s. Error-correction modem protocols such as MNP-10, V.34, and V.42 are used to provide
reliable delivery of data in the error-prone wireless transmission environment. 

In another form of mobile data service, the mobile subscriber uses a portable modem or fax terminal
as already described but now accesses a modem provided by the cellular service operator as part of a
modem pool, which is connected to the MTSO. This form of service is shown in Fig. 86.2. The modem
pool might provide the user with a choice of several standard modem types.  The call connection from
the modem pool to the office is a digital data connection, which might be supported by any of a number
of public packet data networks, such as those providing X.25 service. Here, the cellular operator is providing
a special service in the form of modem pool access, and this service in general carries a higher tariff than
does standard cellular telephone service, due to the operator’s added investment in the modem pools.

FIGURE 86.1 Modem operation over an analog cellular voice connection.
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In this form of service, however, the user in the office or service center does not require a modem but
instead has a direct digital data connection to the desk-top or host computer.

Each of the types of wireless data transmission just described is in effect an appliqué onto an underlying
cellular telephone service and, therefore, has limitations imposed by the characteristics of the underlying
voice-circuit connection. That is, the cellular segment of the call connection is a circuit-mode service,
which might be cost effective if the user needs to send long file transfers or fax transmissions but might
be relatively costly if only short messages are to be transmitted and received. This is because the subscriber
is being charged for a circuit-mode connection, which stays in place throughout the duration of the
communication session, even if only intermittent short message exchanges are needed. The need for
systems capable of providing cost-effective communication of relatively short message exchanges led to
the development of wireless packet data networks, which we describe next.

86.5 Packet Data and Paging/Messaging Networks

Here we describe two packet data networks that provide mobile data services to users in major metro-
politan areas of the United States and briefly discuss paging/messaging networks. 

ARDIS (Motient Data Network)

ARDIS is a two-way radio service developed as a joint venture between IBM and Motorola and first
implemented in 1983. In mid-1994, IBM sold its interest in ARDIS to Motorola and early in 1998 ARDIS
was acquired by the American Mobile Satellite (now Motient Corporation). The ARDIS network consists
of four network control centers with 32 network controllers distributed through 1250 base stations in
400 cities in the U.S. The service is suitable for two-way transfers of data files of size less than 10 kilobytes,
and much of its use is in support of computer-aided dispatching, such as is used by field service personnel,
often while they are on customers’ premises. Remote users access the system from laptop radio terminals,
which communicate with the base stations. Each of the ARDIS base stations is tied to one of the 32 radio
network controllers, as shown in Fig. 86.3. The backbone of the network is implemented with leased
telephone lines. The four ARDIS hosts, located in Chicago, New York, Los Angeles, and Lexington, KY,
serve as access points for a customer’s mainframe computer, which can be linked to an ARDIS host using
async, bisync, SNA, or X.25 dedicated circuits.

The operating frequency band is 800 MHz, and the RF links use separate transmit and receive frequen-
cies spaced by 45 MHz. The system was initially implemented with an RF channel data rate 4800 b/s per
25-kHz channel, using the MDC-4800 protocol. In 1993 the access data rate was upgraded to 19.2 kb/s,
using the RD-LAP protocol, which provides a user data rate of about 8000 b/s. In the same year, ARDIS
implemented a nationwide roaming capability, allowing users to travel between widely separated regions
without having to preregister their portable terminals in each new region. The ARDIS system architecture
is cellular, with cells overlapped to increase the probability that the signal transmission from a portable

FIGURE 86.2 Cellular data service supported by modem pools in the network.
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transmitter will reach at least one base station. The base station power is 40 W, which provides line-of-
sight coverage up to a radius of 10–15 miles. The portable units operate with 4 W of radiated power.
The overlapping coverage, combined with designed power levels, and error-correction coding in the
transmission format, ensures that the ARDIS can support portable communications from inside build-
ings, as well as on the street. This capability for in-building coverage is an important characteristic of
the ARDIS service. The modulation technique is frequency-shift keying (FSK), the access method is
frequency division multiple access (FDMA), and the transmission packet length is 256 bytes.

Although the use of overlapping coverage, almost always on the same frequency, provides reliable radio
connectivity, it poses the problem of interference when signals are transmitted simultaneously from two
adjacent base stations. The ARDIS network deals with this by turning off neighboring transmitters, for
0.5–1 s, when an outbound transmission occurs. This scheme has the effect of constraining overall
network capacity.

The laptop portable terminals access the network using a random access method called data sense multiple
access (DSMA) [11]. A remote terminal listens to the base station transmitter to determine if a ‘‘busy bit’’
is on or off. When the busy bit is off, the remote terminal is allowed to transmit. If two remote terminals
begin to transmit at the same time, however, the signal packets may collide, and retransmission will be
attempted, as in other contention-based multiple access protocols. The busy bit lets a remote user know
when other terminals are transmitting and, thus, reduces the probability of packet collision.

MOBITEX (Cingular Wireless)

The MOBITEX system is a nationwide, interconnected trunked radio network developed by Ericsson
and Swedish Telecom. The first MOBITEX network went into operation in Sweden in 1986, and networks
have either been implemented or are being deployed in 22 countries.  A MOBITEX operations association
oversees the open technical specifications and coordinates software and hardware developments [6]. In
the U.S., MOBITEX service was introduced by RAM Mobile Data in 1991. In 1992 Bell South Enterprises
became a partner with RAM. Currently, MOBITEX data service in the U.S. is operated by Cingular
Wireless, formerly known as Bell South Wireless Data, LP. The Cingular MOBITEX service now covers
over 90% of the U.S. urban business population with about 2000 base stations, and it provides automatic
‘‘roaming’’ across all service areas. By locating its base stations close to major business centers, the system
provides a degree of in-building signal coverage. Although the MOBITEX system was designed to carry
both voice and data service, the U.S. and Canadian networks are used to provide data service only.

FIGURE 86.3 ARDIS network architecture.
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MOBITEX is an intelligent network with an open architecture that allows establishing virtual networks.
This feature facilitates the mobility and expandability of the network [7,12].

The MOBITEX network architecture is hierarchical, as shown in Fig. 86.4. At the top of the hierarchy
is the network control center (NCC), from which the entire network is managed. The top level of switching
is a national switch (MHX1) that routes traffic between service regions. The next level comprises regional
switches (MHX2s), and below that are local switches (MOXs), each of which handles traffic within a
given service area. At the lowest level in the network, multichannel trunked-radio base stations commu-
nicate with the mobile and portable data sets. MOBITEX uses packet-switching techniques, as does
ARDIS, to allow multiple users to access the same channel at the same time. Message packets are switched
at the lowest possible network level. If two mobile users in the same service area need to communicate
with each other, their messages are relayed through the local base station, and only billing information
is sent up to the network control center.

The base stations are laid out in a grid pattern using the same frequency reuse rules as are used for
cellular telephone networks. In fact, the MOBITEX system operates in much the same way as a cellular
telephone system, except that handoffs are not managed by the network. That is, when a radio connection
is to be changed from one base station to another, the decision is made by the mobile terminal, not by
a network computer as in cellular telephone systems.

To access the network, a mobile terminal finds the base station with the strongest signal and then
registers with that base station. When the mobile terminal enters an adjacent service area, it automatically
re-registers with a new base station, and the user’s whereabouts are relayed to the higher level network
nodes. This provides automatic routing of messages bound for the mobile user, a capability known as
roaming. The MOBITEX network also has a store-and-forward capability.

The mobile units transmit at 896 to 901 MHz and the base stations at 935 to 940 MHz. The base
stations use a trunked radio design employing 2 to 30 radio channels in each service area. The system
uses dynamic power setting, in the range of 100 mW–10 W for mobile units and 100 mW–4 W for
portable units. The Gaussian minimum shift keying (GMSK) modulation technique is used, with BT = 0.3
and noncoherent demodulation. The transmission rate is 8000 b/s half-duplex in 12.5-kHz channels,
and the service is suitable for file transfers up to 20 kilobytes. The MOBITEX system uses a proprietary
network-layer protocol called MPAK, which provides a maximum packet size of 512 bytes and a 24-b
address field. Forward-error correction, as well as retransmissions, are used to ensure the bit-error-rate

FIGURE 86.4 MOBITEX network architecture.
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quality of delivered data packets. Figure 86.5 shows the packet structure at various layers of the MOBITEX
protocol stack.  The system uses the reservation-slotted ALOHA (R-S-ALOHA) random access method.

Paging and Messaging Networks

The earliest paging networks, first launched in the early 1960s, supported simple one-way tone pagers. Tone
paging was soon replaced by special paging codes, beginning with numeric codes introduced in North
American networks in the 1970s [19]. In 1976, European and U.S. manufacturers and paging industry
representatives formed the Post Office Code Advisory Group (POCSAG), and they subsequently defined
the POCSAG code. The POCSAG code supported tone, numeric, and alpha-text services and was widely
adopted for paging networks. In 1985 the organization of European Post, Telephone and Telegraph admin-
istrations, known as CEPT, began work to develop a unified European paging code standard. In 1993 their
recommendation for an enhanced protocol was approved by the European Telecommunications Standards
Institute (ETSI) as the Enhanced Radio Message System (ERMES). The ERMES code was based upon the
POCSAG code, and incorporated enhancements for multicasting and multifrequency roaming as well as
for transmission of longer text messages. However, ERMES protocol did not receive widespread support,
and the market demands for simpler short numeric message paging tended to prevail.

At present, a suite of alphanumeric paging protocols called FLEXTM, developed by Motorola in 1993, has
become the de facto world standard for paging services. While the FLEX protocols bear some similarity to
the POCSAG and ERMES protocols, they overcome many of the weaknesses of those protocols. FLEX carries
less transmission overhead than does ERMES, providing improved alphanumeric messaging capacity. The
FLEX protocol is a synchronous time-slotted protocol referenced to a GPS time base. Each pager is assigned
to a base frame in a set of 128 frames transmitted during a 4-minute cycle (32 frames per minute, 1.875
seconds per frame.) Fifteen FLEX cycles occur each hour and are synchronized to the start of the GPS hour.
Each FLEX frame consists of a synchronization portion and a data portion. The synchronization portion
consists of a sync signal and an 11-bit frame information word allowing the pager to identify the frame and
cycle in which it resides. A second sync signal indicates the rate at which the data portion is transmitted.

FIGURE 86.5 MOBITEX packet and frame structure at three layers of the protocol stack.
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Three data rates are provided, 1600, 3200, or 6400 bps, and the modulation used is either 2-level or 4-level
frequency-shift keying (FSK). For two-way paging service, which is becoming increasingly popular in the
U.S., the FLEX forward channel (in the 931 MHz band) protocol is combined with a return channel (901
MHz band) protocol called ReFLEXTM.

86.6 Cellular Data Networks and Services

Cellular Digital Packet Data (CDPD)

The cellular digital packet data (CDPD) system was designed to provide packet data services as an overlay
onto the existing analog cellular telephone network, which is called advanced mobile phone service
(AMPS). CDPD was developed by IBM in collaboration with the major cellular carriers. Any cellular
carrier owning a license for AMPS service is free to offer its customers CDPD service without any need
for further licensing. A basic concept of the CDPD system is to provide data services on a noninterfering
basis with the existing analog cellular telephone services using the same 30-kHz channels. This is accom-
plished in either of two ways. First, one or a few AMPS channels in each cell site can be devoted to CDPD
service. Second, CDPD is designed to make use of a cellular channel that is temporarily not being used
for voice traffic and to move to another channel when the current channel is assigned to voice service.
In most of the CDPD networks deployed to date, the fixed-channel implementation is being used.

The compatibility of CDPD with the existing cellular telephone system allows it to be installed in any
AMPS cellular system in North America, providing data services that are not dependent on support of a
digital cellular standard in the service area. The participating companies issued release 1.0 of the CDPD
specification in July 1993, and release 1.1 was issued in late 1994 [2]. At this writing (early 2002), CDPD
service is implemented in many of the major market areas in the U.S. Typical applications for CDPD service
include: electronic mail, field support servicing, package delivery tracking, inventory control, credit card
verification, security reporting, vehicle theft recovery, traffic and weather advisory services, and a wide
range of information retrieval services. Some CDPD networks support Palm Handheld devices.

Although CDPD cannot increase the number of channels usable in a cell, it can provide an overall
increase in user capacity if data customers use CDPD instead of voice channels. This capacity increase
results from the inherently greater efficiency of a connectionless packet data service relative to a connection-
oriented service, given bursty data traffic. That is, a packet data service does not require the overhead
associated with setup of a voice traffic channel in order to send one or a few data packets. In the following
paragraphs we briefly describe the CDPD network architecture and the principles of operation of the
system. Our discussion follows [13], closely.

The basic structure of a CDPD network (Fig. 86.6) is similar to that of the cellular network with which
it shares transmission channels. Each mobile end system (M-ES) communicates with a mobile data base
station (MDBS) using the protocols defined by the air-interface specification, to be described subse-
quently. The MDBSs are typically collocated with the cell equipment providing cellular telephone service
to facilitate the channel-sharing procedures. All of the MDBSs in a service area are linked to a mobile
data intermediate system (MD-IS) by microwave or wireline links. The MD-IS provides a function
analogous to that of the mobile switching center (MSC) in a cellular telephone system. The MD-IS may
be linked to other MD-ISs and to various services provided by end systems outside the CDPD network.
The MD-IS also provides a connection to a network management system and supports protocols for
network management access to the MDBSs and M-ESs in the network.

Service endpoints can be local to the MD-IS or remote, connected through external networks. A MD-IS
can be connected to any external network supporting standard routing and data exchange protocols. A
MD-IS can also provide connections to standard modems in the PSTN by way of appropriate modem
interworking functions (modem emulators). Connections between MD-ISs allow routing of data to and
from M-ESs that are roaming, that is, operating in areas outside their home service areas. These con-
nections also allow MD-ISs to exchange information required for mobile terminal authentication, service
authorization, and billing. 
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CDPD employs the same 30-kHz channelization as used in existing AMPS cellular systems throughout
North America. Each 30-kHz CDPD channel supports channel transmission rates up to 19.2 kb/s.
Degraded radio channel conditions, however, will limit the actual information payload throughput rate
to lower levels, and will introduce additional time delay due to the error-detection and retransmission
protocols.

The CDPD radio link physical layer uses GMSK modulation at the standard cellular carrier frequencies,
on both forward (base-to-mobile) and reverse (mobile-to-base) links. The Gaussian pulse-shaping filter
is specified to have bandwidth-time product BbT = 0.5. The specified BbT product ensures a transmitted
waveform with bandwidth narrow enough to meet adjacent-channel interference requirements, while
keeping the intersymbol interference small enough to allow simple demodulation techniques. The choice
of 19.2 kb/s as the channel bit rate yields an average power spectrum that satisfies the emission require-
ments for analog cellular systems and for dual-mode digital cellular systems.

The forward channel carries data packets transmitted by the MDBS, whereas the reverse channel carries
packets transmitted by the M-ESs. In the forward channel, the MDBS forms data frames by adding
standard high level data link control (HDLC) terminating flags and inserted zero bits, and then segments
each frame into blocks of 274 b. These 274 b, together with an 8-b color code for MDBS and MD-IS
identification, are encoded into a 378-b coded block using a (63, 47) Reed–Solomon code over a 64-ary
alphabet. A 6-b synchronization and flag word is inserted after every 9 code symbols. The flag words are
used for reverse link access control. The forward link block structure is shown in Fig. 86.7.

In the reverse channel, when an M-ES has data frames to send, it formats the data with flags and
inserted zeros in the same manner as in the forward link. That is, the reverse link frames are segmented
and encoded into 378-b blocks using the same Reed–Solomon code as in the forward channel. The M-ES
may form up to 64 encoded blocks for transmission in a single reverse channel transmission burst. During
the transmission, a 7-b transmit continuity indicator is interleaved into each coded block and is set to

FIGURE 86.6 Cellular digital packet data network architecture.
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all ones to indicate that more blocks follow, or all zeros to indicate that this is the last block of the burst.
The reverse channel block structure is shown in Fig. 86.8.

The media access control (MAC) layer in the forward channel is relatively simple. The receiving M-ES
removes the inserted zeros and HDLC flags and reassembles data frames that were segmented into multiple
blocks. Frames are discarded if any of their constituent blocks are received with uncorrectable errors.

On the reverse channel (M-ES to MDBS), access control is more complex, since several M-ESs must
share the channel. CDPD uses a multiple access technique called digital sense multiple access (DSMA),
which is closely related to the carrier sense multiple access/collision detection (CSMA/CD) access technique.

The network layer and higher layers of the CDPD protocol stack are based on standard ISO and
Internet protocols. The CDPD specification stipulates that there be no changes to protocols above the
network layer of the seven-layer ISO model, thus ensuring the compatibility of applications software used
by CDPD subscribers. 

The selection of a channel for CDPD service is accomplished by the radio resource management entity
in the MDBS. Through the network management system, the MDBS is informed of the channels in its
cell or sector that are available either as dedicated data channels or as potential CDPD channels when
they are not being used for analog cellular service, depending on which channel allocation method is
implemented. For the implementation in which CDPD service is to use ‘‘channels of opportunity,’’ there
are two ways in which the MDBS can determine whether the channels are in use. If a communication
link is provided between the analog system and the CDPD system, the analog system can inform the
CDPD system directly about channel usage. If such a link is not available, the CDPD system can use a
forward power monitor (‘‘sniffer’’ antenna) to detect channel usage on the analog system. Circuitry to
implement this function can be built into the cell sector interface.

Another version of CDPD called circuit-switched CDPD (C-SCDPD) is designed to provide service
to subscribers traveling in areas where the local cellular service provider has not implemented the CDPD
service. With C-SCDPD, the subscriber establishes a standard analog cellular circuit connection to a

FIGURE 86.7 Cellular digital packet data forward link block structure.

FIGURE 86.8 Cellular digital packet data reverse link block structure.
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prescribed number, and then transmits and receives CDPD data packets over that circuit connection.
The called number is a gateway that provides connection to the CDPD backbone packet network.

Digital Cellular Data Services

In response to the rapid growth in demand for cellular telephone service throughout the U.S and Canada,
the Cellular Telecommunications Industry Association (CTIA) and the Telecommunications Industry
Association (TIA) have developed standards for new digital cellular systems to replace the existing analog
cellular system (advanced mobile phone system or AMPS). Two air-interface standards have now been
published. The IS-54 standard specifies a three-slot TDMA system, and the I-95 standard specifies a
CDMA spread spectrum system. In both systems, a variety of data services are provided or planned.

Following the development of the IS-95 standard for CDMA voice service, the cellular industry has
worked on defining various data services to operate in the same networks. The general approach taken in
the definition of IS-95 data services has been to base the services on standard data protocols, to the greatest
extent possible [17]. The previously-specified physical layer of the IS-95 protocol stack was adopted for the
physical layer of the data services, with an appropriate radio link protocol (RLP) overlaid. The first CDMA
data service to be defined was asynchronous (‘‘start-stop’’ interface) data and Group-3 facsimile. This service
provides for interoperability with many standard PSTN data modems as well as standard office fax machines.
This service is in the category of circuit-mode service, since a circuit connection is first established, just as
with a voice call, and the circuit connection is maintained until the user disconnects.

Following the standardization of the asynchronous data service, the industry defined a service that
carries packet-formatted data over a CDMA circuit connection. It is important to note that this is not a
true packet-data service over the radio link, since the full circuit connection is maintained regardless of
how little packet data is transmitted. One potential application for this type of service is to provide
subscribers with CDPD access from a CDMA network.

It is recognized that in order to make use more efficient, it will be highly desirable to provide a
contention-based packet data service in CDMA cellular networks. This is currently a subject of study in
CDMA data services standardization groups.

In parallel with the CDMA data services efforts, another TIA task group, TR45.3.2.5, has defined
standards for digital data services for the TDMA digital cellular standard IS-54 [15,18]. As with the IS-95
data services effort, initial priority was given to standardizing circuit-mode asynchronous data and
Group-3 facsimile services [16].

86.7 Other Developing Standards

Terrestrial Trunked Radio (TETRA)

As has been the case in North America, there is interest in Europe in establishing fixed wide-area standards
for mobile data communications. Whereas the Pan-European standard for digital cellular, termed Global
Systems for Mobile communications (GSM), will provide an array of data services, data will be handled
as a circuit-switched service, consistent with the primary purpose of GSM as a voice service system.
Therefore, the European Telecommunications Standards Institute (ETSI) began developing a public
standard in 1988 for trunked radio and mobile data systems, and this standardization process continues
today. The standards, which are now known generically as Terrestrial Trunked Radio (TETRA) (formerly
Trans-European Trunked Radio), were made the responsibility of the ETSI RES 6 subtechnical committee
[3]. In 1996, the TETRA standardization activity was elevated within RES-6 with the creation of project
TETRA.

TETRA is being developed as a family of standards. One branch of the family is a set of radio and
network interface standards for trunked voice (and data) services. The other branch is an air-interface
standard optimized for wide-area packet data services for both fixed and mobile subscribers and supporting
standard network access protocols. Both versions of the standard will use a common physical layer, based
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on π/4 differential quadrature phase shift keying (π/4-DQPSK) modulation operating at a channel rate
of 36 kb/s in each 25-kHz channel. The composite data rate of 36 kb/s comprises four 9 kb/s user channels
multiplexed in a TDMA format. The TETRA standard provides both connection-oriented and connec-
tionless data services, as well as mixed voice and data services. 

TETRA has been designed to operate in the frequency range from VHF (150 MHz) to UHF (900 MHz).
The RF carrier spacing in TETRA is 25 kHz. In Europe, harmonized bands have been designated in the
frequency range 380–400 MHz for public safety users. It is expected that commercial users will adopt
the 410–430 MHz band. The Conference of European Posts and Telecommunications Administrations
(CEPT) has made additional recommendations for use in the 450–470 MHz and 870–876/915–921 MHz
frequency bands.

Table 86.1 compares the chief characteristics and parameters of the wireless data services described.

86.8 Conclusions

Mobile data radio systems have grown out of the success of the paging-service industry and the increasing
customer demand for more advanced services. The growing use of portable, laptop, and palmtop computers
and other data services will propel a steadily increasing demand for wireless data services. Today, mobile
data services provide length-limited wireless connections with in-building penetration to portable users in
metropolitan areas. The future direction is toward wider coverage, higher data rates, and capability for
wireless Internet access.
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Further Information

Reference [11] provides a comprehensive survey of the wireless data field as of mid-1994. Reference [19]
covers the wireless data field up to 2001, with emphasis on current and emerging applications for wireless
data networking technology. The monthly journals IEEE Communications Magazine and IEEE Personal
Communications Magazine, and the bimonthly journal IEEE Transactions on Vehicular Technology report
advances in many areas of mobile communications, including wireless data. For subscription information
contact: IEEE Service Center, 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ, 08855-1131. Phone (800)
678-IEEE.
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87.1 Introduction

The ATM Forum’s wireless asynchronous transfer mode (WATM) Working Group (WG) is developing
specifications intended to facilitate the use of ATM technology for a broad range of wireless network
access and interworking scenarios, both public and private. These specifications are intended to cover
the following two broad WATM application scenarios:

• End-to-End WATM—This provides seamless extension of ATM capabilities to mobile terminals,
thus providing ATM virtual channel connections (VCCs) to wireless hosts. For this application,
high data rates are envisaged, with limited coverage, and transmission of one or more ATM cells
over the air.

• WATM Interworking—Here the fixed ATM network is used primarily for high-speed transport by
adding mobility control in the ATM infrastructure network, without changing the non-ATM air
interface protocol. This application will facilitate the use of ATM as an efficient and cost-effective
infrastructure network for next generation non-ATM wireless access systems, while providing a
smooth migration path to seamless end-to-end WATM.

This chapter focuses on the ATM interworking application scenario. It describes various interworking
and non-ATM wireless access options and their requirements. A generic personal communications ser-
vices (PCS)1-to-ATM interworking scenario is described which enumerates the architectural features,
protocol reference models, and signalling issues that are being addressed for mobility support in the ATM

1The term PCS is being used in a generic sense to mean emerging digital wireless systems, which support mobility
in microcellular and other environments. It is currently defined in ANSI T1.702-1995 as “a set of capabilities that
allows some combination of terminal mobility, personal mobility, and service profile management.”
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infrastructure network. Evolution strategies intended to eventually provide end-to-end WATM capabilities
and a methodology to consistently support a range of quality of service (QoS) levels on the radio link are
also described.

87.2 Background and Issues

ATM is the switching and multiplexing standard for broadband integrated services digital network
(BISDN), which will ultimately be capable of supporting a broad range of applications over a set of high
capacity multiservice interfaces. ATM holds out the promise of a single network platform that can
simultaneously support multiple bandwidths and latency requirements for fixed access and wireless access
services without being dedicated to any one of them. In today’s wireline ATM network environment, the
user network interface (UNI) is fixed and remains stationary throughout the connection lifetime of a
call. The technology to provide fixed access to ATM networks has matured. Integration of fixed and
wireless access to ATM will present a cost-effective and efficient way to provide future tetherless multi-
media services, with common features and capabilities across both wireline and wireless network envi-
ronments. Early technical results [19,20,25] have shown that standard ATM protocols can be used to
support such integration and extend mobility control to the subscriber terminal by incorporating wireless
specific layers into the ATM user and control planes.

Integration of wireless access features into wireline ATM networks will place additional demands on
the fixed network infrastructure due primarily to the additional user data and signalling traffic that will
be generated to meet future demands for wireless multimedia services. This additional traffic will allow
for new signalling features including registration, call delivery, and handoff during the connection lifetime
of a call. Registration keeps track of a wireless user’s location, even though the user’s communication
link might not be active. Call delivery, establishes a connection link to/from a wireless user with the help
of location information obtained from registration. The registration and call delivery functions are
referred to as location management. Handoff is the process of switching (rerouting) the communication
link from the old coverage area to the new coverage area when a wireless user moves during active
communication. This function is also referred to as mobility management.

In June 1996 the ATM Forum established a WATM WG to develop requirements and specifications
for WATM. The WATM standards are to be compatible with ATM equipment adhering to the (then)
current ATM Forum specifications. The technical scope of the WATM WG includes development of: (1)
radio access layer (RAL) protocols for the physical (PHY), medium access control (MAC), and data link
control (DLC) layers; (2) wireless control protocols for radio resource management; (3) mobile protocol
extensions for ATM (mobile ATM) including handoff control, routing considerations, location manage-
ment, traffic and QoS control, and wireless network management; and (4) wireless interworking functions
for mapping between non-ATM wireless access and ATM signalling and control entities. Phase-1 WATM
specifications are being developed for short-range, high-speed, end-to-end WATM devices using wireless
terminals that operate in the 5 GHz frequency band. Operating speeds will be up to 25 Mb/s, with a
range of 30 m–50 m indoor and 200 m–300 m outdoor. The European Telecommunications Standards
Institute (ETSI) Broadband Radio Access Networks (BRAN) project is developing the RAL for Phase-1
WATM specifications using the High Performance Radio LAN (HIPERLAN) functional requirements.
The ATM Forum plans to release the Phase-1 WATM specifications by the second quarter of 1999.

There are a number of emerging wireless access systems (including digital cellular, PCS, legacy LANs
based on the IEEE 802.11 standards, satellite, and IMT-2000 systems), that could benefit from access to,
and interworking with, the fixed ATM network. These wireless systems are based on different access
technologies and require development of different interworking functions (IWFs) at the wireless access
network and fixed ATM network boundaries to support WATM interworking. For example, a set of
network interfaces have already been identified to support PCS access to the fixed ATM network infra-
structure, without necessarily modifying the PCS air interface protocol to provide end-to-end ATM
capabilities [4,6,28]. The WATM WG might consider forming sub-working groups which could work in
parallel to identify other network interfaces and develop IWF specifications for each of (or each subset of)
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the wireless access options that are identified. These WATM interworking specifications would be available
in the Phase-2 and later releases of the WATM standards.

Some service providers and network operators see end-to-end WATM as a somewhat limited service
option at this time because it is being targeted to small enterprise networks requiring high-speed data
applications, with limited coverage and low mobility. On the other hand, WATM interworking can
potentially support a wider range of services and applications, including low-speed voice and data access,
without mandatory requirements to provide over-the-air transmission of ATM cells. It will allow for
wider coverage, possibly extending to macrocells, while supporting higher mobility. WATM
interworking will provide potential business opportunities, especially for public switched telephone net-
work (PSTN) operators and service providers, who are deploying emerging digital wireless technologies
such as PCS. Existing wireless service providers (WSPs) with core network infrastructures in place can
continue to use them while upgrading specific network elements to provide ATM transport. On the other
hand, a new WSP entrant without such a network infrastructure can utilize the public (or private) ATM
transport network to quickly deploy the WATM interworking service, and not be burdened with the cost
of developing an overlay network. If the final goal is to provide end-to-end WATM services and appli-
cations, then WATM interworking can provide an incremental development path.

87.3 Wireless Interworking With Transit ATM Networks

Figure 87.1 shows one view of the architectural interworking that will be required between public/private
wireless access networks and the fixed ATM network infrastructure. It identifies the network interfaces
where modifications will be required to allow interworking between both systems. A desirable objective
in formulating WATM specifications for this type of wireless access scenario should be to minimize
modifications to the transit ATM network and existing/emerging wireless access system specifications.
This objective can be largely met by limiting major modifications to the network interfaces between the
boundaries of the transit ATM network and public/private wireless networks, and where possible, adopt-
ing existing network standard processes (i.e., SS7, IS-41, MAP, AIN.3, Q.931, Q.932, Q.2931, etc.) to
minimize development costs and upgrades to existing service providers’ network infrastructure. Devel-
opment of standard network interfaces that allow interworking of a reasonable subset of non-ATM digital
wireless access systems with the fixed ATM network infrastructure ensure that:

• Large-scale revisions and modifications are not necessary to comply with later versions of the
WATM specifications to accommodate other emerging digital wireless access systems that do not
require end-to-end ATM connectivity

• WATM systems are supported by open interfaces with a rich set of functionality to provide access
to both ATM and non-ATM wireless access terminal devices

FIGURE 87.1 Wireless ATM interworking architecture.
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• WATM services can reach a much larger potential market including those markets providing tra-
ditional large-scale support for existing voice services and vertical voice features

Integrated Wireless–Wireline ATM Network Architecture

Figure 87.2 shows one example of a mature, multifunctional ATM transport network platform, which
provides access to fixed and mobile terminals for wide-area coverage. Four distinct network interfaces
are shown supporting: (1) fixed access with non-ATM terminal, (2) fixed access with ATM terminal, (3)
wireless access with non-ATM terminal (WATM interworking), and (4) wireless access with ATM terminal
(end-to-end WATM).

International Telecommunications Union (ITU) and ATM Forum standard interfaces either exist today
or are being developed to support fixed access to ATM networks through various network interfaces.
These include frame relay service (FRS) UNI, cell relay service (CRS) UNI, circuit emulation service
(CES) UNI, and switched multimegabit data service (SMDS) subscriber NI (SNI). The BISDN intercar-
rier interface (B-ICI) specification [1] provides examples of wired IWFs that have been developed for
implementation above the ATM layer to support intercarrier service-specific functions developed at the
network nodes, and distributed in the public ATM/BISDN network. These distributed, service-specific
functions are defined by B-ICI for FRS, CRS, CES, and SMDS. Examples of such functions include ATM
cell conversion, clock recovery, loss of signal and alarm indication detection, virtual channel identifier
(VCI) mapping, access class selection, encapsulation/mapping, and QoS selection. In addition to the B-
ICI, the private network–network interface (PNNI) specification [2] defines the basic call control sig-
nalling procedures (e.g., connection setup and release) in private ATM networks. It also has capabilities
for autoconfiguration, scalable network hierarchy formation, topology information exchange, and
dynamic routing.

On the wireless access side, existing ITU specifications provide for the transport of wireless services
on public ATM networks (see, e.g., [10,11]). For example, if the ATM UNI is at the mobile switching
center (MSC), then message transfer part (MTP) 1 and 2 would be replaced by the PHY and ATM layers,
respectively, the broadband ISDN user part (BISUP) replaced by MTP 3, and a common channel signalling
(CCS) interface deployed in the ATM node. BISUP is used for ATM connection setup and any required
feature control. If the ATM UNI is at the base station controller (BSC), then significant modifications
are likely to be required. Equipment manufacturers have not implemented, to any large degree, the
features that are available with the ITU specifications. In any case, these features are not sufficient to
support the WATM scenarios postulated in this chapter.

FIGURE 87.2 Wireless and wireline system integration with transit ATM Network.
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The two sets of WATM scenarios postulated in this chapter are shown logically interfaced to the ATM
network through a mobility-enabled ATM (ME-ATM) switch. This enhanced ATM access switch will
have capabilities to support mobility management and location management. In addition to supporting
handoff and rerouting of ATM connections, it will be capable of locating a mobile user anywhere in the
network.

It might be desirable that functions related to mobility not be implemented in standard ATM switches
so that network operators and service providers are not required to modify their ATM switches in order
to accommodate WATM and related services. A feasible strategy that has been proposed is to implement
mobility functions in servers (i.e., service control modules or SCMs) that are logically separated from
the ATM switch. In these servers, all mobility features, service creation logic, and service management
functions will be implemented to allow logical separation of ATM switching and service control from
mobility support, service creation, and management. The open network interface between the ATM access
switch and SCM will be standardized to enable multivendor operation. It would be left up to the switch
manufacturer to physically integrate the SCM into a new ATM switching fabric, or implement the SCM
as a separate entity.

Wireless Access Technology Options

Figure 87.3 identifies various digital wireless systems that could be deployed to connect mobile terminals
to the transit ATM network through IWFs that have to be specified. The main emphasis is on developing
mobility support in the transit ATM infrastructure network to support a range of wireless access tech-
nologies. Significant interests have been expressed, through technical contributions and related activities
in the WATM WG, in developing specifications for the IWFs shown in Fig. 87.3 to allow access to the
fixed ATM network through standard network interfaces. The main standardization issues that need to
be addressed for each wireless access system are described below.

PCS

This class of digital wireless access technologies include the low-tier PCS systems as described in Cox
[8]. Digital cellular systems which are becoming known in the U.S. as high-tier PCS, especially when
implemented in the 1.8-1.9 GHz PCS frequency bands, are addressed in the Digital Cellular section below.
The PCS market has been projected to capture a significant share of the huge potential revenues to be

FIGURE 87.3 Various wireless access technologies supported by wireless ATM interworking.
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generated by business and residential customers. In order to provide more flexible, widespread, tetherless
portable communications than can be provided by today’s limited portable communications approaches,
low-power exchange access radio needs to be integrated with network intelligence provided by the wireline
network.

Today, the network for supporting PCS is narrowband ISDN, along with network intelligence based
on advanced intelligent network (AIN) concepts, and a signalling system for mobility/location manage-
ment and call control based on the signalling system 7 (SS7) network architecture. It is expected that the
core network will evolve to BISDN/ATM over time with the capability to potentially integrate a wide
range of network services, both wired and wireless, onto a single network platform. Furthermore,
there will be no need for an overlay network for PCS. In anticipation of these developments, the WATM
WG included the development of specifications and requirements for PCS access to, and interworking
with, the ATM transit network in its charter and work plan. To date, several contributions have been
presented at WATM WG meetings that have identified some of the key technical issues relating to PCS-
to-ATM interworking. These include (1) architectures, (2) mobility and location management signalling,
(3) network evolution strategies, and (4) PCS service scenarios.

Wireless LAN

Today, wireless LAN (WLAN) is a mature technology. WLAN products are frequently used as LAN
extensions to access areas of buildings with wiring difficulties and for cross-building interconnect and
nomadic access. Coverage ranges from tens to a few hundreds of meters, with data rates ranging from
hundreds of kb/s to more than 10 Mb/s. Several products provide 1 or 2 Mb/s. ATM LAN products
provide LAN emulation services over the connection-oriented (CO) ATM network using various archi-
tectural alternatives [24]. In this case, the ATM network provides services that permit reuse of existing
LAN applications by stations attached directly to an ATM switch, and allow interworking with legacy
LANs. Furthermore, the increasing importance of mobility in data access networks and the availability
of more usable spectrum are expected to speed up the evolution and adoption of mobile access to WLANs.
Hence, it is of interest to develop wireless LAN products that have LAN emulation capabilities similar
to wireline ATM LANs.

The ETSI BRAN project is developing the HIPERLAN RAL technology for wireless ATM access and
interconnection. It will provide short-range wireless access to ATM networks at approximately 25 Mb/s
in the 5 GHz frequency band. HIPERLAN is an ATM-based wireless LAN technology that will have end-
to-end ATM capabilities. It does not require the development of an IWF to provide access to ATM. A
previous version of HIPERLAN (called HIPERLAN I), which has been standardized, supports data rates
from 1–23 Mb/s in the 5 GHz band using a non-ATM RAL [27]. This (and other non-ATM HIPERLAN
standards being developed) could benefit from interworking with the backbone ATM as a means of
extending the marketability of these products in the public domain such as areas of mass transit and
commuter terminals.

Several proposals have been submitted to IEEE 802.11 to provide higher speed extensions of current
IEEE 802.11 systems operating in the 2.4 GHz region and the development of specifications for new
systems operating in the 5 GHz frequency band. The proposed 2.4 GHz extensions support different
modulation schemes, but are interoperable with the current IEEE 802.11 low rate PHY and are fully
compliant with the IEEE 802.11 defined MAC. The 5 GHz proposals are not interoperable with the
current 2.4 GHz IEEE 802.11 systems. One of the final three 5 GHz proposals being considered is based
on orthogonal frequency division multiplexing (OFDM), or multicarrier modulation. The other two are
single carrier proposals using offset QPSK (OQPSK)/offset QAM (OQAM), and differential pulse position
modulation (DPPM). The OFDM proposal has been selected. With 16-QAM modulation on each sub-
carrier and rate-3/4 convolutional coding, the OFDM system has a peak data rate capability of 30 Mb/s.

It is clear that a whole range of WLAN systems either exist today, or are emerging, that are not based on
ATM technology, and therefore cannot provide seamless access to the ATM infrastructure network. The
development of IWF specifications that allow these WLANs to provide such access through standard network
interfaces will extend the range of applications and service features provided by WLANs. In Pahlavan [17],
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a number of architectural alternatives to interconnect WLAN and WATM to the ATM and/or LAN back-
bone are discussed, along with service scenarios and market and product issues.

Digital Cellular

Digital cellular mobile radio systems include the 1.8–1.9 GHz (high-tier PCS) and the 800–900 MHz systems
that provide high-mobility, wide-area coverage over macrocells. Cellular radio systems at 800–900 MHz
have evolved to digital in the form of Global System for Mobile Communications (GSM) in Europe,
Personal Digital Cellular (PDC) in Japan, and IS-54 Time Division Multiple Access (TDMA) and IS-95
Code Division Multiple Access (CDMA) in the U.S. The capabilities in place today for roaming between
cellular networks provide for even wider coverage. Cellular networks have become widespread, with
coverage extending beyond some national boundaries. These systems integrate wireless access with large-
scale mobile networks having sophisticated intelligence to manage mobility of users.

Cellular networks (e.g., GSM) and ATM networks are evolving somewhat independently. The devel-
opment of IWFs that allow digital cellular systems to utilize ATM transport will help to bridge the gap.
Cellular networks have sophisticated mechanisms for authentication and handoff, and support for rerout-
ing through the home network. In order to facilitate the migration of cellular systems to ATM transport,
one of the first issues that should be addressed is that of finding ways to enhance the basic mobility
functions already performed by them for implementation in WATM. Contributions presented at WATM
WG meetings have identified some basic mobility functions of cellular mobile networks (and cordless
terminal mobility) which might be adopted and enhanced for WATM interworking. These basic mobility
functions include rerouting scenarios (including path extension), location update, call control, and
authentication.

Satellite

Satellite systems are among the primary means of establishing connectivity to untethered nodes for long-
haul radio links. This class of applications has been recognized as an essential component of the National
Information Infrastructure (NII) [16]. Several compelling reasons have been presented in the ATM Forum’s
WATM WG for developing standard network interfaces for satellite ATM (SATATM) networks. These
include (1) ubiquitous wide area coverage, (2) topology flexibility, (3) inherent point-to-multipoint and
broadcast capability, and (4) heavy reliance by the military on this mode of communications. Although
the geostationary satellite link represents only a fraction of satellite systems today, WATM WG contribu-
tions that have addressed this interworking option have focused primarily on geostationary satellites.
Some of these contributions have also proposed the development of WATM specifications for SATATM
systems having end-to-end ATM capabilities.

Interoperability problems between satellite systems and ATM networks could manifest themselves in
at least four ways.

1. Satellite links operate at much higher bit error rates (BERs) with variable error rates and bursty
errors.

2. The approximately 540 ms round trip delay for geosynchronous satellite communications can
potentially have adverse impacts on ATM traffic and congestion control procedures.

3. Satellite communications bandwidth is a limited resource, and might be incompatible with less
bandwidth efficient ATM protocols.

4. The high availability rates (at required BERs) for delivery of ATM (e.g., 99.95%) is costly, hence
the need to compromise between performance relating to availability levels and cost.

A number of experiments have been performed to gain insights into these challenges [21]. The results
can be used to guide the development of WATM specifications for the satellite interworking scenario.
Among the work items that have been proposed for SATATM access using geostationary satellites links
are (1) identification of requirements for RAL and mobile ATM functions; (2) study of the impact of
satellite delay on traffic management and congestion control procedures; (3) development of require-
ments and specifications for bandwidth efficient operation of ATM speech over satellite links; (4) inves-
tigation of various WATM access scenarios; and (5) investigation of frequency spectrum availability issues.
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One interesting SATATM application scenario has been proposed to provide ATM services to multiuser
airborne platforms via satellite links for military and commercial applications. In this scenario, a satellite
constellation is assumed to provide contiguous overlapping coverage regions along the flight path of the
airborne platforms. A set of interworked ground stations form the mobile enhanced ATM network that
provides connectivity between airborne platforms and the fixed terrestrial ATM network via bent-pipe
satellite links. Key WATM requirements for this scenario have been proposed, which envisage among
other things modifications to existing PNNI signalling and routing mechanisms to allow for mobility of
(ATM) switches.

In related work, the Telecommunications Industry Association (TIA) TR34.1 WG has also proposed
to develop technical specifications for SATATM networks. Three ATM network architectures are proposed
for bent-pipe satellites and three others for satellites with onboard ATM switches [23]. Among the tech-
nical issues that are likely to be addressed by TR34.1 are protocol reference models and architecture
specifications, RAL specifications for SATATM, and support for routing, rerouting, and handoff of active
connections. A liaison has been established between the ATM Forum and TR34.1, which is likely to lead
to the WATM WG working closely with TR34.1 to develop certain aspects of the TR34.1 SATATM
specifications.

Ad Hoc Networks

The term ad hoc network is used to characterize wireless networks that do not have dedicated terminals
to perform traditional BS and/or wireless resource control functions. Instead, any mobile terminal (or a
subset of mobile terminals) can be configured to perform these functions at any time. Ad hoc networking
topologies have been investigated by wireless LAN designers, and are part of the HIPERLAN and IEEE
802.11 wireless LAN specifications [13]. As far as its application to WATM is concerned, low-cost, plug-
and-play, and flexibility of system architecture are essential requirements. Potential application service
categories include rapidly deployable networks for government use (e.g., military tactical networks, rescue
missions in times of natural disasters, law enforcement operations, etc.), ad hoc business conferencing
devoid of any dedicated coordinating device, and ad hoc residential network for transfer of information
between compatible home appliances.

There are some unique interworking features inherent in ad hoc networks. For example, there is a
need for location management functions not only to identify the location of terminals but also to identify
the current mode of operation of such terminals. Hence, the WATM WG is considering proposals to
develop separate requirements for ad hoc networks independent of the underlying wireless access tech-
nology. It is likely that requirements will be developed for an ad hoc RAL, mobility management signalling
functions, and location management functions for supporting interworking of ad hoc networks that
provide access to ATM infrastructure networks.

The range of potential wireless access service features and wireless interworking scenarios presented
in the five wireless access technologies discussed above is quite large. For example, unlicensed satellite
systems could provide 32 kb/s voice, and perhaps up to 10 Mb/s for wireless data services. The main
problem centers around the feasibility of developing specifications for IWFs to accommodate the range of
applications and service features associated with the wireless access options shown in Fig. 87.3. The
WATM WG might consider forming sub-working groups which would work in parallel to develop the
network interface specifications for each (or a subset of each) of the above non-ATM wireless access
options. 

87.4 The PCS-to-ATM Interworking Scenario

This section presents a more detailed view of potential near-term and longer-term architectures and
reference models for PCS-to-ATM interworking. A signalling link evolution strategy to support mobility
is also described. Mobility and location management signalling starts with the current CCS network,
which is based on the SS7 protocol and 56 kb/s signalling links, and eventually migrates to ATM signalling.
The system level architectures, and the mobility and location management signalling issues addressed in
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this section serve to illustrate the range of technical issues that need to be addressed for the other WATM
interworking options.

Architecture and Reference Model

The near-term approach for the PCS-to-ATM interworking scenario is shown in Fig. 87.4. The near-term
approach targets existing PCS providers with network infrastructures in place, who wish to continue to
use them while upgrading specific network elements (e.g., MSCs) to provide ATM transport for user
data. The existing MSCs in the PCS network are upgraded to include fixed ATM interfaces. ATM is used
for transport and switching of user data, while mobility/location management and call control signalling
is carried by the SS7 network. No mobility support is required in the ATM network. Synchronization
problems might develop because different traffic types relating to the same call may traverse the narrow-
band SS7 network and the broadband ATM network and arrive at the destination in an uncoordinated
manner. Upgrading the SS7 network to broadband SS7 (e.g., T1 speeds or higher) should partially alleviate
this potential problem.

A longer-term approach for PCS-to-ATM interworking has been proposed in some technical contri-
butions to the WATM WG. This is illustrated in Fig. 87.5, together with the protocol stacks for both data
and signalling. The ATM UNI is placed at the BSC, which acts as the PCS-to-ATM gateway. The ATM
network carries both data and signalling. ATM cells are not transmitted over the PCS link. Communi-
cations between the BS and BSC are specific to the PCS access network, and could be a proprietary
interface. Compared with existing/emerging BSCs, additional protocol layer functionality is required in
the BSC to provide (1) transfer/translation and/or encapsulation of PCS protocol data units (PDUs),
(2) ATM to wireless PDU conversion, and (3) a limited amount of ATM multiplexing/demultiplexing
capabilities.

The BSC is connected to the ATM network through a ME-ATM access switch instead of a MSC. The
ME-ATM switch provides switching and signalling protocol functions to support ATM connections
together with mobility and location management. These functions could be implemented in servers that
are physically separate from, but logically connected to, the ME-ATM switch. The WATM WG is expected
to formulate requirements and specifications for these mobile-specific functions. On the other hand, an
IWF can be introduced between the BSC and the ME-ATM switch shown in Fig. 87.5. In this case, the
UNI is between the IWF and the ME-ATM switch, and another standard interface (not necessarily ATM)
can be used to connect the BSC to the IWF. The BSC then requires no modification, but a new entity
(i.e., the IWF) is required. The IWF will perform protocol conversion and it may serve multiple BSCs. 

FIGURE 87.4 A near-term architecture for PCS-to-ATM interworking.
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A unique feature of this architecture is that modifications to network entities to allow for interworking
of PCS with the transit ATM network are only required at the edges of the ATM and wireless access
networks, i.e., to the BSC and the ME-ATM access switch. In order to minimize the technical impact of
mobility on existing/emerging transit ATM networks and PCS specifications, an initial interworking
scenario is envisaged in which there are no (or only very limited) interactions between PCS and ATM
signalling entities. PCS signalling would be maintained over the air interface, traditional ATM signalling
would be carried in the control plane (C-Plane), and PCS signalling would be carried over the ATM
network as user traffic in the user plane (U-Plane). In the long term, this architecture is expected to
eventually evolve to an end-to-end ATM capability.

On the ATM network side, mobility and location management signalling is implemented in the user
plane as the mobile application part (MAP) layer above the ATM adaptation layer (AAL), e.g., AAL5.
The MAP can be based on the MAP defined in the existing PCS standards (e.g., IS41-MAP or GSM-
MAP), or based on a new set of mobile ATM protocols. The U-plane is logically divided into two parts,
one for handling mobility and location management signalling messages and the other for handling
traditional user data. This obviates the need to make modifications to the ATM UNI and NNI signalling
protocols, currently being standardized. The MAP layer also provides the necessary end-to-end reliability
management for the signalling because it is implemented in the U-Plane, where reliable communication
is not provided in the lower layers of the ATM protocol stack as is done in the signalling AAL (SAAL)
layer. The MAP functionality can be distributed at individual BSCs or ME-ATM access switches or
centralized in a separate server to further reduce modifications to existing implementations. The setup
and release of ATM connections are still handled by the existing ATM signalling layer. This approach
allows easy evolution to future wireless ATM architectures, which will eventually integrate the ATM and
PCS network segments to form a homogeneous network to carry both mobility/location management
and traditional ATM signalling in the C-Plane. Issues relating to mobility support for PCS interworking
with ATM networks are addressed in more detail in Cheng [7].

FIGURE 87.5 A longer-term architecture and reference model PCS-to-ATM interworking.
† NNI here is used in a generic sense, to refer to both public and private networks. In public networks, there will be

an additional MTP3 layer between the NNI and SAAL layers.
‡ MM—Mobility Management, LM—Location Management.
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Signalling Link Evolution

Signalling will play a crucial role in supporting end-to-end connections (without location restrictions) in an
integrated WATM network infrastructure. The signalling and control message exchanges required to support
mobility will occur more frequently than in wireline ATM networks. Today’s CCS network, which is largely
based on the SS7 protocol and 56 kb/s signalling links, will not be able to support the long-term stringent
service and reliability requirements of WATM. Two broad deployment alternatives have been proposed for
migrating the CCS/SS7 network (for wireline services) to using the broadband signalling platform [22].

• Migration to high-speed signalling links using the narrowband signalling platform supported by
current digital transmission (e.g., DS1) facilities. The intent of this approach is to support migra-
tion to high-speed signalling links using the existing CCS infrastructure with modified signalling
network elements. This would allow the introduction of high-speed (e.g., 1.5 Mb/s) links with
possible minimal changes in the CCS network. One option calls for modifications of existing
MTP2 procedures while maintaining the current protocol layer structure. Another option replaces
MTP2 with some functionality of the ATM/SAAL link layer, while continuing to use the same
transport infrastructure as DS1 and transport messages over the signalling links in variable length
signal units delimited by flags.

• Alternative 2 supports migration of signalling links to a broadband/ATM signalling network
architecture. Signaling links use both ATM cells and the ATM SAAL link layer, with signalling
message transported over synchronous optical network (SONET) or existing DS1/DS3 facilities
at rates of 1.5 Mb/s or higher. This alternative is intended primarily to upgrade the current CCS
network elements to support an ATM-based interface, but could also allow for the inclusion of
signalling transfer point (STP) functions in the ATM network elements to allow for internetwork-
ing between ATM and existing CCS networks.

The second alternative provides a good vehicle for the long-term goal of providing high-speed signal-
ling links on a broadband signalling platform supported by the ATM technology. One signalling network
configuration and protocol option is the extended Q.93B signalling protocol over ATM in associated
mode [22]. The PSTN’s CCS networks are currently quasi-associated signalling networks. Q.93B is
primarily intended for point-to-point bearer control in user-to-network access, but can also be extended
for (link-to-link) switch-to-switch and some network-to-network applications. Standards activities to
define high-speed signalling link characteristics in the SS7 protocol have been largely finalized. Standards
to support SS7 over ATM are at various stages of completion. These activities provide a good basis for
further evolving the SS7 protocol to provide the mobility and location management features that will be
required to support PCS (and other wireless systems) access to the ATM network.

The functionality required to support mobility in cellular networks is currently defined as part of the
MAP. Both IS-41 and GSM MAPs are being evolved to support PCS services with SS7 as the signalling
transport protocol [14]. Quite similar to the two alternatives described above, three architectural alter-
natives have been proposed for evolving today’s IS-41 MAP on SS7 to a future modified (or new) IS-41
on ATM signalling transport platform [28]. They are illustrated in Fig. 87.6. In the first (or near-term)
approach, user data is carried over the ATM network, while signalling is carried over existing SS7 links.
The existing SS7 network can also be upgraded to broadband SS7 network (e.g., using T1 links) to
alleviate some of the capacity and delay constraints in the narrowband SS7 network. This signalling
approach can support the near-term PCS-to-ATM interworking described in the previous subsection. In
the second (or midterm) approach, a hybrid-mode operation is envisaged, with the introduction of
broadband SS7 network elements into the ATM network. This results in an SS7-over-ATM signalling
transport platform. Taking advantage of the ATM’s switching and routing capabilities, the MTP3 layer
could also be modified to utilize these capabilities and eliminate the B-STP functionality from the
network. In the third phase (or long-term approach), ATM replaces the SS7 network with a unified
network for both signalling and user data. No SS7 functionality exists in this approach. Here, routing of
signalling messages is completely determined by the ATM layer, and the MAP may be implemented in a
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format other than the transaction capability application part (TCAP), so that the unique features of
ATM are best utilized. The longer-term PCS-to-ATM interworking approach is best supported for this
signalling approach. The performance of several signalling protocols for PCS mobility support for this
long-term architecture is presented in Cheng [6,7]. The above discussion mainly focuses on public
networks. In private networks, there are no existing standard signalling networks. Therefore, the third
approach can be deployed immediately in private networks.

There are several ways to achieve the third signalling approach in ATM networks. The first approach is
to overlay another “network layer” protocol (e.g., IP) over the ATM network, but this requires the manage-
ment of an extra network. The second approach is to enhance the current ATM network-network interface

FIGURE 87.6 Signalling link evolution for mobility/location management over a public ATM network. 
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(e.g., B-ICI for public networks and PNNI for private networks) to handle the new mobility/location man-
agement signalling messages and information elements, but this requires modifications in the existing ATM
network. The third approach is to use dedicated channels (PVCs or SVCs) between the mobility control
signalling points. This does not require any modifications in existing ATM specifications. However, signalling
latency may be high in the case of SVCs, and a full mesh of PVCs between all mobility control signalling
points is difficult to manage. The fourth approach is to use the generic functional protocols (e.g., connection
oriented-bearer independent (CO-BI) or connectionless-BI (CL-BI) transport mechanism) defined in ITU-
T’s Q.2931.2 [12]. This cannot be done in existing ATM networks without modifications, but these functions
are being included in the next version of PNNI (PNNI 2.0) to provide a generic support for supplementary
services. There are also technical contributions to the ATM Forum proposing “connectionless ATM” [26],
which attempt to route ATM cells in a connectionless manner by using the routing information obtained
through the PNNI protocol. However, the “connectionless ATM” concept is still being debated.

87.5 QoS Support

One immediate impact of adding mobility to an otherwise fixed ATM infrastructure network is the need
to manage the changing QoS levels that are inherent in a mobile environment due to the vagaries of the
wireless link, the need for rerouting of traffic due to handoff, and available bandwidth, etc. Dynamic
QoS negotiation and flow control will be required to flexibly support QoS guarantees for multimedia
service applications that are likely to be encountered in this environment. QoS provisioning is based on
the notion that the wireless channel is likely to demand more stringent measures than the fixed ATM
network to support end-to-end QoS. QoS metrics include (1) throughput, (2) delay sensitivity, (3) loss
sensitivity, and (4) BER performance. Issues relating to end-to-end QoS provisioning in multimedia
wireless networks are discussed in Naghshineh [15] and articles therein. Here, the focus is on BER
maintenance in the context of PCS-to-ATM interworking using forward error correction (FEC) at the
radio PHY layer. This is the first step toward developing a hybrid automatic repeat request (ARQ)/FEC
protocol for error control of the wireless link, with FEC at the PHY supplemented by ARQ at the DLC
layer. A comparison of commonly used FEC and ARQ techniques and their potential application to
WATM is presented in Ayanoglu [3].

One adaptive FEC coding scheme that has been proposed for PCS-to-ATM interworking is based on
the use of rate-compatible punctured convolution (RCPC), punctured Bose-Chaudhuri-Hocquenghem
(BCH) or Reed-Solomon (RS) coding at the wireless PHY layer to provide unequal error protection of
the wireless PDU [5]. These coding schemes can support a broad range of QoS levels consistent with the
requirements of multimedia services, minimize the loss of information on the wireless access segment,
and prevent misrouting of cells on the fixed ATM network. Code rate puncturing is a procedure used to
periodically discard a set of predetermined coded bits from the sequence generated by an encoder for
the purposes of constructing a higher rate code. With the rate-compatibility restriction, higher rate codes
are embedded in the lower rate codes, allowing for continuous code rate variation within a data frame.

An example set of three wireless PDU formats that might be appropriate for a PCS system that provides
access to the ATM network is shown in Table 87.1. It is desirable to establish a tight relationship between
the wireless PDU and wireline ATM cell to minimize incompatibilities between them. This will reduce

TABLE 87.1 Examples of Wireless Protocol Data Unit (PDU) Formats

PDU 
type

PDU header 
(bits)

Information 
payload (bits)

PDU trailer 
(bits)

PDU size 
(bits)

PDU-1 24 128 — 152
PDU-2 40 256 8 304
PDU-3 56 384 16 456

Note: Information payloads are limited to submultiples of a 48-byte ATM cell
information payload.
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the complexity of the IWF at the PCS-to-ATM gateway by limiting the amount of processing required
for protocol conversion. The wireless PDU can be tightly coupled to the wireline ATM cell in two ways.

1. Encapsulate the equivalent of a full 48-byte ATM information payload, along with wireless-specific
overhead (and a full/compressed ATM header, if required by the mobile terminal), in the wireless
PDU (e.g., PDU-3).

2. Transmit a submultiple of 48-byte ATM information payload, along with wireless-specific overhead
(and a compressed ATM header, if required by the mobile terminal), in the wireless PDU (e.g.,
PDU-1 and PDU-2).

If the second option is used, then the network has to decide whether to send partially filled ATM cells
over the ATM infrastructure network, or wait until enough wireless PDUs arrive to fill an ATM cell.

The performance of RCPC and punctured BCH (and RS) codes have been evaluated in terms of the
decoded bit BER [5] on a Rayleigh fading channel. For RCPC coding, the Viterbi upper bound on the
decoded BER is given by:

(87.1)

where  P is the puncturing period,  βd is the weight coefficient of paths having distance  d, Pd is the probability
of selecting the wrong path, and df is the free distance of the RCPC code. Closed-form expressions for Pd are
presented in Hagenauer [9] for a flat Rayleigh fading channel, along with tables for determining βd. Since
the code weight structure of BCH codes is known only for a small subset of these codes, an upper BER
performance bound is derived in the literature independent of the structure. Assume that for a t-error
correcting BCH(n,k) code, a pattern of i channel errors (i > t) will cause the decoded word to differ from
the correct word in i + t bit positions. For flat Rayleigh fading channel conditions and differential quadrature
phase-shift keying (DQPSK) modulation, the decoded BER for the BCH(n, k) code is [18]:

(87.2)

where Ps is the raw symbol error rate (SER) on the channel. An upper bound on the decoded BER for a
t-error correcting RS(n,k) code with DQPSK signalling on a flat Rayleigh fading channel is similar in
form to Eq. (87.2). However, Ps should be replaced with the RS-coded digit error rate Pe, and the unit
of measure for the data changed from symbols do digits. A transmission system that uses the RS code
[from GF(2m)]2 with M-ary signalling generates r = m/log2 M symbols per m-bit digit. For statistically
independent symbol errors, Pe = 1 - (1 - Ps)

r. For the binary BCH(n,k) code, n = 2m - 1.
Table 87.2 shows performance results for RCPC and punctured BCH codes that are used to provide

adaptive FEC on the PHY layer of a simulated TDMA-based PCS system that accesses the fixed ATM
network. The FEC codes provide different levels of error protection for the header, information payload,
and trailer of the wireless PDU. This is particularly useful when the wireless PDU header contains
information required to route cells in the fixed ATM network, for example. Using a higher level of
protection for the wireless PDU header increases the likelihood that the PDU will reach its destination,
and not be misrouted in the ATM network.

The numerical results show achievable average code rates for the three example PDU formats in
Table 87.1. The PCS system operates in a microcellular environment at 2 GHz, with a transmission bit
rate of 384 kb/s, using DQPSK modulation. The channel is modeled as a time-correlated Rayleigh fading
channel. The PCS transmission model assumes perfect symbol and frame synchronization, as well as

2GF(2m) denotes the Galois Field of real numbers from which the RS code is constructed. Multiplication and
addition of elements in this field are based on modulo-2 arithmetic, and each RS code word consists of m bits.
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perfect frequency tracking. Computed code rates are shown with and without the use of diversity
combining. All overhead blocks in the wireless PDUs are assumed to require a target BER of 10-9. On
the other hand, the information payload has target BERs of 10-3 and 10-6, which might be typical for
voice and data, respectively. Associated with this target BERs is a design goal of 20 dB for the SNR. The
mother code rate for the RCPC code is R = 1/3, the puncturing period P = 8, and the memory length
M = 6. For BCH coding, the parameter m ≥ 8.

The numerical results in Table 87.2 show the utility of using code rate puncturing to improve the QoS
performance of the wireless access segment. The results for punctured RS coding are quite similar to
those for punctured BCH coding. Adaptive PHY layer FEC coding can be further enhanced by imple-
menting an ARQ scheme at the DLC sublayer, which is combined with FEC to form a hybrid ARQ/FEC
protocol [9] to supplement FEC at the PHY layer. This approach allows adaptive FEC to be distributed
between the wireless PHY and DLC layers.

87.6 Conclusions

The ATM Forum is developing specifications intended to facilitate the use of ATM technology for a broad
range of wireless network access and interworking scenarios, both public and private. These specifications
are intended to cover requirements for seamless extension of ATM to mobile devices and mobility control
in ATM infrastructure networks to allow interworking of non-ATM wireless terminals with the fixed
ATM network. A mobility-enhanced ATM network that is developed from specifications for WATM
interworking may be used in near-term cellular/PCS/satellite/wireless LAN deployments, while providing
a smooth migration path to the longer-term end-to-end WATM application scenario. It is likely to be
cost-competitive with other approaches that adopt non-ATM overlay transport network topologies.

This chapter describes various WATM interworking scenarios where the ATM infrastructure might be
a public (or private) transit ATM network, designed primarily to support broadband wireline services. A
detailed description of a generic PCS-to-ATM architectural interworking scenario is presented, along
with an evolution strategy to eventually provide end-to-end WATM capabilities in the long term. One
approach is described for providing QoS support using code rate puncturing at the wireless PHY layer, along
with numerical results. The network architectures, protocol reference models, signalling protocols, and QoS
management strategies described for PCS-to-ATM interworking can be applied, in varying degrees, to
the other WATM interworking scenarios described in this chapter.

Defining Terms

BISDN intercarrier interface (B-ICI): A carrier-to-carrier public interface that supports multiplexing
of different services such as SMDS, frame relay, circuit emulation, and cell relay services.

Broadband integrated services digital network (BISDN): A cell-relay-based information transfer tech-
nology upon which the next-generation telecommunications infrastructure is to be based.

TABLE 87.2 Average Code Rates for RCPC Codinga and Punctured BCH Codingb for a
2-GHz TDMA-Based PCS System with Access to an ATM Infrastructure Network

Average code rate (10-3

BER for information
payload)

Average code rate (10-6 
BER for information

payload)

Coding scheme PDU-1 PDU-2 PDU-3 PDU-1 PDU-2 PDU-3

RCPC: no diversity 0.76 0.77 0.78 0.61 0.62 0.63
RCPC: 2-branch diversity 0.91 0.93 0.93 0.83 0.84 0.85
Punctured BCH: no diversity 0.42 0.44 0.51 0.34 0.39 0.46
Punctured BCH: 2-branch 

diversity
0.83 0.81 0.87 0.75 0.76 0.82

a with soft decision decoding and no channel state information at the receiver.
b with and without 2-branch frequency diversity.
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High-Performance Radio LAN (HIPERLAN): Family of standards being developed by the European
Telecommunications Standards Institute (ETSI) for high-speed wireless LANs, to provide short-
range and remote wireless access to ATM networks and for wireless ATM interconnection.

Interworking functions (IWFs): A set of network functional entities that provide interaction between
dissimilar subnetworks, end systems, or parts thereof, to support end-to-end communications.

Location management: A set of registration and call delivery functions.
Mobile application part (MAP): Application layer protocols and processes that are defined to support

mobility services such as intersystem roaming and handoffs.
Mobility-enabled ATM (ME-ATM): An ATM switch with additional capabilities and features to support

location and mobility management. 
Mobility management: The handoff process associated with switching (rerouting) of the communica-

tion link from the old coverage area to the new coverage area when a wireless user moves during
active communication.

Personal communications services (PCS): Emerging digital wireless systems which support mobility
in microcellular and other environments, which have a set of capabilities that allow some combi-
nation of terminal mobility, personal mobility, and service profile management.

Protocol data units (PDUs): The physical layer message structure used to carry information across the
communications link.

Private network–network interface (PNNI): The interface between two private networks.
Radio access layer (RAL): A reference to the physical, medium access control, and data link control

layers of the radio link.
Rate-compatible punctured convolution (RCPC): Periodic discarding of predetermined coded bits

from the sequence generated by a convolutional encoder for the purposes of constructing a higher
rate code. The rate-compatibility restriction ensures that the higher rate codes are embedded in
the lower rate codes, allowing for continuous code rate variation to change from low to high error
protection within a data frame.

Satellite ATM (SATATM): A satellite network that provides ATM network access to fixed or mobile
terminals, high-speed links to interconnect fixed or mobile ATM networks, or form an ATM
network in the sky to provide user access and network interconnection services.

User network interface (UNI): A standardized interface providing basic call control functions for
subscriber access to the telecommunications network.

Wireless asynchronous transfer mode (WATM): An emerging wireless networking technology that
extends ATM over the wireless access segment, and/or uses the ATM infrastructure as a transport
network for a broad range of wireless network access scenarios, both public and private.
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Further Information

Information supplementing the wireless ATM standards work may be found in the ATM Forum docu-
ments relating to the Wireless ATM Working Group’s activities (web page http://www.atmforum.com).
Special issues on wireless ATM have appeared in the August 1996 issue of IEEE Personal Communications,
the January 1997 issue of the IEEE Journal on Selected Areas in Communications, and the November 1997
issue of IEEE Communications Magazine.

Reports on proposals for higher speed wireless LAN extensions in the 2.4 GHz and 5 GHz bands can
be found at the IEEE 802.11 web site (http://grouper.ieee.org/groups/802/11/Reports). Additional infor-
mation on HIPERLAN and related activities in ETSI BRAN can be obtained from their web site
(http://www.etsi.fr/bran).
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Involved in LM • Location Management Functions and 
Control Flow • Connection Handover in Wireless ATM

88.4 Summary and Conclusions

88.1 Introduction

Wireless ATM (WATM) refers to the technology that enables ATM end-system mobility as well as
tetherless access to ATM core networks. Wireless ATM has two distinct components: the radio access
technology, and enhancements to existing ATM technology to support end-system mobility. The latter
component is referred to as “MATM” (mobility-enhanced ATM) and it is independent of the radio access
technology. The rationale for wireless ATM has been discussed at length elsewhere [1,2]. In this chapter,
we restrict our discussion to two challenging issues in wireless ATM: the provisioning of ATM quality of
service (QoS) for connections that terminate on mobile end systems over a radio link, and the protocols
for mobility management in the MATM infrastructure.

Figure 88.1 illustrates the WATM reference model considered in this chapter [3]. “W” UNI in this
figure indicates the ATM user-network interface established over the wireless link. “M” NNI refers to the
ATM network-node interface supporting mobility management protocols. The figure depicts the scenario
where an MATM network has both end system mobility-supporting ATM switches (EMAS) and tradi-
tional ATM switches with no mobility support. Thus, one of the features of mobility management
protocols in an MATM network is the ability to work transparently over switches that do not implement
mobility support.

88.2 QoS in Wireless ATM

The type of QoS guarantees to be provided in wireless ATM systems is debatable [4]. On the one hand,
the QoS model for traditional ATM networks is based on fixed terminals and high quality links. Terminal
mobility and error-prone wireless links introduce numerous problems [5]. On the other hand, main-
taining the existing QoS model allows the transparent extension of fixed ATM applications into the
domain of mobile networking. Existing prototype implementations have chosen the latter approach
[6]–[8]. This is also the decision of the ATM Forum wireless ATM working group [9]. Our discussion,
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therefore, is oriented in the same direction, and to this end we first briefly summarize the existing ATM
QoS model.

ATM QoS Model

Five service categories have been defined under ATM [10]. These categories are differentiated according
to whether they support constant or variable rate traffic, and real-time or non-real-time constraints. The
service parameters include a characterization of the traffic and a reservation specification in the form of
QoS parameters. Also, traffic is policed to ensure that it conforms to the traffic characterization, and
rules are specified for how to treat nonconforming traffic. ATM provides the ability to tag nonconforming
cells and specify whether tagged cells are policed (and dropped) or provided with best-effort service. 

Under UNI 4.0, the service categories are constant bit rate (CBR), real-time variable bit rate (rt-VBR),
non-real-time variable bit rate (nrt-VBR), unspecified bit rate (UBR) and available bit rate (ABR). The
definition of these services can be found in [10]. Table 88.1 summarizes the traffic descriptor parameters
and QoS parameters relevant to each service category in ATM traffic management specifications version
4.0 [11]. Here, the traffic parameters are peak cell rate (PCR), cell delay variation tolerance (CDVT),
sustainable cell rate (SCR), maximum burst size (MBS) and minimum cell rate (MCR). The QoS
parameters are cell loss ratio (CLR), maximum cell transfer delay (max CTD) and cell delay variation
(CDV). The explanation of these parameters can be found in [11].

Functions related to the implementation of QoS in ATM networks are usage parameter control (UPC)
and connection admission control (CAC). In essence, the UPC function (implemented at the network
edge) ensures that the traffic generated over a connection conforms to the declared traffic parameters.
Excess traffic may be dropped or carried on a best-effort basis (i.e., QoS guarantees do not apply). The
CAC function is implemented by each switch in an ATM network to determine whether the QoS
requirements of a connection can be satisfied with the available resources. Finally, ATM connections can
be either point-to-point or point-to-multipoint. In the former case, the connection is bidirectional, with

TABLE 88.1 ATM Traffic and QoS Parameters

Attribute

ATM Service Category

CBR rt-VBR nrt-VBR UBR ABR 

Traffic Parameters
PCR and CDVT Yes Yes Yes Yes Yes
SCR and MBS N/A Yes Yes N/A N/A
MCR N/A N/A N/A N/A Yes

QoS Parameters
CDV Yes Yes No No No
Maximum CTD Yes Yes No No No
CLR Yes Yes Yes No No

FIGURE 88.1 WATM reference model.
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separate traffic and QoS parameters for each direction, while in the latter case it is unidirectional. In this
chapter, we consider only point-to-point connections for the sake of simplicity.

QoS Approach in Wireless ATM

QoS in wireless ATM requires a combination of several mechanisms acting in concert. Figure 88.2
illustrates the various points in the system where QoS mechanisms are needed:

• At the radio interface: A QoS-capable medium access control (MAC) layer is required. The mech-
anisms here are resource reservation and allocation for ATM virtual circuits under various service
categories, and scheduling to meet delay requirements. Furthermore, an error control function is
needed to cope with radio link errors that can otherwise degrade the link quality. Finally, a CAC
mechanism is required to limit access to the multiple access radio link in order to maintain QoS
for existing connections.

• In the network: ATM QoS mechanisms are assumed in the network. In addition, a capability for
QoS renegotiation will be useful. This allows the network or the mobile terminal (MT) to rene-
gotiate the connection QoS when the existing connection QoS cannot be maintained during
handover. Renegotiation may also be combined with soft QoS mechanisms, as described later.
Finally, mobility management protocols must include mechanisms to maintain QoS of connections
rerouted within the network during handover.

• At the MT: The MT implements the complementary functions related to QoS provisioning in the
MAC and network layers. In addition, application layer functions may be implemented to deal
with variations in the available QoS due to radio link degradation and/or terminal mobility. Similar
functions may be implemented in fixed terminals communicating with MTs.

In the following, we consider the QoS mechanisms in some detail. We focus on the MAC layer and
the new network layer functions such as QoS renegotiation and soft QoS. The implementation of existing
ATM QoS mechanisms have been described in much detail by others (for example, see [12]).

MAC Layer Functions

The radio link in a wireless ATM system is typically a broadcast multiple access channel shared by a
number of MTs. Different multiple access technologies are possible, for instance frequency, time, or code
division multiple access (FDMA, TDMA, and CDMA, respectively). A combination of FDMA and

FIGURE 88.2 QoS mechanisms in wireless ATM.
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dynamic TDMA is popular in wireless ATM implementations. That is, each radio port (RP) operates on
a certain frequency band and this bandwidth is shared dynamically among ATM connections terminating
on multiple MTs using a TDMA scheme [13]. ATM QoS is achieved under dynamic TDMA using a
combination of a resource reservation/allocation scheme and a scheduling mechanism. This is further
explained using the example of two wireless ATM implementations: NEC’s WATMnet 2.0 prototype [13]
and the European Union’s Magic WAND (Wireless ATM Network Demonstrator) project [8].

Resource Reservation and Allocation Mechanisms (WATMnet 2.0)

WATMnet utilizes a TDMA/TDD (time division duplexing) scheme for medium access. The logical
transmission frame structure under this scheme is shown in Fig. 88.3. As shown, this scheme allows the
flexibility to partition the frame dynamically for downlink (from EMAS to MTs) and uplink (from MTs
to EMAS) traffic, depending on the traffic load in each direction. Other notable features of this scheme are:

• A significant portion of each slot is used for forward error control (FEC) 

• A separate contention region in the frame is used for MTs to communicate with the EMAS

• 8-byte control packets are used for bandwidth request and allocation announcements. An MT can
tag request packets along with the WATM cells it sends or in the contention slots

• WATM cells are modified ATM cells with data link control (DLC) and cyclic redundancy check
(CRC) information added

In the downlink direction, the WATM cells transported belong to various ATM connections terminat-
ing on different MTs. After such cells arrive at the EMAS from the fixed network, the allocation of TDMA
slots for specific connections is done at the EMAS based on the connections’ traffic and QoS parameters.
This procedure is described in the next section. In the uplink direction, the allocation is based on requests
from MTs. For bursty traffic, an MT makes a request only after each burst is generated. Once uplink
slots are allocated to specific MTs, the transmission of cells from multiple active connections at an MT
is again subject to the scheduling scheme. Both the request for uplink slot allocation from the MTs and
the results from the EMAS are carried in control packets whose format is shown in Fig. 88.4. Here, the
numbers indicate the bits allocated for various fields. The sequence number is used to recover from
transmission losses. Request and allocation types indicate one of four types: CBR, VBR, ABR or UBR.
The allocation packet has a start slot field which indicates where in the frame the MT should start
transmission. The number of allocated slots is also indicated.

FIGURE 88.3 TDMA logical frame format.
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The DLC layer implementation in WATMnet is used to reduce the impact of errors that cannot be
corrected using the FEC information. The DLC layer is responsible for selective retransmission of cells
with uncorrectable errors or lost cells. Furthermore, the DLC layer provides request/reply control interface
to the ATM layer to manage the access to the wireless bandwidth, based on the instantaneous amount
of traffic to be transmitted. The wireless ATM cell sent over the air interface is a modified version of the
standard ATM cell with DLC and CRC information, as shown in Fig. 88.5. The same figure also shows
the acknowledgment packet format for implementing selective retransmission. In this packet, the VCI
field specifies the ATM connection for which the acknowledgment is being sent. The sequence number
field indicates the beginning sequence number from which the 16-bit acknowledgment bitmap indicates
the cells correctly received (a “1” in the bit map indicates correct reception).

The TDMA/TDD scheme thus provides a mechanism for dynamic bandwidth allocation to multiple
ATM connections. How active connections are serviced at the EMAS and the MTs to maintain their QoS
needs is another matter. This is described next using Magic WAND as the example.

Scheduling (Magic WAND)

The Magic WAND system utilizes a TDMA scheme similar to that used by the WATM-net. This is shown
in Fig. 88.6. Here, each MAC Protocol Data Unit (MPDU) consists of a header and a sequence of WATM
cells from the same MT (or the EMAS) referred to as a cell train. In the Magic WAND system, the
scheduling of both uplink and downlink transmissions is done at the EMAS. Furthermore, the scheduling
is based on the fact that the frame length is variable. A simplified description of the scheduling scheme
is presented below. More details can be found in [14,15].

At the beginning of each TDMA frame, the scheduling function at the EMAS considers pending
transmission requests, uplink and downlink, from active connections. The scheduler addresses two issues:

1. The determination of the number of cells to be transmitted from each connection in the frame, and
2. The transmission sequence of the selected cells within the frame

FIGURE 88.4 Bandwidth control packet formats.

FIGURE 88.5 WATM formats at the DLC layer.
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The objective of the scheduler is to regulate the traffic over the radio interface as per the declared ATM
traffic parameters of various connections and to ensure that the delay constraints (if any) are met for
these connections over this interface.

The selection of cells for transmission is done based on the service categories of active connections as
well as their traffic characteristics. First, for each connection, a priority based on its service category is
assigned. CBR connections are assigned the highest priority, followed by rt-VBR, nrt-VBR, ABR. In
addition, for each active connection that is not of type UBR, a token pool is implemented. Tokens for a
connection are generated at the declared SCR of the connection and tokens may be accumulated in the
pool as long as their number does not exceed the declared MBS for the connection. The scheduler services
active connections in two passes: in the first pass, connections are considered in priority order from CBR
to ABR (UBR is omitted) and within each priority class only connections with a positive number of
tokens in their pools are considered. Such connections are serviced in the decreasing order of the number
of tokens in their pools. Whenever a cell belonging to a connection is selected for transmission, a token
is removed from its pool. At the end of the first pass, either all the slots in the downlink portion of the
frame are used up or there are still some slots available. In the latter case, the second pass is started. In
this pass, the scheduler services remaining excess traffic in each of CBR, rt and nrt-VBR and ABR classes,
and UBR traffic in the priority order. It is clear that in order to adequately service active connections,
the mean bandwidth requirement of the connections cannot exceed the number of downlink slots
available in each frame. The CAC function is used to block the setting up of new connections over a
radio interface when there is a danger of overloading. Another factor that can result in overloading is
the handover of connections. The CAC must have some knowledge of the expected load due to handovers
so that it can limit new connection admissions. Preserving the QoS for handed over connections while
not degrading existing connections at a radio interface requires good network engineering. In addition,
mechanisms such as QoS renegotiation and soft QoS (described later) may be helpful.

Now, at the end of the selection phase, the scheduler has determined the number of cells to be
transmitted from each active connection. Some of these cells are to be transmitted uplink while the others
are to be transmitted downlink. The scheduler attempts to place a cell for transmission within the frame
such that the cell falls in the appropriate portion of the frame (uplink or downlink, Fig. 88.6) and the
delay constraint (CDT) of the corresponding connection is met. To do this, first the delay allowed over
the radio segment is determined for each connection with a delay constraint (it is assumed that this value
can be obtained during the connection routing phase by decomposing the path delay into delays for each
hop). Then, for downlink cells, the arrival time for the cell from the fixed network is marked. For
uplink cells, the arrival time is estimated from the time at which the request was received from the MT.

FIGURE 88.6 Magic WAND TDMA frame structure.
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The deadline for the transmission of a cell (uplink or downlink) is computed as the arrival time plus the
delay allowed over the radio link.

The final placement of the cells in the frame is based on a three-step process, as illustrated by an
example with six connections (Fig. 88.7). Here, Dn and Un indicate downlink and uplink cells with
deadline = slot n, respectively, and  and  indicate downlink and uplink cells of the  ith connection
with deadline = slot j, respectively. In the first step, the cells are ordered based on their deadlines
[Fig. 88.7(a)]. Several cells belonging to the same connection may have been selected for transmission
in a frame. When assigning a slot for the first cell of such a “cell train” the scheduler positions the cell
such that its transmission will be before and as close to its deadline as possible. Some cells may have to
be shifted from their previously allocated slots to make room for the new allocation. This is done only
if the action does not violate the deadline of any cell. When assigning a slot for another cell in the train,
the scheduler attempts to place it in the slot next to the one allocated to the previous cell. This may

FIGURE 88.7 Scheduling example.
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require shifting of existing allocations as before. This is shown in Figs. 88.7(b)–88.7(d). Here, the trans-
mission frame is assumed to begin at slot 5.

At the end of the first step, the cell sequencing may be such that uplink and downlink cells may be
interleaved. The second step builds the downlink portion of the frame by first shifting all downlink cells
occurring before the first uplink cell as close to the beginning of the frame as possible. In the space
between the last such downlink cell and the first uplink cell, as many downlink cells as possible are
packed. This is illustrated in Fig. 88.7(e). A slot for period overhead (PO) is added between the downlink
and uplink portions. Finally, in the last step, the uplink cells are packed, by moving all uplink cells
occurring before the next downlink cell as shown in Fig. 88.7(f). The contention slots are added after
the last uplink cell and the remaining cells are left for the next frame.

Thus, scheduling can be a rather complicated function. The specific scheduling scheme used in the
Magic WAND system relies on the fact that the frame length is variable. Scheduling schemes for other
frame structures could be different.

Network and Application Layer Functions

Wireless broadband access is subject to sudden variations in bandwidth availability due to the dynamic
nature of the service demand (e.g., terminals moving in and out of RPs coverage area, variable bit-rate
interactive multimedia connections) and the natural constraints of the physical channel (e.g., fading and
other propagation conditions). QoS control mechanisms should be able to handle efficiently both the
mobility and the heterogeneous and dynamic bandwidth needs of multimedia applications. In addition,
multimedia applications themselves should be able to adapt to terminal heterogeneity, computing limi-
tations, and varying availability of network resources [16].

In this section, the network and application layer QoS control functions are examined in the context
of NECs WATMnet system [6]. In this system, a concept called soft-QoS is used to effectively support
terminal mobility, maintain acceptable application performance and high network capacity utilization.
Soft-QoS relies on a QoS control framework that permits the allocation of network resources to dynam-
ically match the varying demands of mobile multimedia applications. Network mechanisms under this
framework for connection admission, QoS renegotiation, and handoff control are described. The soft-
QoS concept and the realization of the soft-QoS controller based on this concept are described next.
Finally, experimental results on the impact of network utilization and soft-QoS provisioning for video
applications are discussed.

A Dynamic Framework for QoS Control

The bit-rates of multimedia applications vary significantly among sessions and within a session due to
user interactivity and traffic characteristics. Contributing factors include the presence of heterogeneous
media (e.g., video, audio, and images) compression schemes (e.g., MPEG, JPEG), presentation quality
requirements (e.g., quantization, display size), and session interactivity (e.g., image scaling, VCR-like
control). Consider, for example, a multimedia application using several media components or media
objects (such as a multiwindow multimedia user interface or future MPEG-4 encoded video) which
allows users to vary the relative importance-of-presence (IoP) of a given media object to match the
current viewing priorities. In this case there would be a strong dependency of user/application interaction
on the bandwidth requirements of individual media components. Figure 88.8 shows the bit-rate when
the user changes the video level-of-detail (LoD) during a session. A suitable network service for these
applications should support bandwidth renegotiation to simultaneously achieve high network utilization
and maintain acceptable performance. For this purpose, an efficient network service model should
support traffic contract renegotiation during a session. It has been experimentally verified that bandwidth
renegotiation is key for efficient QoS support of network-aware adaptive multimedia applications, and
that the added implementation complexity is reasonable [17,18].

In the mobile multimedia communication scenario, bandwidth renegotiation is particularly important.
Conventional network services use static bandwidth allocation models that lack the flexibility needed to
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cope with multimedia interactivity and session mobility. These session properties enlarge the dynamic
range of bandwidth requirements and make dynamic bandwidth management protocols a requirement
for effective end-to-end QoS support. Renegotiation may be required during handover, as well as when
resource allocation changes are warranted due to instantaneous application needs and sudden changes
in network resource availability.

Figure 88.9 shows the system and API model for QoS control with bandwidth renegotiation. The
application programming interface (API) between the adaptive application and the QoS control module
is dynamic, i.e., its parameters can be modified during the session. For example, the Winsock 2 API
under Microsoft Windows [19] allows the dynamic specification of QoS parameters suitable for the
application. In addition, the API between the QoS controller and the network allows the traffic descriptor

FIGURE 88.8 Video bit-rate changes on an interactive multimedia session.

FIGURE 88.9 System and API model for QoS control with bandwidth renegotiation.
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to be varied to track the bit-rate requirements of the bitstream. A new network service, called VBR+

allows renegotiation of traffice descriptors between the network elements and the terminals [20]. VBR+

allows multimedia applications to request “bandwidth-on-demand” suitable for their needs.

Soft-QoS Model

Although multimedia applications have a wide range of bandwidth requirements, most can gracefully
adapt to sporadic network congestion while still providing acceptable performance. This graceful adap-
tation can be quantified by a softness profile [17]. Figure 88.10 shows the characteristics of a softness
profile. The softness profile is a function defined on the scales of two parameters: satisfaction index and
bandwidth ratio. The satisfaction index is based on the subjective mean-opinion-score (MOS), graded
from 1 to 5; a minimum satisfaction divides the scale in two operational regions: the acceptable satis-
faction region and the low satisfaction region. The bandwidth ratio is defined by dividing the current
bandwidth allocated by the network to the bandwidth requested to maintain the desired application
performance. Thus, the bandwidth ratio is graded from 0 to 1; a value of 1 means that the allocated
bandwidth is sufficient to achieve the desired application performance. The point indicated as B is called
the critical bandwidth ratio since it is the value that results in minimum acceptable satisfaction. As shown
in Fig. 88.10, the softness profile is approximated by piecewise linear “S-shaped” function consisting of
three linear segments. The slope of each linear segment represents the rate at which applications perfor-
mance degrades (satisfaction index decreases) when the network allocates only a portion of the requested
bandwidth: the steeper the slope is, the “harder” the corresponding profile is.

The softness profile allows efficient match of application requirements to network resource availability.
With the knowledge of the softness profile, network elements can perform soft-QoS control—QoS-fair
allocation of resources among contending applications when congestion arises. Applications can define
a softness profile that best represents their needs. For example, the softness profile for digital compressed
video is based on the nonlinear relationship between coding bit-rate and quality, and the satisfaction
index is correlated to the user perception of quality [21,22]. While video-on-demand (VoD) applications
may, in general, tolerate bit-rate regulations within a small dynamic range, applications such as surveil-
lance or teleconference may have a larger dynamic range for bit-rate control. Other multimedia appli-
cations may allow a larger range of bit-rate control by resolution scaling [18]. In these examples, VoD
applications are matched to a “harder” profile than the other, more adaptive multimedia applications.
Users on wireless mobile terminals may select a “softer” profile for an application in order to reduce the
connection’s cost, while a “harder” profile may be selected when the application is used on wired desktop
terminal. Thus, adaptive multimedia applications able to scale their video quality could specify their soft-
QoS requirements dynamically to control the session’s cost.

Figure 88.11 conceptually illustrates the role of application QoS/bandwidth renegotiation, service
contract, and session cost in the service model. The soft-QoS service model is suitable for adaptive

FIGURE 88.10 Example softness profile.
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multimedia applications capable of gracefully adjusting their performance to variable network conditions.
The service definition is needed to match the requirements of the application with the capabilities of the
network. The service definition consists of two parts: a usage profile that specifies the target regime of
operation and the service contract that statistically quantifies the soft-QoS service to be provided by the
network. The usage profile, for example, can describe the media type (e.g., MPEG video), interactivity
model (e.g., multimedia browsing, video conference), mobility model (indoors, urban semi-mobile,
metropolitan coverage area), traffic, and softness profiles. The service contract quantifies soft-QoS in
terms of the probability that the satisfaction of a connection will fall outside the acceptable range (given
in its softness profile), the expected duration of “satisfaction outage,” and the new connection blocking
probability.

Network resource allocation is done in two phases. First, a connection admission control procedure,
called soft-CAC, checks the availability of resources on the terminals coverage area at connection set-up
time. The necessary resources are estimated based on the service definition. The new connection is
accepted if sufficient resources are estimated to be available for the connection to operate within the
service contract without affecting the service of other ongoing connections. Otherwise the connection
is blocked. Second, while the connection is in progress, dynamic bandwidth allocation is performed to
match the requirements of interactive variable bit-rate traffic. When congestion occurs, the soft-QoS
control mechanism (re)-allocates bandwidth among connections to maintain the service of all ongoing
connections within their service contracts. The resulting allocation improves the satisfaction of undersat-
isfied connections while maintaining the overall satisfaction of other connections as high as possible [17].
Under this model, connections compete for bandwidth in a “socially responsible” manner based on their
softness profiles. Clearly, if a cost model is not in place, users would request the maximum QoS possible.
The cost model provides feedback on session cost to the applications; the user can adjust the long-term
QoS requirements to maintain the session cost within budget.

Soft-QoS Control in the WATMnet System

In the WATMnet system, soft-QoS control allows effective support of mobile multimedia applications
with high network capacity utilization. When congestion occurs, the soft-QoS controller at the EMASs
allocates bandwidth to connections based on their relative robustness to congestion given by the appli-
cations softness profiles. This allocation improves the satisfaction of undersatisfied connections while
maintaining the overall satisfaction of other connections as high as possible. Within each EMAS, con-
nections compete for bandwidth in a “socially responsible” manner based on their softness profiles.

ATM UNI signalling extensions are used in the WATMnet system to support dynamic bandwidth
management. These extensions follow ITU-T recommendations for ATM traffic parameter modification

FIGURE 88.11 Service model for dynamic bandwidth allocation with soft-QoS.
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while the connection is active [23]. Although these procedures are not finalized at the time of this writing,
an overview of the current state of the recommendation is given next with an emphasis on its use to
support soft-QoS in the mobile WATM scenario.

ITU-T Q.2963 allows all three ATM traffic parameters, PCR, SCR, and MBS, to be modified during
a call. All traffic parameters must be increased or decreased; it is not possible to increase a subset of the
parameters while decreasing the others. The user who initiates the modification request expects to receive
from the network a new set of traffic parameters that are greater than or equal to (or less than) the
existing traffic parameters if the modification request is an increase (or decrease). Traffic parameter
modification is applicable only to point-to-point connections and may be requested only by the terminal
that initiated the connection while in the active state.

The following messages are added to the UNI:

• MODIFY REQUEST message is sent by the connection owner to request modification of the traffic
descriptor; its information element (IE) is the ATM traffic descriptor.

• MODIFY ACKNOWLEDGE message is sent by the called user or network to indicate that the
modify request is accepted. The broadband report type IE is included in the message when the
called user requires confirmation of the success of modification.

• CONNECTION AVAILABLE is an optional message issued by the connection owner to confirm
the connection modification performed in the addressed user to requesting user direction. The
need for explicit confirmation of modification is indicated by the “modification confirmation”
field in the MODIFY ACKNOWLEDGE broadband report IE.

• MODIFY REJECT message is sent by the called user or network to indicate that the modify
connection request is rejected. The cause of the rejection is informed through the cause IE.

Figures 88.12, 88.13, and 88.14 show the use of these messages for successful, addressed user rejection
and network rejection of modification request, respectively.

Additionally, the soft-QoS control framework of the WATMnet system uses the following modifications
to the Q2963 signalling mechanisms:

• BANDWIDTH CHANGE INDICATION (BCI) message supports network-initiated and called
user-initiated modification. The message is issued by the network or called user to initiate a
modification procedure. The traffic descriptor to be used by the connection owner when issuing
the corresponding MODIFY REQUEST message is specified in the BCIs ATM traffic descriptor
IE. Figure 88.15 illustrates the use of BCI for called user–initiated modification. Timer T362 is set
when issuing the BCI message and cleared when the corresponding MODIFY REQUEST message

FIGURE 88.12 Successful Q2963 modification of ATM traffic parameters with (optional) confirmation.
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is received; if T362 expires, the terminal and/or network element can modify the traffic policers
to use the ATM traffic descriptor issued in the BCI message.

• Specification of softness profile and associated minimum acceptable satisfaction level (satmin) in
the MODIFY REQUEST message. The softness profile and satmin are used for QoS-fair allocation
within the soft-QoS control algorithm.

FIGURE 88.13 Addressed user rejection of modification.

FIGURE 88.14 Network rejection of modification request.

FIGURE 88.15 Use of BCI message for addressed user–initiated modification.
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• Specification of available bandwidth fraction (ABF) for each ATM traffic descriptor parameter.
ABF is defined as the ratio of the available to requested traffic descriptor parameter. This results
in ABF-PCR, ABF-SCR, and ABF-MBS for the peak, sustained, and maximum burst size, respec-
tively. These parameters are included in the MODIFY REJECT message. Using the ABF informa-
tion, the connection owner may recompute the requested ATM traffic descriptor and reissue an
appropriate MODIFY REQUEST message.

Two additional call states are defined to support modification. An entity enters the modify request
state when it issues a MODIFY REQUEST of BCI message to the other side of the interface. An entity
enters the modify received state when it receives a MODIFY REQUEST of BCI message from the other
side of the interface.

Soft-QoS control is particularly useful during the handover procedure as a new MT moves into a cell
and places demands on resources presently allocated to connections from other MTs. A flexible way of
prioritizing the bandwidth allocation to various session VCs is through their softness profiles. If a mobile
terminal faces significant drop in bandwidth availability as it moves from one cell to another, rather than
dropping the handover connections, the EMAS might be able to reallocate bandwidth among selected
active connections in the new cell.

Within the soft-QoS framework, the soft-QoS controller selects a set of connections, called donors,
and changes their bandwidth reservation so as to ensure satisfactory service for all [17]. This process
is called network-initiated renegotiation. Network-initiated renegotiation improves the session handover
success probability since multiple connections within and among sessions can share the available
resources at the new EMAS, maintaining the satisfaction of individual connections above the minimum
required. This mechanism allows multimedia sessions to transparently migrate the relative priority of
connections as the MT moves across cells without a need to further specify details of the media session’s
content.

Figure 88.16 shows an MT moving into the coverage area of a new RP under a new EMAS and issuing
a MODIFY REQUEST message (MRE). As a result, the EMAS might have to reallocate bandwidth of
other connections under the RP to successfully complete the handover. This is accomplished by issuing
BCI messages to a selected set of connections, called donors. At the time of receiving the first MRE
message for a connection being handed over, no state exists for that connection within the new EMAS.
This event differentiates the MRE messages from ongoing connections and connections being handed
over. Different algorithmic provisions can be made to expedite bandwidth allocation to MRE messages
of connections being handed over, reducing the probability of handover drop. For example, upon
identifying a MRE from such connection, the soft QoS controller can use cached bandwidth reserves to
maintain the satisfaction of the connection above the minimum. The size of the bandwidth cache is made
adaptive to the ratio of handed-over to local bandwidth demand. The bandwidth cache for each RP can

FIGURE 88.16 Handover procedure with soft-QoS in the WATMnet system.
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be replenished off-line using the network-initiated modification procedure. In this way, a handed-over
connection need not wait for the network-initiated modification procedure to end before being able to
use the bandwidth. The outcome of the reallocation enables most connections to sustain a better than
minimum application performance while resources become available. Short-term congestion may occur
due to statistical multiplexing. If long-term congestion arises due to the creation of a hot spot, dynamic
channel allocation (DCA) may be used to provide additional resources. It is also possible that if connection
rerouting is required inside the network for handover, the required resources to support the original QoS
request may not be available within the network along the new path. Renegotiation is a useful feature in
this case also.

An important performance metric for the soft-QoS service model is the low satisfaction rate (LSR).
LSR measures the probability of failing to obtain link capacity necessary to maintain acceptable appli-
cation performance. Figure 88.17 compares the LSR with and without network-initiated modification
over a wide range of link utilization for an MPEG-based interactive video application. The softness
profiles for MPEG video were derived from empirical results reported in [21,22]. The figure shows that
network-initiated modification has an important contribution to soft-QoS control performance: robust
operation (LSR < 10-3) is achievable while maintaining 70 to 80% utilization. In the WATM scenario,
the handoff success probability with soft-QoS control is related to the LSR by Prob(handoff success) =
P(sat+ > satmin) > 1 - LSR >> 1 - Pb, where sat+ represents the satisfaction after handover to the new AP
completes. Since it is better to block a new connection than to drop an existing connection for lack of
capacity, the condition LSR << Pb is used, where Pb is the connection blocking probability. The operating
goal for the system is to maintain utilization >70%, LSR ~ 10-5, Pb ~ 10-3.

Although the results presented are based on softness profiles for video, the definition of soft-QoS is
appropriate for adaptive multimedia applications in general. Various representative softness profiles can
be defined and refined as users’ experience with distributed multimedia applications grows. New profiles
can easily be incorporated within the framework as they become available.

88.3 Mobility Management in Wireless ATM

Allowing end system mobility in ATM networks gives rise to the problem of mobility management, i.e.,
maintaining service to end systems regardless of their location or movement. A fundamental design
choice here is whether mobility management deals with user mobility or terminal mobility. When a
network supports user mobility, it recognizes the user as the subscriber with an associated service profile.

FIGURE 88.17 Effect of soft-QoS control with and without network-initiated modification.
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The user can then utilize any MT for access to the subscribed services. This results in flexibility in service
provisioning and usage, but some extra complexity is introduced in the system implementation, as
exemplified by the GSM system [24]. Support for user mobility implies support for terminal mobility.
A network may support only terminal mobility and not recognize the user of the terminal, resulting in
a simpler implementation. In either case, the mobility management tasks include:

• Location Management: Keeping track of the current location of an MT in order to permit corre-
spondent systems to set up connections to it. A key requirement here is that the correspondent
systems need not be aware of the mobility or the current location of the MT.

• Connection Handover: Maintaining active connections to an MT as it moves between different
points of attachment in the network. The handover function requires protocols at both the radio
layer and at the network layer. The issue of preserving QoS during handovers was described earlier
and this introduces some complexity in handover implementations.

• Security Management: Authentication of mobile users (or terminals) and establishing crypto-
graphic procedures for secure communications based on the user (or terminal) profile [25].

• Service Management: Maintaining service features as a user (or terminal) roams among networks
managed by different administrative entities. Security and service management can be incorpo-
rated as part of location management procedures.

Early wireless ATM implementations have considered only terminal mobility [6,7]. This has been to focus
the initial effort on addressing the core technical problems of mobility management, i.e., location manage-
ment and handover [26]. Flexible service management in wide-area settings, in the flavor of GSM, has not
been an initial concern in these systems. The mobility management protocol standards being developed by
the ATM Forum WATM working group may include support for user mobility. In the following, therefore,
we concentrate on the location management and handover functions required to support terminal mobility
in wireless ATM. 

Location Management in Wireless ATM

Location management (LM) in WATM networks is based on the notions of permanent and temporary
ATM addresses. A permanent ATM address is a location-invariant, unique address assigned to each MT.
As the MT attaches to different points in a WATM network, it may be assigned different temporary ATM
addresses. As all ATM end system addresses, both permanent and temporary addresses are derived from
the addresses of switches in the network, in this case EMASs. This allows connection set-up messages to
be routed toward the MT, as described later. The EMAS whose address is used to derive the permanent
address of an MT is referred to as the home EMAS of that MT. The LM function in essence keeps track
of the current temporary address corresponding to the permanent address of each MT. Using this
function, it becomes possible for correspondent systems to establish connections to an MT using only
its permanent address and without knowledge of its location.

Network Entities Involved in LM 

The LM functions are distributed across four entities:

• The Location Server (LS): This is a logical entity maintaining the database of associations between
the permanent and temporary addresses of mobile terminals. The LS responds to query and update
requests from EMASs to retrieve and modify database entries. The LS may also keep track of
service-specific information for each MT.

• The AUthentication Server (AUS): This is a logical entity maintaining a secure database of authen-
tication and privacy related information for each MT. The authentication protocol may be imple-
mented between EMASs and the AUS, or directly between MTs and the AUS.
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• The Mobile Terminal: The MT is required to execute certain functions to initiate location updates
and participate in authentication and privacy protocols.

• The EMAS: Certain EMASs are required to identify connection set-up messages destined to MTs
and invoke location resolution functions. These can be home EMASs or certain intermediate
EMASs in the connection path. All EMASs in direct contact with MTs (via their RPs) may be
required to execute location update functions. Home EMASs require the ability to redirect a
connection set-up message. In addition, all EMASs may be required to participate in the redirection
of a connection set-up message to the current location of an MT.

There could be multiple LSs and AUSs in a WATM network. Specifically, an LS and an AUS may be
incorporated with each home EMAS, containing information on all the MTs that the EMAS is home to.
On the other hand, an LS or an AUS may be shared between several EMASs, by virtue of being separate
entities. These choices are illustrated in Fig. 88.18, where the terms “integrated” and “modular” are used
to indicate built-in and separated LS and AUS. In either case, protocols must be implemented for reliably
querying and updating the LS, and mechanisms to maintain the integrity and security of the AUS. NEC’s
WATMnet [6] and BAHAMA [7] are examples of systems implementing integrated servers. The modular
approach is illustrated by GSM [24] and next-generation wireless network proposals [27].

Location Management Functions and Control Flow

At a high level, the LM functions are registration, location update, connection routing to home or gateway
EMAS, location query, and connection redirect.

Registration and Location Update

When an MT connects to a WATM network, a number of resources must be instantiated for that mobile.
This instantiation is handled by two radio layer functions: association, which establishes a channel for
the MT to communicate with the edge EMAS, and registration, which binds the permanent address of
the MT to a temporary address. In addition, the routing information pertaining to the mobile at one or
more location servers must be updated whenever a new temporary address is assigned. This is done using
location updates.

The authentication of a mobile terminal and the establishment of encryption parameters for further
communication can be done during the location updating procedure. This is illustrated in Fig. 88.19 which
shows one possible control flow when an MT changes location from one EMAS to another. Here, the
Broadcast_ID indicates the identity of the network, the location area, and the current radio port. Based
on this information, e.g., by comparing its access rights and the network ID, the MT can decide to access
the network. After an association phase, which includes the setting up of the signalling channel to the
EMAS, the MT sends a registration message to the switch. This message includes the MT’s home address
and authentication information. The location update is initiated by the visited EMAS and the further
progression is as shown. The LS/AUS are shown logically separate from the home EMAS for generality.

FIGURE 88.18 Server organizations.
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They can be integrated with the home EMAS. Details on the implementation of a similar location update
scheme can be found in [28].

Now, there are other possible configurations of LSs that give rise to different control message flow.
For example, a two-level hierarchical LS arrangement can be used. Under this organization, the LS in
the visiting network is updated as long as the MT remains in this network, and the home LS is updated
only when the MT moves to a different WATM network. The information kept in the home LS must,
therefore, point to a gateway EMAS in the visited network, since precise location in the visited network
will not be available at the home LS. GSM location management is an example of this scheme [24].

Connection Forwarding, Location Query, and Connection Redirect

After a location update, a location server handling the MT has the correct association between its
permanent and temporary ATM addresses. When a new connection to the MT is established, the set-up
message must be routed to some EMAS that can query the LS to determine the current address of the
MT. This is the connection forwarding function. Depending on how MT addresses are assigned, the
location query can occur very close to the origination of the connection or it must progress to the home
EMAS of the MT. For instance, if MT addresses are assigned from a separately reserved ATM address
space within a network, a gateway EMAS in the network can invoke location query when it processes a
set-up message with a destination address known to be an MT address. To reach some EMAS that can
interpret an MT address, it is sufficient to always forward connection set-up messages toward the home
EMAS. This ensures that at least the home EMAS can invoke the query if no other EMAS enroute can
do this. The location query is simply a reliable control message exchange between an EMAS and an LS.
If the LS is integrated with the EMAS, this is a trivial operation. Otherwise, it requires a protocol to
execute this transaction.

The control flow for connection establishment when the MT is visiting a foreign network is shown in
Fig. 88.20. The addresses of various entities shown have been simplified for illustration purposes. Here,
a fixed ATM terminal (A.1.1.0) issues a SETUP toward the MT whose permanent address is C.2.1.1. The
SETUP message is routed toward the home EMAS whose address is C.2.1. It is assumed that no other
EMAS in the path to the home EMAS can detect MT addresses. Thus, the message reaches the home
EMAS which determines that the end system whose address is C.2.1.1 is an MT. It then invokes a location
query to the LS which returns the temporary address for the MT (B.3.3). The home EMAS issues a
redirected SETUP toward the temporary address. In this message, the MT is identified by its permanent

FIGURE 88.19 Location update control flow.
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address thereby enabling the visited EMAS to identify the MT and proceed with the connection SETUP
signalling.

It should be noted that in the topology shown in Fig. 88.20, the redirection of the connection set-up
does not result in a nonoptimal path. But, in general, this may not be the case. To improve the overall
end-to-end path, redirection can be done with partial teardown in which case a part of the established
path is released and the connection set-up is redirected from an EMAS that occurs further upstream of
the home EMAS. This is shown in Fig. 88.21. Here, the EMAS labelled COS (Cross Over Switch) occurs
in the original connection path upstream of the home EMAS. To redirect the set-up to B.3.3, the
connection already established to the home EMAS is torn down up to COS, and new segment is
established from the COS to B.3.3. This requires additional signalling procedures.

Finally, in Fig. 88.22, the case of hierarchical location servers is illustrated. Here, as long as the MT is
in the visited network, the address of the gateway EMAS (B.1.1) is registered in its home LS. The connection

FIGURE 88.20 MT in foreign network.

FIGURE 88.21 Connection redirect.
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set-up is sent via the home EMAS to the gateway EMAS. The gateway then queries its local LS to obtain
the exact location (B.3.3) of the MT. It is assumed that the gateway can distinguish the MT address
(C.2.1.1) in a SETUP message from the fact that this address has a different network prefix (C) than the
one used in the visited network (B).

Signalling and Control Messages for LM

The signalling and control messages required can be derived from the scenarios above. Specifically,
interactions between the EMAS and the LS require control message exchange over a VC established for
this purpose. The ATM signalling support needed for connection set-up and redirection is described in
[28].

Connection Handover in Wireless ATM

Wireless ATM implementations rely on mobile-initiated handovers whereby the MT is responsible for
monitoring the radio link quality and decides when to initiate a handover [26]. A handover process typically
involves the following steps:

1. Link quality monitoring: When there are active connections, the MT constantly monitors the
strength of the signal it receives from each RP within range.

2. Handover trigger: At a given instance, all the connections from/to the MT are routed through the
same RP, but deterioration in the quality of the link to this RP triggers the handover procedure.

3. Handover initiation: Once a handover is triggered, the MT initiates the procedure by sending a
signal to the edge EMAS with which it is in direct contact. This signal indicates to the EMAS the
list of candidate RPs to which active connections can be handed over.

4. Target RP selection: The edge EMAS selects one RP as the handover target from the list of candi-
dates sent by the MT. This step may make use of network-specific criteria for spreading the
traffic load among various RPs and interaction between the edge EMAS and other EMASs
housing the candidate RPs.

5. Connection rerouting: Once the target RP is selected, the edge EMAS initiates the rerouting of
all connections from/to the MT within the MATM network to the target RP. The complexity of

FIGURE 88.22 Hierarchical LS configuration.
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this step depends on the specific procedures chosen for rerouting connections, as described next.
Due to constraints on the network or radio resources, it is possible that not all connections are
successfully rerouted at the end of this step.

6. Handover completion: The MT is notified of the completion of handover for one or more active
connections. The MT may then associate with the new RP and begin sending/receiving data over
the connections successfully handed over.

Specific implementations may differ in the precise sequence of events during handover. Furthermore,
the handover complexity and capabilities may be different. For instance, some systems may implement
lossless handover whereby cell loss and missequencing of cells are avoided during handover by buffering
cells inside the network [29]. The handover control flow is described in detail below for two types of
handovers:

• Backward handover: The MT initiates handover through the current RP it is connected to. This
is the normal scenario.

• Forward handover: The MT loses connectivity to the current RP due to a sudden degeneration
of the radio link. It then chooses a new RP and initiates the handover of active connections.

The following description allows only hard handovers, i.e., active connections are routed via exactly
one RP at a given instance, as opposed to soft handovers in which the MT can receive data for active
connections simultaneously from more than one RP during handover.

Backward Handover Control Flow

Figure 88.23 depicts the control sequence for backward handover when the handover involves two
different EMASs. Here, “old” and “new” EMAS refer to the current EMAS and the target EMAS, respec-
tively. The figure does not show handover steps (1) and (2), which are radio layer functions, but starts
with step (3). The following actions take place:

1. The MT initiates handover by sending an HO_REQUEST message to the old EMAS. With this
message, the MT identifies a set of candidate RPs. Upon receiving the message, the old EMAS
identifies a set of candidate EMASs that house the indicated RPs. It then sends an HO_
REQUEST_QUERY to each candidate EMAS, identifying the candidate RP as well as the set of
connections (including the traffic and QoS parameters) to be handed over. The connection iden-
tifiers are assumed to be unique within the network [28].

2. After receiving the HO_REQUEST_QUERY message, a candidate EMAS checks the radio resources
available on all the candidate RPs it houses and selects the one that can accommodate the most
number of connections listed. It then sends an HO_REQUEST_RESPONSE message to the old
EMAS identifying the target RP chosen and a set of connections that can be accommodated (this
may be a subset of connections indicated in the QUERY message).

3. After receiving an HO_REQUEST_RESPONSE message from all candidate EMASs, the old EMAS
selects one target RP, based on some local criteria (e.g., traffic load spreading). It then sends an
HO_RESPONSE message to the MT, indicating the target RP. At the same time, it also sends an
HO_COMMAND to the new EMAS. This message identifies the target RP and all the connections
to be handed over along with their ATM traffic and QoS parameters. This message may also
indicate the connection rerouting method. Rerouting involves first the selection of a cross-over
switch (COS) which is an EMAS in the existing connection path. A new connection segment is
created from the new EMAS to the COS and the existing segment from the COS to the old EMAS
is deleted. Some COS selection options are:

VC Extension: The old EMAS-E itself serves as the COS.
Anchor-Based Rerouting: The COS is determined apriori (e.g., a designated EMAS in the
network) or during connection set-up (e.g., the EMAS that first served the MT when the
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connection was set up). The selected COS is used for all handovers during the lifetime of the
connection.
Dynamic COS Discovery: The COS is dynamically determined during each handover.

These procedures are illustrated in Fig. 88.24. While anchor-based rerouting and VC extension
result in the same COS being used for all the connections being handed over, dynamic COS
selection may result in different COSs for different connections. The HO_COMMAND message
indicates which COS selection method is used, and if VC extension or anchor-based rerouting is
used, it also includes the identity of the COS. If dynamic COS selection is used, the message
includes the identity of the first EMAS in the connection path from the source (this information
is collected during connection set-up [28]). For illustrative purposes, we assume that the dynamic
COS selection procedure is used.

4. Upon receiving the HO_COMMAND message, the new EMAS allocates radio resources in the
target RP for as many connections in the list as possible. It then sends a SETUP message toward
the COS of each such connection. An EMAS in the existing connection path that first processes
this message becomes the actual COS. This is illustrated in Fig. 88.25. This action, if successful,
establishes a new segment for each connection from the new EMAS to the COS.

FIGURE 88.23 Backward handover control flow.
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FIGURE 88.24 COS discovery.

FIGURE 88.25 COS selection when MT moves.
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5. If the set-up attempt is not successful, new EMAS sends an HO_FAILURE message to the old
EMAS, after releasing all the local resources reserved in step (4). This message identifies the
connection in question and it is forwarded by the old EMAS to the MT. What the MT does in
response to an HO_FAILURE message is not part of the backward handover specification.

6. If the COS successfully receives the SETUP message, it sends a CONNECT message in reply, thereby
completing the partial connection establishment procedure. It then sends an HO_COMPLETE
message to old EMAS-E. The HO_COMPLETE message is necessary to deal with the situation
when handover is simultaneously initiated by both ends of the connection when two MTs com-
municate (for the sake of simplicity, we omit further description of this situation, but the reader
may refer to [30] for further details).

7. The old EMAS-E waits to receive HO_COMPLETE messages for all the connections being handed
over. However, the waiting period is limited by the expiry of a timer. Upon receiving the
HO_COMPLETE message for the last connection, or if the timer expires, the old EMAS sends an
HO_RELEASE message to MT. Waiting for the HO_RELEASE message allows the MT to utilize
the existing connection segment as long as possible thereby minimizing data loss. However, if the
radio link deteriorates rapidly, the MT can switch over to the new RP without receiving the
HO_RELEASE message.

8. The old EMAS initiates the release of each connection for which an HO_COMPLETE was received
by sending a RELEASE message to the corresponding COS.

9. Upon receiving the RELEASE message, the COS sends a RELEASE COMPLETE to the previous
switch in the path (as per regular ATM signalling) and switches the data flow from the old to the
new connection segment.

10. Meanwhile, after receiving the HO_RELEASE message from the old EMAS or after link deterio-
ration, the MT dissociates from the old RP and associates with the new RP. This action triggers
the assignment of radio resources for the signalling channel and user data connections for which
resources were reserved in step (4).

11. Finally, the MT communicates to the new EMAS its readiness to send and receive data on all
connections that have been handed over by sending a CONN_ACTIVATE message.

12. Upon receiving the CONN_ACTIVATE message from the MT, new EMAS responds with a
CONN_ACTIVE message. This message contains the identity of the connections that have been
handed over, including their new ATM VC identifiers. Multiple CONN_ACTIVE messages may
be generated, if all the connections have not been handed over when the CONN_ACTIVATE
message was received. However, handover of remaining connections and the subsequent gener-
ation of CONN_ACTIVE signals are timer-bound: if the MT does not receive information about
a connection in a CONN_ACTIVE message before the corresponding timer expires, it assumes
that the connection was not successfully handed over. The recovery in this case is left up to the
MT.

The description above has left open some questions. Among them: what mechanisms are used to
reliably exchange control messages between the various entities that take part in handover? What actions
are taken when network or radio link failures occur during handover? How can lossless handover be
included in the control flow? What effect do transient disruptions in service during handover have on
application behavior?, and what are the performance impacts of signalling for handover? The short
answers to these questions are: reliability can be incorporated by implementing a reliable transfer protocol
for those control messages that do not already use such a transport (SETUP, RELEASE, etc., do, but
HO_REQUEST_QUERY for example, requires attention). Actions taken during network failures require
further analysis, but forward handover can be used to recover from radio link failures during handover.
Lossless handover requires inband signalling within each connection and buffering in the network. Details
on this can be found in [29]. The effect of transient disruptions on applications can be minimal,
depending on how rerouting is implemented during handover. This is described in detail in [31]. Finally,
some of the performance issues related to mobility management are investigated in [32].
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Forward Handover

Forward handover is considered as the measure of last resort, to be invoked when the current radio link
deteriorates suddenly. The forward handover procedure is simpler than backward handover, as illustrated
in Fig. 88.26. Here,

1. The radio link with the old EMAS degrades abruptly. This results in the MT being dissociated
with the old RP. The MT then chooses a new RP and associates with it. In the example shown,
the new RP is housed by a different EMAS (the new EMAS).

2. The MT initiates forward handover by sending a FW_HO_REQUEST message to the new EMAS.
This message indicates the active connections by their network-wide unique identifiers, along with
their ATM traffic and QoS parameters, the identity of the previous EMAS (the “old” EMAS), and
the COS information (this information may be obtained when the connection is initially set up).

3. The new EMAS sends an HO_NOTIFY message to the old EMAS indicating the initiation of
handover. This serves to keep the old EMAS from prematurely releasing the existing connections.

4. The new EMAS reserves radio resources for as many listed connections as possible on the radio
port to which the MT is associated. It then sends a FW_HO_RESPONSE message to the MT
identifying the connections that can be handed over.

5. For each such connection, the new EMAS generates a SETUP message toward the COS to establish
the new connection segment. This message includes the identity of the new EMAS. An EMAS in
the existing connection path that first processes this message becomes the COS (Fig. 88.25).

6. Upon receiving the SETUP message, the COS completes the establishment of the new connection
segment by sending a CONNECT message to the new EMAS.

FIGURE 88.26 Forward handover control flow.
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7. After receiving the CONNECT message, new EMAS sends a CONN_ACTIVE message to the MT,
indicating the connection has become active. Reception of CONN_ACTIVE by the MT is subject
to a timer expiry: if it does not receive information about a connection in any CONN_ACTIVE
message before the corresponding timer expires, it may initiate any locally defined recovery
procedure.

8. If the new connection segment cannot be setup, the new EMAS sends an HO_FAILURE message
to the old EMAS and the MT, after releasing all the local resources reserved for the connection.
Recovery in this case is left up to the MT.

9. If the COS did send a CONNECT in step 7, it switches the connection data to the new segment
and sends an HO_COMPLETE message to old EMAS. As in the case of backward handover, the
HO_COMPLETE message is necessary to resolve conflicts in COS selection when handover is
simultaneously initiated by both ends of the connection when two MTs communicate.

10. Upon receiving the HO_COMPLETE message, the old EMAS releases the existing connection
segment by sending a RELEASE message to the COS. In response, the COS sends a RELEASE
COMPLETE to the previous switch.

88.4 Summary and Conclusions

In this chapter, the QoS and mobility management aspects of wireless ATM were described. WATM
implementations, as well as the WATM standards being developed, allow the same ATM service categories
in WATM networks as found in fixed ATM networks. The support for these classes of service in wireless
ATM requires a variety of QoS control mechanisms acting in concert. The implementation of QoS in
the wireless MAC layer, as well as the new QoS control mechanisms in the network and application layers,
were described. The role of QoS renegotiation during handover was also described.

While mobility management in wide area involves various service-related aspects, the wireless ATM
implementations and the standards efforts have so far focused on the core technical problems of location
management and connection handover. These were described in some detail, along the lines of the speci-
fications being developed by the ATM Forum with examples from WATM implementations. In conclusion,
we note that wireless ATM is still an evolving area and much work is needed to fully understand how to
efficiently support QoS and mobility management.
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89.8 Conclusions

In response to the International Telecommunications Union’s (ITU) call for proposals, third generation
cellular technologies are evolving at a rapid pace where different proposals are vying for the future market
place in digital wireless multimedia communications. While the original intent for third generation was
to have a convergence of cellular based technologies, this appears to be an unrealistic expectation. As
such, three technologies key for the North American and European markets are the third generation
extension of TIA/EIA-95B based Code Division Multiple Access (CDMA) called cdma2000, the European
third generation CDMA called WCDMA, and the third generation Time Division Multiple Access (TDMA)
system based on EDGE. For packet data, EDGE is one case where second generation technologies converged
to a single third generation proposal with convergence of the US TDMA system called TIA/EIA-136 and
the European system GSM. This chapter provides an overview of the air interfaces of these key technol-
ogies. Particular attention is given to the channel structure, modulation, and offered data rates of each
technology. A comparison is also made between cdma2000 and WCDMA to help the reader understand
the similarities and differences of these two CDMA approaches for third generation.

Tero Ojanperä 
Nokia Group 

Steven D. Gray 
Nokia Research Center
©2002 CRC Press LLC



 

    
89.1 Introduction

The promise of third generation is a world where the subscriber can access the World Wide Web (WWW)
or perform file transfers over packet data connections capable of providing 144 kbps for high mobility,
384 kbps with restricted mobility, and 2 Mbps in an indoor office environment [1]. With these guidelines
on rate from the ITU, standards bodies started the task of developing an air interface for their third
generation system. In North America, the Telecommunications Industry Association (TIA) evaluated
proposals from TIA members pertaining to the evolution of TIA/EIA-95B and TIA/EIA-136. In Europe,
the European Telecommunications Standards Institute (ETSI) evaluated proposals from ETSI members
pertaining to the evolution of GSM.

While TIA and ETSI were still discussing various targets for third generation systems, Japan began to
roll out their contributions for third generation technology and develop proof-of-concept prototypes.
In the beginning of 1997, the Association for Radio Industry and Business (ARIB), a body responsible
for standardization of the Japanese air interface, decided to proceed with the detailed standardization of
a wideband CDMA system. The technology push from Japan accelerated standardization in Europe and
the U.S. During 1997, joint parameters for Japanese and European wideband CDMA proposals were
agreed. The air interface is commonly referred to as WCDMA. In January 1998, the strong support behind
wideband CDMA led to the selection of WCDMA as the UMTS terrestrial air interface scheme for FDD
(Frequency Division Duplex) frequency bands in ETSI. In the U.S., third generation CDMA came through
a detailed proposal process from vendors interested in the evolution of TIA/EIA-95B. In February 1998,
the TIA committee TR45.5 responsible for TIA/EIA-95B standardization adopted a framework that
combined the different vendors’ proposals and later became known as cdma2000.

For TDMA, the focus has been to offer IS-136 and GSM operators a competitive third generation evolution.
WCDMA is targeted toward GSM evolution; however, Enhanced Data Rates for Global TDMA Evolution
(EDGE) allows the operators to supply IMT-2000 data rates without the spectral allocation requirements of
WCDMA. Thus, EDGE will be deployed by those operators who wish to maintain either IS-136 or GSM for
voice services and augment these systems with a TDMA-based high rate packet service. TDMA convergence
occurred late in 1997 when ETSI approved standardization of the EDGE concept and in February 1998 when
TIA committee TR45.3 approved the UWC-136 EDGE-based proposal. 

The push to third generation was initially focused on submission of an IMT-2000 radio transmission
techniques (RTT) proposal. To date, the evaluation process has recently started in ITU [2] where Fig. 89.1
depicts the time schedule of the ITU RTT development. Since at the same time regional standards have
started the standards writing process, it is not yet clear what is the relationship between the ITU and
regional standards. Based upon actions in TIA and ETSI, it is reasonable to assume that standards will
exist for cdma2000, WCDMA, and EDGE and all will be deployed based upon market demands.

FIGURE 89.1 ITU timelines: 1, 2, 3—RTTs request, development, and submission; 4—RTT evaluation; 5—review
outside evaluation; 6—assess compliance with performance parameters; 7—consideration of evaluation results and
consensus on key characteristics; 8—development of detailed radio interface specifications. 
©2002 CRC Press LLC



 

                                  
The chapter is organized as follows: issues effecting third generation CDMA are discussed followed
by a brief introduction of cdma2000, WCDMA, and EDGE. A table comparing cdma2000 and WCDMA
is given at the end of the CDMA section. For TDMA, an overview of the IS-136-based evolution is given
including the role played by EDGE.

89.2 CDMA-Based Schemes

Third generation CDMA system descriptions in TIA and ETSI have similarities and differences. Some of
the similarities between cdma2000 and WCDMA are variable spreading, convolutional coding, and QPSK
data modulation. The major differences between cdma2000 and WCDMA occur with the channel structure,
including the structure of the pilot used on the forward link. To aid in comparison of the two CDMA
techniques, a brief overview is given to some important third generation CDMA issues, the dedicated
channel structure of cdma2000 and WCDMA, and a table comparing air interface characteristics.

89.3 CDMA System Design Issues

Bandwidth

An important design goal for all third generation proposals is to limit spectral emissions to a 5 MHz
dual-sided passband. There are several reasons for choosing this bandwidth. First, data rates of 144 and
384 kbps, the main targets of third generation systems, are achievable within 5 MHz bandwidth with
reasonable coverage. Second, lack of spectrum calls for limited spectrum allocation, especially if the
system has to be deployed within the existing frequency bands already occupied by the second generation
systems. Third, the 5 MHz bandwidth improves the receiver’s ability to resolve multipath when compared
to narrower bandwidths, increasing diversity and improving performance. Larger bandwidths of 10, 15,
and 20 MHz have been proposed to support highest data rates more effectively.

Chip Rate

Given the bandwidth, the choice of chip rate depends on spectrum deployment scenarios, pulse shaping,
desired maximum data rate and dual-mode terminal implementation. Figure 89.2 shows the relation
between chip rate (CR), pulse shaping filter roll-off factor (α) and channel separation (Df ). If raised cosine
filtering is used, spectrum is zero (in theory) after CR/2(1 + α). In Fig. 89.2, channel separation is selected
such that two adjacent channel spectra do not overlap. Channel separation should be selected this way, if
there can be high power level differences between the adjacent carriers. For example, for WCDMA parameters
minimum channel separation (Dfmin) for nonoverlapping carriers is Dfmin = 4.096(1 + 0.22) = 4.99712 MHz.
If channel separation is selected in such a way that the spectrum of two adjacent channel signals overlap,

FIGURE 89.2 Relationship between chip rate (CR), roll-off factor (α ), and channel separation (Df ).
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some power leaks from one carrier to another. Partly overlapping carrier spacing can be used, for example,
in micro cells where the same antenna masts are used for both carriers.

A designer of dual-mode terminals needs to consider the relation between the different clock frequen-
cies of different modes. Especially important are the transmitter and receiver sampling rates and the
carrier raster. A proper selection of these frequencies for the standard would ease the dual mode terminal
implementation. The different clock frequencies in a terminal are normally derived from a common
reference oscillator by either direct division or synthesis by the use of a PLL. The use of a PLL will add
some complexity. The WCDMA chip rate has been selected based on consideration of backward com-
patibility with GSM and PDC. cdma2000 chip rate is a direct derivation of the TIA/EIA-95B chip rate.

Multirate

Multirate design means multiplexing different connections with different quality of service requirements
in a flexible and spectrum efficient way. The provision for flexible data rates with different quality of
service requirements can be divided into three subproblems: how to map different bit rates into the
allocated bandwidth, how to provide the desired quality of service, and how to inform the receiver about
the characteristics of the received signal. The first problem concerns issues like multicode transmission
and variable spreading. The second problem concerns coding schemes. The third problem concerns
control channel multiplexing and coding.

Multiple services belonging to the same session can be either time- or code-multiplexed as depicted
in Fig. 89.3. The time multiplexing avoids multicode transmissions thus reducing peak-to-average power
of the transmission. A second alternative for service multiplexing is to treat parallel services completely
separate with separate channel coding/interleaving. Services are then mapped to separate physical data
channels in a multicode fashion as illustrated in the lower part of Fig. 89.3. With this alternative scheme,
the power, and consequently the quality, of each service can be controlled independently.

Spreading and Modulation Solutions

A complex spreading circuit as shown in Fig. 89.4 helps to reduce the peak-to-average power and thus
improves power efficiency.

FIGURE 89.3 Time and code multiplexing principles.
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The spreading modulation can be either balanced- or dual-channel QPSK. In the balanced QPSK
spreading the same data signal is split into I and Q channels. In dual-channel QPSK spreading the symbol
streams on the I and Q channels are independent of each other. In the forward link, QPSK data
modulation is used in order to save code channels and allow the use of the same orthogonal sequence
for I and Q channels. In the reverse link, each mobile station uses the same orthogonal codes; this allows
for efficient use of BPSK data modulation and balanced QPSK spreading.

Coherent Detection in the Reverse Link

Coherent detection can improve the performance of the reverse link up to 3 dB compared to noncoherent
reception used by the second generation CDMA system. To facilitate coherent detection a pilot signal is
required. The actual performance improvement depends on the proportion of the pilot signal power to
the data signal power and the fading environment. 

Fast Power Control in Forward Link

To improve the forward link performance fast power control is used. The impact of the fast power control
in the forward link is twofold. First, it improves the performance in a fading multipath channel. Second,
it increases the multiuser interference variance within the cell since orthogonality between users is not
perfect due to multipath channel. The net effect, however, is improved performance at low speeds.

Additional Pilot Channel in the Forward Link for Beamforming

An additional pilot channel on the forward link that can be assigned to a single mobile or to a group of
mobiles enables deployment of adaptive antennas for beamforming since the pilot signal used for channel
estimation needs to go through the same path as the data signal. Therefore, a pilot signal transmitted
through an omnicell antenna cannot be used for the channel estimation of a data signal transmitted
through an adaptive antenna.

Seamless Interfrequency Handover

For third generation systems hierarchical cell structures (HCS), constructed by overlaying macro cells
on top of smaller micro or pico cells, have been proposed to achieve high capacity. The cells belonging
to different cell layers will be in different frequencies, and thus an interfrequency handover is required.
A key requirement for the support of seamless interfrequency handover is the ability of the mobile station

FIGURE 89.4 Complex spreading.
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to carry out cell search on a carrier frequency different from the current one, without affecting the
ordinary data flow. Different methods have been proposed to obtain multiple carrier frequency measure-
ments. For mobile stations with receiver diversity, there is a possibility for one of the receiver branches
to be temporarily reallocated from diversity reception and instead carry out reception on a different
carrier. For single-receiver mobile stations, slotted forward link transmission could allow interfrequency
measurements. In the slotted mode, the information normally transmitted during a certain time, e.g., a
10 ms frame, is transmitted in less than that time, leaving an idle time that the mobile can use to measure
on other frequencies.

Multiuser Detection

Multiuser detection (MUD) has been the subject of extensive research since 1986 when Verdu formulated
an optimum multiuser detector for AWGN channel, maximum likelihood sequence estimation (MLSE) [3].
In general, it is easier to apply MUD in a system with short spreading codes since cross-correlations do not
change every symbol as with long spreading codes. However, it seems that the proposed CDMA schemes
would all use long spreading codes. Therefore, the most feasible approach seems to be interference cancel-
lation algorithms that carry out the interference cancellation at the chip level, thereby avoiding explicit
calculation of the cross-correlation between spreading codes from different users [4]. Due to complexity,
MUD is best suited for the reverse link. In addition, the mobile station is interested in detecting its own
signal in contrast to the base station, which needs to demodulate the signals of all users. Therefore, a simpler
interference suppression scheme could be applied in the mobile station. Furthermore, if short spreading
codes are used, the receiver could exploit the cyclostationarity, i.e., the periodic properties of the signal, to
suppress interference without knowing the interfering codes.

Transmit Diversity

The forward link performance can be improved in many cases by using transmit diversity. For direct
spread CDMA schemes, this can be performed by splitting the data stream and spreading the two streams
using orthogonal sequences or switching the entire data stream between two antennas. For multicarrier
CDMA, the different carriers can be mapped into different antennas.

89.4 WCDMA

To aid in the comparison of cdma2000 and WCDMA, the dedicated frame structure of WCDMA is
illustrated in Figs. 89.5 and 89.6. The approach follows a time multiplex philosophy where the Dedicated
Physical Control Channel (DPCCH) provides the pilot, power control, and rate information and the
Dedicated Physical Data Channel (DPDCH) is the portion used for data transport. The forward and

FIGURE 89.5 Forward link dedicated channel structure in WCDMA. 
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reverse DPDCH channels have been convolutional encoded and interleaved prior to framing. The major
difference between the forward and reverse links is that the reverse channel structure of the DPCCH is
a separate code channel from the DPDCH.

After framing, the forward and reverse link channels are spread as shown in Figs. 89.7 and 89.8. On
the forward link orthogonal, variable rate codes, cch, are used to separate channels and pseudo random

FIGURE 89.6 Reverse link dedicated channel structure in WCDMA. 

FIGURE 89.7 Forward link spreading of DPDCH and DPCCH. 

FIGURE 89.8 Reverse link spreading for the DPDCH and DPCCH.
©2002 CRC Press LLC



    

scrambling 

   

different bas
link to separ
stations and
to group mo

 

Spreading

 

WCDMA em
forward link

  

truncated to

  

short code m
Gold code o
long code g
correspondi
implementa
the number
short codes
multiuser de
properties. T
beneficial in
implementa

Orthogon
codes whose
according to

 

FIGURE 89.9

  

0967_frame_C89  Page 8  Tuesday, March 5, 2002  10:30 PM

©2002 CRC P
sequences, cscramb, are used to spread the signal evenly across the spectrum and separate
e stations. On the reverse link, the orthogonal channelization codes are used as in the forward
ate CDMA channels. The scrambling codes,  and , are used to identify mobile
 to spread the signal evenly across the band. The optional scrambling code is used as a means
biles under a common scrambling sequence.

 Codes

ploys long spreading codes. Different spreading codes are used for cell separation in the
 and user separation in the reverse link. In the forward link Gold codes of length 218 are
 form cycles of 216 times 10 ms frames. In order to minimize the cell search time, a special
ask is used. The synchronization channel of WCDMA is masked with an orthogonal short

f length 256 chips spanning one symbol. The mask symbols carry information about the BS
roup. Thus, the mobile station first acquires the short mask code and then searches the
ng long code. A short VL-Kasami code has been proposed for the reverse link to ease the
tion of multiuser detection. In this case, code planning would also be negligible because
 of VL-Kasami sequences is more than one million. However, in certain cases, the use of
 may lead to bad correlation properties, especially with very small spreading factors. If
tection were not used, adaptive code allocation could be used to restore the cross-correlation
he use of short codes to ease the implementation of advanced detection techniques is more
 the forward link since the cyclostationarity of the signal could be utilized for adaptive
tion of the receiver.
ality between the different spreading factors can be achieved by tree-structured orthogonal
 construction is illustrated in Fig. 89.9 [5]. The tree-structured codes are generated recursively
 the following equation,

Construction of orthogonal spreading codes for different spreading factors.
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where C2n is the orthogonal code set of size 2n. The generated codes within the same layer constitute a
set of orthogonal functions and are thus orthogonal. Furthermore, any two codes of different layers are
also orthogonal except for the case that one of the two codes is a mother code of the other. For example
code c4,4 is not orthogonal with codes c1,1 and c2,2.

Coherent Detection and Beamforming

In the forward link, time-multiplexed pilot symbols are used for coherent detection. Because the pilot
symbols are user dedicated, they can be used for channel estimation with adaptive antennas as well. In
the reverse link, WCDMA employs pilot symbols multiplexed with power control and rate information
for coherent detection.

Multirate

WCDMA traffic channel structure is based on a single code transmission for small data rates and multicode
for higher data rates. Multiple services belonging to the same connection are, in normal cases, time multi-
plexed as was depicted in the upper part of Fig. 89.3. After service multiplexing and channel coding, the
multiservice data stream is mapped to one or more dedicated physical data channels. In the case of multicode
transmission, every other data channel is mapped into Q and every other into I channel. The channel coding
of WCDMA is based on convolutional and concatenated codes. For services with BER = 10-3, convolutional
code with constraint length of 9 and different code rates (between 1/2-1/4) is used. For services with BER
= 10-6, a concatenated coding with an outer Reed-Solomon code has been proposed. Typically, block
interleaving over one frame is used. WCDMA is also capable of interframe interleaving, which improves
the performance for services allowing longer delay. Turbo codes for data services are under study. Rate
matching is performed by puncturing or symbol repetition.

Packet Data

WCDMA has two different types of packet data transmission possibilities. Short data packets can be
appended directly to a random access burst. The WCDMA random-access burst is 10 ms long, it is
transmitted with fixed power, and the access principle is based on the slotted Aloha scheme. This
method, called common channel packet transmission, is used for short infrequent packets, where the
link maintenance needed for a dedicated channel would lead to an unacceptable overhead. Larger or
more frequent packets are transmitted on a dedicated channel. A large single packet is transmitted using
a single-packet scheme where the dedicated channel is released immediately after the packet has been
transmitted. In a multipacket scheme the dedicated channel is maintained by transmitting power control
and synchronization information between subsequent packets.

89.5 cdma2000

The dedicated channels used in cdma2000 system are the fundamental, supplemental, pilot,1 and dedi-
cated control channels. Shown for the forward link in Fig. 89.10 and for the reverse in Fig. 89.11, the
fundamental channel provides for the communication of voice, low rate data, and signalling where power
control information for the reverse channels is punctured on the forward fundamental channel. For high
rate data services, the supplemental channel is used where one important difference between the sup-
plemental and the fundamental channel is the addition of parallel-concatenated turbo codes. For different
service options, multiple supplemental channels can be used. The code multiplex pilot channel allows
for phase coherent detection. In addition, the pilot channel on the forward link is used for determining
soft handoff and the pilot channel on the reverse is used for carrying power control information for the

1Dedicated for the reverse link and common for the forward link.
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forward channels. Finally, the dedicated control channel, also shown in Fig. 89.10 for the forward link
and in Fig. 89.11, for the reverse, is used primarily for exchange of high rate Media Access Control (MAC)
layer signalling.

Multicarrier

In addition to direct spread, a multicarrier approach has been proposed for the cdma2000 forward link
since it would maintain orthogonality between the cdma2000 and TIA/EIA-95B carriers [6]. The mul-
ticarrier variant is achieved by using three 1.25 MHz carriers for a 5 MHz bandwidth where all carriers
have separate channel coding and are power controlled in unison.

FIGURE 89.10 Forward link channel structure in cdma2000 for direct spread. (Note: dashed line indicates that it
is only used for the fundamental channel). 

FIGURE 89.11 Reverse link channel structure in cdma2000. 
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Spreading Codes

On the forward link, the cell separation for cdma2000 is performed by two M-sequences of length 3 ×  215,
one for I and one for Q channel, which are phase shifted by PN-offset for different cells. Thus,
during the cell search process only these sequences are searched. Because there are a limited number
of PN-offsets, they need to be planned in order to avoid PN-confusion [7]. In the reverse link, user
separation is performed by different phase shifts of M-sequence of length 241. The channel separation is
performed using variable spreading factor Walsh sequences, which are orthogonal to each other.

Coherent Detection

In the forward link, cdma2000 has a common pilot channel, which is used as a reference signal for
coherent detection when adaptive antennas are not employed. When adaptive antennas are used, an
auxiliary pilot is used as a reference signal for coherent detection. Code multiplexed auxiliary pilots are
generated by assigning a different orthogonal code to each auxiliary pilot. This approach reduces the
number of orthogonal codes available for the traffic channels. This limitation is alleviated by expanding
the size of the orthogonal code set used for the auxiliary pilots. Since a pilot signal is not modulated by
data, the pilot orthogonal code length can be extended, thereby yielding an increased number of available
codes, which can be used as additional pilots. In the reverse link, the pilot signal is time multiplexed with
power control and erasure indicator bit (EIB).

Multirate Scheme

cdma2000 has two traffic channel types, the fundamental and the supplemental channel, which are code
multiplexed. The fundamental channel is a variable rate channel which supports basic rates of 9.6 kbps
and 14.4 kbps and their corresponding subrates, i.e., Rate Set 1 and Rate Set 2 of TIA/EIA-95B. It conveys
voice, signalling, and low rate data. The supplemental channel provides high data rates. Services with
different QoS requirements are code multiplexed into supplemental channels. The user data frame
length of cdma2000 is 20 ms. For the transmission of control information, 5 and 20 ms frames can be
used on the fundamental channel or dedicated control channel. On the fundamental channel a convo-
lutional code with constraint length 9 is used. On supplemental channels convolutional coding is used
up to 14.4 kbps. For higher rates Turbo codes with constraint length 4 and rate 1/4 are preferred. Rate
matching is performed by puncturing, symbol repetition, and sequence repetition.

Packet Data

cdma2000 also allows short data burst using the slotted Aloha principle. However, instead of fixed trans-
mission power it increases the transmission power for the random access burst after an unsuccessful
access attempt. When the mobile station has been allocated a traffic channel, it can transmit without
scheduling up to a predefined bit rate. If the transmission rate exceeds the defined rate, a new access
request has to be made. When the mobile station stops transmitting, it releases the traffic channel but
not the dedicated control channel. After a while it also releases the dedicated control channel as well but
maintains the link layer and network layer connections in order to shorten the channel set-up time when
new data needs to be transmitted.

Parametric Comparison

For comparison, Table 89.1 lists the parameters of cdma2000 and WCDMA. cdma2000 uses a chip rate
of 3.6864 Mcps for the 5 MHz band allocation with the direct spread forward link option and a
1.2288 Mcps chip rate with three carriers for the multicarrier option. WCDMA uses direct spread with a
chip rate of 4.096 Mcps. The multicarrier approach is motivated by a spectrum overlay of cdma2000
carriers with existing TIA/EIA-95B carriers [6]. Similar to EIA/TIA-95B, the spreading codes of cdma2000
are generated using different phase shifts of the same M-sequence. This is possible due to the synchronous
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network operation. Since WCDMA has an asynchronous network, different long codes rather than different
phase shifts of the same code are used for the cell and user separation. The code structure determines how
code synchronization, cell acquisition, and handover synchronization are performed.

89.6 TDMA-Based Schemes

As discussed, TIA/EIA-136 and GSM evolution have similar paths in the form of EDGE. The UWC-136
IMT 2000 proposal contains, in addition to the TIA/EIA-136 30 kHz carriers, the high rate capability
provided by the 200 kHz and 1.6 MHz carriers shown in Table 89.2. The targets for the IS-136 evolution
were to meet IMT-2000 requirements and an initial deployment within 1 MHz spectrum allocation.
UWC-136 meets these targets via modulation enhancement to the existing 30 kHz channel (136+) and
by defining complementary wider band TDMA carriers with bandwidths of 200 kHz for vehicular/outdoor
environments and 1.6 MHz for indoor environments. The 200 kHz carrier, 136 HS (vehicular/outdoor)

TABLE 89.1 Parameters of WCDMA and cdma2000

WCDMA cdma2000

Channel bandwidth  5, 10, 20 MHz 1.25, 5, 10, 15, 20 MHz 
Forward link RF channel 

structure
 Direct spread Direct spread or multicarrier 

Chip rate  4.096/8.192/16.384 Mcps 1.2288/3.6864/7.3728/11.0593/14.7456 
Mcps for direct spread 

n × 1.2288 Mcps (n = 1,3,6,9,12) for 
multicarrier

Roll-off factor  0.22 Similar to TIA/EIA-95B 
Frame length 10 ms/20 ms (optional) 20 ms for data and control/5 ms for

control information on the fundamental
and dedicated control channel 

Spreading modulation Balanced QPSK (forward link) Balanced QPSK (forward link)
Dual channel QPSK (reverse link) Dual channel QPSK (reverse link) 
Complex spreading circuit Complex spreading circuit 

Data modulation QPSK (forward link) QPSK (forward link) 
BPSK (reverse link) BPSK (reverse link) 

Coherent detection User dedicated time multiplexed pilot
(forward link and reverse link),
common pilot in forward link

Pilot time multiplexed with PC and EIB
(reverse link)

Common continuous pilot channel and
auxiliary pilot (forward link) 

Channel multiplexing in 
reverse link

Control and pilot channel time
multiplexed

Control, pilot fundamental, and
supplemental code multiplexed 

I&Q multiplexing for data and control 
channel

I&Q multiplexing for data and control 
channels 

Multirate Variable spreading and multicode Variable spreading and multicode 
Spreading factors 4-256 (4.096 Mcps)  4-256 (3.6864 Mcps) 
Power control Open and fast closed loop (1.6 kHz)  Open loop and fast closed loop (800 Hz) 
Spreading (forward link) Variable length orthogonal sequences for 

channel separation. Gold sequences for 
cell and user separation

 Variable length Walsh sequences for 
channel separation, M-sequence 3 × 215 

(same sequence with time shift utilized 
in different cells different sequence in 
I&Q channel) 

Spreading (reverse link)  Variable length orthogonal sequences for 
channel separation. Gold sequence 241 
for user separation (different time shifts 
in I and Q channel, cycle 216 10 ms radio 
frames)

Variable length orthogonal sequences for 
channel separation, M-sequence 215 

(same for all users different sequences in 
I&Q channels), M-sequence 241 for user 
separation (different time shifts for 
different users)

Handover Soft handover Soft handover 
Interfrequency handover Interfrequency handover
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with the same parameters as EDGE provides medium bit rates up to 384 kbps and the 1.6 MHz carrier,
136 HS (indoor), highest bit rates up to 2 Mbps. The parameters of the 136 HS proposal submitted to
ITU are listed in Table 89.2 and the different carrier types of UWC-136 are shown in Fig. 89.12.

Carrier Spacing and Symbol Rate

The motivation for the 200 kHz carrier is twofold. First, the adoption of the same physical layer for
136 HS (Vehicular/Outdoor) and GSM data carriers provides economics of scale and therefore cheaper
equipment and faster time to market. Second, the 200 kHz carrier with higher order modulation can
provide bit rates of 144 and 384 kbps with reasonable range and capacity fulfilling IMT-2000 requirements
for pedestrian and vehicular environments. The 136 HS (Indoor) carrier can provide 2 Mbit/s user data
rate with a reasonably strong channel coding.

Modulation

First proposed modulation methods were Quaternary Offset QAM (Q-O-QAM) and Binary Offset QAM
(B-O-QAM). Q-O-QAM could provide higher data rates and good spectral efficiency. For each symbol
two bits are transmitted and consecutive symbols are shifted by π/2. An offset modulation was proposed,

TABLE 89.2 Parameters of 136 HS

136 HS (Vehicular/Outdoor) 136 HS (Indoor)

Duplex method FDD FDD and TDD 
Carrier spacing 200 kHz 1.6 MHz 
Modulation Q-O-QAM Q-O-QAM 

B-O-QAM B-O-QAM 
8 PSK
GMSK

Modulation bit rate 722.2 kbps (Q-O-QAM) 5200 kbps (Q-O-QAM) 
361.1 kbps (B-O-QAM) 2600 kbps (B-O-QAM)
812.5 kbps (8 PSK)
270.8 kbps (GMSK)

Payload 521.6 kbps (Q-O-QAM) 4750 kbps (Q-O-QAM) 
259.2 kbps (B-O-QAM) 2375 kbps (B-O-QAM) 
547.2 kbps (8 PSK) 
182.4 kbps (GMSK)

Frame length 4.615 ms 4.615 ms 
Number of slots 8 64 (72 µs) 

16 (288 µs) 
Coding Convolutional Convolutional 

1/2, 1/4, 1/3, 1/1 1/2, 1/4, 1/3, 1/1 
ARQ Hybrid Type II ARQ 

Frequency hopping Optional Optional 
Dynamic channel allocation Optional Optional

FIGURE 89.12 UWC-136 carrier types.
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because it causes smaller amplitude variations than 16QAM, which can be beneficial when using ampli-
fiers that are not completely linear. The second modulation B-O-QAM has been introduced, which has
the same symbol rate of 361.111 ksps, but where only the outer signal points of the Q-O-QAM modulation
are used. For each symbol one bit is transmitted and consecutive symbols are shifted by π/2. A second
modulation scheme with the characteristic of being a subset of the first modulation scheme and having
the same symbol rate as the first modulation allows seamless switching between the two modulation
types between bursts. Both modulation types can be used in the same burst. From a complexity point
of view the addition of a modulation, which is subset of the first modulation, adds no new requirements
for the transmitter or receiver.

In addition to the originally proposed modulation schemes, Quaternary Offset QAM (Q-O-QAM)
and Binary Offset QAM (B-O-QAM), other modulation schemes, CPM (Continuous Phase Modu-
lation) and 8-PSK, have been evaluated in order to select the modulation best suited for EDGE. The
outcome of this evaluation is that 8 PSK was considered to have implementation advantages over
Q-O-QAM. Parties working on EDGE are in the process of revising the proposals so that 8 PSK
would replace the Q-O-QAM and GMSK can be used as the lower level modulation instead of B-O-
QAM. The symbol rate of the 8 PSK will be the same as for GMSK and the detailed bit rates will be
specified early in 1999.

Frame Structures

The 136 HS (Vehicular/Outdoor) data frame length is 4.615 ms and one frame consists of eight slots.
The burst structure is suitable for transmission in a high delay spread environment. The frame and slot
structures of the 136 HS (Indoor) carrier were selected for cell coverage for high bit rates. The HS-136
Indoor supports both FDD and TDD duplex methods. Figure 89.13 illustrates the frame and slot
structure. The frame length is 4.615 ms and it can consist of

• 64 1/64 time slots of length 72 µs

• 16 1/16 time slots of length 288 µs

In the TDD mode, the same burst types as defined for the FDD mode are used. The 1/64 slot can be
used for every service from low rate speech and data to high rate data services. The 1/16 slot is to be
used for medium to high rate data services. Figure 89.13 also illustrates the dynamic allocation of resources
between the reverse link and the forward link in the TDD mode.

The physical contents of the time slots are bursts of corresponding length. Three types of traffic
bursts are defined. Each burst consists of a training sequence, two data blocks, and a guard period.
The bursts differ in the length of the burst (72 µs and 288 µs) and in the length of the training sequence

FIGURE 89.13 Wideband TDMA frame and slot structure. 
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(27 symbols and 49 symbols) leading to different numbers of payload symbols and different multipath
delay performances (Fig. 89.14). The number of required reference symbols in the training sequence
depends on the length of the channel’s impulse response, the required signal-to-noise ratio, the expected
maximum Doppler frequency shift, and the number of modulation levels. The number of reference
symbols should be matched to the channel characteristics, remain practically stable within the correlation
window, and have good correlation properties. All 136 based schemes can use interference cancellation as
a means to improve performance [8]. For 136 HS (Indoor), the longer sequence can handle about 7 µs
of time dispersion and the shorter one 2.7 µs. It should be noted that if the time dispersion is larger, the
drop in performance is slow and depends on the power delay profile.

Multirate Scheme

The UWC-136 multirate scheme is based on a variable slot, code, and modulation structure. Data rates
up to 43.2 kbps can be offered using the 136+ 30 kHz carrier and multislot transmission. Depending on
the user requirements and channel conditions a suitable combination of modulation, coding, and number
of data slots is selected. 136 HS can offer packet switched, and both transparent and nontransparent
circuit switched data services. Asymmetrical data rates are provided by allocating a different number of
time slots in the reverse and forward links. For packet switched services the RLC/MAC protocol provides
fast medium access via a reservation based medium access scheme, supplemented by selective ARQ for
efficient retransmission.

Similar to 136 HS (Outdoor/Vehicular), the 136 HS (Indoor) uses two modulation schemes and different
coding schemes to provide variable data rates. In addition, two different slot sizes can be used. For delay
tolerant packet data services, error control is based on a Type II hybrid ARQ (automatic repeat request)
scheme [5]. The basic idea is to first send all data blocks using a simple error control coding scheme. If
decoding at the receiver fails, a retransmission is requested using a stronger code. After the second
retransmission, diversity combining can be performed between the first and second transmissions prior
to hard decisions. This kind of ARQ procedure can be used due to the ability of the RLC/MAC protocol
to allocate resources fast and to send transmission requests reliably in the feedback channel [5].

Radio Resource Management

The radio resource management schemes of UWC-136 include link adaptation, frequency hopping, power
control, and dynamic channel allocation. Link adaptation offers a mechanism for choosing the best
modulation and coding alternative according to channel and interference conditions. Frequency hopping
averages interference and improves link performance against fast fading. For 136 HS (Indoor) fast power
control (frame-by-frame) could be used to improve the performance in cases where frequency hopping
cannot be applied, for example, when only one carrier is available. Dynamic channel allocation can be
used for channel assignments. However, when deployment with minimum spectrum is desired, reuse 1/3
and fractional loading with fixed channel allocation is used.

FIGURE 89.14 Burst structure. 
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89.7 Time Division Duplex (TDD)

The main discussion about the IMT-2000 air interface has been concerned with technologies for FDD.
However, there are several reasons why TDD would be desirable. First, there will likely be dedicated
frequency bands for TDD within the identified UMTS frequency bands. Furthermore, FDD requires
exclusive paired bands and spectrum is, therefore, hard to find. With a proper design including powerful
FEC, TDD can be used even in outdoor cells. The second reason for using TDD is flexibility in radio
resource allocation, i.e., bandwidth can be allocated by changing the number of time slots for the reverse
link and forward link. However, the asymmetric allocation of radio resources leads to two interference
scenarios that will impact the overall spectrum efficiency of a TDD scheme:

• asymmetric usage of TDD slots will impact the radio resource in neighboring cells, and

• asymmetric usage of TDD slots will lead to blocking of slots in adjacent carriers within their own
cells.

Figure 89.15 depicts the first scenario. MS2 is transmitting at full power at the cell border. Since MS1
has a different asymmetric slot allocation than MS2, its forward link slots received at the sensitivity limit
are interfered by MS1, which causes blocking. On the other hand, since the BS1 can have much higher
EIRP (effective isotropically radiated power) than MS2, it will interfere BS2’s ability to receive MS2.
Hence, the radio resource algorithm needs to avoid this situation.

In the second scenario, two mobiles would be connected into the same cell but using different
frequencies. The base station receives MS1 on the frequency f1 using the same time slot it uses on the
frequency f2 to transmit into MS2. As shown in Table 89.3, the transmission will block the reception due
to the irreducible noise floor of the transmitter regardless of the frequency separation between f1 and f2.

Both TDMA- and CDMA-based schemes have been proposed for TDD. Most of the TDD aspects are
common to TDMA- and CDMA-based air interfaces. However, in CDMA-based TDD systems the slot
duration on the forward and reverse links must be equal to enable the use of soft handoff and prevent
the interference situation described in the first scenario. Because TDMA systems do not have soft handoff
on a common frequency, slot imbalances from one BS to the next are easier to accommodate. Thus,
TDMA-based solutions have higher flexibility. The frame structure for the wide band TDMA for the
TDD system was briefly discussed in the previous section. WCDMA has been proposed for TDD in Japan
and Europe. The frame structure is the same as for the FDD component, i.e., a 10 ms frame split into
16 slots of 0.625 ms each. Each slot can be used either for reverse link or forward link. For cdma2000,
the TDD frame structure is based on a 20 ms frame split into 16 slots of 1.25 ms each. 

TABLE 89.3 Adjacent Channel Interference Calculation

BTS transmission power for MS2 in forward link 1W 30 dBm 
Received power for MS1 -100 dBm 
Adjacent channel attenuation due to irreducible noise floor 50 to 70 dB
Signal to adjacent channel interference ratio -60 to -80 dB

FIGURE 89.15 TDD interference scenario. 
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89.8 Conclusions

Third generation cellular systems are a mechanism for evolving the telecommunications business based
primarily on voice telephony to mobile wireless datacomm. In light of events in TIA, ETSI, and ARIB,
cdma2000, WCDMA, and EDGE will be important technologies used to achieve the datacomm goal.
Standardization related to radio access technologies discussed in this chapter were under way at the time
of writing and will offer the European, U.S., and Japanese markets both CDMA and TDMA third-
generation options. In comparing CDMA evolution, the European, U.S., and Japanese based systems
have some similarities, but differ in the chip rate and channel structure. In the best circumstances, some
harmonization will occur between cdma2000 and WCDMA making deployment of hardware capable of
supporting both systems easier. In TDMA, the third generation paths of GSM and TIA/EIA-136 are
through a common solution. This alignment will offer TDMA systems an advantage in possible global
roaming for data services. In spite of the regional standards differences, third generation will be the
mechanism for achieving wireless multimedia enabling services beyond the comprehension of second
generation systems.
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90.1 Introduction

Wireless transmission is impaired by signal fading and interference. The increasing requirements on data
rate and quality of service for wireless communications systems call for new techniques to increase
spectrum efficiency and to improve link reliability. The use of multiple antennas at both ends of a wireless
link promises significant improvements in terms of spectral efficiency and link reliability. This technology
is known as multiple-input multiple-output (MIMO) wireless (see Fig. 90.1). MIMO systems offer diver-
sity gain and multiplexing gain.

Diversity Gain

Diversity is used in wireless systems to combat small scale fading caused by multipath effects. The basic
principle of diversity is that if several replicas of the information signal are received through independently
fading links (branches), then with high probability at least one or more of these links will not be in a fade
at any given instant. Clearly, this probability will increase if the number of diversity branches increases.
In a noise limited link, without adequate diversity, the transmit power will need to be higher or the range
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smaller to protect the link against fading. Likewise in co-channel interference limited links, without
adequate diversity, the reuse factor will have to be increased to make co-channel interference well below
the signal average level. Diversity processing that reduces fading is a powerful tool to increase capacity and
coverage in radio networks. The three main forms of diversity traditionally exploited in wireless commu-
nications systems are temporal diversity, frequency diversity, and spatial (or antenna) diversity.

Temporal diversity is applicable in a channel that has time selective fading. The information is trans-
mitted with spreading over a time span that is larger than the coherence time of the channel. The
coherence time is the minimum time separation between independent channel fades. Time diversity is
usually exploited via interleaving, forward error correction coding (FEC), and automatic repeat request
(ARQ). One drawback of time diversity is the inherent delay incurred in time spreading.

Frequency diversity is effective when the fading is frequency-selective. This diversity can be exploited by
spreading the information over a frequency span larger than the coherence bandwidth of the channel. The
coherence bandwidth is the minimum frequency separation between independent channel fades and is
inversely dependent on the delay spread in the channel. Frequency diversity can be exploited through spread
spectrum techniques or through interleaving and FEC in conjunction with multicarrier modulation [1].

Spatial diversity. In this chapter, we are mostly concerned with spatial (or antenna) diversity. In space
diversity we receive or transmit information signals from antennas that are spaced by more than the
coherence distance apart. The coherence distance is the minimum spatial separation of antennas for
independent fading and depends on the angle spread of the multipaths arriving at or departing from an
antenna array. For example, if the multipath signals arrive from all directions in the azimuth, antenna
spacing on the order of 0.4λ-0.6λ is adequate [2] for independent fading. On the other hand, if the
multipath angle spread is smaller, the coherence distance is larger. Empirical measurements show a strong
coupling between antenna height and coherence distance for base station antennas. Higher antenna
heights imply larger coherence distances. At the terminal end, which is usually low and buried in scatterers,
a 0.4λ-0.6λ separation will be adequate. Receive diversity, i.e., the use of multiple antennas only at the
receive side, is a well-studied subject [3]. Driven mostly by mobile wireless applications, where it is difficult
to employ multiple antennas in the handset, the use of multiple antennas at the base station in combi-
nation with transmit diversity has become an active area of research in the past few years [4,5,6,7,8,9].
Transmit diversity in the case where the channel is known at the transmitter involves transmission such
that the signals launched from the individual antennas arrive in phase at the receiver antenna. In the
case where the channel is not known at the transmitter, transmit diversity requires more sophisticated
methods such as space-time coding which use coding across antennas (space) and time. Here, the basic
idea is to send the information bitstream with different preprocessing (coding, modulation, delay, etc.)
from different antennas such that the receiver can combine these signals to obtain diversity. 

In a MIMO system both transmit and receive antennas combine to give a large diversity order.
Assuming MT transmit and MR receive antennas, a maximum of MTMR links are available; if all of these
links fade independently, we get MT MRth order diversity. The value of spatial MIMO diversity is dem-
onstrated in Figs. 90.2(a) and (b), where the signal level at the output of a 1-input 1-output (SISO) and

FIGURE 90.1 Schematic representation of a MIMO wireless system.
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of a 2-input 2-output system, respectively, is shown, assuming that the channel is known at the receiver
and proper diversity combining is employed. Clearly, the use of multiple antennas reduces the signal
fluctuations and eliminates deep fades. 

Transmit and receive diversity are both similar and different in many ways. While receive diversity
needs merely multiple antennas which fade independently, and is independent of coding/modulation
schemes, transmit diversity needs special modulation/coding schemes in order to be effective. Also, receive
diversity provides array gain, whereas transmit diversity does not provide array gain when the channel
is unknown in the transmitter (the usual case).

Multiplexing Gain

While spatial diversity gain can be obtained when multiple antennas are present at either the transmit
or the receive side, spatial multiplexing requires multiple antennas at both ends of the link [10,11]. The
idea of spatial multiplexing is that the use of multiple antennas at the transmitter and the receiver in
conjunction with rich scattering in the propagation environment opens up multiple data pipes within
the same frequency band to yield a linear (in the number of antennas) increase in capacity. This increase
in capacity comes at no extra bandwidth or power consumption and is therefore very attractive. The
basic principle of spatial multiplexing is illustrated in Fig. 90.3. The symbol stream to be transmitted is
broken up into several parallel symbol streams which are then transmitted simultaneously and within
the same frequency band from the antennas. Due to multipath propagation, each transmit antenna
induces a different spatial signature at the receiver. The receiver exploits these signature differences to

FIGURE 90.2 The value of spatial diversity. Signal level as a function of time for a (a) 1-input 1-output, and a (b)
2-input 2-output system.

FIGURE 90.3 Schematic of a spatial multiplexing system. S/P and P/S denote serial-to-parallel and parallel-to-
serial conversion, respectively.
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separate the individual data streams. The price to be paid for multiplexing gain is increased hardware
cost due to the use of multiple antennas. 
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de by noting that MIMO systems can be used for transmit–receive diversity, spatial multi-
 combinations of diversity and multiplexing.

he MIMO Fading Channel Model

 a single-user communication model and consider a point-to-point link where the transmitter
with MT antennas and the receiver employs MR antennas (see Fig. 90.1). We restrict our
 the case where the channel is frequency-flat (narrowband assumption). A commonly used

del in MIMO wireless communications is the block fading model, where the channel matrix
i.d. complex Gaussian (Rayleigh fading), constant during a block of symbols, and change in
ent fashion from block to block. We furthermore assume that the channel is unknown at
ter and perfectly known (and tracked) at the receiver. Channel knowledge in the receiver can
 by sending training data and estimating the channel. We do not discuss the case where the
nown at the transmitter. Acquiring channel knowledge at the transmitter requires the use of
m the receiver or the use of transmit-receive duplexing based channel mapping methods
ore often hard to realize in practice.

t-output relation of the MR × MT matrix channel can be written as 

, (90.1)

0 r1… ]T is the MR × 1 receive signal vector, H is the MR × MT channel transfer matrix,
]T is the MT × 1 transmit signal vector, and n = [n0 n1… ]T is the MR × 1 noise

elements of the channel transfer matrix H are i.i.d. circularly symmetric complex Gaussian
an and unit variance. A circularly symmetric complex Gaussian random variable is a random
(x + jy) ∼ CN (0, σ2), in which x and y are i.i.d. real Gaussian distributed with N (0, σ2/2).
, each entry of H has uniformly distributed phase and Rayleigh distributed magnitude. This
ical of an environment with rich scattering and enough separation between the antennas at
ter and the receiver. The noise components ni (i = 0, 1, …, MR − 1) are assumed to be i.i.d.
e average transmitted power across all antennas, which is equal to the average SNR at each
na with this normalization of noise power and channel loss, is limited to be no greater than

of MT. The transmit power is assumed to be equally distributed across the transmit antennas. 

apacity of MIMO Channels

 earlier, MIMO systems offer significant capacity gains over SISO channels. Before analyzing
 of random i.i.d. MIMO fading channels, let us briefly consider deterministic SISO and
nels.

rministic Case

 for Shannon capacity for a deterministic SISO channel with input-output relation r = Hs + n,
he average transmit power and E{|n|2} = 1, is given by [12]

(90.2)

that for high SNRs, a 3dB increase in ρ gives an increase in capacity of one bps/Hz. Assuming
smitted signal vector is composed of MT statistically independent equal power components,
circularly symmetric complex Gaussian distribution, the capacity of a deterministic MIMO

r Hs n+=

rMR 1–
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C log2 1 ρ H 2+( ) bps/Hz= .

ress LLC



channel H i

Let us next 

Unlike in Eq
hints at a sig

The Rand

In the follow
The ergodic

where EH de
large, HH

Thus, the er
capacity gain
for various m
on one side
sides of the 
MT = 1 and 

FIGURE 90.4

*The supe

30
MT = 4, MR = 4
MT = 2, MR = 2
MT = 1, MR = 4

1
MT

-------

0967_Frame_C90  Page 5  Tuesday, March 5, 2002  10:35 PM

©2002 CRC P
s given by* [12]

(90.3)

specialize Eq. (90.3) to MT = MR and H =  We get [12]

(90.4)

. (90.2), capacity scales linearly, rather than logarithmically, with increasing SNR. This result
nificant advantage of using multiple antennas. 

om Case

ing the channel H is assumed to be random according to the definitions in Section 90.2.
 capacity of this channel is given by [13]

(90.5)

notes expectation with respect to the random channel. Note that for fixed MR as MT gets
H →  and, hence, the ergodic capacity in the limit of large MT equals

godic capacity grows linearly in the number of receive antennas, which hints at significant
s of MIMO fading channels. Figure 90.4 shows the ergodic capacity as a function of SNR
ulti-antenna systems in a fading environment. We can see that the use of multiple antennas

 of the link only leads to smaller capacity gains than the use of multiple antennas on both
link. For example, in the high SNR regime MT = MR = 2 yields much higher capacity than
MR = 4.

Ergodic capacity of MIMO fading channels.

rscripts T and H denote transposition and conjugate transposition, respectively.
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90.4 Spatial Multiplexing
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m Section 90.1 that multiplexing gain is available if multiple antennas are used at the transmit
side of the wireless link. In this section, we describe various signal processing techniques
 realization of this gain.
al multiplexing system [10,11] the data stream to be transmitted is demultiplexed into MT

reams which are then simultaneously sent from the MT transmit antennas after coding and
 Note that these streams occupy the same frequency band (i.e., they are co-channel signals).
 antenna observes a superposition of the transmitted signals. The receiver then separates them
ent data streams and remultiplexes them to recover the original data stream (see Fig. 90.3).
eparation step determines the computational complexity of the receiver. Competing  receiver

s have different performance-complexity tradeoffs. In the following, we discuss various
ctures.

ing Receiver

ear receiver is the zero forcing (ZF) receiver which basically inverts the channel transfer
assuming that H is square and invertible. An estimate of the MT × 1 transmitted data symbol
btained as

(90.6)

ver hence perfectly separates the co-channel signals si(i = 0, 1, …, MT − 1). For ill-conditioned
ceiver incurs significant noise enhancement. In practice, if H is rank-deficient or non square
left-multiplies r by the pseudo-inverse of H to recover rank(H) symbol streams. If FEC is

patial and temporal redundancy can be exploited to recover lost data.

 Mean-Square Error Receiver

iver yields perfect separation of the co-channel signals at the cost of noise enhancement. An
inear receiver is the minimum mean-square error (MMSE) receiver, which minimizes the
 due to noise and mutual interference between the co-channel signals. In this case, an estimate
ned according to

(90.7)

 assumed that E{ssH} =  and E{nnΗ} =  The MMSE receiver is less sensitive
he cost of reduced signal separation quality. In other words, the co-channel signals are in
perfectly separated. In the high SNR case  ≈ 0), the MMSE receiver converges to the ZF

 Receiver

e alternative to ZF and MMSE receivers which, in general, yields improved performance at
creased computational complexity is the so-called V-BLAST algorithm [14,15]. In V-BLAST

jointly decoding all the transmit signals, we first decode the “strongest” signal, then subtract
st signal from the received signal, proceed to decode the strongest signal of the remaining
nals, and so on. The optimum detection order in such a nulling and cancellation strategy is
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from the strongest to the weakest signal [14]. Assuming that the channel H is known, the main steps of
the V-BLAST algorithm can be summarized as follows:
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g: An estimate of the strongest transmit signal is obtained by nulling out all the weaker
mit signals (e.g., using the zero forcing criterion).

g: The estimated signal is detected to obtain the data bits.

llation: These data bits are remodulated and the channel is applied to estimate its vector
l contribution at the receiver. The resulting vector is then subtracted from the received signal
r and the algorithm returns to the nulling step until all transmit signals are decoded. 

in-depth treatment of the V-BLAST algorithm the interested reader is referred to [14,15].

 Likelihood Receiver

 which yields the best performance in terms of error rate is the maximum likelihood (ML)
wever, this receiver also has the highest computational complexity which moreover exhibits
growth in the number of transmit antennas. Assuming that channel state information has
d, the ML receiver computes the estimate  according to

inimization is performed over all possible codeword vectors s. Note that if the size of the
llation used is Q (e.g., Q = 4 for QPSK), the receiver has to perform an enumeration over

. For higher-order modulation such as 64-QAM, this complexity can become prohibitive
all number of transmit antennas. For example, for 64-QAM and MT = 3, the receiver has

e over 262,144 different vectors on the symbol rate. 

ransmit Diversity

ersity is a technique which realizes spatial diversity gain in systems with multiple transmit
thout requiring channel knowledge in the transmitter [4,5,6,7,8,16]. In this section, we shall
indirect transmit diversity schemes and then proceed with a discussion of direct transmit
emes such as space-time block and space-time Trellis codes. 

ransmit Diversity

ransmit diversity schemes we convert spatial diversity into time or frequency diversity, which
dily be exploited by the receiver (often using FEC and interleaving). In the following, we

s two techniques, namely delay diversity, which converts spatial diversity into frequency
d intentional frequency offset diversity, which converts spatial diversity into time diversity.
rsity. In order to simplify the presentation let us assume that MT = 2 and MR = 1. The principle
elay diversity is to convert the available spatial diversity into frequency diversity by trans-

data bearing signal from the first antenna and a delayed replica thereof from the second
 Fig. 90.5) [4,5]. Assuming that the delay is one symbol interval, the effective SISO channel

receiver is given by

(90.8)

d h1 denote the channel gains between transmit antennas 1 and 2, and the receive antenna,
We assume that h0 and h1 are i.i.d. CN (0, 1). Therefore, the channel transfer function He(e j2πθ)

ŝ

ŝ arg
s
min r Hs– 2= ,

MT

He e j2πθ( ) h0 h1e j2πθ–+= ,
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s well. In order to see how the spatial diversity is converted into frequency diversity we
 frequency correlation function R(e j2πν) = E{He(e j2πθ) He

∗(e j2π(θ−ν))}. Using Eq. (90.8) we get

(90.9)

n |R(e j2πν)| in Eq. (90.9) is depicted in Fig. 90.6. We can see that frequencies separated by
lly decorrelated. Such a channel looks exactly like a 2-paths channel with independent path
me average path energy. Therefore a Viterbi (ML) sequence detector will capture the diversity

. The extension of delay diversity to more than two transmit antennas is described in [5].
l frequency offset diversity. An alternative indirect transmit diversity scheme which converts

sity into temporal diversity was first described in [17]. Let us again assume that MT = 2 and
r coding and modulation, we transmit the data bearing signal from the first antenna and a
ifted (phase rotated) version thereof from the second antenna (see Fig. 90.7). The effective

el seen by the receiver is given by

(90.10)

th |θ1| < 1/2 is the intentional frequency offset introduced at the second antenna. It is again
at h0 and h1 are i.i.d. CN(0, 1). In order to see how spatial diversity is converted into
versity, we compute the temporal correlation function of the stochastic channel he[n] given

Schematic representation of delay diversity. A delayed version of the data bearing signal is transmitted
nd antenna.

The correlation function |R(e j2πν)| for a delay of one symbol interval.
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E{he[n] [n − k]}. Using Eq. (90.10), we get

all data symbols spaced k symbol intervals apart undergo close to independent fading. The
poral diversity can be exploited by using FEC in combination with time interleaving just

o in naturally time fading channels.

ansmit Diversity

lock coding. Space-time block coding has attracted much attention for practical applications
ple space-time block code known as Alamouti scheme [18] performs very similar to maxi-

combining (MRC), a technique which realizes spatial diversity gain by employing multiple
ansmit antennas (but needs channel knowledge in the transmitter for the latter). We briefly
e MRC for MT = 1 and MR = 2. The receive signals are given by r0 = h0s + n0 and r1 = h1s + n1,

 where h0 and h1 denote the CN (0, 1) i.i.d. channel gains between the transmit antenna and
ive antennas and n0 and n1 are CN (0, 1) i.i.d. noise samples. The receiver estimates the
data symbols by forming the decision variable

ther h0 or h1 is not faded, we have a good channel. Thus, we get second order diversity. We
scribe Alamouti’s scheme where MT = 2 and MR = 1. Note that now the two antennas are
ransmitter rather than at the receiver. Figure 90.8 shows a schematic of Alamouti’s scheme,

Conversion of spatial diversity into time diversity through intentional frequency offset. A modulated
 data bearing signal is transmitted from the second antenna.

Schematic of the Alamouti scheme.
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which consists of three steps: 

• Encoding and transmitting. At a given symbol period, two signals are simultaneously transmitted from
the tw
transm
is tran

where
anten
samp
form

where

is the
colum

• The c
the ve

The e

where

• ML d

We can see t
overall trans
a 3 dB SNR 
does not off
antenna is e
Figure 90.9 s
channel usin

The Alam
achieve full d
decouples in

0967_Frame_C90  Page 10  Tuesday, March 5, 2002  10:35 PM

©2002 CRC P
o antennas. In the first time instant, the signal transmitted from antenna 1 is s0 and the signal
itted from antenna 2 is s1. In the next time instant,  is transmitted from antenna 1 and 

smitted from antenna 2. The received signals r0 and r1 are, hence, given by

(90.11)

 h0 and h1 denote the CN(0, 1) i.i.d. channel gains between transmit antenna 1 and the receive
na and transmit antenna 2 and the receive antenna, respectively. Furthermore, the noise
les n0 and n1 are CN(0, 1) i.i.d. The equations in Eq. (90.11) can be rewritten in vector-matrix
 as

  is the received signal vector (note that r1 was conjugated), 

(90.12)

 equivalent channel matrix, s = [s0 s1]
T, and n = [n0 ] is the noise vector. Note that the

ns of the channel matrix Ha are orthogonal irrespective of the specific values of h0 and h1.

ombining step. In the receiver, assuming that perfect channel knowledge has been acquired,
ctor r is left-multiplied by  which results in 

stimates of the symbols s0 and s1 are now given by 

  and  

etection. The symbols  and  are independently sent to an ML detector. 

hat the Alamouti scheme yields the same diversity order as MRC. Note, however, that if the
mit power in the Alamouti scheme is kept the same as in MRC, the Alamouti scheme incurs
loss compared to MRC [18]. This 3 dB difference is due to the fact that the Alamouti scheme
er array gain since it does not know the channel in the transmitter. If more than one receive
mployed, the Alamouti scheme realizes 2MR-fold diversity, i.e., full spatial diversity gain.
hows the bit error rate obtained for the Alamouti scheme in comparison to the SISO fading
g BPSK modulation.
outi scheme is a special case of so-called space-time block codes [8]. Space-time block codes
iversity gain and drastically simplify the receiver structure since the vector detection problem
to simpler scalar detection problems.
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e trellis codes. Space-time Trellis codes are an extension of Trellis codes [19] to the case of
nsmit and receive antennas. In space-time Trellis coding, the bit stream to be transmitted is
the space-time encoder into blocks of size MT × T, where T is the size of the burst over which
is assumed to be constant. One data burst therefore consists of T vectors ck(k = 0, 1,…, T −
 × 1 with the data symbols taken from a finite complex alphabet chosen such that the average
e constellation elements is 1. The kth receive symbol vector is given by rk = Hck + nk(k =
) where nk is complex-valued Gaussian noise satisfying E{nk  = δ[k − l]. Assuming
nel state information, the ML decoder computes the vector sequence (k = 0, 1,…,T − 1)

c0 c1 … cT−1] and the minimization is over all possible codeword matrices C.
xt briefly review the design criteria for space-time Trellis codes assuming that the receiver
hannel state information. We consider the pairwise error probability. Let C = [c0 c1 … cT−1]

 e1 … eT−1] be two different space-time codewords of size MT × T and assume that C was
 In the high SNR case, the average probability (averaged over all channel realizations) that
decides erroneously in favor of the signal E is upper bounded by [7]

(90.13)

enotes the rank of the matrix Bc,e and λi(Bc,e) denotes the nonzero eigenvalues of Bc,e.
n criteria for space-time Trellis codes can now be summarized as follows [7]: 

ank criterion: In order to achieve the maximum diversity MT MR, the matrix Bc,e has to be
nk for every pair of distinct codewords C and E. 

Bit error rate for Alamouti scheme in comparison to the SISO fading channel.

rscript ∗ stands for elementwise conjugation.
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• The determinant criterion: If a diversity advantage of MT MR is the design target, the minimum of
the determinant of Bc,e taken over all pairs of distinct codewords C and E must be maximized.

The design criteria for arbitrary diversity order can be found in [7]. Space-time Trellis codes generally
offer better performance than space-time block codes at the cost of increased decoding complexity [7].
Figure 90.10 shows a schematic of a space-time Trellis coding system, and Fig. 90.11 shows the Trellis
diagram for a simple 4-PSK, 4-state space-time Trellis code for MT = 2 with rate 2 bps/Hz. The Trellis
diagram is to be read as follows. The symbols to the left of the nodes correspond to the encoder output
for the two transmit antennas. For example, in state 0, if the incoming two bits are 10, the encoder
outputs a zero on antenna 1 and a 2 on antenna 2 and changes to state 2. The encoder outputs 0, 1, 2,
3 are mapped to the symbols 1, j, -1, -j, respectively.

90.6 Summary and Conclusion

The use of multiple antennas at both ends of a wireless radio link provides significant gains in terms of
spectral efficiency and link reliability. Spatial multiplexing is a technique which requires multiple antennas
at both sides of the link and is capable of increasing the spectral efficiency. Rich scattering in the
propagation environment is, however, needed in order to obtain multiplexing gain. MIMO diversity
techniques realize spatial diversity gain from the transmit and receive antennas. Space-time block codes
can realize full diversity gain and decouple the vector-ML decoding problem into scalar problems, which
dramatically reduces receiver complexity. Space-time Trellis codes yield better performance than space-
time block codes at the cost of increased receiver complexity.

The area of MIMO communication theory is new and full of challenges. Some promising MIMO
research areas are MIMO in combination with OFDM and CDMA, new coding, modulation and receivers,
combinations of space-time coding and spatial multiplexing, MIMO technology for cellular communi-
cations, and adaptive modulation and link adaptation in the context of MIMO.

FIGURE 90.10 Schematic of space-time Trellis coding.

FIGURE 90.11 Trellis diagram for 4-PSK, 4 state Trellis code for MT = 2 with rate 2 bps/Hz.
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Defining Terms

Array gain: Improvement in SNR obtained by coherently combining the signals on multiple transmit
or multiple receive antennas.

Automatic request for repeat: An error control mechanism in which received packets that cannot be
corrected are retransmitted.

Diversity gain: Improvement in link reliability obtained by transmitting the same data on indepen-
dently fading branches.

Fading: Fluctuation in the signal level due to shadowing and multipath effects.
Forward error correction (FEC): A technique that inserts redundant bits during transmission to help

detect and correct bit errors during reception.
Interleaving: A form of data scrambling that spreads bursts of bit errors evenly over the received data

allowing efficient forward error correction.
Multiplexing gain: Capacity gain at no additional power or bandwidth consumption obtained through

the use of multiple antennas at both sides of a wireless radio link.
Space-time coding: Coding technique that realizes spatial diversity gain without knowing the channel

in the transmitter by spreading information across antennas (space) and time.
Spatial multiplexing: Technique to realize multiplexing gain.
Transmit diversity: Simple technique to realize spatial diversity gain without knowing the channel in

the transmitter by sending modified versions of the data bearing signal from multiple transmit
antennas. 
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91.5 Software Defined Radio Assisted 
FH/MC DS-CDMA

91.6 Final Remarks

91.1 Introduction1

There is a range of activities in various parts of the globe concerning the standardization, research, and
development of the third-generation (3G) mobile systems known as the Universal Mobile Telecommu-
nications System (UMTS) in Europe, which was termed as the IMT-2000 system by the International
Telecommunications Union (ITU) [1,2]. This is mainly due to the explosive expansion of the Internet
and the continued dramatic increase in demand for all types of advanced wireless multimedia services,
including video telephony as well as the more conventional voice and data services. However, advanced
high-rate services such as high-resolution interactive video and ‘‘telepresence’’ services require data rates
in excess of 2Mb/s, which are unlikely to be supported by the 3G systems [3–7]. These challenges remain
to be solved by future mobile broadband systems (MBS).

The most recent version of the IMT-2000 standard is, in fact, constituted by a range of five independent
standards. These are the UTRA Frequency Division Duplex (FDD) Wideband Code Division Multiple
Access (W-CDMA) mode [8], the UTRA Time Division Duplex (TDD) CDMA mode, the Pan-American
multi-carrier CDMA configuration mode known as cdma2000 [8], the Pan-American Time Division
Multiple Access (TDMA) mode known as UWT-136, and the Digital European Cordless Telecommuni-
cations (DECT) [8] mode. It would be desirable for future systems to become part of this standard

1This chapter is based on L.-L. Yang and L. Hanzo, Software Defined Radio Assisted Adaptive Broadband Frequency
Hopping Multicarrier DS-CDMA, ©IEEE [11].
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framework without having to define new standards. The framework proposed in this contribution is
capable of satisfying this requirement.

More specifically, these future wireless systems are expected to cater for a range of requirements. Firstly,
MBSs are expected to support extremely high bitrate services while exhibiting different traffic character-
istics and satisfying the required quality of service guarantees [3]. The objective is that mobile users
become capable of accessing the range of broadband services available for fixed users at data rates up to
155 Mb/s. Multi-standard operation is also an essential requirement. Furthermore, these systems are expected
to be highly flexible, supporting multimode and multiband operation as well as global roaming, while achiev-
ing the highest possible spectral efficiency. These features have to be sustained under adverse operating con-
ditions, i.e., for high-speed users, for dynamically fluctuating traffic loads, and over hostile propagation
channels. These requirements can be conveniently satisfied with the aid of broadband mobile wireless
systems based on the concept of adaptive software defined radio (SDR) architectures [9,10].

In the first part of this chapter, a broadband multiple access candidate scheme meeting the above
requirements is presented, which is constituted by frequency-hopping (FH) based multicarrier DS-CDMA
(FH/MC DS-CDMA) [16–19]. Recent investigations demonstrated that channel-quality controlled rate
adaptation is an efficient strategy for attaining the highest possible spectral efficiency in terms of b/s/Hz
[20–24], while maintaining a certain target integrity. Hence, in the second part of the chapter we consider
adaptive rate transmission (ART) schemes associated with supporting both time-variant rate and multirate
services. These ART techniques are discussed in the context of the proposed FH/MC DS-CDMA system,
arguing that SDRs constitue a convenient framework for their implementation. Therefore, in the final part
of this contribution, the concept of SDR-assisted broadband FH/MC DS-CDMA is presented and the range
of reconfigurable parameters are described with the aim of outlining a set of promising research topics. Let
us now commence our detailed discourse concerning the proposed FH/MC DS-CDMA system.

91.2 FH/MC DS-CDMA 

The transmitter schematic of the proposed FH/MC DS-CDMA arrangement is depicted in Fig. 91.1. Each
subcarrier of a user is assigned a pseudo-noise (PN) spreading sequence. These PN sequences can be simul-
taneously assigned to a number of users, provided that only one user activates the same PN sequence on the
same subcarrier. These PN sequences produce narrow-band DS-CDMA signals. In Fig. 91.1, C(Q, U)
represents a constant-weight code having U number of 1s and (Q - U) number of 0s. Hence, the weight of
C(Q, U) is U. This code is read from a so-called constant-weight code book, which represents the frequency-
hopping patterns. The constant-weight code C(Q, U) plays two different roles. Its first role is that its weight—
namely U—determines the number of subcarriers invoked, while its second function is that the positions of

FIGURE 91.1 Transmitter diagram of the frequency-hopping multicarrier DS-CDMA system using adaptive trans-
mission, ©IEEE [11].
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the U number of binary 1s determines the selection of a set of U number of subcarrier frequencies from the
Q outputs of the frequency synthesizer. Furthermore, in the transmitter, side-information reflecting the
channel’s instantaneous quality might be employed in order to control its transmission and coding mode so
that the required target throughput and transmission integrity requirements are met.

As shown in Fig. 91.1, the original bit stream having a bit duration of Tb is first serial-to-parallel (S-P)
converted. Then, these parallel bit streams are grouped and mapped to the potentially time-variant
modulation constellations of the U active subcarriers. Let us assume that the number of bits transmitted
by an FH/MC DS-CDMA symbol is M, and let us denote the symbol duration of the FH/MC DS-CDMA
signal by Ts. Then, if the system is designed for achieving a high processing gain and for mitigating the
inter-symbol-interference (ISI) in a constant-rate transmission scheme, the symbol duration can be
extended to a multiple of the bit duration, i.e., Ts = MTb. In contrast, if the design aims to support
multiple transmission rates or channel-quality matched variable information rates, then a constant bit
duration of T0 = Ts can be employed. Both multirate and variable rate transmissions can be implemented
by employing a different number of subcarriers associated with different modulation constellations as
well as different spreading gains. As seen in Fig. 91.1, after the constellation mapping stage, each branch
is DS spread using the assigned PN sequence, and then this spread signal is carrier modulated using one
of the active subcarrier frequencies derived from the constant-weight code C(Q, U). Finally, all U active
branch signals are multiplexed in order to form the transmitted signal.

In the FH/MC DS-CDMA receiver of Fig. 91.2, the received signal associated with each active subcarrier
is detected using, for example, a RAKE combiner. Alternatively, multiuser detection (MUD) can be
invoked in order to approach the single-user bound. In contrast to the transmitter side, where only U
out of Q subcarriers are transmitted by a user, at the receiver different detector structures might be
implemented based on the availability [19] or lack [25] of the FH pattern information. During the FH
pattern acquisition stage, which usually happens at the beginning of transmission or during handover,
tentatively all Q subcarriers can be demodulated. The transmitted information can be detected and the
FH patterns can be acquired simultaneously by using blind joint detection algorithms exploiting the char-
acteristics of the constant-weight codes [17,18]. If, however, the receiver has the explicit knowledge of the
FH patterns, then only U subcarriers have to be demodulated. However, if fast Fourier transform (FFT)
techniques are employed for demodulation, as often is the case in multicarrier CDMA [26] or OFDM [27]
systems, then all Q subcarriers might be demodulated, where the inactive subcarriers only output noise.
In the decision unit of Fig. 91.2, these noise-output-only branches can be eliminated by exploiting the
knowledge of the FH patterns [19,25]. Hence, the decision unit only outputs the information transmitted

FIGURE 91.2 Receiver block diagram of the frequency-hopping multicarrier DS-CDMA system using conventional
RAKE receiver, ©IEEE [11].
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by the active subcarriers. Finally, the decision unit’s output information is parallel-to-serial converted to
form the output data.

At the receiver, the channel states associated with all the subchannels might be estimated or predicted
using pilot signals [22,24]. This channel state information can be utilized for coherent demodulation. It
can also be fed back to the transmitter as highly protected side-information in order to invoke a range
of adaptive transmission schemes including power control and adaptive-rate transmission.

91.3 Characteristics of the FH/MC DS-CDMA Systems

In the proposed FH/MC DS-CDMA system, the entire bandwidth of future broadband systems can be
divided into a number of subbands, and each subband can be assigned a subcarrier. According to the
prevalent service requirements, the set of legitimate subcarriers can be distributed in line with the users’
instantaneous information rate requirements. FH techniques are employed for each user in order to
evenly occupy the whole system bandwidth available and to efficiently utilize the available frequency
resources. In this respect, FH/MC DS-CDMA systems exhibit compatibility with the existing 2nd- and
3rd-generation CDMA systems and, hence, constitute a highly flexible air interface.

Broadband Wireless Mobile System—To elaborate a little further, our advocated FH/MC DS-CDMA
system is a broadband wireless mobile system constituted by multiple narrow-band DS-CDMA subsystems.
Again, FH techniques are employed for each user in order to evenly occupy the whole system bandwidth
and to efficiently utilize the available frequency resources. The constant-weight code based FH patterns
used in the schematic of Fig. 91.1 are invoked in order to control the number of subcarriers invoked
which is kept constant during the FH procedure. In contrast to single-carrier broadband DS-CDMA
systems such as wideband CDMA (W-CDMA) [2] exhibiting a bandwidth in excess of 5 MHz—which
inevitably results in extremely high-chip-rate spreading sequences and high-complexity—the proposed
FH/MC DS-CDMA system does not have to use high chip-rate DS spreading sequences since each
subcarrier conveys a narrow-band DS-CDMA signal. In contrast to broadband OFDM systems [6]—
which have to use a high number of subcarriers and usually result in a high peak-to-average power
fluctuation—due to the associated DS spreading, the number of subcarriers of the advocated broadband
wireless FH/MC DS-CDMA system may be significantly lower. This potentially mitigates the crest-factor
problem. Additionally, with the aid of FH, the peak-to-average power fluctuation of the FH/MC DS-
CDMA system might be further decreased. In other words, the FH/MC DS-CDMA system is capable of
combining the best features of single-carrier DS-CDMA and OFDM systems while avoiding many of
their individual shortcomings. Finally, in comparison to the FH/MC DS-CDMA system, both broadband
single-carrier DS-CDMA systems and broadband OFDM systems are less amenable to interworking with
the existing 2nd- and 3rd-generation wireless communication systems. Let us now characterize some of
the features of the proposed system in more depth.

Compatibility—The broadband FH/MC DS-CDMA system can be rolled out over the bands of the 2nd-
and 3rd-generation mobile wireless systems and/or in the band licensed for future broadband wireless
communication systems. In FH/MC DS-CDMA systems, the subbands associated with different subcarriers
are not required to be of equal bandwidth. Hence, existing 2nd- and 3rd-generation CDMA systems can
be supported using one or more subcarriers. For example, Fig. 91.3 shows the spectrum of a frequency
hopping, orthogonal multicarrier DS-CDMA signal using a subchannel bandwidth of 1.25 MHz, which
constitutes the bandwidth of a DS-CDMA signal in the IS-95 standard [1]. In Fig. 91.3, we also show that
seven subchannels, each having a bandwidth of 1.25 MHz, can be replaced by one subchannel with a band-
width of 5 MHz (= 8 ×  1.25/2 MHz). Hence, the narrow-band IS-95 CDMA system can be supported by
a single subcarrier, while the UMTS and IMT-2000 W-CDMA systems might be supported using seven
subchannels’ bandwidth amalgamated into one W-CDMA channel. Moreover, with the aid of SDRs, FH/MC
DS-CDMA is also capable of embracing other existing standards, such as the time-division multiple-access
(TDMA) based global system of mobile communications known as GSM [8].
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FH Strategy—In FH/MC DS-CDMA systems, both slow FH and fast FH techniques can be invoked, depend-
ing on the system’s design and the state-of-the-art. In slow FH, several symbols are transmitted after each
frequency hopping, while in fast FH, several frequency hops take place in a symbol duration, i.e., each symbol
is transmitted using several subcarriers. Moreover, from a networking point of view, random FH, uniform
FH, and adaptive FH [19] schemes can be utilized in order to maximize the efficiency of the network. In the
context of random FH [19], the subcarriers associated with each transmission of a user are determined by
the set of pre-assigned FH patterns constituting a group of constant-weight codewords [25]. The active
subcarriers are switched from one group of frequencies to another without the knowledge of the FH patterns
of the other users. In contrast, for the FH/MC DS-CDMA system using uniform FH [19], the FH patterns
of all users are determined jointly under the control of the base station (BS), so that each subcarrier is activated
by a similar number of users. It can be shown that for the downlink (DL), uniform FH can be readily
implemented since the BS has the knowledge of the FH patterns of all users. However, for implementing
uplink (UL) transmissions, the FH patterns to be used must be signalled by the BS to each mobile station
(MS) in order to be able to implement uniform FH. Finally, if the near-instantaneous channel quality
information is available at the transmitter, advanced adaptive FH can be invoked, where information is only
transmitted over a group of subchannels exhibiting a satisfactory signal-to-interference ratio (SIR).

Implementation of Multicarrier Modulation—The multicarrier modulation block in Fig. 91.1 and the
multicarrier demodulation block in Fig. 91.2 can be implemented using FFT techniques, provided that
each of the subchannels occupies the same bandwidth. Since not all of the subcarriers are activated at
each transmission in the proposed FH/MC DS-CDMA system, the deactivated subcarriers can be set to
zero in the FFT or IFFT algorithm. However, if an unequal bandwidth is associated with the subchannels,
multicarrier modulation/demodulation can only be implemented using less efficient conventional, rather
than FFT based carrier modulation/demodulation, schemes.

Access Strategy—When a new user attempts to access the channel and commences his/her transmission,
a range of different access strategies might be offered by the FH/MC DS-CDMA system in order to minimize
the interference inflicted by the new user to the already active users. Specifically, if there are subchannels
which are not occupied by any other users, or if there are subchannels that exhibit a sufficiently high SIR,
then the new user can access the network using these passive subchannels or the subchannels exhibiting a
high SIR. However, if all the subchannels have been occupied and the SIR of each of the subchannels is
insufficiently high, then the new user accesses the network by spreading its transmitted energy evenly across
the subchannels. This access scheme imposes the minimum possible impact on the QoS of the users already
actively communicating. However, the simplest strategy for a new user to access the network is by randomly
selecting one or several subchannels. 

Multirate and Variable Rate Services—In FH/MC DS-CDMA systems, multirate and variable rate ser-
vices can be implemented using a variety of approaches. Specifically, the existing techniques, such as
employing a variable spreading gain, multiple spreading codes, a variable constellation size, variable-rate
forward error correction (FEC) coding, etc., can be invoked to provide multirate and variable rate services.
Furthermore, since the proposed FH/MC DS-CDMA systems use constant-weight code based FH patterns,

FIGURE 91.3 Spectrum of FH/MC DS-CDMA signal using subchannel bandwidth of 1.25 MHz and/or 5 MHz,
©IEEE [11].
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multirate and variable rate services can also be supported by using constant-weight codes having different
weights, i.e., by activating a different number of subcarriers. Note that the above-mentioned techniques
can be implemented either separately or jointly in a system. 

Diversity—The FH/MC DS-CDMA system includes frequency hopping, multicarrier modulation, as
well as direct-sequence spreading, hence a variety of diversity schemes and their combinations can be
implemented. The possible diversity schemes include the following arrangements.

• If the chip-duration of the spreading sequences is lower than the maximum delay spread of the
fading channels, then frequency diversity can be achieved on each of the subcarrier signals.

• Frequency diversity can also be achieved by transmitting the same signal using a number of
different subcarriers.

• Time diversity can be achieved by using slow frequency hopping in conjunction with error control
coding as well as interleaving.

• Time-frequency diversity can be achieved by using fast frequency hopping techniques, where the
same symbol is transmitted using several time slots assigned to different frequencies.

• Spatial diversity can be achieved by using multiple transmit antennas, multiple receiver antennas,
and polarization.

Initial Synchronization—In our FH/MC DS-CDMA system, initial synchronization can be implemented
by first accomplishing DS code acquisition. The fixed-weight code book index of the FH pattern used can be
readily acquired once DS code acquisition is achieved. During DS code acquisition, the training signal sup-
porting the initial synchronization, which is usually the carrier modulated signal without data modulation,
can be transmitted using a group of subcarriers. These subcarrier signals can be combined at the receiver
using, for example, equal gain combining (EGC) [28]. Hence, frequency diversity can be employed during
the DS code acquisition stage of the FH/MC DS-CDMA system’s operation, and, consequently, the initial
synchronization performance can be significantly enhanced. Following the DS code acquisition phase, data
transmission can be activated and the index of the FH pattern used can be signalled to the receiver using a
given set of fixed subchannels. Alternatively, the index of the FH pattern can be acquired blindly from the
received signal with the aid of a group of constant-weight codes having a given minimum distance [18].

Interference Resistance—The FH/MC DS-CDMA system concerned can mitigate the effects of inter-
symbol interference encountered during high-speed transmissions, and it readily supports partial-band
and multitone interference suppression. Moreover, the multiuser interference can be suppressed by using
multiuser detection techniques [20], potentially approaching the single-user performance.

Advanced Technologies—The FH/MC DS-CDMA system can efficiently amalgamate the techniques of
FH, OFDM, and DS-CDMA. Simultaneously, a variety of performance enhancement techniques, such
as multiuser detection [29], turbo coding [30], adaptive antennas [31], space-time coding and transmitter
diversity [32], near-instantaneously adaptive modulation [21], etc., might be introduced. 

Flexibility—The future generation broadband mobile wireless systems will aim to support a wide range
of services and bit rates. The transmission rates may vary from voice and low-rate messages to very high-
rate multimedia services requiring rates in excess of 100 Mb/s [3]. The communications environments
vary in terms of their grade of mobility, the cellular infrastructure, the required symmetric and asym-
metric transmission capacity, and whether indoor, outdoor, urban, or rural area propagation scenarios
are encountered. Hence, flexible air interfaces are required which are capable of maximizing the area
spectrum efficiency expressed in terms of bits/s/Hz/km2 in a variety of communication environments.
Future systems are also expected to support various types of services based on ATM and IP, which require
various levels of quality of service (QoS). As argued before, FH/MC DS-CDMA systems exhibit a high
grade of compatibility with existing systems. These systems also benefit from the employment of FH,
MC, and DS spreading-based diversity assisted adaptive modulation [27]. In short, FH/MC DS-CDMA
systems constitute a high-flexibility air interface.
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91.4 Adaptive Rate Transmission

Why Adaptive Rate Transmission?

There are a range of issues which motivate the application of adaptive rate transmissions (ART) in the
broadband mobile wireless communication systems of the near future. The explosive growth of the Internet
and the continued dramatic increase in demand for all types of wireless services are fueling the demand for
increasing the user capacity, data rates, and the variety of services supported. Typical low-data-rate appli-
cations include audio conferencing, voice mail, messaging, email, facsimile, and so on. Medium- to high-
data-rate applications encompass file transfer, Internet access, high-speed packet- and circuit-based network
access, as well as high-quality video conferencing. Furthermore, the broadband wireless systems in the
future are also expected to support real-time multimedia services, which provide concurrent video, audio,
and data services to support advanced interactive applications. Hence, in the future generation mobile
wireless communication systems, a wide range of information rates must be provided in order to support
different services which demand different data rates and different QoS. In short, an important motivation
for using ART is to support a variety of services, which we refer to as service-motivated ART (S-ART).
However, there is a range of other motivating factors which are addressed below.

The performance of wireless systems is affected by a number of propagation phenomena: (1) path-
loss variation vs. distance; (2) random slow shadowing; (3) random multipath fading; (4) inter-symbol
interference (ISI), co-channel interference, and multiuser interference; and (5) background noise. For
example, mobile radio links typically exhibit severe multipath fading, which leads to serious degradation
in the link’s signal-to-noise ratio (SNR) and, consequently, a higher bit error rate (BER). Fading com-
pensation techniques such as an increased link budget margin or interleaving with channel coding are
typically required to improve the link’s performance. However, today’s cellular systems are designed for
the worst-case channel conditions, typically achieving adequate voice quality over 90–95% of the coverage
area for voice users, where the signal-to-interference plus noise ratio (SINR) is above the designed target
[21]. Consequently, the systems designed for the worst-case channel conditions result in poor exploitation
of the available channel capacity a good percentage of the time. Adapting the transmitter’s certain
parameters to the time-varying channel conditions leads to better exploitation of the channel capacity
available. This ultimately increases the area spectral efficiency expressed in terms of b/s/Hz/km2. Hence,
the second reason for the application of ART is constituted by the time-varying nature of the channel,
which we refer to as channel quality motivated ART (C-ART).

What Is Adaptive Rate Transmission?

Broadly speaking, ART in mobile wireless communications implies that the transmission rates at both the
base stations and the mobile terminals can be adaptively adjusted according to the instantaneous opera-
tional conditions, including the communication environment and service requirements. With the expected
employment of SDR-based wireless systems, the concept of ART might also be extended to adaptively
controlling the multiple access schemes—including FDMA, TDMA, narrow-band CDMA, W-CDMA, and
OFDM—as well as the supporting network structures—such as local area networks and wide area net-
works. In this contribution, only C-ART and S-ART are concerned in the context of the proposed FH/MC
DS-CDMA scheme. Employing ART in response to different service requests indicates that the transmission
rate of the base station and the mobile station can be adapted according to the requirements of the services
concerned, as well as to meet their different QoS targets. In contrast, employing ART in response to the
time-varying channel quality implies that for a given service supported, the transmission rate of the base
station and that of the mobile station can be adaptively controlled in response to their near-instantaneous
channel conditions. The main philosophy behind C-ART is the real-time balancing of the link budget
through adaptive variation of the symbol rate, modulation constellation size and format, spreading factor,
coding rate/scheme, etc., or, in fact, any combination of these parameters. Thus, by taking advantage of
the time-varying nature of the wireless channel and interference conditions, the C-ART schemes can provide
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a significantly higher average spectral efficiency than their fixed-mode counterparts. This takes place
without wasting power, without increasing the co-channel interference, or without increasing the BER.
We achieve these desirable properties by transmitting at high speeds under favorable interference/channel
conditions and by responding to degrading interference and/or channel conditions through a smooth
reduction of the associated data throughput. Procedures that exploit the time-varying nature of the mobile
channel are already in place for all the major cellular standards worldwide [21], including IS-95 CDMA,
cdma2000, and UMTS W-CDMA [8], IS-136 TDMA, the General Packet Radio Service of GSM, and the
Enhanced Data rates for Global Evolution (EDGE) schemes. The rudimentary portrayal of a range of
existing and future ART schemes is given below. Note that a system may employ a combination of several
ART schemes, listed below, in order to achieve the desired data rate, BER, or the highest possible area
spectrum efficiency.

• Multiple Spreading Codes—In terms of S-ART, higher rate services can be supported in CDMA
based systems by assigning a number of codes. For example, in IS-95B, each high-speed user can
be assigned one to eight Walsh codes, each of which supports a data rate of 9.6 kb/s. In contrast,
multiple codes cannot be employed in the context of C-ART in order to compensate for channel
fading, path-loss, and shadowing unless they convey the same information, and, hence, achieve
diversity gain. However, if the co-channel interference is low—which usually implies in CDMA
based systems that the number of simultaneously transmitting users is low—then multiple codes
can be transmitted by an active user in order to increase the user’s transmission rate.

• Variable Spreading Factors—In the context of S-ART, higher rate services are supported by using
lower spreading factors without increasing the bandwidth required. For example, in UMTS W-
CDMA [1], the spreading factors of 4/8/16/32/64/128/256 may be invoked to achieve the correspond-
ing data rates of 1024/512/256/128/64/32/16 kb/s. In terms of C-ART, when the SINR experienced
is increased, reduced spreading factors are assigned to users for the sake of achieving higher data rates.

• Variable Rate FEC Codes—In a S-ART scenario, higher rate services can be supported by assigning
less powerful, higher rate FEC codes associated with reduced redundancy. In a C-ART scenario,
when the SINR improves, a higher-rate FEC code associated with reduced redundancy is assigned
in an effort to achieve a higher data rate.

• Different FEC Schemes—The range of coding schemes might entail different classes of FEC codes,
code structures, encoding/decoding schemes, puncturing patterns, interleaving depths and patterns,
and so on. In the context of S-ART, higher rate services can be supported by coding schemes having
a higher coding rate. In the context of C-ART, usually an appropriate coding scheme is selected in
order to maximize the spectrum efficiency. The FEC schemes concerned may entail block or con-
volutional codes, block or convolutional constituent code based turbo codes, trellis codes, turbo
trellis codes, etc. The implementational complexity and error correction capability of these codes
can be varied as a function of the coding rate, code constraint length, the number of turbo decoding
iterations, the puncturing pattern, etc. A rule of thumb is that the coding rate is increased toward
unity, as the channel quality improves, in order to increase the system’s effective throughput.

• Variable Constellation Size—In S-ART schemes, higher rate services can be supported by trans-
mitting symbols having higher constellation sizes. For example, an adaptive modem may employ
BPSK, QPSK, 16QAM, and 64QAM constellations [27], which corresponds to 1, 2, 4, and 6 bits
per symbol. The highest data rate provided by the 64QAM constellation is a factor six higher than
that provided by employing the BPSK constellation. In C-ART scenarios, when the SINR increases,
a higher number of bits per symbol associated with a higher order constellation is transmitted for
increasing the system’s throughput.

• Multiple Time Slots—In a S-ART scenario, higher rate services can also be supported by assigning
a corresponding number of time slots. A multiple time slot based adaptive rate scheme is used
in GPRS-136 (1–3 time slots/20 ms) and in enhanced GPRS (EGPRS) (1–8 time slots/4.615GSM
frame) in order to achieve increased data rates. In the context of C-ART, multiple time slots associated
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with interleaving or frequency hopping can be implemented for achieving time diversity gain.
Hence, C-ART can be supported by assigning a high number of time slots for the compensation
of severe channel fading at the cost of tolerating a low data throughput. In contrast, assigning a
low number of time slots over benign non-fading channels allows us to achieve a high throughput.

• Multiple Bands—In the context of S-ART, higher rate services can also be supported by assigning
a higher number of frequency bands. For example, in UMTS W-CDMA [1], two 5 MHz bands
may be assigned to a user in order to support the highest data rate of 2 Mb/s (=2 ×  1024 kb/s),
which is obtained by using a spreading factor of 4 on each subband signal. In the context of C-
ART associated with multiple bands, frequency-hopping associated with time-variant redundancy
and/or variable rate FEC coding schemes or frequency diversity techniques might be invoked in
order to increase the spectrum efficiency of the system. For example, in C-ART schemes associated
with double-band assisted frequency diversity, if the channel quality is low, the same signal can
be transmitted in two frequency bands for the sake of maintaining a diversity order of two.
However, if the channel quality is sufficiently high, two independent streams of information can
be transmitted in these bands and, consequently, the throughput can be doubled.

• Multiple Transmit Antennas—Employing multiple transmit antennas based on space-time coding
[32] is a novel method of communicating over wireless channels which was also adapted for use in
the 3rd-generation mobile wireless systems. ART can also be implemented using multiple transmit
antennas associated with different space-time codes. In S-ART schemes, higher rate services can be
supported by a higher number of transmit antennas associated with appropriate space-time codes. In
terms of C-ART schemes, multiple transmit antennas can be invoked for achieving a high diversity
gain. Therefore, when the channel quality expressed in terms of the SINR is sufficiently high, the
diversity gain can be decreased. Consequently, two or more symbols can be transmitted in each
signalling interval, and each stream is transmitted by only a fraction of the transmit antennas associated
with the appropriate space-time codes. Hence, the throughput is increased. However, when the channel
quality is poor, all the transmit antennas can be invoked for transmitting one stream of data, hence
achieving the highest possible transmit diversity gain of the system while decreasing the throughput.

Above we have summarized the philosophy of a number of ART schemes which can be employed in
wireless communication systems. An S-ART scheme requires a certain level of transmitted power in order
to achieve the required QoS. Specifically, a relatively high transmitted power is necessitated for supporting
high-data rate services, and a relatively low transmitted power is required for offering low-data rate services.
Hence, a side effect of an S-ART scheme supporting high data rate services is the concomitant reduction
of the number of users supported due to the increased interference or/and increased bandwidth. By
contrast, a cardinal requirement of a C-ART scheme is the accurate channel quality estimation or prediction
at the receiver as well as the provision of a reliable side-information feedback between the channel quality
estimator or predictor of the receiver and the remote transmitter [22,24] where the modulation/coding
mode requested by the receiver is activated. The parameters capable of reflecting the channel quality may
include BER, SINR, transmission frame error rate, received power, path loss, automatic repeat request
(ARQ) status, etc. A C-ART scheme typically operates under the constraint of constant transmit power and
constant bandwidth. Hence, without wasting power and bandwidth, or without increasing the co-channel
interference compromising the BER performance, C-ART schemes are capable of providing a significantly
increased average spectral efficiency by taking advantage of the time-varying nature of the wireless channel
when compared to fixed-mode transmissions.

Adaptive Rate Transmission in FH/MC DS-CDMA Systems

Above we have discussed a range of ART schemes which were controlled by the prevalent service
requirements and the channel quality. Future broadband mobile wireless systems are expected to pro-
vide a wide range of services characterized by highly different data rates while achieving the highest
possible spectrum efficiency. The proposed FH/MC DS-CDMA based broadband mobile wireless system
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constitutes an attractive candidate system since it is capable of efficiently utilizing the available frequency
resources, as discussed previously, and simultaneously achieving a high grade of flexibility by employing
ART techniques. More explicitly, the FH/MC DS-CDMA system can provide a wide range of data rates
by combining the various ART schemes discussed above. At the same time, for any given service, the
FH/MC DS-CDMA system may also invoke a range of adaptation schemes in order to achieve the highest
possible spectrum efficiency in various propagation environments such as indoor, outdoor, urban, rural
scenarios at low to high speeds. Again, the system is expected to support different services at a variety
of QoS, including voice mail, messaging, email, file transfer, Internet access, high-speed packet- and
circuit-based network access, real-time multimedia services, and so on. As an example, a channel-quality
motivated burst-by-burst ART assisted FH/MC DS-CDMA system is shown in Fig. 91.4, where we assume
that the number of subcarriers is three, the bandwidth of each subchannel is 5 MHz and the channel
quality metric is the SINR. In response to the SINR experienced, the transmitter may transmit a frame
of symbols selected from the set of BPSK, QPSK, 16QAM, or 64QAM constellations or may simply curtail
transmitting information if the SINR is too low.

91.5 Software Defined Radio Assisted FH/MC DS-CDMA

The range of existing wireless communication systems is shown in Fig. 91.5. Different legacy systems
will continue to coexist, unless ITU, by some miracle, succeeds in harmonizing all the forthcoming
standards under a joint framework while at the same time ensuring compatibility with the existing
standards. In the absence of the perfect standard, the only solution is employing multiband, multimode,
multistandard transceivers based on the concept of software defined radios (SDR) [9,10].

In SDRs, the digitization of the received signal is performed at some stage downstream from the
antenna, typically after wideband filtering, low-noise amplification, and down-conversion to a lower
frequency. The reverse processes are invoked by the transmitter. In contrast to most wireless communi-
cation systems which employ digital signal processing (DSP) only at baseband, SDRs are expected to
implement the DSP functions at an intermediate frequency (IF) band. An SDR defines all aspects of the
air interface, including RF channel access and waveform synthesis in software. In SDRs, wide-band analog-
to-digital and digital-to-analog converters (ADC and DAC) transform each RF service band from digital
and analog forms at IF. The wideband digitized receiver stream of bandwidth Ws accommodates all
subscriber channels, each of which has a bandwidth of Wc(Wc << Ws). Because they use programmable
DSP chips at both the intermediate frequency as well as at baseband, SDRs can efficiently support

FIGURE 91.4 A frame structure of burst-by-burst adaptive modulation in multicarrier DS-CDMA systems, ©IEEE
[11].
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multiband and multistandard communications. An SDR employs one or more reconfigurable processors
embedded in a real-time multiprocessing fabric, permitting flexible reprogramming and reconfiguration
using software downloaded, for example, with the aid of a signalling channel from the base station.
Hence, SDRs offer an elegant solution to accommodating various modulation formats, coding, and radio
access schemes. They also have the potential of reducing the cost of introducing new technology super-
seding legacy systems and are amenable to future software upgrades, potentially supporting sophisticated
future signal processing functions such as array processing, multiuser detection, and as yet unknown
coding techniques.

FH/MC DS-CDMA systems will be designed in order to provide the maximum grade of compatibility
with the existing CDMA based systems, such as IS-95 and W-CDMA based systems. For example, the
frequency bands of the IS-95 CDMA system in North America are 824–849 MHz (uplink) and 869–894 MHz
(downlink), respectively. The corresponding frequency bands for the UMTS-FDD wideband CDMA system
are 1850–1910 MHz (uplink) and 1930–1990 MHz (downlink) in North America, and 1920–1980 MHz
(uplink) and 2110–2170 MHz (downlink) in Europe. In order to ensure compatibility with these systems,
the proposed FH/MC DS-CDMA system’s spectrum can be assigned according to Fig. 91.6. Specially, in the
frequency band of IS-95, 39 orthogonal subcarriers are assigned, each having a bandwidth of 1.25 MHz,
while in the frequency band of UMTS-FDD W-CDMA, 23 orthogonal subcarriers are allocated, each
with a bandwidth of 5 MHz. The multicarrier modulation used in the FH/MC DS-CDMA system obeying
the above spectrum allocation can be readily implemented using two IFFT subsystems at the transmitter
and two FFT subsystems at the receiver, where a pair of IFFT-FFT subsystems carries out modulation/
demodulation in the IS-95 band, while another pair of IFFT-FFT subsystems transmits and receives in the
UMTS-FDD band. If the chip rate for the 1.25 MHz bandwidth subcarriers is 1.2288M chips per second
(cps) and for the 5 MHz bandwidth subcarriers is 3.84 Mcps, then the FH/MC DS-CDMA system will be
compatible with both the IS-95 and the UMTS-FDD W-CDMA systems.

However, the terminals of future broadband mobile wireless systems are expected not only to support
multimode and multistandard communications, but also to possess the highest possible grade of flexibility
while achieving a high spectrum efficiency. Hence, these systems are expected to be capable of software
reconfiguration both between different standards as well as within a specific standard. In contrast to
reconfiguration between different standards invoked, mainly for the sake of compatibility, the objective
of reconfiguration within a specific standard is to support a variety of services at the highest possible

FIGURE 91.5 Software defined radio assisted FH/MC DS-CDMA and its reconfiguration modes, ©IEEE [11].
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spectrum efficiency. The SDR assisted broadband FH/MC DS-CDMA system is operated under the control
of the software reconfiguration unit shown in Fig. 91.5. The set of reconfigured parameters of the broad-
band FH/MC DS-CDMA system may include:

• Services: data rate, QoS, real-time or non-real-time transmission, and encryption/decryption
schemes and parameters

• Error Control: CRC, FEC codes, coding/decoding schemes, coding rate, number of turbo decoding
steps, and interleaving depth and pattern

• Modulation: modulation schemes, signal constellation, and partial response filtering

• PN Sequence: spreading sequences (codes), chip rate, chip waveform, spreading factor, and PN
acquisition and tracking schemes

• Frequency Hopping: FH schemes (slow, fast, random, uniform, and adaptive), FH patterns, and
weight of constant-weight codes

• Detection: detection schemes (coherent or non-coherent, etc.) and algorithms (maximum likeli-
hood sequence detection (MLSD) or minimum mean square estimation (MMSE), etc.), param-
eters associated with space/time as well as frequency diversity, beam-forming, diversity combining
schemes, equalization schemes as well as the related parameters (such as the number of turbo
equalization iterations, etc.), and channel quality estimation algorithms

• Others: subchannel bandwidth and power control parameters

In the context of different standards—in addition to the parameters listed above—the transceiver
parameters that must be reconfigurable have to include the clock rate, the radio frequency (RF) bands,
and air interface modes.

91.6 Final Remarks

We have presented a flexible broadband mobile wireless communication system based on FH/MC DS-
CDMA and reviewed the existing as well as a range of forthcoming techniques which might be required to
develop broadband mobile wireless systems exhibiting high flexibility and high efficiency. We argued that
this broadband FH/MC DS-CDMA system exhibits a high grade of compatibility with the existing CDMA

FIGURE 91.6 Exhibition of spectrum compatibility of the broadband FH/MC DS-CDMA system with IS-95 and
UMTS-FDD wideband CDMA systems, ©IEEE [11].

..............

1920

1 232

......

824

1 2

..............

1 232

......

1 2

39

849

869 894

39

2110

1980 (Europe)
1910 (USA)

(MHz)

2170 (Europe)
1990 (USA)

(MHz)

1850

19301.25 MHz

1.25 MHz

......

......

(a) Uplink

(b) Downlink

5 MHz

5 MHz

IS-95: 25 MHz

IS-95: 25 MHz

......

UMTS-FDD W-CDMA: 60 MHz

UMTS-FDD W-CDMA: 60 MHz

......
©2002 CRC Press LLC



 

                                             
based systems since it is capable of incorporating a wide range of techniques developed for the 2nd- and
3rd-generation mobile systems. At the time of this writing, research is well under way toward the SDR-
based implementation of a range of existing systems [33]. It is expected that these efforts will soon encompass
a generic scheme not too different from the FH/MC DS-CDMA scheme advocated in this chapter. For a
range of related topics, the interested reader is referred to [34–36].
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Description • Performance of DSR • Comments

92.8 Summary 

92.1 Introduction

There has been a growing interest in providing mobile users traversing nested wireless LANs with free
roaming and minimum call blocking. Existing IEEE 802.11 based wireless LANs [Gier, 1999] have
minimal capabilities when it comes to providing wireless connectivity among neighboring wireless LAN
segments. These networks have always found applications in the military and disasterous relief fields.
However, the future may carry more surprises given the need to deploy the cellular based macrosystems
in remote areas, e.g., underground stations of public transportation. The high bandwidth these wireless
LANs provide is another attribute to their utilization and interconnection to the generally narrower band
macrosystems. This paves the way to wider deployment of the bandwidth-thirsty multimedia applications
such as full IP Web access and many other services of the intelligent transportation systems [Elhakeem,
2000]. Many such LAN segments may be interconnected by means of a terrestrial ethernet or other
networks utilizing the standard access point (AP) mode of operation. However, such connectivity is
lacking within the IEEE 802.11 ad-hoc mode. In the latter, users establish peer-to-peer communications
without seeking the help of a central station AP. One can envision that the distributed ad-hoc mode will
be adopted by the multivendor multidesign based deployment of such nested LANs. This will make the
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need for efficient routing of users’ packets by wireless means even greater. For mobile users, faster roaming
between the microcells of the nested wireless LANs necessitates the devising of efficient routing techniques
so as to mitigate the combined effects of logical and physical link failures. 

Ad-hoc networks are easier to deploy compared to cellular counterparts which necessitate expensive
planning, support ground networks, and expensive base stations. Failure of a few access points (wireless
LAN base stations) may not lead to overall network failure. On the other hand, the limited communication
range wireless LANs may have is more than offset by the high rate and cheaper operations in the
unlicensed 900 MHz, 1900 MHz, 2.4 GHz, and 6 GHz bands. Ad-hoc routing techniques for wireless
LANs can be categorized as follows [Iwata, 1999]:

• Global precomputed routing (sometimes called flat or proactive): All routes to all nodes are
computed a priori and updated periodically at each node. Distance vector routing DSDV [Perkins,
1994] and links state LS [Jaquet, 2000] routing fit into this category. 

• Hierarchical routing [Kasera, 1997]: Here, two kinds of nodes exist: end points and switches.
End points select the switch (similar to the BS of the cellular system) and form a cell around it.
In turn, the switches form clusters among themselves. Cluster heads are appointed and form a
higher level cluster and so on.

• Flooding and limited flooding techniques: A node hearing a data racket rebroadcasts to all
neighbors and so on. To limit the amount of overhead traffic, limited flooding techniques are
proposed [Elhakeem, 2000].

• On-demand routing techniques (sometimes called reactive): Here, nodes issue route requests
and receive route replies as the need arises with no build-up of routing tables nor a forwarding
data basis.

92.2 AODV (Ad-Hoc On-Demand Distance Vector Routing) 
[Perkins, 1997; Assad, 1998]

The Routing Algorithm

This technique is a mix of proactive/reactive ad-hoc routing approaches. It establishes a balance between
full proactivity where the wireless node stores all information about every node in the wireless Internet
(complete routing tables) and full reactivity where there is no information about any node. In the latter
case, excessive routing query-response will have to be carried out leading to long latency (call waiting
delay).

The routing algorithm can be summarized as follows:

1. The source node consults its routing table for the intended call destination. If it finds this desti-
nation, the call will commence, otherwise a route request (R-request) packet is sent. Figure 92.1
shows the routing related fields in this packet. Other typical fields such as SYNC, length, CRC,
etc., are not shown.

2. Every intermediate node hearing one or more R-request packets for the lifetime of the same source-
destination will flood only the first heard request (and if and only if it does not know the route
to destination). Each intermediate node will also update its routing table to include the source of
the R-request in preparation for the reverse-path setup (Fig. 92.2). By flooding, multicast, or broad-
cast we mean that the packet is physically heard by all neighbors and processed by all neighbors.

FIGURE 92.1 A typical route request packet of AODV.

Dest Source Seq_noSource Dest Seq_no # of Hops Prev Hop
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3. If the node hearing the R-request finds a route to the specified destination in its routing tables or
finds itself as the requested destination, it will unicast (unicast means that the packet is physically
heard by all neighbors but processed only by the intended node) back an R-reply packet to the
immediate source through which the R-request was heard; it will not multicast the R-request.
Figure 92.3 shows a typical R-reply packet, again not showing the SYNC, CRC, and other fields
not related to routing. The sequence number in Fig. 92.2 is the same as that of the corresponding
R-request packet.

4. An intermediate node hearing an R-reply packet will repeat it only unicast to the neighboring
node through which it has heard the corresponding R-request packet in the first place. It will also
insert the destination of the R-reply and the corresponding intermediate node that delivered this
R-reply in its routing table. The later information forms the forward path, Fig. 92.4, which is
subsequently used for forwarding regular data packets from source to destination.

5. Intermediate nodes hearing an R-request but no corresponding R-reply will time out after a certain
time and discard the bending R-request and the corresponding reverse path.

6. Intermediate nodes receiving an R-reply for which no corresponding R-request was received will
discard it. However, they will update their routing tables to include the source and destination of
the heard R-reply.

7. The source may finally receive many R-reply and, so, many routes to the same destination. The
route with smallest number of hops is then selected. However, discovered routes with a more
recent sequence number are preferred even if they have more hops as compared to an R-reply
with older sequence numbers.

8. Nodes store route information for certain source-destination pairs for a certain lifetime beyond
which these routes are eliminated.

FIGURE 92.2 Route request propagation: reverse path setup.

FIGURE 92.3 A typical route reply message in AODV.

FIGURE 92.4 Route reply propagation: forward path setup.
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The Build-up of the Routing Table of AODV

1. Every node periodically sends a hello packet to its neighbors (Fig. 92.5). AODV also has R-request
error and other types of packets [Perkins, 1997].

2. All neighbors update their lists of neighbors reacheability set and their routing tables for each
hello packet received.

3. Each entry in the reacheability set formed at each node has a lifetime. Upon exceeding this, the
entry and all involved routes are erased unless a fresh hello packet is received before expiry of this
lifetime. The expiry of these entries is an indication that certain nodes have moved out of reach,
in which case link failure may occur and involved source-destination pairs have to be notified.

Performance of AODV

Figures 92.6 and 92.7 show the simulation results in Assad [1998], namely, the control and data perfor-
mances. The average mobility is the node speed averaged over all nodes and all simulation iterations
(time). The number of hello packets does not change much with mobility as compared to numbers of
R-request and R-reply packets. Comparing Fig. 92.6 to Fig. 92.7, it seems that the number of control
(routing) packets are higher than that of data packets. However, considering the length of control packets
finally leads to 1.6% of node time spent on control and 36% spent on data.

Notes

AODV [Perkins, 1997] has other types of packets such as route error (RERR) packets, route reply ACK,
and RREP-ACK packets. AODV offers features such as local repair of a route (due to intermediate or
end node mobilities). A gratitutous mode, where an intermediate node who knows the route to a certain

FIGURE 92.5 A typical “hello” message in AODV.

FIGURE 92.6 Routing messages vs. mobility of AODV [Assad, 1998].

FIGURE 92.7 Data messages vs. mobility of AODV [Assad, 1998].
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destination would unicast this back immediately to the requesting source without further broadcasting
the R-request to the destination, also exists in AODV.

92.3 Fisheye Routing (FSR) [Iwata, 1999; Kleinrock, 1971]

The Routing Algorithm

Though the subject node stores routing entries in its table for all possible nodes, it communicates its
routing table contents less frequently to more distant nodes. As in Fig. 92.8, the subject node #11 is
surrounded by the nodes in the first oval (first scope). Routing information (table of contents) between
node #11 and nodes of first scope is exchanged at the highest rate. Routing information is exchanged at
a lesser rate between node #11 and member nodes of 2nd scope (2nd oval or second hop) and so on.
This way, large latencies (waiting for routes to be exchanged) will occur if the applicable node #11 wishes
to communicate with nodes in 2nd or 3rd scopes (hops), but the flooding overhead of link state routing
(LS) [Jaquet, 2000] for all nodes (near and far) is eliminated in FSR. This link state LS flooding is caused
by the fact that each node has to transmit its routing table contents at the same rate irrespective of
distance from the applicable node meaning more routing overhead.

Performance of FSR

The computer simulations in Iwata [1999] are conducted for 5 kinds of routing techniques including
FSR. Two scopes (hops) were taken, for a network of 200 nodes. Data packets were generated from a
Possion kind of traffic with an inter-arrival period of 2 seconds amounting to a data rate of 4 Kbps per
node source. Arriving data packets consist of 10K bits, nodes moved at a speed of 60 km/hour, max radio
range is 100 m, and the data rate on channel is 2 Mbps. The routing tables are refreshed at a rate of once
every 2 seconds for 1st scope and once every 6 seconds for 2nd scope nodes.

Figures 92.9–92.13 show the routing performance results obtained. Figures 92.9 and 92.10 show that
the routing overhead (control) per cluster does not change much with active nodes’ numbers or their
mobilities (speeds). However, FSR control overhead is relatively higher than the other routing techniques
(to be discussed).

Figure 92.11 shows that the average data packet delay does not rise much with nodes’ mobilities. FSR
performance is the best in this regard compared to other techniques. Similar results are drawn from
Fig. 92.12 which shows the average number of hops traveled by a typical data packet.

Figure 92.13 shows that the FSR overhead ratio does not increase as much as other techniques as the
network size increases (while keeping the same user density). In comparison, Fig. 92.9 uses the same
geographical area while increasing the number of users.

FIGURE 92.8 Scope of fisheye [Iwata, 1999].
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FIGURE 92.9 Control O/H vs. traffic pairs fixed area [Iwata, 1999].

FIGURE 92.10 Control O/H vs. mobility (100 pairs) [Iwata, 1999].

FIGURE 92.11 Average delay vs. mobility (100 pairs) [Iwata, 1999].

FIGURE 92.12 Average hops vs. mobility (100 pairs) [Iwata, 1999].
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Figures 92.9–92.13 also show the performance of simulated on-demand routing techniques such as
AODV, DSR, and TORA (to be presented). In types A and B, the on-demand routing tables are updated
every 3 and 6 s, respectively. 

92.4 Hierarchical State Routing (HSR) [Iwata, 1999]

The Routing Algorithm

HSR combines dynamic, distributed multilevel hierarchical grouping (clustering) and efficient location
management. Clustering (dividing nodes into groups and different kinds of nodes) at the MAC and network
layers helps the routing of data as the number of nodes grow and, subsequently, the cost of processing
(nodes memory and processing required).

HSR keeps a hierarchical topology, where selected cluster heads at the lowest level become members
of the next higher level and so on. While this clustering is based on network topology (i.e., physical),
further logical partitioning of nodes eases the location management problem in HSR. Figure 92.14 shows
four physical level clusters, namely, CO-1, CO-2, CO-3, and CO-4. Cluster heads are selected either
manually (by the network administrator) or via the appropriate real time distributed voting mechanism,
e.g., [Chiang, 1997 and Gerla, 1995]. In Fig. 92.14, nodes 1, 2, 3, and 4 are assumed to be cluster heads,
nodes 5, 9, and 10 are internal nodes, and nodes 6, 7, 8, and 11 are gateway nodes.

Gateway nodes are those belonging to more than one physical cluster. At the physical cluster level, all
cluster heads, gateways, and internal nodes use the MAC address, but each also has a hierarchical address
as will be discussed.

Cluster heads exchange the link state LS information with other cluster heads via the gateway nodes.
For example, in Fig. 92.14, cluster heads 2 and 3 exchange LS information via gateway 8. Cluster heads 4
and 3 via gateway 11 and so on. In the sequel, logical level C1-1 is formed of cluster heads 1, 2, 3, and 4.
However, in level C1-1, only 1 and 3 are cluster heads.

Similarly, at level C2-1, only 1 is a cluster head while node 3 is an ordinary node at the C1-2 level.
Routing table storage at each node is reduced by the aforementioned hierarchical topology. For example,
for node 5 to deliver a packet to node 10, it will forward it to cluster head 1 which has a tunnel (route)
to cluster head 3, which finally delivers the packet to node 10. But how would cluster head 1 know that
node 10 is a member of a cluster headed by 3? The answer is that nodes in each cluster exchange virtual
LS information about the cluster (who is the head, who are the members) and lower cluster (with less
details), and the process repeats at lower clusters. Each virtual node floods this LS information down to
nodes within its lower level cluster. Consequently, each physical node would have hierarchical topology
information (actually, summary of topology including cluster heads and member nodes) rather than the

FIGURE 92.13 Control O/H vs. number of nodes (area increases with number of hops) [Iwata, 1999].
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full topology of flat routing where all individual routes to each node in the networks are stored at all
nodes and are exchanged at the same rate to all nodes.

The hierarchical address (a sequence of MAC addresses) is sufficient for packet delivery to any node
in the network. For example, in Fig. 92.13, node HID (5) = (1, 1, 5) going from the top to the lowest
cluster, 1 is the cluster head of clusters C1-1 and CO-1, and node 5 is an interior node of CO-1. Similarly,
HID (6) = (3, 2, 6) and HID (10) = (3, 3, 10). Returning back to the example above where node 5 seeks
a route to node 10, it will ask 1 (its cluster head). Node 1 has a virtual link or tunnel, i.e., the succession
of nodes (1, 6, 2, 8, 3) to node 3 which is the cluster head of the final destination. This tunnel is computed
from the LS information flooded down from higher cluster heads, as above. Finally, node 3 delivers the
packet to node 10 along the downward hierarchical path which is a mere single hop. Gateways have multiple
HID since they belong to more than one physical cluster.

Performance of HSR

Figures 92.9–92.13 show the performance of HSR. The refresh rate of routing tables is 2 seconds.
Figure 92.9 reveals that the overheard ratio in HSR is a relatively constant (w.r.t) number of communi-
cating pairs. Also, it is better than that of FSR or DSVD. Figure 92.9 shows that the HSR overhead ratio
is better than FSR and DSDV as the nodes increase their speed. Figure 92.11 also shows better delay for
HSR, but the average number of hops in Fig. 92.12 does not reveal marked improvement compared to
other routing techniques. Finally, Fig. 92.13 shows a superior overhead ratio performance of HSR, as the
number of communicating nodes rises (while keeping the user density the same). Figures 92.9–92.13
also show the performance of simulated on-demand routing techniques such as AODV, DSR, and TORA.
In types A and B, the on-demand routing tables are updated every 3 and 6 s, respectively.

Drawbacks

Utilization of long hierarchical addresses and the cost of continuously updating the cluster hierarchical
and hierarchical addresses as nodes move (memory and processing of nodes) are the shortcomings of
HSR. Also, clustering and voting for cluster heads may consume more overhead not to mention creating
processing, security, and reliability hazards at cluster heads at different hierarchical levels.

FIGURE 92.14 An example of physical/virtual clustering [Iwata, 1999].
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92.5 Destination-Sequenced Distance-Vector Routing (DSDV) 
[Hedrick, 1988; Perkins, 1994; Iwata, 1999]

Description

DSDV is based on the routing information protocol (RIP) [Hedrick, 1988] used within the Internet. Each
node keeps a routing table containing routes (next hop nodes) to all possible destination nodes in the
wireless network. Data packets are routed by consulting this routing table. Each entry in the table (Fig. 92.15)
contains a destination node address, the address of the next hop node enroute to this destination, the
number of hops (metric) between destination and next hop node, and the lifetime of this entry (called
the sequence number). Each node must periodically transmit its entire routing table to its neighbors
using update packets.

 Build-up and update of routing tables is done via the update packets to be described shortly. Figure
92.15 shows how a typical data packet is forwarded from node 1 to final destination node 3. Node 1
consults its routing table and finds node 4 as the immediate node to reach destination node 3. Node 1
then forwards the data packet (Fig. 92.16a) with the destination field equal to 3 and the next hop field
set to 4. All nodes in the neighborhood of node 1 hear this data packet (recall the physical broadcast nature
of wireless channels), but only node 4 processes this packet. Node 4 consults its routing table (Fig. 92.16b)
and finds the next hop node 5 corresponding to destination field set to 3. Node 4 builds a new packet
with the destination field set to 3 and the next hop field set to 5 and transmits this packet. This packet
is similarly processed upon its reception at node 5 and so on until the packet reaches the final destination.

Routing tables, as such, are updated at a slower rate within the terrestrial based Internet. However, in
the case of the mobile wireless LANs and due to nodes mobility, the routing table’s update has to occur
at faster rate. A great deal of DSDV processing and bandwidth (overhead) is consumed by table man-
agement (generation and maintenance). Routing tables have to react faster to topology changes or routing
loops may result. The route update packets (Fig. 92.15) contain a destination field which has either the
address of the 1st node (called destination) originating the route update or the address of one of its
neighbors. The metric field is set to 1 by the 1st node originating the route update. This field denotes
the number of wireless hops to the declared destination. This field is incremented by 1 by each node
receiving this update and repeating it to its neighbors. The next hop field has the address of the node

FIGURE 92.15 A node receiving three update packets.
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which has just retransmitted the route update packet. The sequence number is set by the originating
node. As the node moves, it sends fresh route update packets with higher sequence numbers. Nodes
hearing these will update their tables according to the information in the newer packets from the same
originator (destination), i.e., from packets having higher sequence numbers (for same destination). Figure
92.15 shows three scenarios corresponding to a certain intermediate node receiving three different update
packets from neighboring nodes. In Fig. 92.15a, the received sequence (18) is less than what the subject
node has already in routing table (19) to the same destination (3), i.e., it is older and so is discarded.

In Fig. 92.15b, the sequence number is the same in both of the route update packets and the routing
table, but the metric is higher in the route update packet. In this case, the route update packet is discarded
(meaning that this update packet looped too much and so the smaller metric already existing in the table
is preferred).

In Fig. 92.15c, the received route update packet has a sequence number (20) which is higher than the
existing value in the routing table (for the same destination). In this case, the received route update
packet replaces the existing entry in the routing table even if the metric in the table is smaller than that
in the received route update packet. Higher sequence numbers mean fresh information and are preferred
even if this new routing information has a shorter path to its destination, i.e., a smaller metric.

Performance of DSDV

This is shown in Figs. 92.9–92.13. Figure 92.9 shows that the DSDV overhead performance is worse than
FSR, HSR, etc. Figure 92.10 shows that the DSDV overhead performance vs. speed of nodes is prohibitive.
Figures 92.9 and 92.10 also show that DSDV performance is somewhat independent of the nodes traffic
conditions; this is due to the fact that all nodes are busy with the transmission of their routing tables.
DSDV exhibits good delay and an average number of hops (Figs. 92.11 and 92.12). However, for highly
deployed networks where the number of nodes increases as the area enlarges, the overhead ratio is much
worse than FSR, HSR, etc. (Fig. 92.13). Figures 92.9–92.13 also show the performance of simulated on-
demand routing techniques such as AODV, DSR, and TORA. In types A and B, the on-demand routing
tables are updated every 3 and 6 s, respectively.

Comments

DSDV is a flat routing technique that propagates 100% of the routing table contents of all nodes and
with the same frequency for all table entries. The frequency of transmitting the routing tables becomes
higher as node speeds increase. Perkins [1994] contains procedures for handling different network layer
addresses, damping routing oscillations due to topology changes, etc. For example, broken links (a node

FIGURE 92.16 Routing example in DSDV: (a) node 1 transmits packet to node 4 for forwarding; (b) node 4 looks
up the destination in its routing table.
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does not hear from a neighbor for some time) are repaired by transmitting a new route update packet
with a larger sequence number and a metric of ∞.

92.6 Zone Routing Protocol (ZRP) [Pearlman, 1999]

Description

This is a hybrid reactive/proactive routing technique. Routing is flat and not hierarchical (as in HSR)
thus leading to reducing the processing and overhead. Nodes keep routing tables of a node’s neighborhood
and not of the whole network.

Query/reply messaging is needed if the destination is not found in the routing table. The query/reply
process is handled only by certain selected nodes (called border nodes of the zone). On the other hand,
all interior nodes repeat (physical broadcast) the query/reply packet but do not process it. The border
nodes are not gateways nor cluster heads such as the case in HSR. They are plain nodes located at the
borders of the routing zone of the applicable node. The routing zone of a certain node of radius r > 1
is defined as the collection of these nodes which can be reached via 1, 2, or 4, , r hops from the applicable
node. Nodes within one hop from the center node (e.g., node S in Fig. 92.17) are those that can directly
hear the radio transmission of node S. These are nodes A, B, C, D, and E (one-hop nodes). The higher
the power of a typical node S, the larger the number of one hop nodes. This may lead to increasing the
control traffic necessary for these nodes to exchange their routing tables. Also, this increases the level of
contention of the IEEE 802.11 CSMA based access [Gier, 1999]. The routing zone in Fig. 92.17 corre-
sponds to a routing zone of two hops (r = 2). Each node in this routing zone exchanges routing packets
only with members in its routing zone (nodes A–K in Fig. 92.17). This takes place according to the
Intrazone protocol (IARP) which forms the proactive part of the ZRP routing protocol. 

Nodes G–K in Fig. 92.17 are called the peripheral nodes of node S. These again are ordinary nodes
but just happened to be at 2 hops, i.e., at the border of the routing zone of node S (r = 2, zone radius
of routing zone of Fig. 92.17). For a different node, the peripheral nodes will change. The IARP protocol
provides nodes with routing tables with a limited number of entries corresponding to nodes in the same
routing zone (nodes A–K in Fig. 92.17). If the destination lies outside the routing zone such as node L
in Fig. 92.17, the calling node (say node S) will issue a query to search for a route to node L. This query
packet will be retransmitted by nodes A–E to the peripheral nodes. These are the only nodes that will
process and respond to the route query packet. 

This process is called bordercasting and the underlying protocol is called interzone routing protocol
(IERP). The identities, distances, and number of hops of the peripheral nodes of the applicable node as
well as all other nodes (interior nodes) in its routing zone are assumed to be known to each node in the
wireless Internet. Query packets are sent unicast or broadcast to all peripheral nodes if the applicable
node does not find the destination in its routing tables. Further, if these peripheral nodes do not find
the required destination in their zone, they would forward the query to their own peripheral nodes and
so on. If one of the peripheral nodes know the route to destination, it will return a route-reply packet to
the node that sent the query. In Fig. 92.18 node S does not find the destination node D in its routing zone.

S bordercasts a query packet to nodes C, G, and H. Each of these retransmits this query packet to its
peripheral nodes after finding that D is not in their routing zones. The process repeats until node B finds
the destination node D in its routing zone. Node B returns a reply containing the ID sequence S–H–B–D.

FIGURE 92.17 A routing zone of two hops radius
[Pearlman, 1999].
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In this route accumulation routine process, each node adds its ID to the query packets then transmits it
to its peripheral nodes. The destination node uses the reversed accumulated sequence of node IDs to
send a route reply back to the source node.

The accumulated ID sequence is likened to source routing techniques in terrestrial networks. To
alleviate longer route reply packets due to this accumulation, intermediate peripheral nodes may store
temporary short routing tables. These contain the IDs of the previous peripheral nodes who have sent
the query. The intermediate peripheral nodes will also overwrite the ID of the previous peripheral node
from which they have received the query before retransmitting the query packet rather than appending
its ID to the query packet. Once this intermediate node receives a route reply, it will send it to the previous
peripheral node whose ID is stored in the short temporary table. Needless to say, even with bordercasting,
there is still some flooding of the route query (but less than pure flooding) and the source node of the
query may select the route with minimum number of hops.

Performance of ZRP

Figures 92.19–92.23 show some of the simulation results in Pearlman [1999]. In all of these, v denotes
the speed of the node expressed in neighbor acquisition per second, d is the distance from transmitter
to call destination, and Rrout_failure is the rate of route failure per second. Figure 92.19 shows the volume
of traffic in packets generated by a neighbor node vs. the zone radius r due to the proactive IARP traffic
which increases with the number of neighboring nodes. Figure 92.20 shows a similar result for the IERP

FIGURE 92.18 An example of IERP operation
[Pearlman, 1999].

FIGURE 92.19 IARP traffic generated per neighbor [Pearlman, 1999].

FIGURE 92.20 IERP traffic received by each node per query [Pearlman, 1999].
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traffic volumes (due to route query/reply traffic). However, the IERP traffic decreases with the zone radius
as opposed to Fig. 92.19, thus reflecting one of the trade-offs in ZRP and other ad-hoc routing
techniques (i.e., proactivity vs. reactivity). Figure 92.21 shows the route failure rate, which decreases with
r. The route failure is caused by node mobilities and topology changes. Failure rate increases slightly for
higher numbers of nodes. Figure 92.22 shows the ZRP traffic per node vs. r. Optimal values for r are
possible, as shown (yielding minimum traffic in packets/s). The dependence of optimal values of zone
radius r on nodes speeds is shown in Fig. 92.23.

FIGURE 92.21 Route failure rate traffic (normalized to node velocity) [Pearlman, 1999].

FIGURE 92.22 ZRP traffic per node (N = 1000 nodes, v = 0.5 neighbor/s) [Pearlman, 1999].
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Comments

ZRP is a good example of an ad-hoc routing technique that tries to strike a balance between proactivity
and reactivity. The MAC layer neighbor discovery control overhead (which may not be belittled) is called
association traffic in IEEE 802.11 [Gier, 1999]. This overhead, being related to the MAC layer, was not
accounted for in all of the results above. Bordercasting is seen to decrease the volumes of IARP traffic.
Pearlman [1999] also presents excellent ways of adapting/adjusting the zone radius depending on the
ratio of reactive IARP traffic to proactive IARP traffic volumes. However, it was noted [Pearlman, 1999]
that accuracy of the optimal zone radius is a very complex function of underlying wireless Internet and
its too many parameters (mobilities, user density, traffic volumes and types, etc.).

92.7 Dynamic Source Routing (DSR) 
[Broch, 1998; Maltz, 1999]

Description

In source routing techniques (wireless and wire based), each data packet contains the complete route
identification (list of nodes addresses, IDs, or route paths) from source to destination node (Fig. 92.24)
DSR does not require periodic route advertisement or link status packets, implying less routing overhead.
An intermediate node hearing a data packet, and finding its ID within, preceded by the ID of the node
that transmitted the packet will retransmit this data packet. Otherwise this intermediate node discards
the data packet. If the intermediate node is listed as the final destination of the data packet, the packet
will not be retransmitted. This is seen as an example of physical multicast (broadcast), due to the nature
of the wireless channel, but logical unicast since the lonely node meant by this data packet repeats it.
Each node has to find and store an end-to-end route to each destination it wishes to communicate with.

Route discovery is the second axiom of DSR, where the source node broadcasts a route request
whenever it places a call to this destination. Each node hearing this route request and not finding itself
the destination of this request nor finding its address within the route list of the packet (series of
intermediate node addresses) will append its address (ID) to the route list then multicasts this packet
(physically and logically). The route request hops this way until the destination is reached or one inter-
mediate node has the information regarding the route to destination. In both cases, the route request is

FIGURE 92.23 ZRP traffic per node (N = 1000 nodes, d = 6.0 neighbors) [Pearlman, 1999].
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not retransmitted but a route-reply packet is sent back to the source node along the same (but reversed)
path of the route list of the route-request packet which the subject destination node has received. Each
intermediate node multicasts a certain route request from a certain source to a certain destination only
once and discards similar route requests. 

All nodes maintain complete routing information (route path) to the destination they recently com-
municated with as well as routes for which they have handled the route requests. Similar to wire based
networks, the processes above may generate multiple route paths, but the destination node has the option
of returning only the first discovered route. Other options include the returning of all possible routes or
the best route (which has the minimum number of hops) to the source node.

The third axiom of DSR is route maintenance. Here, a node receiving a data or route request type
packet and detecting a route error (e.g., an intermediate node moved and can no longer handle certain
routes) will send a route error packet to the source. All intermediate nodes hearing a route error packet
will remove from their routing tables the broken link for all involved routes (of other source-destination
pairs) which use this broken link. All such routes will then become truncated at this point.

In networks with full duplex connections, route error packets follow the reverse path back to the source.
If only half duplex connections are available, Broch [1998] and Maltz [1999] provide other mechanisms
for returning route error packets back to the source node. 

Route maintenance packets are acknowledged either end-to-end (via the TCP transport layer software,
for example) or on a hop-by-hop basis (via the MAC layer).

Performance of DSR

A network with 50 nodes was simulated [Maltz, 1999]. The nodes moved at variable speeds from 0 to 20 m/s.
Figure 92.25 shows the packet delivery ratio and routing overhead vs. node mobility (900 in Fig. 92.25
means a stationary node and 0 means a continuously moving node).

Routing overhead include all kinds of route-request, route-reply, etc. Packet delivery ratio is the total
number of packets delivered to all destinations during simulations divided by total number of packets
actually generated.

Table 92.1 shows the latency of first route-reply (time for route discovery). “Neighbor” refers to all
nodes which are at one hop from the subject node. “Cache replies” refers to all route replies returned
back by an intermediate rather than the destination node. “Target reply” is the route returned by the
destination node. Table 92.2 summarizes the route discovery costs. Non-propagated route requests are
defined as those requests forwarded only to neighbors and not transmitted further. Propagated route
requests are forwarded to all nodes and are transmitted hop-by-hop until the destination.

“Request Og” is the number of route request originators. “Fw Rep” is the number of replies forwarded
and so on. Containment is defined as the percentage of nodes that are not neighbors of the source node.
The cost is defined as: 

FIGURE 92.24 Path based routing from node 9 to node 5 in DSR.
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Comments

Intelligent caching techniques [Broch, 1998; Maltz, 1999] can be used to reduce the route discovery and
route maintenance overheads at the expense of memory and CPU times of nodes. Yet the greatest overhead
loss of DSR is attributed to the long route path in each packet. Compression techniques may be used to
cut such overhead, with the penalty of more frequent occurrence of long bursts of bit errors. The security
of DSR is also inferior compared to other non-source coding routing techniques.

TABLE 92.1 Latency of First Route Reply by Type (All Optimal DSR, 
Rectangular Site, Constant Motion) [Maltz, 1999]

Latency

#Replies Mean Min 99 Percentile Max

Neighbor Replies 3136 7.1 ms 1.3 ms 457 ms 1.78 s
Cache Replies 1524 45.9 ms 1.3 ms 752 ms 2.4 s
Target Replies 12 87.6 ms 23.6 ms 458 ms 458.3 s

TABLE 92.2 Summary of Route Discovery Costs (All Optimal 
DSR, Rectangular Site, Constant Motion) [Maltz, 1999]

Nonpropagating Propagating Total

Request Og 957 316 1273
Request Fw 0 6115 6115
Reply Og 3912 3215 7127
Reply Fw 0 7002 7002
Containment 77.0% 41.0% 68.0%
Cost 5.06 52.69 16.90

FIGURE 92.25a Baseline DSR packet delivery ratio (all-optimal DSR, rectangular site) [Maltz, 1999].

FIGURE 92.25b Baseline DSR routing packet overhead (all-optimal DSR, rectangular site) [Maltz, 1999].
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92.8 Summary

A variety of ad-hoc routing techniques were presented. The ideal or standard ad-hoc routing technique
does not exist yet. Extensive research activities are still going on in this important area. Pure proactive
or pure reactive routing did not provide the efficiency nor the dynamicity required in interconnected
wireless LANs, so most of the recent works are concentrated around hybrid techniques (partly proactive/
partly reactive). Establishing the best mix of proactive and reactive techniques is a complex function of
the traffic amounts and types, the channel, required QoS, etc. 

The difficulty of standardizing the routing performance criteria over the various routing techniques
is one of the main obstacles standing in the way of adapting a standard for ad-hoc wireless routing.
The processing speeds and memory requirement of the real-time operation of routing candidate
remains to be evaluated. It is not uncommon to discard good routing techniques that are too complex
for the small battery power, small processors, and memories these handheld devices have. As a matter
of fact, for these devices, routing is just one of the many functions the portable node is supposed to
handle.

Defining Terms

Access point (AP) mode: Centralized mode of operation of wireless LANs where the AP resembles the
functionalities of the cellular system BS.

Ad-hoc routing: Routing techniques amenable to wireless LANs with no predefined borders, no base
stations, and with all nodes performing the same distributed routing algorithms based on peer-
to-peer communications.

Hierarchical routing: Nodes are sorted into logical groupings; certain nodes assume the functionality
of cluster heads and gateways so as to reduce the routing overhead.

Media access control (MAC): Set of techniques and standards for controlling the right to transmit on
a certain shared channel such as TDMA, FDMA, CSMA, etc.

On-demand routing: Similar to reactive routing, e.g., AODV [Perkins, 1997; Assad, 1998] and DSR
[Broch, 1998].

Proactive (flat) routing: Where modes build and update complete routing tables with entries corre-
sponding to all nodes in the wireless Internet.

Reactive routing: Where nodes issue route requests and receive route replies as the need arises, with
no build-up of routing tables nor forwarding data basis.

Unicast: The packet is physically heard by all neighbors but processed by only one intended node and
discarded by the other nodes. 
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Further Information

A core extraction routing algorithm, CEDAR, is presented in Sivakumar [1999]. Both description and
QoS performance are presented. GPS facilities are used in Ng [1999] to improve the routing performance
of ad-hoc networks. Performance of a new clustering technique that improves the availability of links
and leads to route stability is presented in McDonald [1999]. An adaptive routing technique for large
and dense wireless networks (TORA) is presented in Park [1999], while Lin [1999] presents a QoS routing
for asynchronous transfer mode (ATM) based ad-hoc networks. Miscellaneous Internet drafts such as
TBRPF [Belhur, 2000], DDM [Ji, 2000], ODMRP [Lee, 2000], OLSR [Jaquet, 2000], and AMRIS [Wu,
2000] provide a multitude of new algorithms for routing in ad-hoc wireless LANs. 
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troduction

pression or reversible compression, as the name implies, denotes compression approaches
 decompressed or reconstructed data exactly match the original. Theoretically, the lossless
 rate in terms of bits per symbol is bounded below by the entropy of the source. For a general
h alphabet A = {1, 2,…,m}, which generates a sequence {X1, X2,…}, the entropy is given by

(93.1)

(93.2)

…,Xn} is a sequence of length n from the source. The reason for the limit is to capture any
at may exist in the source output. In the case where the source puts out independent,
istributed (i.i.d.) symbols, Eq. (93.2) collapses to
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and the entropy of the source is given by

(93.4)

Although taking longer and longer blocks of symbols is certainly a valid method for extracting the
structure in the data, it is generally not a feasible approach. Consider an alphabet of size m. If we encoded
the output of this source in blocks of n, we would effectively be dealing with an alphabet of size mn.
Besides being impractical, if we assume the source generates strings of finite length, then it has been
shown that extending the alphabet by taking longer and longer blocks of symbols turns out to be
inherently inefficient.

A more effective strategy is to use a model to capture the inherent structure in the source. This model
can be used in a number of different ways. One approach is to use the model to generate a residual
sequence that is the difference between the actual source output, and the model predictions. If the model
accurately reflects the structure in the source output, the residual sequence can be considered to be i.i.d.
Often, a second stage model is used to further extract any structure that may remain in the residual
sequence. The second stage modeling is often referred to as error modeling. Once we get (or assume
that we have) an i.i.d. sequence, we can use entropy coding to obtain a coding rate close to the entropy
as defined by Eq. (93.4).

Another approach is to use the model to provide a context for the encoding of the source output and
encode sequences by using the statistics provided by the model. The sequence is encoded symbol by
symbol. At each step, the model provides a probability distribution for the next symbol to the encoder,
based on which the encoding of the next symbol is performed.

These approaches separate the task of lossless compression into a modeling task and a coding task. As
we shall see in the next section, encoding schemes for i.i.d. sequences are known that perform optimally
and, hence, the critical task in lossless compression is that of modeling. The model that is imposed on
the source determines the rate at which we would be able to encode a sequence emitted by the source.
Naturally, the model is highly dependent on the type of data being compressed. Later in this chapter we
describe some popular modeling schemes for text and image data.

This chapter is organized as follows. We first describe two popular techniques for encoding the
residuals which assume knowledge of the probabilities of the symbols, followed by adaptive versions of
these techniques. We then describe universal coding techniques, which do not require any a priori
knowledge of the statistics of the source. Finally, we look at two of the three most popular areas for
lossless compression, text, and images. The third area, compression of facsimile, is covered in the next
chapter.

93.2 Entropy Coders

The idea behind entropy coding is very simple: use shorter codes for more frequently occurring
symbols (or sets of symbols). This idea has been around for a long time and was used by Samuel
Morse in the development of Morse code. As the codes generated are of variable length, it is essential
that a sequence of codewords be decoded to a unique sequence of symbols. One way of guaranteeing
this is to make sure that no codeword is a prefix of another code. This is called the prefix condition,
and codes that satisfy this condition are called prefix codes. The prefix condition, while sufficient, is
not necessary for unique decoding. However, it can be shown that given any uniquely decodable code
that is not a prefix code, we can always find a prefix code that performs at least as well in terms of
compression. Because prefix codes are also easier to decode, most of the work on lossless coding has
dealt with prefix codes.
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952]. The algorithm is based on two observations about optimum prefix codes:

 optimum code, symbols that occur more frequently will have shorter codewords than
ols that occur less frequently.
 optimum code, the two symbols that occur least frequently will have the same length.

n procedure is obtained by adding the simple requirement that the codewords corresponding
owest probability symbols differ only in the last bit. That is, if γ and δ are the two least

bols in an alphabet, then, if the codeword for γ was m ∗ 1, then the codeword for δ would
ere m is a string of 1s and 0s and ∗ denotes concatenation.
etters of the alphabet are sorted in order of decreasing probability. A new alphabet is generated
g the two lowest probability letters into a single letter whose probability is the sum of the two
. When this composite letter is decomposed, its constituent letters will have codewords, which
 except in the final bit. The process of sorting and then combining the two letters with the
bilities to generate a new alphabet is continued until the new alphabet contains only two
sign a codeword of 0 to one and 1 to the other, and we then proceed to decompose the letters.
 of the decomposition we will get a bit each of two codewords. At the end of the process we
refix code for the entire alphabet. An example of this process is shown in Tables 93.1 and

C(ak) is the codeword for ak.
for the Huffman code in bits per symbol can be shown to lie in the interval [H(S), H(S) +
], where pmax is the probability of the most probable symbol [Gallagher, 1978]. The lower
ieved when the probabilities of the source symbols are all powers of two. If, instead of coding
at a time, we block n symbols together, the bounds on the coding rate are

 (93.5)

 get the coding rate arbitrarily close to the entropy. Unfortunately, this approach also means
tial growth in the size of the source alphabet. A technique that avoids this problem of
growth with block length is arithmetic coding, which is described in the next section.

TABLE 93.1 Composition Process for Huffman Coding

Alphabet Sorted Composite Composite Sorted Composite Sorted
(Prob.) (Prob.) (Prob.) (Prob.) (Prob.) (Prob.) (Prob.)

al(0.2) a2(0.4) a2(0.4) a2(0.4) a2(0.4) a2(0.4) (0.6)
a2(0.4) a1(0.2) a1(0.2) a1(0.2) (0.4) (0.6) a2(0.4)

, a1

a3(0.2) a3(0.2) a3(0.2) (0.4) a1(0.2)
 ⇐ a3,  

a4(0.1) a4(0.1) (0.2)
 ⇐ a4, a5

a5(0.1) a5(0.1)

BLE 93.2 Code Assignment in Huffman Coding

 ⇒ , a1   ⇒ a3,  ⇒ a4, a5

) = 0 C( ) = C( ) ∗ 0 = 00 C(a3) = C( ) ∗ 0 = 000 C(a4) = C( ) ∗ 0 = 0010

2) = 1 C(a1) = C( ) ∗ 1 = 01 C( ) = C( ) ∗ 1 = 001 C(a5) = C( ) ∗ 1 = 0011
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Arithmetic Codes

Encoding sequences of symbols is more efficient than encoding individual symbols in terms of coding
rate. However, Huffman encoding of sequences becomes impractical because to Huffman code a particular
sequence of length m we need codewords for all possible sequences of length m. This latter fact causes
an exponential growth in the size of the codebook. What we need is a way of assigning codewords to
particular sequences without having to generate codes for all sequences of that length.

If we assume that all letters in a given alphabet occur with nonzero probability, the value of the
cumulative density function cdf FX(X) of a sequence X is distinct from the value of the cdf for any other
sequence of symbols. If we could impose an ordering on the sequences such that Xi < Xj if i < j, then the
half-open sets [FX(Xi-1), Fx(Xi)] are disjoint, and any element in this set can be used as a unique tag for the
sequence Xi. It can be shown that the binary representation of this number truncated to [log(l/(P(X))] +
1 bits is a unique code for this sequence [Cover and Thomas, 1991].

Arithmetic coding is a procedure that generates this unique code in an incremental fashion. That is,
the code is developed and transmitted (or stored) as the sequence of symbols develops. The decoding
procedure is also incremental in nature. Elements of the sequence can be identified as the code is received,
without having to wait for the entire code to be received. The coding and decoding procedure requires
the knowledge of the cdf FX(x) of the source (note that we need the cdf of the source, not of the sequences).

It can be shown [Cover and Thomas, 1991] that the bounds on the coding rate for arithmetic coding
RA for a sequence of length n are

(93.6)

On comparing the upper bound to Eq. (93.5), it seems that Huffman coding will always have an advantage
over arithmetic coding. However, recall that Huffman coding is not a realistic alternative for sequences
of any reasonable length.

In terms of implementation, Huffman encoding is easier to implement, although the decoding com-
plexities for the two are comparable. On the other hand, arithmetic coding can generally provide a coding
rate closer to the entropy than Huffman coding, the exception being when the symbol probabilities are
powers of 2, in which case the Huffman code exactly achieves entropy. Other cases where arithmetic
coding does not provide much advantage over Huffman coding are when the alphabet size is relatively
large. In these cases, Pmax is generally small, and Huffman coding will generate a rate close to the entropy.
However, when there is a substantial imbalance in probabilities, especially in small alphabets, arithmetic
coding can provide significant advantage. This is especially true in the coding of facsimile information
where the base alphabet size is two with highly uneven probabilities. Arithmetic coding is also easier to
use when multiple codes are to be used for the same source, as the setup cost is simply the generation
of multiple cdfs. This situation occurs often in text compression where context modeling may require the
use of a different arithmetic code for different contexts.

Adaptive Huffman Coding

The Huffman code relies on knowledge of source statistics for its efficiency. In many applications, the
source statistics are not known a priori and the Huffman code is implemented as a two-pass procedure.
The statistics of the source are collected in the first pass. These statistics are used to generate the Huffman
code, which is then used to encode the source in the second pass. In order to convert this algorithm into
a one-pass procedure, the probabilities need to be estimated adaptively and the code altered to reflect
these estimates. Theoretically, if we wanted to encode the (k + 1)st symbol using the statistics of the first
k symbols, we could recompute the code using the Huffman coding procedure each time a symbol is
transmitted. However, this would not be a very practical approach due to the large amount of computation
involved. The adaptive Huffman coding procedure is a computationally efficient procedure for estimating
the probabilities and updating the Huffman code.

H S( )  RA H S( )
2
n
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In the adaptive Huffman coding procedure, at the start of transmission neither transmitter nor receiver
knows anything about the statistics of the source sequence. The tree at both the transmitter and the
receiver consists of a single node, which corresponds to all symbols not yet transmitted and has a weight
of zero. As transmission progresses, nodes corresponding to symbols transmitted will be added to the
tree, and the tree is reconfigured using a computationally efficient update procedure [Gallagher, 1978].
Prior to the beginning of transmission, a fixed code for each symbol is agreed upon between transmitter
and receiver and is used upon the first occurrence of the symbol.

The adaptive Huffman coding procedure provides an excellent alternative to Huffman coding in cases
where the source statistics are unknown. The drawbacks are increased complexity and substantially
increased vulnerability to channel errors. As both transmitter and receiver are building the code as the
transmission proceeds, a single error can cause the building of different codes at the transmitter and
receiver, effectively stopping any transfer of information. There is some overhead involved in transmit-
ting the fixed codes for the first occurrence of each symbol; however, if the transmission is sufficiently
long, the effect of this overhead on the average transmission rate is minimal. Of course, if we try to
combat the effect of channel errors with frequent resynchronization, the overhead can become a major
factor.

Adaptive Arithmetic Coding

Adapting the arithmetic coder to changing statistics is relatively easy. The simplest way to do this is to
use the number of times a symbol is encountered as an estimate of the probability and, hence, the
cumulative distribution function. This approach can be refined to provide efficient implementation
algorithms. More sophisticated algorithms have been developed for the particular case of binary alphabets.
One of the more well-known adaptive arithmetic coders is the Q-coder, which is part of the joint
photographic expert group (JPEG) and joint bilevel image experts group (JBIG) standards.

93.3 Universal Codes

The coding schemes we have described previously depend on the source statistics being stationary, or at
worst, slowly varying. In situations where this assumption does not hold, these coding schemes might
provide undesirable results. Coding schemes, which optimally code sources with unknown parameters,
are generally known as universal coding schemes [Davisson, 1973]. Although proofs of optimality for
these schemes generally rely on asymptotic results, several universal coding schemes have also been shown
to perform well in practical situations. We describe some of these in the following.

Lynch–Davisson–Schalkwijk–Cover Codes

In this approach, the input is divided into blocks of n bits where n = 2m [Cover and Thomas, 1991]. For
each block, the Hamming weight w (the number of 1s in the n-bit long sequence) of the block is
transmitted using m bits followed by Èlog2((n/w) - 1)˘ bits to indicate a specific sequence out of all of
the possible n bit sequences with w ones.

Syndrome Source Coding

This approach entails using a block error correcting decoder as a source encoder [Ancheta, 1977]. The
source output is represented in binary form and divided into blocks of length n. Each block is then
viewed as an error pattern and represented by the syndrome vector of an error correcting code. As
different error correcting codes will correct a different number of errors, the syndrome vector is preceded
by an index pointing to the code being used.
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Golomb Codes

Golomb [1966] codes are unary codes, which are optimal for certain distributions. Given the parameter
g for the Golomb code, any integer n is represented by a prefix and a suffix. The prefix is the unary
representation of [n/g], and the suffix is the binary representation of n mod m. Although these codes are
optimal for certain exponential distributions, they are not universal in the sense that sources can be
found for which the average code length diverges.

Rice Codes

The Rice code can be seen as a universal version of the Golomb codes [Rice, Yeh, and Miller, 1991]. The
Rice algorithm first converts the input into a sequence of nonnegative integers. This sequence is then
coded in blocks of length J (a suggested choice for J is 16). Each block is coded using a variety of binary
and unary codes depending on the properties of the particular block. The Rice code has been shown to
be optimal over a range of entropies.

Ziv–Lempel Codes

The Ziv-Lempel (LZ) codes are a family of dictionary-based coding schemes that encode strings of
symbols by sending information about their location in a dictionary. The basic idea behind these
dictionary-based schemes is that for certain sources, certain patterns recur very frequently. These patterns
can be made into entries in a dictionary. Then, all future occurrences of these patterns can be encoded
via a pointer to the relevant entry in the dictionary. The dictionary can be static or adaptive. Most of
the adaptive schemes have been inspired by two papers by Ziv and Lempel in 1977 and 1978 [Bell, Cleary,
and Witten, 1990].

The 1977 algorithm and its derivatives use a portion of the already encoded string as the dictionary.
For example, consider the encoding of the string abra, where the underlined portion of the
string has already been encoded. The string abra could then be encoded by simply sending the pair (7,4),
where the first number is the location of the previous occurrence of the string relative to the current
position and the second number is the length of the match. How far back we search for a match depends
on the size of a prespecified window and may include all of the history.

The 1978 algorithm actually builds a dictionary of all strings encountered. Each new entry in the
dictionary is a previous entry followed by a letter from the source alphabet. The dictionary is seeded
with the letters of the source alphabet. As the coding progresses, the entries in the dictionary will consist
of longer and longer strings. The most popular derivative of the 1978 algorithm is the LZW algorithm,
a variant of which is used in the UNIX compress command, as well as the GIF image compression format,
and the V.42-bis compression standard.

We now describe the LZW algorithm. The LZW algorithm starts with a dictionary containing all of
the letters of the alphabet [Bell, Cleary, and Witten, 1990]. Accumulate the output of the source in a
string s as long as the string s is in the dictionary. If the addition of another letter a from the source
output creates a string s * a that is not in the dictionary, send the index in the dictionary for s, add the
string s * a to the dictionary, and start a new string that begins with the letter a. The easiest way to
describe the LZW algorithm is through an example. Suppose we have a source that transmits symbols
from the alphabet A = {a, b, c}, and we wish to encode the sequence aabaabc…. Assuming we are using
4 bits to represent the entries in the codebook, our initial dictionary may look like this

a 0000
b 0001
c 0010

We will first look at what happens at the encoder. As we begin to encode the given sequence we have
the string s = a, which is in the dictionary. The next letter results in the string s * a = aa, which is not

abr acad
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in the dictionary. Therefore, we send 0000, which is the code for a, and add aa to our dictionary, which
is now

a 0000
b 0001
c 0010

aa 0000

and we begin a new string s = a. This string is in our dictionary and so we read the next letter and update
our string to s * b = ab, which is not in our dictionary. Thus, we add ab to our dictionary, send the code for
a to the receiver and start a new string s = b. Again, reading in the next letter, we have the string s * a = ba.
This is not in our dictionary and so we send 0001, which is the code for b, add ba to our dictionary, and
start a new string s = a. This time when we read a new letter, the new string s * a = aa is in our dictionary
and so we continue with the next letter to obtain the string s * b = aab. The string aab is not in the
dictionary and so we send the 0011, which is the code for aa, and add the string aab into the dictionary.
The dictionary at this stage looks like this:

a 0000
b 0001
c 0010

aa 0011
ab 0100
ba 0101

aab 0110

Notice that the entries in the dictionary are getting longer. The decoder starts with the same initial
dictionary. When it receives the first codeword 0000, it decodes it as a and sets its string equal to a. Upon
receipt of the next 4 bits (which would again be 0000), it adds the string aa to the dictionary and initializes
the string s to a. The update procedure at the decoder is the same as the update procedure at the encoder
and so the decoder dictionary tracks the encoder, albeit with some delay. The only time this delay causes
a problem is when the encoder encounters a sequence of the form a * r * a * r * a * b is to be encoded,
where a and b are symbols, r is a string, and a * r is already in the dictionary. The encoder sends the
code for a * r, and then adds a * ra to the encoder dictionary. The next code transmitted by the encoder
is the code for a * ra, which the decoder does not yet have. This problem can easily be handled as an
exception.

We can see that after a while we will have exhausted all the 4 bit combinations. At this point we can
do one of several things. We can flush the dictionary and restart, treat the dictionary as a static dictionary,
or add 1 bit to our code and continue adding entries into the dictionary.

93.4 Text Compression

A text source has several very distinctive characteristics, which can be taken advantage of when designing
text compression schemes. The most important characteristic from the point of view of compression is the
fact that a text source generally contains a large number of recurring patterns (words). Because of this,
directly encoding the output of a text source with an entropy coder would be highly inefficient. Consider
the letter u. The probability of this letter occurring in a fragment of English text is 0.02. Therefore, if we
designed an entropy coder for this source we would assign a relatively long codeword to this letter.
However, if we knew that the preceding letter was q, the probability of the current letter being u is close
to one. Therefore, if we designed a number of entropy coders, each being indexed by the previous character
encoded, the number of bits used to represent u would be considerably less. Thus, to be efficient, it is
important that we treat each symbol to be encoded in the context of the past history, and context modeling
has become an important approach to text compression.
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Another technique for modeling recurring patterns is the use of finite state machines. Although this
approach has been less fruitful in terms of generating compression algorithms, it holds promise for the
future.

Finally, an obvious approach to text compression is by the use of dictionaries. We have described some
adaptive dictionary-based techniques in the section on universal coding. We now briefly describe some
of the more popular methods. Descriptions that are more complete can be found in Bell, Cleary, and
Witten [1990].

Context Models

In lossless compression, both the encoder and decoder are aware of the same past history. In other words,
they are aware of the context in which the current symbol occurs. This information can, therefore, be
used to increase the efficiency of the coding process. The context is used to determine the probability
distribution for the next symbol. This probability distribution can then be used by an entropy coder to
encode the symbol. In practice, this might mean that the context generates an pointer to a code table
designed for that particular distribution. Thus, if the letter u follows a space it will be encoded using
considerably more bits than if it followed the letter q.

Context-based schemes are generally adaptive as different text fragments can vary considerably in
terms of repeating patterns. The probabilities for different symbols in the different contexts are updated
as they are encountered. This means that one will often encounter symbols that have not been
encountered before for any of the given contexts (this is known as the zero frequency problem). In
adaptive Huffman coding, this problem was resolved by sending a code to indicate that the following
symbol was being encountered for the first time followed by a prearranged code for that symbol.
There was a certain amount of overhead associated with it, but for a sufficiently long symbol string
the additional rate due to the overhead was negligible. Unfortunately, in context-based encoding, the
zero-frequency problem is encountered often enough for overhead to be a problem. This is especially
true for longer contexts. Consider a context model of order four (the context is determined by the
last four symbols). If we take an alphabet size of 95, the possible number of contexts is 954, which is
more than 81 million! Of course, most of these contexts will never occur, but still the zero-frequency
problem will occur often enough for the effect of the overhead to be substantial. One way to at least
reduce the size of the problem would be to reduce the order of the context. However, longer contexts
are more likely to generate accurate predictions. This problem can be resolved by a process called
exclusion, which approximates a blending strategy for combining the probabilities of a symbol with
respect to contexts of different orders. The exclusion approach works by first attempting to find if the
symbol to be encoded has a nonzero probability with respect to the maximum context length. If this
is so, the symbol is encoded and transmitted. If not, an escape symbol is transmitted and the context
size is reduced by one and the process is repeated. This procedure is repeated until a context is found
with respect to which the symbol has a nonzero probability. To guarantee that this process converges,
a null context is always included, with respect to which all symbols have equal probability. The
probability of the escape symbol can be computed in a number of different ways leading to different
implementations.

Context modeling-based text compression schemes include: PPMC [prediction by partial match
(PPM), PPMC is a descendant of PPMA and PPMB], DAFC, which uses a maximum context order of
one, and WORD, which uses two alphabets, one which only contains alphanumeric characters, with the
other containing the rest. A performance comparison is shown in Table 93.3.

State Models

Context models discard sequential information beyond the size of the context. This information can
be preserved and used by finite-state models. However, there is relatively less work available in this
area. An adaptive technique for finite-state modeling named dynamic Markov compression (DMC)
was given by Cormack and Horspool [Bell, Cleary, and Witten, 1990]. In DMC, one starts with some
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fixed initial model and rapidly adapts it to the input data. Adaptation is done by maintaining counts
on the transitions from each state and cloning a state when the count exceeds a certain threshold.
The size of the model grows rapidly and, hence, this technique has been found to be feasible only for
binary input data, in which case each state in the model has only two output transitions. Although
at first sight DMC seems to offer the full generality of Markov models, it has been proven that they
only generate finite-context models and, hence, are no more powerful then the techniques described
earlier. Despite this fact, DMCs provide an attractive and efficient way of implementing finite-context
models.

Dictionary-Based Coding

Dictionary-based coding techniques have always been popular for text compression. The dictionary can
be static or it can adapt to the source characteristics. Most current adaptive dictionary-based coders are
variations of the 1977 and 1978 algorithms due to Ziv and Lempel (LZ77 and LZ78). The LZ77 and LZ78
algorithms are described in the section on universal coding.

The most popular static dictionary-based coding scheme is diagram coding. The dictionary consists
of the letters of the alphabet followed by the most popular pairs of letters. For example, an 8-bit dictionary
for printable ASCII characters could be constructed by following the 95 printable ASCII characters by
161 most frequently occurring pairs of characters. The algorithm would parse the input a pair of characters
at a time. If the pair existed in the dictionary, it would put out the code for the pair and advance the
pointer by two characters. If not, it would encode the first element of the pair and then advance the
pointer by one character. This is a very simple compression scheme; however, compared to the other
schemes described here, the compression performance is not very good.

Table 93.3 shows a comparison of the various schemes described here. The LZB algorithm is a particular
implementation of the LZ77 approach, whereas the LZFG algorithm is an implementation of the LZ78
approach.

Block Sorting

The block sorting transform (also known as Burrows–Wheeler transform, or BWT) is a relatively recent
compression technique. It achieves speeds comparable to fast dictionary-based methods and enables
compression competitive with the best context-based like PPM. The BWT transforms a string S containing
N characters by forming the N rotations (cyclic shifts) of S, sorting them lexicographically, and extracting
the last character of each of the rotations. A string L is formed from these characters, where the ith
character of L is the last character of the ith sorted rotation. The algorithm also computes the index I

TABLE 93.3 Results of Compression Experiments (bits per character)

Text Size Diagram LZB LZFG Huffman DAFC PPMC WORD DMC

Bib (technical 
bibliography)

111261 6.42 3.17 2.90 5.24 3.84 2.11 2.19 2.28

Book (Far from the 
Madding Crowd)

768771 5.52 3.86 3.62 4.58 3.68 2.48 2.70 2.51

Geo (seismic data 
32-b numbers)

102400 7.84 6.17 5.70 5.70 4.64 4.78 5.06 4.77

News (USENET 
batch file)

377109 6.03 3.55 3.44 5.23 4.35 2.65 3.08 2.89

Obj (executable 
Macintosh file)

246814 6.41 3.14 2.96 6.80 5.77 2.69 4.34 3.08

Paper (technical, 
troff format)

82199 5.60 3.43 3.16 4.65 3.85 2.45 2.39 2.68

Progc (source code 
in C)

39611 6.25 3.08 2.89 5.26 4.43 2.49 2.71 2.98

Source: Bell, T.C., Witten, I.H., and Cleary, J.C. 1989. Modeling for text compression. ACM Comput. Surveys, Dec.
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which is the location of the original string S in the sorted list of rotations. We clarify the algorithm by
means of an example. With the input string abraca, the rotated strings and the lexicographically sorted
list of rotations is as follows:

abraca aabrac
bracaa abraca
racaab acaabr⇒
acaabr bracaa
caabra caabra
aabrac racaab

The string of last letters, L, in the sorted list is caraab, and, as the original string is the second entry in
the sorted list, the index I is 1 (the lowest index value is 0). The original string S can be reconstructed
using just L and I. To do this, the inverse transform sorts the string L to form the string F. For this
example, the string caraab would be sorted to obtain the string aaabcr: caraab fi aaabcr. The algorithm
also forms the array T, where T[m] is the index of the first occurrence of L[m] in F added to the number
of previous occurrences of L[m] in L. In the above example, T is [4 0 5 1 2 3]. Let J be an index that
initially points to the last letter in the reconstructed string R. The inverse BWT procedure copies the
value of L[I] to R[J] and sets J to J-1 and I to T[I]. This procedure is repeated until R is filled from back
to front. Applying this procedure to the example string, we have J = 5. Therefore, R[5] = L[1] = a. Then
the values of I and J are updated; I = T[1] = 0, and J = J - 1 = 4. Then the penultimate reconstructed
letter R[4] = L[0] = c. The next value for I is T[0] which is 4, therefore, R[3] = L[4] = a. We have recovered
the last three letters of the original string. Continuing in this fashion, we can recover the entire original
string.

The structure of the string L that comprises BWT output is similar for typical text files: it has many
discrete regions, each with a group of characters with high probability. This is because BWT arranges
symbols lexicographically according to their suffixes. For example, strings beginning with heº in the list
of lexicographically sorted roations of S would be most often t. This is because the letter t most often
precedes he. As another example, the suffixes to WT…would be most often B. For this reason, BWT can
be considered a context-based scheme like PPM, with a context of the entire block.

The transform presented thus far only makes its input more compressible. There are many approaches
employed for actually compressing BWT output. A simple way of doing this is by using the move-to-
front (MTF) coding technique that exploits the locality of occurrence in BWT output. MTF initializes
an array with the entire alphabet of L, inputs a character, outputs the position of the character in the
array, and moves it to the front of the array. With the string caraab, the MTF output is 2 1 3 1 0 3. 

93.5 Image Compression

Algorithms for text compression do not work well when applied to images. This is because such algorithms
exploit the frequent recurrence of certain exact patterns that are very typical of textual data. In image
data, there are no such exact patterns common to all images. Also, in image data, correlation among
pixels exists along both the horizontal and vertical dimensions. Text compression algorithms, when applied
to images, invariably fail to exploit some of these correlations. Hence, specific algorithms need to be
designed for lossless compression of images.

As mentioned before, there are two basic components in a lossless compression technique, modeling
and coding. In lossless image compression, the task of modeling is usually split into two stages. In the
first step, a prediction model is used to predict pixel values and replace them by the error in prediction.
If prediction is based on previously transmitted values, then knowing the prediction error and the
prediction scheme, the receiver can recover the value of the original pixel.

In the second step, a prediction error model is constructed, which is used to drive a variable length
coder for encoding prediction errors. As we have already mentioned, coding schemes are known that can
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code at rates very close to the model entropy. Hence, it is important to build accurate prediction error
models. In the next two sections, we describe various schemes that have been proposed in literature for
each of these two steps.

Prediction Models

Linear Predictive Models

Linear predictive techniques (also known as lossless DPCM) usually scan the image in raster order,
predicting each pixel value by taking a linear combination of pixel values in a casual neighborhood. For
example, we could use (P[i - 1, j] + P[i, j - 1])/2 as the prediction value for P[i, j], where P[i, j] is the
pixel value in row i, column j. Despite their apparent simplicity, linear predictive techniques are quite
effective and give performance surprisingly close to more state-of-the-art techniques. If we assume that
the image is being generated by an autoregressive (AR) model, coefficients that best fit given data in the
sense of the L2 norm can be computed. One problem with such a technique is that the implicit assumption
of the data being generated by a stationary source is, in practice, seldom true for images. Hence, such
schemes yield very little improvement over the simpler linear predictive techniques such as the example
in the previous paragraph [Rabbani and Jones, 1991].

Significant improvements can be obtained for some images by adaptive schemes that compute optimal
coefficients on a block-by-block basis or by adapting coefficients to local changes in image statistics.
Improvements in performance can also be obtained by adaptively selecting from a set of predictors. An
example scheme that adapts in the presence of local edges is given by the median edge detection (MED)
predictor used in the JPEG-LS lossless image compression standard. MED detects horizontal or vertical
edges by examining the north, west, and northwest neighbors of the current pixel. The north (west) pixel
is used as a prediction in the case of a vertical (horizontal) edge. In case of neither, planar interpolation
is used to compute the prediction value. The MED predictor has also been called the median adaptive
predictor (MAP) and was first proposed by Martucci [1990]. Martucci proposed the MAP predictor as a
nonlinear adaptive predictor that selects the median of a set of three predictions in order to predict the
current pixel. One way of interpreting such a predictor is that it always chooses either the best or the second
best predictor among the three candidate predictors. Martucci reported the best results with the following
three predictors: (1) P[i, j - 1], (2) P[i - 1, j], and (3) P[i, j - 1] + P[i - 1, j] - P[i - 1, j - 1]. In this case,
it is easy to see that MAP turns out to be the MED predictor. In an extensive evaluation [Memon and
Wu, 1997], it was observed that the MED predictor gives superior or almost as good a performance as
many standard prediction techniques, many of which are significantly more complex. It should also be
noted that, strictly speaking, MED is not a linear predictor but it does select adaptively from one of three
different linear predictors.

Context Models

In context-based models, data is partitioned into contexts, and statistics are collected for each context.
These statistics are then used to perform prediction. One problem with such schemes when compressing
gray-scale images is that the number of different contexts grows exponentially with the size of the context.
Given the large alphabet size of image data, such schemes quickly become infeasible even for small context
sizes. Some clever schemes have been devised for partitioning the large number of contexts to a more
manageable size [Wu and Memon, 1997; Todd, Langdon, and Rissanen, 1985]. Such schemes, however,
have all been for modeling the prediction errors after using a simple linear predictive scheme. We shall
describe them in more detail in the next section. An exception to this rule is binary images, for which
context-based prediction schemes are among the most efficient.

Multiresolution Models

Multiresolution models generate representations of an image with varying spatial resolution. This usually
results in a pyramid like representation of the image with each layer of the pyramid serving as a pre-
diction model for the layer immediately below. The pyramid can be generated in either a top-down or
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a bottom-up manner. Transmission is generally done in a top-down manner. One advantage of such a
scheme is that the receiver recovers the image level by level. After reconstructing each level, the receiver
can get an approximation of the entire image by interpolating unknown pixels. This leads to progressive
transmission, a technique that is useful in many applications.

One of the more popular such techniques is known as hierarchical interpolation (HINT) and was proposed
by Endoh and Yamakazi [Rabbani and Jones, 1991]. The specific steps involved in HINT are as follows. First,
the pixels labeled D in Fig. 93.1 are decorrelated using DPCM. In the second step, the intermediate pixels
(o) are estimated by linear interpolation and replaced by the error in estimation. Then, the pixels X are
estimated from D and o and replaced by the error. Finally, the pixels labeled  and then � are estimated from
known neighbors and replaced. The reconstruction process proceeds in a similar manner.

Lossy Plus Lossless Models

Given the success of lossy compression schemes for efficiently constructing a low-bit-rate approximation,
one way of obtaining a prediction model for an image is to use a lossy representation of an image as the
prediction model. Such schemes are called lossy plus lossless schemes (LPL). Here, a low-rate lossy repre-
sentation of the image is first transmitted. Subsequently, the difference between the lossy and the original
is transmitted to yield lossless reconstruction. Although the lossy image and its residual are usually
encoded independently, making use of the lossy image to encode the residual can lead to significant
savings in bit rates. Generally, LPL schemes do not give as good compression as other standard methods.
However, they are found to be very useful in certain applications. One application is when a user is
browsing through a database of images, looking for a specific image of interest.

Modeling Prediction Errors

If the residual image that comprises prediction errors can be treated as an i.i.d. source, then it can be
efficiently coded using any of the standard variable length techniques such as Huffman coding or
arithmetic coding. Unfortunately, even after applying the most sophisticated prediction techniques,
generally the residual image has ample structure that violates the i.i.d. assumption. Hence, in order to
encode prediction errors efficiently, we need a model that captures the structure that remains after
prediction. This step is often referred to as error modeling [Howard and Vitter, 1992]. A very simple
technique for modeling and coding the prediction residual in lossless image compression based on the
Rice encoder described previously is given in [Rice, Yeh, and Miller, 1991]. However, the error modeling
techniques employed by most lossless compression schemes proposed in the literature use a context
modeling framework first described in Rissanen and Langdon [1981] and applied in an increasingly
refined manner in Todd et al. [1985], Howard and Vitter [1992], Wu and Memon [1997], and Weinberger
et al. [1996]. In this approach, the prediction error at each pixel is encoded with respect to a conditioning
state or context, which is arrived at from the values of previously encoded neighboring pixels. Viewed
in this framework, the role of the error model is essentially to provide estimates of the conditional
probability of the prediction error given the context in which it occurs. This can be done by estimating
the pdf by maintaining counts of symbol occurrences within each context [Todd et al., 1985; Wu and

FIGURE 93.1 The HINT scheme for hierarchical prediction.

*
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Memon, 1997] or by estimating the parameters (variance for example) of an assumed pdf (Laplacian, for
example) as in Howard and Vitter [1992] and Weinberger et al. [1996]. Each of these uses some clever
mechanisms to reduce the number of possible contexts. We describe the technique by Weinberger et al.
in more detail as it is used in the lossless compression standard JPEG-LS that is described in more detail
in a later section. Contexts in JPEG-LS are formed by first computing the following differences: (1) D1 =
NE-N (2) D2 = N-NW and (3) D3 = NW-W. Here N, W, NE, and NW represent the north, west, northeast,
and northwest neighbors of the current pixel, respectively. The differences D1, D2, and D3 are then
quantized into 9 regions (labeled -4 to +4) symmetric about the origin with one of the quantization
regions (region 0) containing only the difference value 0. Further, contexts of the type (q1, q2, q3) and (-
q1, -q2, -q3) are merged based on the assumption that P(e | q1, q2, q3) = P(-e | -q1, -q2, -q3). The total
number of contexts turns out to be 93 - 1/2 = 364. These contexts are then mapped to the set of integers
[0, 363] in a one-to-one fashion. 

As described earlier, contexts are used as conditioning states for encoding prediction errors. Within
each state, the pdf of the associated set of events is adaptively estimated by events by keeping occurrence
counts for each context. Clearly, to better capture the structure preset in the prediction residuals, one
would like to use a large number of contexts or conditioning states. However, the larger the number of
contexts, the greater the number of parameters (conditional probabilities in this case) that need to be
estimated based on the same data set. This can lead to the “sparse context” or “high model cost” problem.
Typically (for example, in the JPEG lossless standard—arithmetic coding version), this problem is
addressed by keeping the number of contexts small. One problem with this approach is that keeping the
number of conditioning states to a small number fails to effectively capture the structure present in the
prediction errors and results in poor performance. Hence, the JPEG-LS baseline algorithm employs a
different solution for this problem. First, it uses a relatively large number of contexts to capture the structure
present in the prediction errors. However, instead of estimating the pdf of prediction errors, p(e | C), within
each context C, only the conditional expectation E{e | C} is estimated using the corresponding sample means
within each context. These estimates are then used to further refine the prediction prior to entropy coding
by an error feedback mechanism that cancels prediction biases in different contexts. This process is called
bias-cancellation. Furthermore, for encoding the bias-cancelled prediction errors, instead of estimating the
probabilities of each possible prediction error, baseline JPEG-LS essentially estimates a parameter that serves
to characterize the specific pdf to be employed from a fixed set of pdfs.

A straightforward implementation of bias-cancellation would require accumulating prediction errors
within each context and keeping frequency counts of the number of occurrences for each context. The
accumulated prediction error within a context divided by its frequency count would then be used as an
estimate of prediction bias within the context. However, this division operation can be avoided by a
simple and clever operation that updates the variables in a suitable manner, producing average prediction
residuals in the interval [-0.5, 0.5]. For details, the reader is referred to Weinberger et al. [1996] and to
the Draft International Standard. In addition, since JPEG-LS uses Rice codes that assign shorter codes
to negative residual values than to positive ones, the bias is adjusted such that it produces average
prediction residuals in the interval [-1, 0], instead of [-0.5, 0.5]. For a detailed justification of this
procedure and other details pertaining to bias estimation and cancellation mechanisms, the reader is
referred to Weinberger et al. [1996].

93.6 Lossless Compression Standards

Joint Bilevel Image Experts Group

The JBIG algorithm proposed by the joint bilevel image experts group defines a standard for lossless
image compression. The algorithm is mainly designed for bilevel or binary data such as facsimile, but
can also be used for image data with up to 256 b/pixel by encoding individual bit planes. The algorithm
performs best for data up to 6 b/pixel, and beyond 6 b, other algorithms such as lossless JPEG give better
performance. JBIG is described in more detail in the next chapter.
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Joint Photographic Experts Group

The JPEG committee has developed two standards for lossless image compression. One, which we refer
to as the JPEG lossless standard, was developed in conjunction with the well-known DCT based lossy
compression standard in 1988. A more recent standard named JPEG-LS was finalized in 1997. Below we
briefly describe both.

JPEG Lossless

The well-known JPEG still compression standard [Wallace, 1991] has a lesser-known lossless component
that uses linear predictive techniques followed by either Huffman or arithmetic coding of prediction
errors. It provides eight different predictive schemes from which the user can select. Table 93.4 lists the
eight predictors. The first scheme makes no prediction. The next three are one-dimensional predictors,
and the last four are two-dimensional prediction schemes. 

In the Huffman coding version, essentially no error model is used. Prediction errors are assumed i.i.d.
and are encoded using the Huffman table specified in the bit stream using the specified syntax. The
Huffman coding procedure specified by the standard for encoding prediction errors is identical to the
one used for encoding DC coefficient differences in the lossy codec. 

Unlike the Huffman coding version, which assumes the prediction errors to be i.i.d., the arithmetic
coding version uses quantized prediction errors at neighboring pixels as contexts for conditioning the
encoding the prediction error. This is a simplified form of error modeling which attempts to capture the
remaining structure in the prediction residual. Encoding within each context is done with a binary
arithmetic coder by decomposing the prediction error into a sequence of binary decisions. The first
binary decision determines if the prediction error is zero. If it is not zero, then the second step determines
the sign of the error. The subsequent steps assist in classifying the magnitude of the prediction error into
one of a set of ranges, and the final bits that determine the exact prediction error magnitude within the
range are sent uncoded. The QM-Coder is used for encoding each binary decision. A detailed description
of the coder and the standard can be found in Pennebaker and Mitchell [1993]. Since the arithmetic
coded version of the standard is rarely used, we do not delve in the details of the procedures used for
arithmetic coding but refer the interested reader to Pennebaker and Mitchell [1993]. 

JPEG-LS

The JPEG-LS algorithm, like its predecessor, is a predictive technique. However, there are significant
differences, as enumerated below:

• Instead of using a simple linear predictor, JPEG-LS uses the MED predictor described earlier,
which attempts to detect the presence of edges passing through the current pixel and accordingly
adjusts prediction. This results in a significant improvement in performance in the prediction step
as compared to the old JPEG lossless standard. 

• Like JPEG lossless arithmetic, JPEG-LS uses some simple but very effective context modeling of
the prediction errors prior to encoding. 

TABLE 93.4 JPEG Predictors for Lossless Coding

Mode Prediction for P[I, j ]

0 0 (No Prediction)
1 P[i - 1, j]
2 P[i, j - 1]
3 P[i – 1, J - 1]
4 P[i, j - 1] + P[i - 1, j] - P[i - 1, j - 1]
5 P[i, j - 1] + (P[i - 1, j] - P[i - 1, j - 1)/2
6 P[i - 1, j] + (P[i, j - 1] - P[i - 1, j - l])/2
7 (P[i, j - 1] + P[i - 1, j])/2
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• Baseline JPEG-LS uses Golomb–Rice codes for encoding prediction errors. Golomb–Rice codes
are Huffman codes for certain geometric distributions, which serve well in characterizing the
distribution of prediction errors. Although Golomb–Rice codes have been known for a long time,
JPEG-LS uses some novel and highly effective techniques for adaptively estimating the parameter
for the Golomb–Rice code to be used in a given context. 

• In order to effectively code low entropy images or regions, JPEG-LS uses a simple alphabet
extension mechanism by switching to a run-length mode when a uniform region is encountered.
The run-length coding used is again an extension of Golomb codes and provides significant
improvement in performance for highly compressible images. 

• For applications that require higher compression, JPEG-LS provides a near-lossless mode, which
guarantees each reconstructed pixel to be within k counts of the original. Near-lossless compression
is achieved by a simple uniform quantization of the prediction error.

The baseline JPEG-LS algorithm described above was subsequently extended in many ways, and the
different extensions are collectively known as JPEG-LS Part 2. Part 2 includes many additional features
that improve compression but were considered to be too application oriented. Some of the key features
that are part of this set of extensions are: 

• Arithmetic Coding: The biggest difference between JPEG-LS and JPEG-LS Part 2 is in the entropy
coding stage. Part 2 uses a binary arithmetic coder for encoding prediction errors, which are binarized
by a Golomb code. The Golomb code tree is produced based on the activity class of the context
computed from its current average prediction error magnitude. Twelve activity levels are defined. In
the arithmetic coding procedure, numerical data is treated in radix 255 representation, with each
sample expressed as eight bit data. Probabilities of the more probable symbol (MPS) and the less
probable symbol (LPS) are estimated by keeping occurrence counts. Multiplication and division are
avoided by approximations that make use of table look-up operations. 

• Prediction: JPEG-LS baseline is not suitable for images with sparse histograms. In order to deal
with such images, Part 2 defines an optional prediction value control mode wherein it is ensured
that a predicted value is always a symbol that has actually occurred in the past. This is done by
forming the same prediction as JPEG baseline using the MED predictor, then adjusting the
predictor to a value that has been seen before.

• Context Formation: In order to better model prediction errors, Part 2 uses additional contexts as
compared to the baseline.

• Bias Cancellation: In baseline JPEG-LS, in the bias cancellation step, prediction errors within each
context are centered on -0.5 instead of 0. This, we said, was done as the prediction error mapping
technique and Rice–Golomb coding used in the baseline algorithm assigns shorter code words to
negative errors as opposed to a positive error of the same magnitude. However, if arithmetic coding
is employed, then there is no such imbalance and bias cancellation is used to center the prediction
error distribution in each context around zero. 

• Alphabet Extension: If arithmetic coding is used, then alphabet extension is clearly not required.
Hence, in the arithmetic coding mode, the coder does not switch to run-mode on encountering
the all zeroes context. However, in addition to this change, Part 2 also specifies some small changes
to the run length-coding mode of the original baseline algorithm. For example, when the under-
lying alphabet is binary, Part 2 does away with the redundant encoding of sample values that
terminated a run, as required by the baseline. 

• Near-Lossless Mode: The near-lossless mode is another area where Part 2 differs significantly from
the baseline. Essentially, Part 2 provides mechanisms for a more versatile application of the near-
lossless mode. The two main features enabled by Part 2 in the near-lossless mode are: 

• Visual Quantization: Near-lossless compression can often lead to annoying artifacts at larger
values of k. Furthermore, the baseline does not provide any graceful degradation mechanism
between step size of k and k + 1. Hence, JPEG-LS Part 2 defines a new visual quantization mode.
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In this mode, the quantization step size is allowed to be either k or k + 1 depending on the context.
Contexts with a larger gradients use a step size of k + 1 and contexts with smaller gradients use
a step size of k. The user specifies a threshold based on which this decision is made. The standard
does not specify how to arrive at the threshold. It only provides syntax for its specification.

• Rate Control: By allowing the user to change the quantization step size while encoding an image,
Part 2 essentially provides a rate-control mechanism whereby the coder can keep track of the coded
bytes, based on which appropriate changes to the quantization step size could be made. The
encoder, for example, can compress the image to less than a bounded size with a single sequential
pass over the image. Other uses of this feature are possible, including region-of-interest lossless
coding, etc. 

• Fixed Length Coding: There is a possibility that Golomb code causes data expansion and results
in a compressed image larger than the source image. To avoid such a case, an extension to the
baseline is defined where the encoder could switch to a fixed length coding technique by inserting
an appropriate marker in the bit-stream. Another marker is used to signal the end of fixed length
coding. 

93.7 Compression Packages

The past few years have seen a rapid proliferation of compression packages for use in reducing storage
requirements. Most of these are based on the LZ algorithms with a secondary variable length encoder,
which is generally a Huffman encoder. These include the following:

• LZ77-based schemes: arj, lha, Squeeze, UC2, pkzip, zip, zoo

• LZ78 based schemes: gif, compress, pak, Stacker, arc, pkarc

• PPMC based schemes: ha

• BWT based schemes: bzip, bzip2

Defining Terms

Arithmetic coding: A coding technique that maps source sequences to intervals on the real line.
Compression ratio: Size of original data/size of compressed data.
Context model: A modeling technique often used for text and image compression in which the encod-

ing of the current symbol is conditioned on its context.
Entropy: The average information content (usually measured in bits per symbol) of a data source.
Entropy coding: A fixed to variable length coding of statistically independent source symbols that

achieves or approaches optimal average code length.
Error model: A model used to capture the structure in the residual sequence which represents the

difference between the source sequence and source model predictions.
Huffman coding: Entropy coding using Huffman’s algorithm, which maps source symbols to binary

codewords of integral length such that no codeword is a prefix of a longer codeword.
Predictive coding: A form of coding where a prediction is made for the current event based on previous

events and the error in prediction is transmitted.
Universal code: A source coding scheme that is designed without knowledge of source statistics but

that converges to an optimal code as the source sequence length approaches infinity.
Ziv–Lempel coding: A family of dictionary coding-based schemes that encode strings of symbols by

sending information about their location in a dictionary. The LZ77 family uses a portion of the
already encoded string as dictionary, and the LZ78 family actually builds a dictionary of strings
encountered.
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Further Information

A source for further information on the topics covered in this chapter is the book Introduction to Data
Compression, by K. Sayood.

A good place to obtain information about compression packages as well as information about recent
commercial developments is the frequently asked questions (FAQ) for the group comp.compression in the
netnews hierarchy. This FAQ is maintained by Jean-Loup Gailly and is periodically posted in the comp.com-
pression newsgroup. The FAQ can also be obtained by ftp from rtfm.mit.edu in pub/usenet/news.answers/
compression-faq/part [1–3]. The information about compression packages was obtained from the FAQ.
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Facsimile

94.1 Introduction
94.2 Facsimile Compression Techniques

One-Dimensional Coding • Two-Dimensional Coding 
Schemes • Multilevel Facsimile Coding • Lossy 
Techniques • Pattern Matching Techniques

94.3 International Standards
CCITT Group 3 and 4—Recommendations T.4 and T.6
• The Joint Bilevel Image Processing Group (JBIG) • The 
JBIG Standard—T.82 • The JBIG2 Standard—T.88
• Comparison of MH, MR, MMR, JBIG, and JBIG2

94.1 Introduction

A facsimile (fax) image is formed when a document is raster scanned by a light sensitive electronic device,
which generates an electrical signal with a strong pulse corresponding to a dark dot on the scan line and
a weak pulse for a white dot. In digital fax machines, the electrical signal is subsequently digitized to two
levels and processed, before transmission over a telephone line. Modern digital fax machines partition a
page into 2376 scan lines, with each scan line comprising 1728 dots. A fax document can, therefore, be
viewed as a two-level image of size 2376 ×  1728, which corresponds to 4, 105, 728 bits of data. The time
required to transmit this raw data over a telephone channel could be substantial. To reduce the bit rates,
some form of compression technique is required. Fortunately, fax images contain sufficient redundancies,
and even higher than 15:1 compression can be achieved by state-of-the-art compression techniques.

Facsimile image compression provides one of the finest examples of the importance of the develop-
ment of efficient compression technology in modern day communication. The field of facsimile image
transmission has seen explosive growth in the last decade. One of the key factors behind this proliferation
of fax machines has been the development and standardization of effective compression techniques. In
the rest of this chapter we describe the different approaches that have been developed for the compression
of fax data. For the purpose of discussion, we classify the compression techniques into five different
categories and give one or two representative schemes for each. We then describe international standards
for facsimile encoding, the development of which has played a key role in the establishment of facsimile
transmission as we know it today.

94.2 Facsimile Compression Techniques

Over the last three decades, numerous different techniques have been developed for the compression of
facsimile image data. For the purpose of discussion, we classify such compression techniques into five
different categories: (1) one-dimensional coding, (2) two-dimensional techniques, (3) multilevel tech-
niques, (4) lossy techniques, and (5) pattern matching techniques. We discuss each approach in a separate
subsection and describe one or two representative schemes.

Nasir D. Memon
Polytechnic University

Khalid Sayood
University of Nebraska—Lincoln
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One-Dimensional Coding

Figure 94.1 shows two sample documents that are typically transmitted by a fax machine. One property
that clearly stands out is the clustered nature of black (b) and white (w) pixels. The b and w pixels occur
in bursts. It is precisely this property that is exploited by most facsimile compression techniques. A natural
way to exploit this property is by run length coding, a technique used in some form or another by a majority
of the earlier schemes for facsimile image coding.

In run length coding, instead of coding individual pixels, the lengths of the runs of pixels of the same
color are encoded, following an encoding of the color itself. With a two-level image, just encoding
alternating runs is sufficient. To efficiently encode the runlengths we need an appropriate model. A simple
way to obtain a model for the black and white runs is by regarding each scan line as being generated by
the first-order Markov process, shown in Fig. 94.2, known as the Capon model for binary images [Capon,
1959]. The two states Sw and Sb shown in the figure represent the events that the current pixel is a white
pixel or a black pixel, respectively. P(w/b) and P(b/w) represent transition probabilities. P(w/b) is the
probability of the next pixel being a white pixel when the current pixel is black, and P(b/w) is vice versa.

FIGURE 94.1 Example documents from the CCITT group 3 test images.

FIGURE 94.2 The Capon model for binary images.
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us a geometric distribution for the run lengths. The expected run length of black and white
rns out to be l/tb and l/tw , respectively. The geometric distribution has been found to be an
model for the run lengths encountered in special classes of facsimile images such as weather
 and Johnsen, 1980]. However, for more structured documents such as letters that contain
, it turns out to be inadequate. Getting analytical models for run lengths of structured
s difficult. In practice, models are obtained empirically by analyzing a set of typical images,
 variable length codes are then constructed based on the statistics of run lengths in this set.
 distinct sets of codewords are constructed for the black and white runs as the statistics for
found to be significantly different. The extra cost involved in maintaining two separate code
th the improvement in compression obtained.

ensional Coding Schemes

 of compression obtained by one-dimensional coding schemes described in the previous sub-
ally quite limited. This is because such schemes do not take into account vertical correlations,
orrelation between adjacent scan lines, typically found in image data. Vertical correlations

y prominent in high-resolution images that contain twice the number of scan lines per page.
een many schemes proposed for taking vertical correlations into account. We will discuss a

 representative.
to take vertical correlations into account is by encoding pixels belonging to k successive lines
sly. Many different techniques of this nature have been proposed in the literature, including
 cascade division coding, quad-tree encoding, etc. (for a review, see Kunt and Johnsen [1980] and
]). However, such techniques invariably fail to utilize correlations that occur across the bound-
locks or bundles of lines that are being encoded simultaneously. A better way to exploit vertical
is to process pixels line by line, as in one-dimensional coding, and make use of the information
 in previous scan lines in order to encode the current pixel or sequence of pixels. Next we list
chniques that have proven to be very successful.

lement Address Designate (READ) Coding

jacent scan lines of a fax image are highly correlated, so are their corresponding runs of
lack pixels. Hence, the run lengths of one scan line can be encoded with respect to the run
e previous scan line. A number of schemes based on this approach were developed in the

erhaps the best known among them is the relative element address designate (READ) coding
at was a part of Japan’s response to a call for proposals for an international standard
0]. In READ coding, prior to encoding a run length, we locate five reference pixels on the

 previous scan line. These pixels are denoted by a0, a1, a2, b1, and b2, respectively, and are
 follows:

his is the last pixel whose value is known to both encoder and decoder. At the beginning of
ing each line, a0 refers to an imaginary white pixel to the left of the first actual pixel. Although
n is a transition pixel, it does not have to be one.

his is the first transition pixel to the right of a0.

his is the second transition pixel to the right of a0.

his is the first transition pixel on the line above the line currently being encoded to the right
whose color is the opposite of the color of a0.

his is the first transition pixel to the right of b1 and on the same line as b1.

P rK s( ) ts 1 ts–( )
rk−1

s Sw, Sb{ }∈=
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, if the second row is the one being currently encoded, and we have encoded the pixels up
d pixel, then the assignment of the different pixels is shown in Fig. 94.3. Note that while
nsmitter (encoder) and receiver (decoder) know the positions a0, b1, and b2, the positions a1

nown only to the encoder. Coding is done in one of three modes depending on the relative
these pixels. If the run lengths on the current and previous lines are similar, then the distance
nd b1 would typically be much smaller than the distance between a0 and a1. Hence, encoding
 (a1, b1) can specify the current length. This is called vertical mode coding. However, when
 between a1 and b1 is large, that is, if there is no similar run on the previous line, then it is
code the runs (a0, a1) and (a1, a2) using one-dimensional run length coding. This type of
known as horizontal mode coding. A third type of coding, known as pass mode, is performed
ndition a0 ≤ b1 < b2 < a1 occurs. That is, we go through two runs in the previous line before
the current run on the current line. In this case, we simply advance the next pixel to be

, which is the pixel on the current line that is exactly under b2. Before sending any run
deword specifying the mode being used is transmitted. Additional details, including the
words to be used, are given in Yasuda [1980].

nsional Predictive Coding

e coding, the image is scanned in some fixed order and a prediction is made of the current
on the values of previously transmitted pixels. If the neighborhood employed to perform
ontains pixels from both the previous and current scan lines, then the technique is referred
mensional prediction. Since prediction is being made on the basis of pixels known to the
y the prediction error needs to be transmitted. With binary images, the prediction error
again binary, with a 0 indicating no error and a 1 indicating that an error in prediction was
 prediction scheme is effective, then the prediction error sequence will contain many more
nes and, hence, can be coded more efficiently. If we fix the neighborhood used for prediction,

 specific image, the optimum prediction function that minimizes the probability of prediction
 computed. However, such an optimum function varies from image to image. This fact limits
l utility of predictive schemes. Prediction when used as a preprocessing step, however, can
ce the performance of other facsimile compression techniques such as run length coding
0].

ed Coding

e an nth-order Markov model on a binary source, then its entropy is given by

 

 sn are the states and x is the current pixel. When coding binary images, the states si are simply
the different bit patterns that can occur in a particular neighborhood of n pixels that occur
iven the conditional probabilities mentioned, the source can be optimally encoded by using
ding [Rissanen and Langdon, 1979]. Note that since Huffman coding uses an integral number

 Two rows of an image; the transition pixels are marked with a dot.

a0′

P Sk( ) P x 0 sk=( ) log2P x 0 sk=( ) P x 1 sk=( ) log2P x 1 sk=( )⋅+⋅( )
k=1

n

∑
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 coding was not used for binary images until the early 1980s when the development of
 arithmetic coding techniques enabled the encoding of sources at rates arbitrarily close to

s. In fact, it has been proven that model-based arithmetic coding is essentially superior to any
e that may encode more than one bit at a time [Langdon and Rissanen, 1981]. In practice,
 do not have the exact conditional probabilities needed by the model. An estimate of these
ively maintained by keeping track of the counts of black and white pixels encountered so far

ng to every state. The recently finalized joint bilevel image processing group (JBIG) standard
al., 1992] uses model-based arithmetic coding and significantly outperforms the previous

r facsimile image compression for a wide variety of test images. The compression ratio obtained
superior when encoding half-tone images or mixed documents that contain graphics and text
ruong, 1994].

l Facsimile Coding

ues we have discussed so far can also be applied to facsimile images that have been digitized
han two amplitude levels. An image containing 2n gray levels, with n ≥ 2, can be decomposed
nt bit planes, each of which can then be compressed by any two-level compression technique.
ression can be obtained if pixel intensities are expressed by using a Gray code representation
 to the standard binary number representation. This is because the Gray code representation
hat two numbers that differ in magnitude by one will differ in their representations in only
osition.

lane approach for coding multilevel images can be taken to its extreme by constructing a
t plane for each of the 2n gray levels in the image. The 2n resulting level planes can then be
by some two-level compression technique. Among the 2n different level planes, a single

e need not be encoded as it can be completely determined by the remaining 2n – 1 level planes.
n of level plane and bit plane coding has been made, and it appears that level plane coding
tter than bit plane coding for images that contain a relatively small number of gray levels
4 b per pixel) [Yasuda et al., 1985].
pproach to coding multilevel facsimile images is to use one of the many techniques that have
ped for encoding gray scale video images. These techniques have been described in the
apter. Such techniques typically perform better than bit-plane encoding and level-plane
en the number of gray levels present is relatively large (more than 6 b per pixel).
ion ratios achieved by lossless techniques are usually very modest. Typical state-of-the-art
pression techniques can only achieve between 2–1 and 3–1 compression for images that have
ed by a camera or some similar sensory device. Hence, it is quite common to use lossy or
tion preserving compression techniques for multilevel images. State-of-the-art lossy tech-
easily achieve more than 15–1 compression while preserving excellent visual fidelity. A
of lossy techniques for multilevel images is given in a later section of this chapter.

chniques

tilevel facsimile images, lossy techniques can also be used for two-level images. Two types of
ues have been used on two-level images. The first type consists of a large number of pre-

cessing techniques that are primarily used for enhancing subsequent lossless compression of
ages. The scanning and spatial sampling process inherent in digital facsimile systems invari-
 a high degree of jaggedness in the boundaries between black and white pixels. This jaggedness,
cing the visual quality of the reconstructed document, also severely effects the compression
an be obtained by breaking up long runs of uniform color. Hence, preprocessing techniques
t noise would not only improve picture quality but also reduce transmission time. Various
g techniques have been developed, a survey of which is given in Yasuda [1980].
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cal patterns such that subsequent compression is increased. Such techniques, however, may
gnificant degradations in the image and, hence, require postprocessing of the reconstructed
 receiving end. This fact limits their utility in commercial systems, as they require the facsimile
t the receiving end to be equipped with circuitry to perform postprocessing. Two approaches
ls when the change will result in higher compression but without a significant loss in quality

d in Martins and Forchhammer [1997].
ative approach to reduce jaggedness in a facsimile image is by modifying the quantizer that
tain a two-level image from electrical impulses generated while scanning a document. One
er, called the notchless bilevel quantizer, has been proposed [Yasuda, 1980] which adaptively
uantization level on the basis of preceding pixels. It has been shown that images obtained
 notchless quantizer have considerably lower entropy and better visual quality.
d class of lossy compression techniques for facsimile image data attempts to approximate
age by replacing patterns extracted from the image with appropriate patterns from a library.
es form an important special class of facsimile image compression techniques and are dis-
e next subsection.

atching Techniques

ed images used in facsimile transmission often contain mostly text, one way of compressing
 is to perform optical character recognition (OCR) and encode characters by their American
de for Information Interchange (ASCII) code along with an encoding of their position.
ly, the large variety of fonts that may be encountered, not to mention handwritten documents,
cter recognition very unreliable. Furthermore, such an approach limits documents that can
ed to specific languages, making international communication difficult. However, an adaptive
 develops a library of patterns as the document is being scanned circumvents the problems
Given the potentially high compression that could be obtained with such a technique, many
orithms based on this approach have been proposed and continue to be investigated [Pratt
Johnsen, Segen, and Cash, 1983; Witten, Moffat, and Bell, 1994].
s based on pattern matching usually contain a pattern isolater that extracts patterns from the
hile scanning it in raster order. A pattern is defined to be a connected group of black pixels.
 is then matched with the library of patterns that has been accumulated thus far. If no close
med, then an encoding of the pattern is transmitted and the pattern is added to the library.
s empty at the beginning of coding and gradually builds up as encoding progresses.
match for the current pattern is found in the library, then the index of the library symbol
d followed by an encoding of an offset with respect to the previous pattern that is needed
ocate the current pattern in the document. Since the match need not be exact, the residue,
sents the difference between the current pattern and its matching library symbol, also needs
itted if lossless compression is required. However, if the transmission need not be information
hen the residue can be discarded. Most practical schemes discard at least part of the residue
btain high compression ratios.

 the steps just outlined represent the basic approach, there are a number of details that need
are of for any specific implementation. Such details include the algorithm used for isolating
g patterns, the encoding technique used for the patterns that do not find a close match in
lgorithms for fast identification of the closest pattern in the library, distortion measures for

 match between patterns, heuristics for organizing and limiting the size of the library, etc.
t techniques reported in the literature differ in the way they tackle the issues listed. For a
 of such techniques, the reader is referred to Witten, Moffat, and Bell [1994].
ational standard ITU T.88, commonly referred to as JBIG2, uses pattern matching to increase

compression.
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ards for facsimile transmission have been developed over the past few decades. These include
ards for compression. The requirements on how fast the facsimile of an A4 document (210 ×
ransmitted has changed over the last two decades, and the CCITT, a committee of the Interna-
mmunications Union (ITU) of the United Nations, has issued a number of recommendations
 speed requirements at a given time. The CCITT classifies the apparatus for facsimile transmission
ups. Although several considerations are used in this classification, if we only consider the time
n A4 size document over the phone lines, the four groups are described as follows:

p 1. This apparatus is capable of transmitting an A4 size document in about 6 min over the
e lines using an analog scheme. The apparatus is standardized in Recommendation T.2. 

p 2. This apparatus is capable of transmitting an A4 document over the phone lines in about
. Group 2 apparatus also use an analog scheme and, therefore, do not use data compression.
pparatus is standardized in Recommendation T.3.

p 3. This apparatus uses a digitized binary representation of the facsimile. As it is a digital
e it can, and does, use data compression and is capable of transmitting an A4 size document

out one minute. The apparatus is standardized in Recommendation T.4.

p 4. The speed requirement is the same as group 3. The apparatus is standardized in Rec-
endations T.6, T.503, T.521, and T.563.

roup 3 and 4—Recommendations T.4 and T.6

endations for group 3 facsimile include two coding schemes: a one-dimensional scheme and
sional scheme. In the one-dimensional coding mode, a run-length coding scheme is used

ternating white and black runs on each scan line. The first run is always a white run. If the
a black pixel, then we assume that we have a white run of length zero. A special end-of-line
 is transmitted at the end of every line. Separate Huffman codes are used for the black and
Since the number of runlengths is high, instead of generating a Huffman code for each run
e run length is expressed in the form

(94.1)

 rl is then represented by the codes for m and t. The codes for t are called the terminating
e codes for m are called the make-up codes. If rl < 63, then only a terminating code needs

Otherwise, both a make-up code and a terminating code are used. This coding scheme is
ferred to as a modified Huffman (MH) scheme. The specific codewords to be used are
y the standard and can be found in a variety of sources including Hunter and Robinson
 special property of the codewords is that a sequence of six zeroes cannot result no matter
e concatenated. Hence, the codeword 0000001 is used to indicate end-of-line.
ange of m and t given, lengths of up to 1728 can be represented, which is the number of
an line in an A4 size document. However, if the document is wider, the recommendations
those with an optional set of 13 codes. The optional codes are the same for both black and

dimensional encoding scheme specified in the group 3 standard is known as the modified
 coding. It is essentially a simplification of the READ scheme described earlier. In modified
ecision to use the horizontal mode or the vertical mode is made based on the distance a1bl.

then the vertical mode is used, otherwise the horizontal mode is used. The codec also specifies
at no more than k − 1 successive lines are two-dimensionally encoded; k is 2 for documents
w resolution and 4 for high resolution documents. This prevents vertical propagation of bit

 more than k lines.

r1 64 ∗ m t for t+ 0, 1,…,63, and m 1, 2,…,27= = =
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pression point of view is that T.6 does not have a one-dimensional coding algorithm, which
the restriction specified by the k factor as described in the previous paragraph is also not
s slight modification of the modified READ algorithm has earned it the name modified
AD (MMR). The group 4 encoding algorithm also does away with the end-of-line code,
tended to be a form of redundancy to avoid image degradation due to bit errors. Another

 the group 4 algorithm is the ability to encode lines having more than 2623 pixels. Such run
encoded by using a mark-up code(s) of length 2560 and a terminating code of length less
he terminating code itself may consist of mark-up and terminating codes as specified by the
nique.

ransmission Errors

mages are transmitted over the existing switched telephone network, techniques for handling
 errors are needed. This is because an erroneous bit causes the receiver to interpret the
its in a different manner. With the one-dimensional modified Huffman coding scheme,

zation can quickly occur. Extensive studies of the resynchronization period for the group 3
ional coding schemes have been made. It was shown that in most cases the Huffman code
ynchronizes quickly, with the number of lost pixels being typically less than 50. For a
anned at high resolution, this corresponds to a length of 6.2 mm on a scan line.
 transmission errors, CCITT has defined an optional error limiting mode and an error-
ode. In the error-limiting mode, which is used only with MH coding, each line of 1728

ded into 12 groups of 144 pixels each. A 12-b header is then constructed for the line, indicating
group with a 0 and a nonwhite group with a one. The all white groups are not encoded and
e groups are encoded separately by using MH. This technique limits the effect of bit errors
ating through an entire scan line.

 correction mode breaks up the coded data stream into packets and attaches an error detecting
 packet. Packets received in error are retransmitted as requested by the receiver but only after
ge has first been transmitted. The number of retransmissions for any packet is restricted to
our.

 Bilevel Image Processing Group (JBIG)

 a joint experts group of the International Standards Organization (ISO), International
ical Commission (IEC), and the CCITT. This experts group was jointly formed in 1988 to
tandard for the progressive encoding of bilevel images. The work of the committee has led
dards, the ITU T.82 standard commonly known as the JBIG standard and the ITU T.88

monly referred to as the JBIG2 standard. While both standards address the same problem,
es taken are markedly different. In the following subsection we describe the JBIG standard.

tandard is discussed in the subsection after that.

 Standard—T.82

andard can be viewed as a combination of two algorithms: a progressive transmission
d a lossless compression algorithm. Each of these can be understood independently of the

ompression

compression algorithm uses a simple context model to capture the structure in the data. A
ithmetic coder is then selected for each pixel based on its context. The context is made up

ing pixels. For example, in Fig. 94.4, the pixel to be coded is marked X, whereas the pixels
s the context are marked O or A. The A and O pixels are previously encoded pixels and are
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both encoder and decoder. The A pixel can be moved around in order to better capture any
at might exist in the image. This is especially useful in half-toned images in which the A
ed to capture the periodic structure. The location and movement of the A pixel is transmitted
er as side information.

etic coder specified in the JBIG standard is a special binary adaptive arithmetic coder known
oder. The QM coder is a modification of an adaptive binary arithmetic coder called the Q
ebaker and Mitchell, 1993], which in turn is an extension of another binary adaptive arith-
 called the skew coder [Langdon and Rissanen, 1981]. Instead of dealing directly with the 0s
ut by the source, the QM coder maps them into a more probable symbol (MPS) and less
bol (LPS). If 1 represents black pixels and 0 represents white pixels, then, in a mostly black

l be the MPS, whereas in an image with mostly white regions, 0 will be the MPS. To make
entation simple, the JBIG committee recommended several deviations from the standard
oding algorithm. The update equations in arithmetic coding that keep track of the subinterval
r representing the current string of symbols involve multiplications, which are expensive in
re and software. In the QM coder, expensive multiplications are avoided and rescalings of

take the form of repeated doubling, which corresponds to a left shift in the binary represen-
probability qc of the LPS for context C is updated each time a rescaling takes place and the
active. An ordered list of values for qc is kept in a table. Every time a rescaling occurs, the value
ged to the next lower or next higher value in the table, depending on whether the rescaling
by the occurrence of an LPS or MPS. In a nonstationary situation, it may happen that the
ned to an LPS actually occurs more often than the symbol assigned to an MPS. In this

e assignments are reversed; the symbol assigned the LPS label is assigned the MPS label and
he test is conducted every time a rescaling takes place. The decoder for the QM coder operates
 same way as the encoder, by mimicking the encoder operation.

 Transmission

ve transmission of an image, a low-resolution representation of the image is first sent. This
on representation requires very few bits to encode. The image is then updated, or refined, to
fidelity by transmitting more and more information. To encode an image for progressive
, we need to create a sequence of progressively lower resolution images from the original

ution image. The JBIG specification recommends generating one lower resolution pixel for
 two block in the higher resolution image. The number of lower resolution images (called
t specified by JBIG. However, there is a suggestion that the lowest resolution image is roughly
er inch (dpi). There are a variety of ways in which the lower resolution image can be obtained
er resolution image, including sampling and filtering. The JBIG specification contains a
ation against the use of sampling. The specification provides a table-based method for
eduction. The table is indexed by the neighboring pixels shown in Fig. 94.5 in which the
sent the lower resolution layer pixels and the squares represent the higher resolution layer

l contributes a bit to the index. The table was formed by computing the expression

4e + 2(b + d + f + h) + (a + c + g + i) − 3(B + C) − A

 (a) Three line and (b) two line model template for lowest resolution layer.
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of this expression is greater than 4.5, the pixel X is tentatively declared to be 1. The table has
tions to this rule to reduce the amount of edge smearing generally encountered in a filtering
here are also exceptions that preserve periodic patterns and dither patterns.
 progressive mode is used for transmission, information from lower resolution layers can be
ove compression. This is done by including pixels from lower resolution layers in the context
de a pixel in the current layer. The contexts used for coding the lowest resolution layer are
 in Fig. 94.4. The contexts used in coding the higher resolution layer are shown in Fig. 94.6.
ext, 10 pixels are used. If we include the 2 b required to indicate which context template is
2 b will be used to indicate the context. This means that we can have 4096 different contexts.
ard does not impose any restrictions on D, the number of resolution layers that are con-
eed, D can be set to zero if progressive coding is of no utility. In this case, coding is said to
gression sequential or just sequential. The algorithm allows some degree of compatibility

 progressive and sequential modes. Images that have been encoded in a progressive manner
ed sequentially, that is, as just one layer. Images that have been encoded sequentially, however,
coded progressively. This compatibility between progressive and sequential modes is achieved
ing an image into stripes, with each stripe representing a sequence of image rows with user
ht. If the image has multiple bit planes, then stripes from each bit plane can be interleaved.
s separately encoded, with the user defining the order in which these stripes are concatenated
put data stream.

 Pixels used to determine value of lower level pixel.

 Contexts used in the coding of higher resolution layers.
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The JBIG2 Standard—T.88
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gnificantly higher compression. Along with facsimile compression, the target applications of
andard include document storage and archiving, image compression on the Internet, wireless
ssion, and print spooling. 
ithm first partitions the page into three kinds of regions: a text region, a half-tone region, and
gion. The text region contains characters of approximately the same size arranged in rows and
 the JBIG2 terminology, these characters are referred to as symbols. These symbols can be
ctly in a lossless fashion or in a lossy fashion by sending the index in a dictionary of symbols
atch to an entry in the dictionary can be approximate. The halftone region will generally be a
e page where a grayscale image has been dithered to generate a bilevel representation. The
ap cells in this region are called patterns. The remaining region consists of what is left over.

tained in this region is referred to as generic data. The regions can overlap on a page and the
vides a syntax for recombining the overlapping regions to reconstitute the page. 
ard requires that all the information be organized into segments where each segment consists
t header, a data header, and segment data. The compressed representation can be organized
: sequential or random access. In the sequential organization, the segments are arranged in
rder with each segment containing all three components. In the random access organization,
ent headers are collected in the beginning of the file followed by the data and data headers
 the same order as the segment headers.
ard assumes that the decoded data will be stored before display or printing. This allows for

e of internal buffers and considerable processing. As the various regions are decoded, they
 the page buffer. When the entire page has been decoded, it can be sent to an output file or

display device. The standard does not preclude sending out partial pages to accommodate
transmission schemes or in response to user input. There are also auxiliary buffers which
ructures such as dictionaries or other intermediate results. 
ard specifies a control decoding procedure that decodes segment headers. The decoding

e identification of the segment type, which then results in the invocation of the appropriate
ocedures.

gion Decoding

o main generic decoding procedures. One is for decoding regions encoded using the MMR
escribed previously. The second decoding algorithm is similar to the algorithm used in JBIG
 the bottom layer. Which algorithm is to be used is indicated in the segment header along
 of the rectangular region of pixels to be decoded.
ard also provides a generic region refinement procedure that is used to refine an existing

ixels in the buffer. The refinement procedure uses context based arithmetic coding. The
 made up of decoded pixels from the refinement pass as well as pixels from the region being

n Decoding

on decoding procedure is a dictionary-based procedure. The decoder first creates a dictionary
which is an indexed set of symbol bitmaps. The symbol bitmaps may have been encoded
neric procedure or they may be constructed as a refinement of a symbol, or as an aggregation
symbols, already in the dictionary. The text region segment contains indices to the symbol
nd the location at which the symbols are to be placed.

egion Decoding

e decoding functions in a manner similar to the text region decoding procedure. First, a
ionary consisting of fixed size bitmaps is created. These are then placed using location and

ation from the halftone region segment.
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TABLE 94.1 Comparison of Binary Image Coding Schemes [Arps and Truong, 1994]

Source Description Original Size, pixels  MH, bytes  MR, bytes MMR, bytes JBIG, bytes
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on of MH, MR, MMR, JBIG, and JBIG2

ous subsection we have seen several different facsimile coding algorithms that are part of
ernational standards. As we might, expect the JBIG2 algorithm performs better than the JBIG
hich performs better than the MMR algorithm, which performs better than the MR algo-
 in turn performs better than the MH algorithm. The level of complexity also follows the

though one could argue that MMR is actually less complex than MR. A comparison of the
emes for some facsimile sources is shown in Table 94.1.

ified READ algorithm was used with K = 4, whereas the JBIG algorithm was used with an
ne template and adaptive arithmetic coder to obtain the results in this table. As we go from
ensional MH coder to the two-dimensional MMR coder, we get a factor of two reduction
r the sparse text sources. We get even further reduction when we use an adaptive coder and
model, as is true for the JBIG coder. When we come to the dense text, the advantage of the
ional MMR over the one-dimensional MH is not as significant because the amount of two-
 correlation becomes substantially less.
ression schemes specified in T.4 and T.6 break down when we try to use them to encode
ages. This is to be expected as the model that was used to develop these coding schemes is
 half tone images. The JBIG algorithm, with its adaptive model and coder, suffers from no
cks and performs well for half-tone images as well [Arps and Truong, 1994]. 
et of comparisons is shown in Table 94.2. 
e images are images scanned using different resolutions and four mask images that were

om segmenting a page of an electronics catalog. The results clearly show the superiority of
 algorithms. However, there does not seem to be much difference between the two JBIG

One should note, however, that these comparisons are only for lossless compression. If lossy
 were allowed, the result could be substantially different.

Terms

n ratio: Size of original data/size of compressed data.
The process by which a document is optically scanned and converted to electrical signals.
age: The quantized digital image corresponding to the document that has been input to

imile machine.
viation for facsimile.
A binary code for integers in which two integers that differ in magnitude by one differ in

ne bit position.
acsimile apparatus capable of transmitting an A4 size document in about one minute. The

atus is standardized in Recommendation T.4.

er 4352 × 3072 20,605 14,290 8531 6682
rse text 4352 × 3072 26,155 16,676 9956 7696
se text 4352 × 3072 135,705 105,684 92,100 70,703

TABLE 94.2 Comparison of Different Bilevel Coding Standards

Source Description Group 3, bits Group 4, bits JBIG, bits JBIG2, bits

9200 dpi bilevel images 647,348 400,382 254,223 236,053
9300 dpi bilevel images 1,344,030 749,674 588,418 513,495
4 mask bilevel images 125,814 67,116 54,443 51,453
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Group 4: Facsimile apparatus for sending a document over public data networks with virtually error-
free reception. Standardized in Recommendations T.6, T.503, T.521, and T.563.
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l Image Processing Group (JBIG): A group from International Standards Organization
, International Electrotechnical Commission (IEC), and the CCITT. This expert group was
 formed in 1988 to establish a standard for the progressive encoding of bilevel images. The
BIG is also used to refer to the coding algorithm proposed by this committee.

uffman code (MH): One-dimensional coding scheme used by Group 3 equipment.
odified READ code (MMR): Two-dimensional coding scheme used by Group 4 equipment.

AD code (MR): Two-dimensional coding scheme used by Group 3 equipment.
oding: A form of coding where a prediction is made for the current event based on previous
 and the error in prediction is transmitted.

 transmission: A form of transmission in which a low-resolution representation of the
 is first sent. The image is then updated, or refined, to the desired fidelity by transmitting
and more information.

The process of converting analog data to digital form.

s

 Troung, T. 1994. Comparison of international standards for lossless still image compression.
EEE, 82(6):889–899.
59. A probabilistic model for run-length coding of pictures. IRE Trans. Inf. Th. (Dec.):157–

et al. 1992. Technical features of the JBIG standard for progressive bi-level image compression.
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. and Langdon, G.G. 1979. Arithmetic coding. IBM J. Res. Dev., 23(2):149–162.
offat, A., and Bell, T.C. 1994. Managing Gigabytes: Compressing and Indexing Documents and
s. Van Nostrand Reinhold, New York.
80. Overview of digital facsimile coding techniques in Japan. Proc. IEEE, 68(7):830–845.
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nformation

ile Technology and Applications Handbook, 2nd edition, by K. McConnell, D. Bodson, and
st, published by Artech House, Norwood, MA, is an excellent single source on various aspects
technology, including compression.
prehensive surveys by Yasuhiko Yasuda et al. and Yasuhiko Yasuda on coding techniques for
ve appeared in Proceedings of the IEEE in 1980 and 1985, respectively. These surveys sum-
 of the research that has been conducted on facsimile coding and contain an extensive list

s. In addition, the two issues that they appear in, July 1980 and April 1985, are both special
simile coding.
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zation of Group 3 Facsimile Apparatus for Document Transmission, Recommendation T.4,

 Coding Schemes and Coding Control Functions for Group 4 Facsimile Apparatus, Recom-
ation T.6, 1984.
commendation T.82 Information Technology—Progressive Bi-Level Image Compression,
Recommendation, 1993.
ecommendation T.88 Information Technology—Lossy/Lossless Coding Bi-Level Images,
 Recommendation, 2000.

uments can be ordered from the International Telecommunication Union, Place Des Nations
a 20, Switzerland. They are also available from Omnicom, Phillips Business Information,

Locks Road, Suite 300, Potomac, Maryland 20854, fax: 1-800-666-4266.
ecent survey by Arps and Troung (see reference list) compares the performance of different
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95.11 Speech Coding Standards
95.12 Concluding Remarks

95.1 Introduction

Speech compression refers to the compact representation of speech signals, and speech coding refers to
the digital representation of speech signals. Since the primary goal of speech coding is to compress the
signal, that is, to reduce the number of bits required to represent it, the two terms, speech compression
and speech coding, can be used interchangeably.

Coded speech will be transmitted or stored for a specific application. As the number of bits used in
the representation of a signal is reduced, the effective bandwidth of the transmission channel will be
increased and the memory space will be reduced. Coded speech must be decoded back to analog form
at the receiver. In this coding/decoding process, some amount of distortion results inevitably in the
reconstructed speech. Hence, the ultimate goal of speech coding is to compress the signal while main-
taining a prescribed level of reconstructed speech quality. Various coding algorithms differ in how to
select signals or parameters that represent the speech efficiently. Those selected signals and/or param-
eters are then quantized and transmitted to the receiver for decoding.

Typical applications of speech coding include the conventional telephone network, wireless personal
communication systems, and secure military communications. Speech over the Internet has applications
in multimedia, videoconferencing, and Internet phones. Even though prices of processors, memories,
and transmission media have become cheaper and processing speed higher than in the past, the impor-
tance of speech coding or compression has not diminished because demands for more efficient use of
hardware resources are ever increasing.

Since the introduction of 64 kb/s log-pulse-code modulation (PCM) in the AT&T long-distance tele-
phone network in the 1970s, speech coding has been a major research area in telecommunications. In 1984,
adaptive differential PCM (ADPCM) was adopted by the Consultative Committee on International Tele-
phony and Telegraphy (CCITT) [now, the International Telecommunications Union—Telecommunications
(ITU-T)] as a 32 kb/s international standard. Since the mid-1980s, there have been tremendous activities

Boneung Koo
Kyonggi University
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in applications and standardization of medium-to-low rate speech coding. An important contribution
was made by code-excited linear prediction (CELP), introduced in 1985. Advances in VLSI technology
have made it possible to implement complicated coding and signal processing algorithms in real-time.
Versions of CELP in the range of 1.6–4.8 kb/s have been adopted in a variety of standards and cellular
networks around the world.

Principles and applications of typical speech coding algorithms are reviewed in this chapter. Properties
of the speech signal are briefly reviewed, followed by a classification of coder types. Principles of quan-
tization and coding algorithms are then presented. This presentation is not exhaustive; emphasis is given
to coders employed in standards. Criteria to be considered for speech coder evaluation and subjective
and objective measures for speech quality evaluation are presented. A summary of speech coding stan-
dards is given, followed by concluding remarks.

95.2 Properties of Speech Signals

Since speech signal is nonstationary with slowly time-varying characteristics, a speech signal is processed
in short time segments, typically of 5–30 ms. Each segment or frame can be classified as voiced, unvoiced,
or silence. Voiced sounds are generated by passing quasiperiodic air pulses through the glottis, causing
vibrations in the vocal cords. This results in a quasiperiodic nature in the time domain and harmonic
structure in the frequency domain. An unvoiced sound is generated by constricting the vocal tract and
forcing air through the constriction to create turbulence. This leads to a near-white noise source to excite
the vocal tract such that the unvoiced segment looks like random noise in the time domain and broadband
in the frequency domain.

In its simplest form, the speech production system can be modeled as a source-system model, that is,
a linear system driven by an excitation source. In the conventional two-state approach, the excitation is
a train of pulses for voiced segments and white noise for unvoiced segments. In the more recent mixed
excitation approach, a segment can be a consequence of both voiced and unvoiced excitation.

In general, energy of the voiced segment is higher than that of the unvoiced one. A speech segment
that is not a consequence of speech activity is classified as silence or nonspeech. In telephone speech,
approximately 50% of the talk time is known to be silence. This fact is utilized in some wireless cellular
systems to increase the effective channel bandwidth via voice activity detection.

The period of the quasiperiodicity in the voiced segment is referred to as the pitch period in the time
domain or the pitch or fundamental frequency in the frequency domain. The pitch of the voiced segments
is an important parameter in many speech coding algorithms. It can be identified as the periodicity of the
peak amplitudes in the time waveform and the fine structure of the spectrum. The pitch frequency of men
and women usually lies in the range 50–250 Hz (4–20 ms), and 120–500 Hz (2–8.3 ms), respectively.

The bandwidth of speech rarely extends beyond 8 kHz. In wideband speech coding, bandwidth is
limited to 7 kHz, and speech is sampled at 16 kHz. In telephony, bandwidth is limited to below 4 kHz
(0.2–3.4 kHz, typically) and speech is sampled, usually, at 8 kHz. It is assumed throughout this chapter
that input speech is bandlimited to below 4 kHz and sampled at 8 kHz unless otherwise specified.

The coded speech quality can be roughly classified into the following four categories. Broadcast quality
refers to wideband speech, toll or network to narrowband (telephone) analog speech, communications to
degraded but natural and highly intelligible quality, and, finally, synthetic to unnatural but intelligible
quality typically represented by the linear predictives coding (LPC) vocoder. Speech quality produced
by coders to be discussed in this chapter belongs to one of the last three categories.

95.3 Types of Speech Coding Algorithms

Speech coders studied so far can be classified broadly into three categories: waveform coders, vocoders,
and hybrid coders. Waveform coders are intended directly at approximating the original waveform. The
reconstructed sound may or may not be close to the original. On the other hand, vocoders are primarily
aimed at approximating the sound and, consequently, the reconstructed waveform may or may not be
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close to the original. Coders that employ features of both waveform coders and vocoders are called hybrid
coders. A classification of coders is shown in Table 95.1.

In waveform coders, all or parts of the original waveform are quantized for transmission. For example,
in PCM, input speech sample itself is quantized, and in DPCM and ADPCM, the prediction residual is
quantized. Also, adaptive delta modulation (ADM), continuously variable-slope delta modulation (CVSD),
adaptive predictive coding (APC), residual-excited linear prediction (RELP), subband coding (SBC), and
adaptive transform coding (ATC) are waveform coders. Coders that employ predictors, such as ADPCM,
ADM, APC, and RELP, are called predictive coders. SBC and ATC are frequency-domain coders in that
coding operations can best be described in the frequency domain. Speech quality produced by waveform
coders is generally high, however, at higher bit rates than vocoders.

In vocoders, the speech production model or other acoustic feature parameters that represent percep-
tually important elements of speech are estimated, quantized, and transmitted to the receiver, where speech
is reconstructed based on these parameters. For this reason, vocoders are also called parametric coders and
are speech specific in many cases. Vocoder types include channel, formant, phase, cepstral, hormomorphic
vocoders, and LPC, sinusoidal transform coding (STC), and multiband excitation (MBE) vocoders. Vocod-
ers can generally achieve higher compression ratios than waveform coders; however, they are known for
artificial or unnatural speech quality, except for the recent improvements in STC, MBE, and MELP. 

In hybrid coders, the high compression efficiency of vocoders and high-quality speech reproduction
capability of waveform coders are combined to produce good quality speech at medium-to-low bit rates.
The so-called analysis-by-synthesis coders such as MPLP, RPE, VSELP, and CELP are hybrid coders.

95.4 Quantization

The input to the quantizer is generally modeled as a random process with a continuous amplitude. The
function of the quantizer is to produce an output with a discrete amplitude such that it can be encoded
with a finite number of bits. Depending on the coding algorithm, the quantizer input can be raw speech
samples, the prediction residual, or some parameters estimated at the transmitter and required at the
receiver to reconstruct the speech. There are two types of quantizers: scalar and vector.

The scalar quantizer operates on a sample-by-sample basis. Parameters of a scalar quantizer are dynamic
range, stepsize, input/output step values, and the number of output levels or the number of bits required
to represent each output level. The difference between the input and output is called quantization noise.

TABLE 95.1 A Classification of Speech Coders

Type Coding Algorithm

Waveform Coders PCM (pulse-code modulation), APCM (adaptive PCM)
DPCM (differential PCM), ADPCM (adaptive DPCM)
DM (delta modulation), ADM (adaptive DM)
CVSD (continuously variable-slope DM)
APC (adaptive predictive coding)
RELP (residual-excited linear prediction)
SBC (subband coding)
ATC (adaptive transform coding)

Hybrid coders MPLP (multipulse-excited linear prediction)
RPE (regular pulse-excited linear prediction)
VSELP (vector-sum excited linear prediction)
CELP (code-excited linear prediction)
ACELP (algebraic CELP)

Vocoders Channel, Formant, Phase, Cepstral, or Homomorphic
LPC (linear predictive coding)
MELP (mixed-excitation linear prediction)
STC (sinusoidal transform coding)
MBE (multiband excitation), Improved MBE, Advanced MBE
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The quantizer should be designed such that the quantization noise power is minimized for the specified
class of input signals. Usually, quantizers are designed according to the probability density function (pdf)
of the signal to be quantized. The uniform quantizer works best for a uniform input. Otherwise, a
logarithmic or pdf-optimized nonuniform quantizer should be used. Quantizer adaptations to changing
input characteristics can take several forms, however, the stepsize adaptation to account for the changing
dynamic range or variance is the most common. Detailed information can be found in Jayant and Noll
[1984].

According to rate distortion theory, coding vectors is more efficient than coding scalars, and the
efficiency is increased as the dimension of the vector is increased at the expense of computational
complexity. The input to the vector quantizer (VQ) is a vector formed from consecutive samples of speech
or prediction residual or from model parameters. The incoming vector is compared to each codeword
in the codebook, and the address of the closest codeword is selected for transmission. The distance is
measured with respect to a distortion measure. The simplest and the most common distortion measure
is the sum of squared errors. Entries of the codebook are selected by dividing the vector space into
nonoverlapping and exhaustive cells. Each cell, called the centroid, is assigned a unique address in the
codebook. The quantization process is to find the address of the centroid of the cell that the input vector
falls in.

Two important issues associated with vector quantization are the codebook design and the code search
procedure. An iterative codebook design procedure of importance is called the Linde, Buzo, and Gray
(LBG) algorithm, which involves an initial guess and iterative improvement by using training vectors.
The complexity of VQ increases exponentially with the vector dimension and codebook size, however,
the code search time can be significantly reduced by using a structured codebook. See Makhoul et al.
[1985] for more information.

95.5 Predictive Coders

Speech samples have redundancy due to correlation among samples. In predictive coders, redundancy
is removed by using predictors. The difference between the input sample and the predictor output is
called the prediction residual. There are two types of predictors widely used in speech coders for removing
the redundancy: the short-term predictor (STP) and the long-term predictor (LTP). The STP and LTP
model the short-term correlation and the long-term correlation (due to pitch), respectively. The synthesis
filter associated with the STP reproduces the spectral coarse or formant structure (spectral envelope).
The synthesis filter associated with the LTP is used to reconstruct the spectral fine structure of the voiced
segment.

The STP can be used to obtain the prediction residual e(n) shown in Fig. 95.1(a). The difference
equation and the transfer function of the loop in Fig. 95.1(a) are e(n) = s(n) - sp(n) and 1 - A(z),
respectively. The filter A(z) produces a linear combination of past samples according to the relation

FIGURE 95.1 Linear predictor applications: (a) analysis and (b) synthetics.
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and its transfer function is

(95.1)

where p is the prediction order and the ai are linear prediction (LP) coefficients. Figure 95.1(b) is the STP
synthesis loop, where the original signal is reconstructed by inserting back the redundancy. The transfer
function of the synthesis loop in Fig. 95.1(b) is {1 - A(z)}-1. A variety of algorithms are available for
estimating the LP coefficients, and details can be found in Rabiner and Schafer [1978].

Other types of predictors are the all-zero predictor and the pole-zero predictor. The output of an all-zero
predictor is a linear combination of past prediction residuals. The pole-zero predictor is a combination
of the all-pole predictor and the all-zero predictor. The pole-zero predictor, employed in ADPCM adopted
in the CCITT standard, has been known to best model the speech signal. In practice, however, the all-
pole predictor has been more widely used because of its adequate performance and computational
advantage.

Redundancy due to long-term correlations can be reduced by using the LTP. A general form of the
LTP transfer function is given by

(95.2)

where τ is the pitch period in samples and the bi are parameters called the pitch gain. Here j is usually
a small integer of 0 or 1. Several algorithms are available for open-loop estimation of the LTP parameters.
In analysis-by-synthesis coding, closed-loop estimation can be used to produce significantly better results
than open-loop estimation [Spanias, 1994].

In DPCM coding, the prediction residual instead of the original speech is computed, quantized, and
transmitted. The STP is used to compute prediction residual. Because the variance of the prediction
residual should be substantially smaller than that of the original speech, a quantizer with fewer bits can
be used with little drop in reconstructed speech quality. The transmission rate or the data rate is thus
determined by the number of bits required to represent the number of quantizer output levels. The
decoder synthesizes the output by adding the quantized prediction residual and the predicted value.

Adaptation of the quantizer stepsize and predictor parameters improves the reconstructed speech
quality, which is called ADPCM. The predictor can be forward adaptive or backward adaptive. In forward
adaptation, predictor parameters are estimated at the encoder and transmitted to the receiver as side
information. In backward adaptation, predictor parameters are estimated from the reconstructed data,
which are also available at the receiver, and thus are not required to be transmitted. A variety of adaptive
prediction algorithms can be found in Gibson [1980, 1984].

ADPCM was employed in the 32-kb/s CCITT standard, G.721. The coder consists of a 4-b adaptive
quantizer and a backward-adaptive predictor with 2 poles and 6 zeros. The coder provides for toll quality
comparable to that of 64-kb/s log PCM. The G.721 was replaced by the G.726, which operates at one of
the four rates, 40-, 32-, 24-, and 16-kb/s.

DM can be viewed as DPCM with a 1-b quantizer and a first-order predictor. ADM employs an
adaptive stepsize to track varying statistics in the input signal. Because of its simple structure in quan-
tization and prediction, ADM generally requires a higher sampling rate than ADPCM. ADM generates
very high-quality speech in the range of 32–48 kb/s using a very simple algorithm. A 48-kb/s ADM can
produce toll-quality speech with a mean opinion score (MOS) rating of 4.3. A well-known version of
ADM is CVSD. More information on ADM and CVSD can be found in Jayant and Noll [1984].

In APC, the LTP or pitch predictor is used in addition to the STP in DPCM, reducing the variance of
the prediction residual and allowing fewer bits to be used in the quantizer. Except for the LTP loop, the
APC encoder in Fig. 95.2(a) is the same as the ADPCM encoder with an all-pole predictor. Transfer
functions of the STP and LTP are shown in Eqs. (95.1) and (95.2), respectively. The prediction residual
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computed by using the predictors is encoded by a scalar quantized on a sample-by-sample basis and
transmitted to the receiver. Predictor parameters are estimated, quantized, and also transmitted to the
receiver as side information. At the receiver shown in Fig. 95.2(b), speech is reconstructed by passing the
quantized prediction residual through the LTP synthesizer and the STP synthesizer. APC provides toll
quality speech at 16 kb/s and communications quality at 9.6 kb/s. The International Maritime Satellite
Organization (Inmarsat)-B standard employs a 16-kb/s APC coder.

RELP has been studied to reduce the number of bits required for encoding the residual in APC. RELP
is basically the same as APC except that only the low-frequency part of the residual is transmitted to the
receiver with a decimation factor of 3 or 4. This is based on the observation that perceptually important
pitch information is in the low-frequency band. At the receiver, the residual is recovered by nonlinear
interpolation and used as an excitation to synthesize speech. The estimated acceptable subjective perfor-
mance of RELP is limited to 9.6 kb/s or higher.

95.6 Frequency-Domain Coders

SBC and ATC are classified as frequency-domain coders in that coding operations rely on a frequency-
domain representation of signals. The basic idea is to divide the speech spectrum into several frequency
bands and encode each band separately.

In SBC, the signal is divided into several subbands by filter banks. Each band is then low-pass trans-
lated, decimated to the Nyquist sampling rate, encoded, and multiplexed for transmission. The number
of bits allocated to each subband is determined by perceptual importance. Usually, more bits are assigned
to lower bands to preserve pitch and format information. Any coding scheme such as APCM, ADPCM,
or VQ can be used to encode each subband. At the receiver, subband signals are demultiplexed, decoded,
interpolated, translated back to their original spectral bands, and then summed up to reproduce the
speech. The filter bank is a very important consideration for the implementation and speech quality of
the SBC. An important class of filters is quadrature mirror filters (QMF), which deliberately allows aliasing
between subbands in the analysis stage and eliminates it in the reconstruction stage, thus resulting in
perfect reconstruction except for quantization noise.

An SBC/APCM coder operating at 16 and 24 kb/s was employed in the AT&T voice store-and-forward
system, where a five-band nonuniform QMF is used as a filter bank and APCM coders are used as
encoders.

More complicated frequency analysis than in SBC is involved in ATC. In ATC, a windowed frame of
speech samples is unitary transformed into the frequency domain, and the transform coefficients are

FIGURE 95.2 APC coder: (a) encoder and (b) decoder.
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quantized and transmitted. At the receiver, the coefficients are inverse transformed and joined together
to reproduce the synthesized speech. The unitary transform produces decorrelated spectral samples, the
variances of which are slowly time varying so that redundancy can be removed. The Karhunen–Loeve
transform (KLT) is the optimal unitary transform that maximally decorrelates the transform components,
however, the discrete cosine transform (DCT) is the most popular in practice because of its near-
optimality for first-order autoregressive (AR) processes and computational advantage. The DCT can be
computed efficiently by using the fast fourier transform (FFT) algorithm.

The transform block size is typically in the range of 128–256, which is much greater than the number
of subbands of the SBC, which is usually 4–16. Bit allocation to each band or transform coefficient can
be fixed or adaptive. More bits are allocated to the coefficient that has more variance. Adaptive bit
allocation is incorporated in ATC. ATC provides toll quality speech at 16 kb/s and communications
quality at 9.6 kb/s.

95.7 Analysis-by-Synthesis Coders

A common feature of coders described so far is that they operate in open-loop fashion. Hence, there is
no look back and control over the distortion in the reconstructed speech. Such coders are called analysis-
and-synthesis coders.

In the analysis-by-synthesis class of coders, an excitation sequence is selected in a closed-loop fashion
by minimizing the perceptually weighted error energy between the original speech and the reconstructed
speech. The conceptual block diagram of an analysis-by-synthesis coder is shown in Fig. 95.3. The coder
consists of the excitation generator, pitch synthesis filter, linear prediction synthesis filter, and perceptual
weighting filter. The pitch and the LP synthesis filters are, respectively, the same as the LTP and the STP
synthesis loops shown in Fig. 95.2(b). The weighting filter is used to perceptually shape the error spectrum
by de-emphasizing noise in the formant nulls. The transfer function of the weighting filter often used is
given by

where A(z) is the transfer function of the STP in Eq. (95.1). The value of (γ1, γ2) is typically (1, 0.8) in
conventional CELP coders and (0.9, 0.4) in the low-delay CELP coder to be described later.

The excitation generator forms or selects the excitation sequence that minimizes the perceptually
weighted error criterion, which is usually a weighted sum of squares. The STP and LTP parameters are
updated, typically every 10–30 ms and 5–15 ms, respectively. The STP is usually all-pole with a typical
order of 10, and parameters are usually converted to another format (line spectrum pairs, for example)
and vector quantized for coding efficiency. The pitch lag is usually searched over the range of 20–147 in
samples (for 8-kHz sampling). There are several versions of coders depending on the type of excitation
model, namely, MPLP, RPE, and CELP coders.

FIGURE 95.3 Analysis-by-synthesis coder.
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In MPLP coding, an excitation sequence is obtained by forming multiple non-uniformly spaced pulses
of different amplitudes. The location and amplitude of each pulse is determined sequentially such that the
weighted mean square error is minimized. Typically, 4–6 pulses in each 5-ms frame are used. The pulse
amplitudes and locations are transmitted to the receiver. The multipulse technique is used in the 9.6-kb/s
Skyphone, an airline communication service, and, in the recent 6.3 kb/s G.723-1, a dual rate (6.3/5.3 kb/s)
ITU-T standard for multimedia network applications.

In RPE coding, an excitation sequence is formed by combining multiple pulses of different amplitudes
as in MPLP coding; however, pulses are uniformly spaced. Hence, pulse positions are determined by
specifying the location of the first pulse. The amplitude of each pulse is determined by solving a set of
linear equations such that the weighted mean square error is minimized. Typically, 10–13 pulses in each
5-ms frame are used, and the pulse spacing is 3 or 4. A 13-kb/s RPE-LTP coder, an association of RPE
with LTP, is used in the ETSI GSM FR (full-rate) digital cellular standard.

In CELP coding, the optimum excitation sequence is selected from a codebook, perhaps of random
Gaussian sequences, which minimizes the perceptually weighted mean squared error. The first CELP
coder [Schroeder and Atal, 1985] used 1024 codes (vectors), each of length 40 samples (5 ms in 8-kHz
sampling). Early CELP algorithms required heavy computations for the exhaustive codebook search and
speech synthesis for each candidate code. A great deal of work followed to reduce computational com-
plexity. Notable developments have been made in structured codebooks, such as sparse, overlapping, and
vector-sum excitation, and in the associated fast search algorithms. CELP can provide good quality speech
at low rates down to 4.8 kb/s. With the recent developments of high-speed and high-capacity DSP pro-
cessors, CELP algorithms have become practical and actually adopted in several standards.

A typical example of CELP coding is the 4.8-kb/s U.S. FS-1016 coder. The 10th-order STP parameters are
computed every 30 ms over the Hamming windowed frame of incoming speech. Excitation parameters are
updated every 7.5 ms. The synthesis part is shown in Fig. 95.4, where the excitation is a combination of codes
from a stochastic codebook and an adaptive codebook. The adaptive codebook, which consists of past ex-
citation codes, replaces the LTP synthesis, and the search for the optimum adaptive code is equivalent to
search for the optimal pitch lag. The LP synthesis in Fig. 95.4 is same as the STP synthesis loop as shown in
Fig. 95.1(b). In this coder and in many modern coders as well, the line spectrum pairs (LSPs), also called
the line spectrum frequencies (LSFs), are used as the STP parameters for stability and quantization efficiency.
The additive white-type noise contained in the CELP-coded speech can be reduced by using the postfilter
of the form (1 + cz-1)W (z), which essentially deemphasizes spectral valleys. The range 0.2 ≤ c ≤ 0.4 has been
found to give reasonable subjective results.

The bit allocation scheme of the 4.8-kb/s DoD-CELP coder is shown in Table 95.2. It can be seen that
more than two-thirds of the total bits are allocated to the codebook indices and gains that specify the
excitation signal.

VSELP and low-delay CELP (LD-CELP) are versions of CELP coding. In the 8-kb/s VSELP algorithm,
adopted in the time-domain multiple access (TDMA) North American digital cellular standard, IS-54, by
the Cellular Telecommunications Industry Association (CTIA), the excitation is a combination of vectors
(codes) from a pitch adaptive codebook and two highly structured codebooks. The VSELP algorithm was
adopted in the 6.4 kb/s Japanese digital cellular standard and the 6.3 kb/s GSM HR (half-rate) coder.
The LD-CELP algorithm is employed as a low-delay 16-kb/s international standard, G.728. The LD-CELP
has a unique feature in that LTP is not used, and instead, the order of STP is increased to 50 to compensate

FIGURE 95.4 Speech synthesis in the FS-1016 CELP.
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for the lack of pitch information. The speech quality of LD-CELP is comparable to that of G.721, 32-kb/s
ADPCM, and coding delay is less than 5 ms. More information on DoD-CELP, VSELP, and LD-CELP
coders can be found in Atal, Cuperman, and Gersho [1991].

Probably the most prevailing version in recent years is the algebraic CELP (ACELP), which uses an
algebraically structured codebook for efficient search. The ACELP is used in the 5.3 kb/s mode of G.723.1.
The 8 kb/s G.729 employs ACELP along with the conjugate-structured codebook to reduce complexity.
Other examples which adopt ACELP structure include the TIA IS-127 EVRC coder based on the RCELP
(relaxed CELP) algorithm and the GSM EFR (enhanced full-rate) coder.

95.8 Vocoders

LPC, probably the most widely-studied of the very low rate vocoding, will be described here due to its
historical importance. A classic example is the 2.4-kb/s LPC-10 algorithm adopted as the U.S. FS-1015
standard in 1977, which has been used for secure voice communications. The LPC-10 algorithm uses a
10th-order all-pole predictor and relies on the two-state (voiced and unvoiced) source excitation model.
The speech synthesis model of LPC is shown in Fig. 95.5. The linear prediction parameters, gain, pitch
period, and voicing/unvoicing (V/U) decision parameters are estimated, quantized, and transmitted to
the receiver. At the receiver, speech is synthesized by using the impulse train for the voiced frame and
white noise for the unvoiced frame. The impulse train, defined in the standard, is a periodic sequence
that has a pitch period similar to a glottal pulse.

Reconstructed speech of an LPC vocoder operating at very low rates such as 2.4 kb/s is of synthetic
quality due to the inaccuracy of the source excitation. The quality of the speech produced by LPC-10
is also synthetic in that it sounds artificial, unnatural, and buzzy. The two-state excitation model was
improved later by the mixed excitation source model, which reduced the buzziness and breathiness in
the synthesized speech. A 2.4 kb/s mixed excitation LPC, called the MELP, became the new United
States federal standard [McCree et al., 1996]. A 400 b/s LPC vocoder based on LPC-10 was also reported
[Atal et al., 1991].

TABLE 95.2 Bit Allocations in the FS-1016 CELP

Parameters Bits Update, ms Bit Rate, b/s

STP (10-LSPs) 34 30 1133.33
Stochastic codebook 7.5 1866.67

Index 9
Gain 5

Adaptive Codebook 7.5 1600
Index 7
Gain 5

Miscellaneous 200
Total 4800

Source: Atal et al. [1991].

FIGURE 95.5 LPC synthesis model.
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Other types of vocoding are STC and MBE, which belong to the class of sinusoidal coding. In sinusoidal
coding, speech is analyzed and synthesized by using sinusoidal components. These coders have received
attention recently because of their potential for high-quality speech coding at low bit rates.

The MBE takes a mixed excitation approach in that the short-time spectrum of a speech frame is treated
as a collection of multiple bands, each of which is either voiced or unvoiced. The voiced bands are centered
around the pitch harmonics and the unvoiced bands contribute to the random nature of the spectrum. The
parameters of the MBE speech model consist of fundamental (pitch) frequency, the V/U decision for each
band, and spectral magnitudes (envelope). An analysis-by-synthesis technique is used to estimate the
parameters that minimize weighted error between the original spectrum and the synthetic spectrum. At
the receiver, the voiced bands are synthesized in the time domain using a bank of harmonic sinusoids.

where Ak , kωo , and φk are magnitudes, frequencies, and phases of L pitch harmonics respectively, ωo is
the pitch frequency, and N is the frame size. The unvoiced bands are synthesized in the frequency domain
by scaling the normalized white noise spectrum by the spectral magnitude. Synthesized speech is obtained
by adding the voiced bands and inverse Fourier transform of the unvoiced bands spectra. The phase
information of the voiced harmonics is determined at the receiver by using partial information trans-
mitted from the encoder and a phase prediction algorithm.

The 4.15 kb/s IBME (improved MBE) coder was adopted as a 6.4-kb/s Inmarsat-M standard, which
includes an additional 2.25 kb/s for forward error correction. In this coder, most of the bits are used for
scalar quantization of spectral envelope parameters. Bit rate reduction was made possible by representing
and vector quantizing the spectral envelope with LSPs that correspond to 10-pole LPC parameters. A new
AMBE (advanced MBE) coder reportedly produced near-toll quality at 4-kb/s. Refer to Atal, Cuperman,
and Gersho [1991] for details on MBE coders. Information on the STC can be found in Gersho [1994]
and Spanias [1994].

95.9 Variable Bit Rate (VBR) Coding

In variable bit rate (VBR) coding, different speech segments are encoded at different bit rates. Variable
rate coding can be effective for storage, packet voice, and multiple access channel applications. The two
typical approaches for the VBR coding are in the variable update rates and the variable bit allocations
for parameters from different speech segments. The VBR coding algorithms are usually based on con-
ventional coders such as ADPCM, SBC, and CELP. A key element of VBR coding is the voice activity
detection (VAD) used for voicing decisions and speech/nonspeech classifications.

An example of a VBR coder is a variation of the CELP, called QCELP, which is used in the CDMA North
American digital cellular standard, IS-96, adopted by the TIA. QCELP operates at one of four predetermined
rates, 8, 4, 2, or 1 kb/s, for each 20-ms analysis frame. Another example is the IS-127 EVRC coder, which en-
codes speech signals at 8, 4, or 0.8 kb/s depending on the speech activity determined by the VAD algorithm.

95.10 Performance Evaluation

Performance of a coding algorithm is primarily specified by the speech quality at the prescribed coding
rate. When a particular speech coder is to be designed or selected for a particular application, other
factors should also be considered. Those are coding delay (due to algorithmic and computational factors),
complexity [of algorithm and implementation, often measured in million instructions per second (MIPS)
of a computing processor], cost (of system and terminal), robustness (to background noise or channel
impairments), tandeming (with itself or other coders), transcoding (into another coding format), and
voiceband data compatibility (e.g., modem and facsimile). The priority of consideration will depend on
the target application. For example, in the public switched telephone network (PSTN), coding delay and
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tandeming can be more important than robustness, whereas coding rate and robustness can be more
important than coding delay in mobile cellular applications.

Coded speech quality can be measured subjectively and objectively. Subjective measurements are ob-
tained as consequences of listening tests, whereas objective measurements are computed directly from
the coded speech parameters.

Typical subjective measures often quoted are MOS, diagnostic acceptibility measure (DAM), and
diagnostic rhyme test (DRT). The MOS, probably the most widely used, is obtained by averaging test
results rated by a group of listeners who are asked to quantify their perceptual impressions on a five-
point scale (bad = 1, poor = 2, fair = 3, good = 4, excellent = 5). The DAM is a more systematic method
of assessing speech quality, where the listeners are asked to grade 19 separate scales grouped in three
categories on a 100% scale. This test is directed at medium-to-high quality speech and requires trained
or experienced listeners. The DRT is directed at testing the intelligibility of the medium-to-low quality
speech. In the DRT, the listener is asked to distinguish between word pairs of single syllables, such as
meat–beat and sheet–cheat. Such subjective measures, however, can, at best, be a rough indicator of what
to expect from a particular coder. More information and references on subjective measures can be found
in Jayant and Noll [1984] and Deller et al. [1993].

A good objective measure should be able to consistently predict the subjective quality of the speech
and could be used in the design stage in controlling the amount of distortion that can be introduced
during the coding process. Widely used objective measures include mean squared error (MSE)–based
measures such as signal-to-noise ratio (SNR) and segmental SNR (SEGSNR), and LPC-based measures,
such as spectral distance and cepstral distance. Other time- or frequency-domain measures have been
introduced and studied; however, a good objective measure that is consistent and provides strong cor-
relation with the subjective quality has yet to be found. More discussion on objective measures can be
found in Quackenbush et al. [1988].

95.11 Speech Coding Standards

A summary of typical speech coding standards adopted by industrial, national, or international organi-
zations is shown in Table 95.3. It can be seen that most standards were established in the 1990s, which
is a consequence of worldwide demand for bandwidth-efficient mobile voice communications and tech-
nological maturity of speech coding algorithms in various applications. Since the listed bit rates of many

TABLE 95.3 Speech Coding Standards

Bit Rate, kb/s Algorithm Standard (Year) MOS

64 log PCM CCITT, G.711 (1972) 4.3
40/32/24/16 ADPCM CCITT, G.726 (1990) 4.1 (32)
16 LD-CELP CCITT, G.728 (1992) 4
16 APC Inmarsat-B (1985) —a

13 RPE-LTP ETSI, GSM FR (1991) 3.5
13 ACELP ETSI, GSM EFR (1996) 4
9.6 MPLP BTI Skyphone (1990) 3.4
9.6/4.8/1.2 EVRC TIA, IS-127 (1997) 3.8 (9.6)
9.6/4.8/2.4/1.2 QCELP TIA, IS-96 (1997) 3.33 (9.6)
8 VSELP TIA, IS-54 (1993) 3.5
8 CS-ACELP ITU-T, G.729 (1996) 4
6.7 VSELP Japanese DMR (1993) 3.4
6.4 IMBE Inmarsat-M (1993) 3.4
6.3/5.3 MP-MLQ/ACELP ITU-T, G.723.1 (1996) 3.98/3.7
4.8 CELP US, FS-1016 (1991) 3.2
2.4 LPC-10 US, FS-1015 (1977) 2.3
2.4 MELP US, FS (1996) 3.2

aMOS data unavailable, however, reportedly near toll quality.
Sources: Spanias [1994], Kondoz [1994], and Spanias [2001].
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coders in Table 95.3 include error control bits, actual source coding rates of such coders are smaller than
those listed. Coders with MOS ratings of close to or more than 4 can be considered to provide toll quality,
whereas the rest provide near-toll or communications quality except for the LPC-10.

95.12 Concluding Remarks

Principles and applications of typical coding algorithms for telephone speech have been reviewed in this
chapter. Major research efforts in the last decade have concentrated on the analysis-by-synthesis tech-
nique in the bit range of 4–16 kb/s, and some of the results have turned into standards in cellular and
mobile voice communications. Important advances can be typified by the standardization of CELP
coders in the range of 4.8–16 kb/s and emergence of the sinusoidal vocoding approach (STC, MBE) and
MELP in the 2.4–4.8 kb/s range.

Major research efforts in the future are expected to be concentrated on low bit range coding, say
4 kb/s or below, where perceptual factors of the human auditory system become more important
[Jayant, 1992]. Continued activities for enhanced coder performance are also expected in the range of
4–8 kb/s for specific applications. In a practical aspect, speech coding algorithms to be included in the
next generation of mobile communication systems will be a major issue for the next few years. 

Defining Terms

Analysis-and-synthesis: Refers to open-loop operation where the analysis cannot be affected or changed
by the synthesis.

Analysis-by-synthesis: Refers to closed-loop operation where the analysis can be affected or changed
by the synthesis.

Hybrid coders: Coders that employ features of both waveform coders and vocoders.
Mixed excitation: A speech segment is modeled as a consequence of both voiced and unvoiced excitation.
Vocoders: Coders that are primarily aimed at reproducing the original sound.
Waveform coders: Coders that are primarily aimed at reproducing the original time-domain waveform.

References

Atal, B.S., Cuperman, V., and Gersho, A., Eds. 1991. Advances in Speech Coding, Kluwer, Dordrecht, the
Netherlands.

Deller, J.R. Jr., Proakis, J.G., and Hansen, J.H.L. 1993. Discrete-Time Processing of Speech Signals,
Macmillan, New York.

Gersho, A. 1994. Advances in speech and audio compression. Proc. IEEE, 82(6):900–918.
Gibson, J.D. 1980. Adaptive prediction in speech differential encoding systems. Proc. IEEE, (April):488–525.
Gibson, J.D. 1984. Adaptive prediction for speech encoding. ASSP Mag., 1: 12–26.
Jayant, N.S. 1992. Signal compression: technology targets and research directions. IEEE Trans. Selec. Areas

Commun., 10(5):796–818.
Jayant, N.S. and Noll, P. 1984. Digital Coding of Waveforms: Principles and Applications to Speech and

Video, Prentice–Hall, Englewood Cliffs, NJ.
Kondoz, A.M. 1994. Digital Speech: Coding for Low Bit Rate Communications Systems, Wiley, Chichester,

England.
Makhoul, J., Roucos, S., and Gish, H. 1985. Vector quantization in speech coding. Proc. IEEE, 73(11):

1551–1588.
McCree, A.V., George, E. B., Barnwell, T., and Viswanathan, V. R. 1996. A 2.4 kbit/s MELP coder candidate

for the new U.S. federal standard. In Proc. ICASSP.
Quackenbush, S.R., Barnwell, T.P., and Clements, M.A. 1988. Objective Measures of Speech Quality,

Prentice–Hall, Englewood Cliffs, NJ.
©2002 CRC Press LLC



 

Rabiner, L.R. and Schafer, R.W. 1978. Digital Processing of Speech Signals, Prentice–Hall, Englewood Cliffs,
NJ.

Schroeder, M.R. and Atal, B.S. 1985. Code-excited linear prediction (CELP): high quality speech at very
low bit rates. In Proc. ICASSP, Tampa, FL, April, 937–940.

Spanias, A.S. 1994. Speech coding: a tutorial review. Proc. IEEE, 82(10):1541–1582.
Spanias, A.S. 2001. Speech coding standards. In Multimedia Communications: Directions and Innovations,

Gibson, J.D., Ed., Academic Press, New York.

Further Information
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96.4 Standards 
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96.1 Introduction

Time-varying imagery is a highly effective medium in a variety of applications including entertainment,
interpersonal communication, information presentation and retrieval, and many others. We refer to a
time-varying image signal in electronic form as a video signal. Until recently, video signals were stored
and transmitted exclusively in analog form, and this continues to be the most common situation. The
principal storage medium is analog video tape, and the main transmission channels are the over-the-air
broadcast channel, cable, and satellite. However, due to recent advances in digital hardware and in image
compression technology, systems for digital storage and transmission of video signals are becoming more
common. It can be expected that digital representations of video will be predominant in the future. Video
will be stored in digital form on disks and tape, and will be transmitted digitally over broadband networks
as well as wireless networks and broadcast channels.

Video signals are notorious for consuming huge amounts of bandwidth. For example, an analog National
Television System Committee (NTSC) video signal uses a 6-MHz bandwidth, whereas an uncompressed
digital NTSC video signal requires a bit rate of about 100 Mb/s. To allow economical storage and/or trans-
mission, more efficient representations are required. This process is often viewed as a compression operation,
wherein quality is sacrificed; an alternative view is that we seek a representation that will deliver maximum
video quality for a given available data rate. At rates of 20–30 Mb/s, this would yield large images of high
quality [high-definition television (HDTV)], whereas at low rates such as 64 kb/s and below, this would
result in a system providing small pictures of rather low quality and with limited capability to render motion
(videophone).

The techniques of source coding seek to exploit both redundancy in the source and the fidelity require-
ments of the receiver of the information in order to minimize distortion for a given data rate. If a stochastic
model of the source and a fidelity criterion for the receiver are known, the optimal performance can be
found using rate-distortion theory. However, an implementable coder with acceptable delay giving this
optimal performance may not be available. In the case of time-varying imagery, neither general purpose
stochastic models of the source nor mathematical fidelity criteria that capture all of the known properties
of source and receiver are known at this time. Thus, optimal source coding for time-varying imagery does
not currently rest on a firm theoretical basis. Rather, we have available an arsenal of tools that work well
and that address, at least qualitatively, the known properties of the source and receiver.

Eric Dubois
University of Ottawa
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The purpose of this chapter is to identify the properties of source and receiver that are exploited by
video source coding algorithms and to describe the tools that are available for source coding. The em-
phasis is on those aspects that are specific to time-varying imagery, since a previous chapter deals with
still imagery. Thus, the use of motion information in the processing and compression of time-varying
imagery is a pivotal element for this contribution. An overview of video compression standards is also
given, followed by some perspectives for the future. An extensive treatment of video coding can be found
in Netravali and Haskell [1995].

96.2 Source Characteristics and Viewer Requirements

A number of factors determine the source characteristics and the level of redundancy that can be
exploited. These include the scanning format, the signal-to-noise ratio, the amount of detail, and the
characteristics of the motion. Note that the source signal to be coded may not necessarily be the direct
output of a video camera; it may be the result of some scan conversion or other preprocessing operations.

The scanning format encompasses the picture size and the sampling structure. We assume that the
input to the source coder is fully digital, that is, an ordered sequence of fixed length binary codewords
representing the image color at a discrete set of points Ψ. This is denoted

(96.1)

where u1, u2, u3 represent coordinates in a suitable color space. These could be red–green–blue or
luminance-chrominance components. Clearly, black and white images would be represented by a single
component. The sampling structure Ψ is a regular array of points such as a lattice, cropped spatially to
the image frame size. Picture size may range from small windows on a videophone or workstation, say,
of size 64 by 64, to HDTV pictures of size 1920 by 1080 and beyond. Two vertical-temporal scanning
structures are widely used for video: progressive scanning and interlaced scanning. These scanning
structures are shown in vertical-temporal profile in Fig. 96.1. In analog systems, where the capture,
transmission, and display formats are the same, interlace is a method to achieve higher vertical resolution
for a given vertical scan rate and system bandwidth. The vertical scan rate of 50 or 60 Hz used in major
worldwide systems is largely determined by the requirement to minimize the visibility of flicker at the
display. Although interlace is a good technique in the context of analog systems, it usually leads to
spatiotemporal aliasing in the presence of vertical motion, which makes subsequent processing, and
especially source coding, much more difficult. (See Dubois [1992] for a discussion.) For this reason, there
has been increasing focus on progressive scanning in recent system proposals. A detailed discussion of
sampling structures and video signal sampling is given in Dubois [1985].

FIGURE 96.1 Profile view of scanning structures: (a) progressive and (b) interlace.
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Although some standards allow considerable flexibility in the choice of picture format, a number of
specific formats are in common use or have been proposed. Table 96.1 shows the parameters of some of
these formats. The final coded bit rate is very directly related to the source sampling rate, although not
linearly.

The signal-to-noise ratio of the source has a significant impact on compression efficiency. In general,
noise has little redundancy and cannot be compressed very much; thus, it should be removed prior to
coding if possible. There is, of course, a trade-off between coding efficiency and the introduction of
artifacts due to noise reduction. Valid assumptions must be made or the processing may remove desired
picture content such as snowstorms, fireworks, etc. Motion compensated processing is required for the
most effective noise reduction [Dubois, 1992]. However, good image and noise models are necessary.
The principle is to filter out those deviations from an assumed image model (e.g., that image intensity
is constant along trajectories of motion) that match the characteristics of an assumed noise model (e.g.,
white noise with a specified variance).

The characteristics of the motion in the scene affect the amount of compression that is possible.
Apparent motion in the image can be due to either camera motion (including zooming), object motion,
or both. In a videophone application, most apparent motion may be due to movement of the person in
front of the camera. In a surveillance application, most of it may be due to the scanning motion of the
camera (except during an incident), whereas in a sports scene, both camera motion and scene motion
may be significant. Motion may, in general, be low, as in a videophone application, or very active, as in
a sports application; it may be highly structured (rigid-body motion) or pseudorandom (rustling leaves).
Knowledge of the motion characteristics can affect the coding algorithm; if there is unrestricted motion,
a worst-case assumption must be made.

Redundancy in a source is related to the concept of predictability (although they are not the same).
Given that a certain portion of the source signal has already been transmitted, the coder may attempt to
predict what comes next. If the prediction is at all reliable, it is better to transmit information concerning
the deviation from the prediction than the raw information. Predictability implies a certain regularity
in the data that can be captured in statistical models. In the spatial dimension, if a certain pattern appears
over a certain area, one may assume that the pattern will continue and make the prediction on this basis.
Of course, at an object boundary, the prediction will be wrong. However, if it is right most of the time,
an overall coding gain can be achieved. In a moving picture, the assumption is that if an object is moving
with a certain velocity and acceleration, it will continue to do so. Thus, if the velocity and acceleration are
known, the coder can predict what the next frame will look like and only transmit the error between this
prediction and reality. This is the essence of motion-compensated coding. Again, at a scene change, the
prediction will be completely wrong, and more information must be transmitted. However, on average,
there will be a substantial compression. Temporal change is not due solely to motion. The illumination may
change, and the luminance of scene points may change as the angles between object surface, illumination
source, and camera change. If we can model these effects as well, we can make better predictions and thereby
improve coding performance.

In addition to the structural or statistical redundancy in the source, there is perceptual redundancy
(also called irrelevancy). Specifically, information that cannot be perceived by the viewer need not be
transmitted. The main phenomena related to this are spatial and temporal masking. Spatial masking is

TABLE 96.1 Typical Scanning Formats Used for Digital Video Communications

Luminance Size Chrominance Size Scanning Structure

Identifier Hor. Vert. Hor. Vert. Interlace Pict. Rate

QCIF 176 144 88 72 1:1 29.97
CIF 352 288 176 144 1:1 29.97
ITU-R 601 720 480 360 480 2:1 59.94
HDTV-P 1280 720 640 360 1:1 60.0
HDTV-I 1920 1080 960 540 2:1 60.0
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the effect whereby certain types of distortion are less visible in the vicinity of high-contrast image detail
than in flat low-contrast areas. Temporal masking is the effect where distortions are less visible in areas
of the image that are newly exposed or contain fast motion. An important case here is the scene change.
The viewer can tolerate a significant reduction in resolution just after a scene change. This is fortuitous,
because this is exactly where the temporal motion-compensated prediction breaks down.

The goal of an efficient source coder is to maximize quality (or minimize distortion) subject to a
number of constraints. In most applications of video compression, the quality or distortion are subjective
measures determined by the visual properties of the viewer. However, if further signal processing or
manipulation of the image sequence is to be performed, a more stringent objective criterion may be more
appropriate, since impairments invisible to a viewer could have a negative effect on a signal processing
operation such as chroma key. If subjective quality is the main concern, it would be very desirable to have
a mathematical function that measures the subjective distortion. This distortion function could then be
minimized during the optimization of the coding algorithm. Unfortunately, such a general purpose and
widely accepted perceptual distortion measure is not available. Thus, properties of the human visual system
are usually ex-ploited based on qualitative or empirical considerations that are obtained under restricted
conditions. However, this approach may still be quite effective [Schreiber, 1993; Jayant et al., 1993]. The
coding algorithm can then be evaluated using formal subjective testing under controlled conditions
[Allnutt, 1983].

Other requirements may affect the type of coding algorithm that can be used. These include delay,
random access, playback control, and scalability. Both the coding algorithm and the transmission channel
introduce delay. Depending on the application, there may be tight bounds on this delay, especially in inter-
active applications. The most stringent application is in face-to-face communication, where a maximum
end-to-end delay of about 200 ms can be tolerated. If the delay is longer than this, spontaneous interaction
becomes difficult. In a database access application, somewhat longer delays of up to a few seconds may be
acceptable. Finally, in an application such as video on demand, the delay constraint may be of no practical
consequence, that is, any reasonable encoding system would meet the delay constraint.

Random access and playback control are requirements that may exist in services such as database access
and video on demand. Some coding schemes are recursive in nature and require that the sequence be de-
coded continuously from the beginning in order to view a particular frame. This may be acceptable in an
application such as video conferencing, but it precludes random access and channel switching. Thus, the
encoding algorithm must have finite memory in some sense to allow such a random access feature. The
playback controls include fast-forward, reverse, and fast-reverse playback as well as pause functions. Again,
general coding algorithms may not permit such features, and they must be incorporated as constraints if
they are desired.

The coding algorithm must account for the properties of the channel or storage medium. The channel
may allow only constant bit rate (CBR) operation, or it may permit variable bit rate (VBR) operation.
In the former case, the coder must be designed to produce a fixed number of bits over a specified unit
of time. In the latter case, the bit rate may vary over time, although some constraints negotiated at setup
time must be respected (e.g., ratio of peak to average bit rate). Another requirement of a coding algorithm
is acceptable performance in the presence of typical channel impairments. These channel impairments
may vary considerably for different types of channels. For example, a dedicated digital link may have
random errors with a very low probability of occurrence, whereas a wireless link may have bursty errors
with a high probability of occurrence. Also, depending on the transport mechanism, the errors may occur
in isolated bits, or they may involve an entire packet consisting of a large number of bits. In general,
when the coding efficiency for redundancy reduction is higher, the coded data is more vulnerable to
transmission errors. Thus, overall system performance must be evaluated with the channel impairments
taken into account in order to be realistic. If possible, joint source/channel coding should be considered.

In some situations, the same video signal must be delivered to a variety of receivers having different
capabilities. Some examples include the broadcast of entertainment television to a population of receiv-
ers ranging from small tabletop units to large high-definition displays. Similarly, a database containing
video data might be accessed by terminals ranging from relatively inexpensive home computers to
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powerful workstations, perhaps with three-dimensional display. The capability to transmit only that
portion of the data required by the terminal, or to extract a subset of the data, is known as scalability.
The most straightforward approach to this is simulcasting or multiple storage of the coded data for each
type of receiver. This is complex and wasteful of storage or transmission capacity. Thus, a more efficient
approach is the concept of embedded coding, whereby a subset of the encoded data can be used to decode
a lower version of the sequence suitable for display on the lower capability display.

Most of the preceding requirements can reduce the coding efficiency achievable, as compared to an
unconstrained situation. In each case, the system designer must decide whether the benefits of the feature
justify the additional complexity or performance loss.

96.3 Coding Algorithms

The goal of a source coding algorithm is usually to provide the best image quality for a given channel or data
rate, subject to constraints on complexity, delay, or other requirements, as discussed. In some circumstances,
a certain quality may be prescribed, and a coding algorithm is sought that provides this quality at the lowest
possible rate (again, subject to constraints). In time-varying imagery, most incremental information over
time is carried by the motion occurring in the scene. Thus, the most highly efficient coding algorithms are
based on motion estimation and compensation. This is the main feature distinguishing video coding from
still image coding, and it represents the focus of this section. An image sequence is usually encoded by both
intraframe coding techniques and interframe coding techniques. The intraframe coding algorithms are very
similar to the still picture coding algorithms. They are used for several reasons, including: to permit random
access into the sequence, to allow fast forward and reverse playback, to provide robustness to channel errors,
and as fallback when temporal coding fails (for example, at a scene change).

Motion Compensation

The three-dimensional motion of objects in a scene induces two-dimensional motion in the image plane.
The relationship between them depends on the perspective transformation of the camera and may be
complex. The image of a given scene point traces out over time a trajectory in the space–time coordinates
of the time-varying image (Fig. 96.2). The basic principle of motion-compensated coding is that the

FIGURE 96.2 Trajectory in space time of a scene point.
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redundancy is very high along this trajectory. This is exploited using the coder structure of Fig. 96.3. The
input signal is applied to a motion estimation module that determines a motion field. This motion field
establishes the correspondences between image samples lying on the same trajectory in successive image
pictures. Although the motion field specifies estimated displacements for each pixel in the image sequence,
it may be specified parametrically over regions, as will be described subsequently. The motion field is
then encoded with a lossless code for transmission to the receiver at rate RM. Any quantization of the
motion field is assumed to take place within the motion estimation module. The motion field is also
supplied to the motion-compensated coding module, which performs a conditional coding of the image
sequence given the estimated and quantized motion field. The output of this module (which includes
any lossless coding) is transmitted to the receiver at rate RI. It is possible for the motion estimator to
also make use of previously coded/decoded data. This can be accommodated (conceptually) by the
structure of Fig. 96.3 by assuming that the motion estimation module contains a copy of the motion-
compensated coder. Of course, the motion-compensated coder would not be duplicated in a practical
implementation; common elements would be shared between the motion estimation and motion-
compensated coding modules.

The total rate R for coding the video sequence is the sum of RM, the rate to transmit the motion
information, and RI, the rate to transmit the conditionally coded video information. The best way to
partition the overall rate between these two components is an open problem. A greater precision in the
motion field may lead to a lower rate RI for the motion-compensated video but a higher rate RM for the
motion information. The optimal point will depend on the motion coding scheme and the motion-
compensated video coding scheme. An extreme situation is when RM = 0, where either no motion
information is used, or motion is only computed from previously encoded video data. At the other
extreme, we can imagine a situation where the motion field is coded very precisely, so that RI  << RM.

There are two basic approaches for estimating the motion field: the pixel-based approach and the para-
metric approach. In the pixel-based approach, a displacement vector is estimated for each pixel in the picture
using some robust algorithm. The resulting motion field is then encoded efficiently to achieve the desired
rate. Significant compression is possible since the motion field is, in general, highly redundant (it is very
smooth except at object boundaries). The decoded motion field is used in the motion-compensated coder.
The parametric approach is more common in video coding, where the motion field is represented para-
metrically over image regions. The most common technique is to assume a constant displacement over a
rectangular block of pixels. Higher order models such as the affine model have also been used. A more
general approach is to assume that the motion is represented parametrically over nonrectangular regions.
In this case, the specification of region boundaries is part of the motion representation. There are many
algorithms to actually estimate the motion, including region matching, gradient-based optimization, and
transform domain methods. See Mitiche and Bouthemy [1996] for a survey.

FIGURE 96.3 General structure of a motion-compensated video coder.
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The two main techniques to perform conditional coding given motion, predictive coding and inter-
polative coding, are discussed in the next two sections.

Predictive Coding

The principle of predictive coding is that, given the motion information and previous decoded pictures,
it is possible to form a good estimate of the next picture to be coded. Then, only the deviation from this
estimate needs to be encoded and transmitted. A structure well suited to this is differential pulse code
modulation (DPCM), shown in Fig. 96.4. In this system, the prediction is formed on the basis of previously
reconstructed pictures using a local decoder at the transmitter. The prediction error is then spatially
quantized and losslessly encoded at a variable rate for transmission. The types of spatial quantization
used are discussed in the section on residual coding.

In the basic mode of operation, the image information at time t is predicted from the suitably displaced
information in the previous vertical scan at time t - T, where T is the vertical scan time. The prediction
of the sampled input image u(x, y, t) is given by

(96.2)

where (dx (x, y, t), dy(x, y, t)) is the estimated displacement at (x, y, t) and  is the locally reconstructed
output of the codec. If (x - dx, y - dy , t - T) does not lie on the sampling grid, spatial interpolation
must be used to compute u from existing samples of  at time t - T. If the video signal is in interlaced
format, each vertical scan of the image contains only part of the spatial information. Thus, a more
elaborate prediction using at least the two previous pictures is very advantageous, as used in moving
pictures experts group-2 (MPEG-2) standards [ISO/IEC, 1994].

A disadvantage of predictive coding is that the quantization error of the residual encoder is fed back
to the predictor. This limits the compression efficiency, even if the source is very highly correlated
along motion trajectories. One way to counteract this effect is to use interpolative coding for some
pictures.

FIGURE 96.4 Motion-compensated DPCM encoder.
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Interpolative Coding

Interpolative coding is sometimes called bidirectional predictive coding. In this method, it is assumed
that some pictures spaced M pictures apart, called reference pictures, have already been encoded by some
other method, say intraframe or predictive coding. Then, the intervening pictures are estimated based
on the previous and subsequent reference pictures, using motion compensation. The estimation error is
spatially quantized and losslessly coded for transmission. This coding sequence is illustrated with an
example in Fig. 96.5. The pixels in a B picture can be estimated from the previous reference picture, the
subsequent reference picture, or both, depending on which gives the best results. In this way, occlusion
effects can be handled. However, the transmitted motion field must identify which mode is being used
and incorporate the necessary motion vectors.

In general, the interpolatively coded pictures have lower error than predictively coded pictures at the
same rate. However, the efficiency of DPCM decreases as the spacing between pictures is increased. It
has been found that encoding two pictures out of every three by interpolative coding is a good compromise
for a wide selection of video sequences. Interpolative coding is an open-loop method; there is no feedback
of the quantization error as in DPCM.

Residual Coding

The estimation error in DPCM or interpolative coding must be spatially quantized and losslessly encoded
for transmission. This is a key element of the coding algorithm because it is at this point that compression
is achieved. The coding scheme should have good rate-distortion performance for the class of residual
signals. There should be several versions of the residual coding algorithm available at different points on
the rate-distortion curve to allow adaptive coding and buffer control, as discussed in the next section.
Although scalar quantization can be used for residual coding, it is more effective to use some form of
quantization with memory. The two most popular methods for this purpose are transform coding and
subband coding (although the first can be viewed as a special case of the second). The reasons to use
quantization with memory are twofold: (1) there is remaining correlation in the residual signal and (2) even
for a memoryless source, quantization with memory can achieve greater compression, especially at low rates.

The methods used for residual coding are the same general methods that are applied to spatial coding
and are not discussed here. The methods that can be used include block transform coding, and in particular
the discrete cosine transform (DCT), subband coding, wavelet coding, and vector quantization. The DCT
method has been selected as the residual coding algorithm for all of the main compression standards
developed to date. Although the basic algorithm is the same as for still pictures, the exact nature of the
quantizers for the transform coefficients may be slightly different. The quantization operation is followed
by a reversible code-assignment process. In general, the probability distribution of the quantized residual
is highly nonuniform, so that variable-rate codeword assignment can yield a significant reduction in average

FIGURE 96.5  Example of picture structure for interpolative coding. Every third picture is encoded predictively.
Two pictures out of every three are encoded interpolatively. The digit in the lower left corner of each picture specifies
the order in which the pictures are coded.
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bit rate compared with fixed codeword length assignment. The methods that have been found effective
include Huffman coding, run length coding, and arithmetic coding. These techniques are discussed in
previous chapters. Because of the additional variability in residual statistics due to changing motion, the
bit rate process can have significantly more variability in interframe coding than in spatial coding.

Buffer Control

The video coding algorithms described in preceding sections are characterized by a number of parameters,
such as the quantizer scale factors, the input sampling structure, prefilter characteristics, etc. These param-
eters establish the rate and quality at which the coder operates. However, because of the time-varying nature
of the video signal characteristics and the use of variable length codes, the short-term rate and quality
change with time for a fixed set of parameter values. The rate can also vary as the coding mode changes,
for example, the rate in intrapicture mode will be considerably higher than the rate in interpolative mode.

The transmission channel can be either a CBR link or a VBR link. In the former case, the variable rate
data emitted by the coder must be smoothed out by a rate buffer (as in Fig. 96.4) to deliver data to the
channel at a fixed constant rate. Because of constraints on delay and complexity, the buffer size is limited.
As a result, there is a significant probability of buffer overflow or underflow. A control mechanism is
required to adapt the coder parameters in order avoid buffer overflow while maintaining the highest and
most uniform image quality possible. Even for a VBR channel, there will be constraints on the coder
output bit rate process that must be satisfied, so that a rate buffer and control algorithm are still required.

The control algorithm periodically monitors the rate buffer occupancy and changes the coder param-
eters to avoid potential overflow or underflow in such a way as to give the best overall image quality.
Large or overly frequent parameter changes causing uneven quality should be avoided. Most techniques
for buffer control have been heuristically derived. The occupancy of the rate buffer is used to determine
the coding parameters (often only one, a scale factor for the DCT coefficient quantizers). At prespecified
time intervals, the buffer fullness is evaluated, and, if it crosses certain thresholds in a given direction, the
coding parameters are changed in a way to counteract the change in buffer occupancy. For example, if
the buffer level is increasing, the quantization in the coder can be made coarser in order to reduce the
number of bits being put into the buffer. The choices of coding modes and buffer switch points are made
heuristically. More sophisticated techniques attempt to formulate a cost function that measures perfor-
mance of the buffer control algorithm and to use the history of the buffer occupancy and the statistics
of the bit rate process in different coding modes to choose an optimal parameter adaptation strategy.
See Zdepski, Raychaudhuri, and Joseph [1992] and Leduc [1994] for recent work.

Pyramidal Coding

Pyramidal coding is a method that can be used to perform embedded coding for scalable video
applications [Girod, 1993]. It is capable of producing coded versions of a given video sequence at
different levels of spatial, temporal, and amplitude resolution. The general structure of a pyramidal
coder is shown in Fig. 96.6. The input is first coded at the lowest supported rate R1 by the level 1 coder.
The resulting bit stream can be decoded by any decoder supported by the service. This level 1 sequence
would be at the lowest spatial, temporal, and amplitude resolution, whereas the input would have full
spatial, temporal, and amplitude resolution. Thus, the level 1 coder would need to incorporate appro-
priate spatial and/or temporal downsampling. To obtain the next highest level in the hierarchy, the level
1 signal is locally decoded and used as a priori information in the conditional coding of the input. The
incremental information is coded at a rate R2, and together with the level 1 bit stream specifies the level
2 output. This process is repeated for as many levels as are desired. Conditional coding is usually achieved
by interpolating a lower level signal to the same spatial and temporal resolution as the next level. This
is then used to form a prediction of this higher level signal; the residual is then further coded for
transmission.
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96.4 Standards

Standards play a major role in ensuring the wide availability of image communication products that
permit interoperability between equipment provided by different manufacturers. The first important
standard for compressed video was the International Telecommunications Union–Telecommunications
Standardization Sector (ITU-T) [formerly the Consultative Committee on International Telephony and
Telegraphy (CCITT)] H.261 standard for videoconferencing. This was followed by the International
Standards Organization (ISO)/IEC MPEG 1 and 2 standards. These standards are summarized in
Table 96.2. A brief description of each follows. A more detailed overview of these standards is given in
Aravind et al. [1993].

The ITU-T Recommendation H.261 specifies the video codec system as part of a group of standards
for audiovisual telecommunication services [ITU-T, 1990]. In 1984, CCITT Study Group XV established
a specialist group on coding for visual telephony, and the recommendation was completed and approved
in December 1990. This transmission standard was developed for use in videophone and videoconfer-
encing applications. The standard specifies bit rates of the form p ×  64 kb/s, where p is an integer between
1 and 30. The standard defines only the functionality of the decoder; the encoder is not explicitly defined,
but it must produce a bit stream compatible with the standard decoder. The input signals are in QCIF
or CIF format (Table 96.1). The coding algorithm uses motion-compensated temporal DPCM with DCT
coding of the residual. The motion compensation is block oriented, with a single motion vector for each
16 ×  16 block of luminance pixels (referred to as a macroblock). The DCT is applied to 8 ×  8 blocks of
the residual signal. To meet the strict delay requirements, the prediction is always based on the imme-
diately preceding picture. It is possible to set the temporal prediction to zero, so that the residual is equal
to the input signal (interframe coding mode), or to force the motion vector to be zero (interframe coding
without motion compensation). The bit stream has a layered structure, with layers for the picture, group
of blocks (defined as 3 ×  11 macroblocks), macroblock, and block. The top three layers consist of a

FIGURE 96.6  Pyramidal coder for embedded scalable video coding.
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header containing synchronization information, parameter values, and user defined bits, followed by a
number of units of the next lower layer. The lowest layer (block) simply contains encoded transform
coefficients and an end-of-block (EOB) code. The coder designer must decide how to regulate the
parameters to optimize quality, avoid buffer overflow or underflow, and meet certain constraints imposed
by a hypothetical reference decoder (HRD).

MPEG, under the ISO-IEC/JTC1/SC29/WG11, undertook, in 1988, the development of a standard for
video coding adapted to rates of about 1–1.5 Mb/s and suitable for digital storage media. The strict delay
requirement of H.261 was relaxed, whereas additional features such as random access, fast forward/
reverse, etc., were desired. This standard, referred to as MPEG-1, has now been approved as an interna-
tional standard [ISO/IEC, 1993]. It builds considerably on the H.261 standard and has much common-
ality. It supports a wider range of input signal formats, although the input sequences are assumed to be
progressively scanned. The basic techniques of motion-compensated temporal DPCM and DCT coding
of the residual are maintained from H.261. However, the technique of interpolative coding has been
added. The concepts of layers used in H.261 has been augmented with the sequence layer and the group
of pictures layer. The group of pictures layer is the unit allowing random access into the sequence. The
group of blocks layer is replaced with a more flexible slice layer. The macroblock and block layers are similar
to H.261. The bit stream is characterized at the sequence layer by a bit rate and buffer size. The MPEG
standard establishes constraints on the bit stream to ensure that decoding will occur without buffer over-
flow for the given buffer size. See Le Gall [1992] for a more detailed overview of the MPEG algorithm.

In the second phase of MPEG, the algorithms have been extended to work with interlaced sequences
and to integrate various forms of scalability [ISO/IEC, 1994]. It is considered for application to interlaced
video such as the studio standard of ITU-R Recommendation 601 or HDTV. It extends the bit rate range
of MPEG-1 up to about 20 Mb/s in currently studied implementations. MPEG-2 has introduced the
concept of profiles and levels. A profile is a collection of signal processing tools (i.e., subset of the global
syntax), whereas a level is related to the processing complexity and defines constraints on parameter values.

96.5 Perspectives

The video coding techniques described in the previous sections are well understood and will form the
basis for many video services in the coming years. However, they do not approach fundamental limits
of compression performance. Standards activity is currently addressing high-compression video coding
under the phase 4 of MPEG. Techniques such as analysis-by-synthesis, object-oriented coding, and
possibly even fractal coding will be brought to bear on the problem.

Defining Terms

Aliasing: An artifact caused by sampling a continuous signal with too low a sampling rate.
Interlaced scanning: A video scanning structure where the vertical position of horizontal scan lines in

a given pass through the image is midway between the position of adjacent lines in the previous
pass through the image. 

Interpolative coding: A compression technique in which the coded signal is given by the quantized
difference between the input signal and an estimation based on previously transmitted information
occurring before and after the current input in time.

Masking: Reduction of the visibility of distortion by the image content.

TABLE 96.2 Standards for Compressed Video

Name Identifier Application Typical Bit Rates

p ×  64 ITU-T Rec. H.261 Teleconferencing 64 kbit/s–1.92 Mbit/s
MPEG-1 ISO/IEC 11172-2 Digital storage media 1.0–1.5 Mbit/s
MPEG-2 ISO/IEC 13818-2 Broad range 1.5–20 Mbit/s
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Motion field: A vector field that determines the correspondences between image samples lying on the
same trajectory in successive image pictures.

Predictive coding: A compression technique in which the coded signal is given by the quantized error
between the input signal and a prediction based on previously transmitted information that occurs
earlier in time.

Progressive scanning: A video scanning structure consisting of horizontal scan lines that lie in the
same vertical position on each pass through the image.

Rate buffer: A first-in–first-out buffer memory that accepts the coded data from the codec at a variable
rate and emits it to the channel at a fixed rate (or possibly at a variable rate but with smaller
variability).

Scalability: The capability to easily derive multiple versions of the input signal at different spatial,
temporal, and amplitude resolutions from the same coded data.

Video signal: A time-varying image signal in electronic form.
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Further Information

More details on the various aspects of video compression can be found in Netravali and Haskell [1995]
and Schreiber [1993]. Current research is reported in a number of journals, including IEEE Transactions
on Image Processing, IEEE Transactions on Circuits and Systems for Video Technology, and Signal Processing:
Image Communication. Annual conferences of interest include the SPIE International Conference on
Visual Communication and Image Processing, the IEEE International Conference on Image Processing,
the European Conference on Signal Processing, and many more.
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97.1 Introduction

On a compact disc (CD), today’s quasi standard of digital audio, signals with a 10 to 20,000 Hz band-
width and 44.1 kHz sampling rate are stored with a resolution of 16 bits per sample. The resulting net
bit rate is 2 ×  44.1 ×  16 = 1412 kb/s per stereo channel.1

The compact disc has made digital audio popular and serves still as an accepted audio representation
standard. [In audio production, higher resolutions up to and above 24 bits per sample and sampling rates
up to 192 kHz are in use.] Lower bit rates than those given by the 16-bit PCM format of the CD are
mandatory if audio signals are to be transmitted over channels of limited capacity, in particular over mobile
radio channels, or are to be stored on storage media of limited capacity. Basic requirements in the design of
low bit rate audio coders are: (1) high quality of the decoded signals; (2) robustness to random and bursty
channel bit errors and to packet (cell) losses; (3) graceful degradation of quality with increasing bit error
rates in mobile radio and broadcast applications; and (4) low complexity and power consumption.

Typical application areas for digital audio with bandwidths of not less than 20 kHz are in the fields of
audio production, distribution and program exchange, digital audio broadcasting (DAB), digital storage

1The CD needs a significant overhead for a runlength-limited line code, for synchronization, and error correc-
tion, resulting in a 49-bit representation of each 16-bit audio sample. Hence, the total stereo bit rate is 1.41 ×  49/16 =
4.32 Mb/s.

Peter Noll
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(archives, studios, consumer electronics), digital audio on PCs, video-conferencing, multipoint interac-
tive audiovisual communications, and in the field of enhanced quality TV systems. 

In the case of digital storage of compressed audio, a number of consumer products are on the market.
The coded bit streams are stored on magnetic discs or on chip-based memory cards. For example, various
MP3 players make use of the MP3 coding algorithm, a member of a collection of MPEG audio coding
standards. A second example is Sony’s magneto-optical MiniDisc (MD), which makes use of the adaptive
transform acoustic coding (ATRAC) compression algorithm.

Delivery of digital audio signals must be possible over a wide variety of digital channels. In the case
of broadcasting, its network chains will include sections with different quality requirements ranging from
production quality, where editing, cutting, postprocessing, etc., have to be taken into account, down to
emission quality. ITU-R has recommended the use of ISO/MPEG-1 Layers II and III (MP3) audio coding
algorithms for broadcasting digital audio to the end user.

Of great interest is a high quality transmission of audio bit streams through narrowband ISDN
networks operating at rates of 64 or 128 kb/s (1 or 2 B channels, respectively). These channels are very
useful for a practical distribution of audio signals. Major problems have to be solved to provide high
quality for listeners using mobile and portable receivers since multipath interference and selective fading
can otherwise cause severe impairments. Recently, the Internet network has become popular for trans-
mitting audio and broadcast programs despite its inherent (and statistical) packet delays and packet
losses. The problems of adjusting coders to channel impairments will not be covered in this chapter. 

97.2 Auditory Masking

Digital representations of analog waveforms introduce some kind of distortions. A basic problem in the
design of source coders is to achieve a given acceptable level of distortion with the smallest possible
encoding bit rate. To reach this goal the encoding algorithm must be adapted both to the changing
statistics of the source and to auditory perception. Unlike speech, there is no production model for audio
signals, therefore audio coding can only exploit auditory perception by transmitting only those details
of the signal which are perceptible by ear. Such coders provide high coding quality without providing
high signal-to-noise ratios. 

Auditory perception is based on critical band analyses in the inner ear where frequency-to-place
transformations occur along the basilar membrane. The power spectra are not represented on a linear
frequency scale but on frequency bands called critical bands with bandwidths in the order of 100 Hz
below 500 Hz and with increasing bandwidths (up to 5000 Hz) at high signal frequencies [Zwicker, 1982].
Within critical bands, the intensities of individual tones are summed by the ear. Up to 24,000 Hz
bandwidth, twenty-six critical bands have to be taken into account.2 All audio coders are based on critical-
band structured signal processing. 

Auditory masking plays a major role in the design of bit-rate efficient coders. It describes the effect
that a low level audio signal (the maskee) can become inaudible when a louder signal (the masker) occurs
simultaneously. Without a masker, a signal is inaudible if its sound pressure level (SPL)3 is below the
absolute hearing threshold, called threshold in quiet. It depends on frequency and covers a dynamic range
of more than 60 dB, as shown in the lower curve of Fig. 97.1. In the presence of a masker, a masking
threshold can be measured, below which any signal will not be audible. This masking threshold, in the
context of source coding also known as the threshold of just noticeable distortion, depends on the sound
pressure level (SPL), the frequency of the masker, and on characteristics of the masker and maskee. If
many maskers are present simultaneously in different frequency bands a global masking threshold can be
derived from the individual masking thresholds.

Consider the example of the masking threshold for the SPL = 60 dB smallband noise masker in Fig. 97.1:
around 1 kHz, the SPL of any maskee can be surprisingly high; it will be masked as long as its SPL is within

2Telephone bandwidth (up to 3400 Hz) can be described by fifteen or sixteen critical bands.
3SPL = 0 dB relates to a sound pressure of 0.02 mN/m2.
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the dark-hatched area. The distance between the level of the masker and the masking threshold is called
the signal-to-mask ratio (SMR). SMR values of around 6 dB are needed to mask a tone by noise; much
higher differences of 15 dB and more are needed to have noise being masked by a tone. Coding noise and
low level signals will not be audible as long as the SNR is higher than the SMR. The difference between the
SMR and SNR is the noise-to-mask ratio (NMR), which describes the safety margin for non-audible noise
and should be of negative sign.

We note in passing that, in addition to simultaneous masking, temporal masking plays an important
role in human auditory perception. It occurs when two sounds appear within a small interval of time;
the stronger one masks the weaker one, regardless of whether the weaker one occurs before or after the
stronger. Temporal masking can be used to mask pre-echoes caused by the spreading of a sudden large
quantization error over the actual coding block. 

97.3 Noise Shaping and Perception-Based Coding

The masking phenomenon depends on the spectral distribution of masker and maskee and on their
variation with time. The masked signal may either consist of quantization (coding) noise, of aliasing or
channel errors, and/or of low level signal components. A long as these contributions are below the masking
threshold, they are irrelevant to the ear and, hence, inaudible.

The dependence of human auditory perception on frequency and the accompanying perceptual tol-
erance to errors can (and should) directly influence encoder designs; dynamic noise-shaping techniques
can shift coding noise to frequency bands where it is not of perceptual importance. The noise shifting
must be related to the actual short-term input spectrum in accordance with the signal-to-mask ratio and
can be done in different ways. In audio coding, noise-shaping parameters are dynamically controlled such
that simultaneous masking and temporal masking is exploited in an efficient manner. Note that the noise
shaping is located in the encoder only, so it does not contribute to the bit rate. Frequency domain coders
with dynamic allocations of bits (and, hence, of quantization noise contributions) to subbands or trans-
form coefficients offer an easy and accurate way to control quantization noise [Jayant and Noll, 1984]. 

Figure 97.2 depicts the structure of a perception-based coder that exploits auditory masking. The
encoding process is controlled by the signal-to-mask ratio (SMR) vs. frequency curve from which the
needed resolution (and hence the bit rate) in each critical band is derived. The SMR is determined from
a high resolution FFT-based spectral analysis of the audio block to be coded. Principally, any coding
scheme can be used that can be dynamically controlled by such perceptual information. If the necessary
bit rate for a complete masking of distortions is available, the coding scheme will be perceptually trans-
parent, i.e., the decoded signal is then subjectively indistinguishable from the source signal, e.g., the
compact disc reference. In practical designs, we cannot go to the limits of masking or just noticeable

FIGURE 97.1 Threshold in quiet (lower curve) and masking threshold. (Acoustical events in the gray areas will
not be audible).
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distortion, since post-processing of the acoustic signal (e.g., filtering in equalizers) by the end-user and
multiple encoding/decoding processes have to be considered. In addition, our current knowledge about
auditory masking is very limited. For example, generalizations of masking results, derived for simple and
stationary maskers and for limited bandwidths, may be appropriate for most source signals but may fail
for others. Therefore, as an additional requirement, we need a sufficient safety margin in practical designs
of such perception-based coders.

97.4 Mean Opinion Score

Perceptual coding techniques ask for a distortion measure that specifies perceptual similarity between
the source signal and its reconstructed version. In audio coding, the mean opinion score (MOS) is
usually being applied to measure this similarity. Listeners classify the quality of coders on an N-point
quality or impairment scale. Table 97.1 shows the signal impairment scale and its associated numbering
[ITU-R Rec. 562]; see also Jayant and Noll [1984]. The impairment scale is extremely useful if coders
with only small impairments have to be graded. The final result of such tests is an averaged judgment
called the mean opinion score. In assessing the value of a given MOS rating, the standard deviation of
this rating is also important.

Recent results have shown that perception-based objective distortion measures that make use of results
from psychoacoustics are quite promising measures of quality. A recent ITU-R standard recommends a
“method for objective measurements of subjectively perceived audio quality” [ITU-R, 1999; Thiede, 1999].

97.5 Low Bit Rate Coding

Digital coding at high bit rates is dominantly waveform-preserving, i.e., the amplitude-vs.-time waveform
of the decoded signal approximates that of the input signal. At lower bit rates, the error criterion has to
be in favor of an output signal that is useful to the human receiver rather than favoring a decoded signal
that follows and preserves the input waveform. Basically, any efficient source coding algorithm will

FIGURE 97.2 Block diagram of perception-based coders.

TABLE 97.1 5-Point MOS Impairment Scale 

MOS Score Impairment Scale

5 Imperceptible
4 Perceptible, but not annoying
3 Slightly annoying
2 Annoying
1 Very annoying
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• remove redundant components of the source signal by exploiting correlations between its samples
either in time domain by employing adaptive linear prediction (LPC) or in frequency domain by
employing high-resolution bandwidth splitting in subband coding (SBC) or transform coding (TC)
schemes. Combinations thereof are also used.

• remove components of the source signal, which are irrelevant to the auditory system, i.e., to the ear.
Irrelevancy manifests itself as unnecessary amplitude or frequency resolution; all portions of the
source signal which are masked are irrelevant. Recently obtained results in audio bit rate compressions
result from an efficient identification and subsequent removal of such irrelevant components prior
to transmission.

Redundancy reduction can easily be achieved by using frequency-domain coding, such as transform
coding, subband coding, and hybrid forms thereof. In addition—and more importantly—frequency-
domain coding offers an easy and direct way for perceptual coding, i.e., for noise shaping and suppression
of frequency components that need to be transmitted. In the following, we offer brief summaries of a
number of audio coding algorithms which are based on such frequency mappings as a first stage of audio
coding. The differences are in the number of spectral components, the type of mapping (subband splitting
vs. discrete transform), and in the strategies for an efficient quantization of spectral components and
masking of the resulting coding errors.

97.6 ITU-T G.722 Wideband Speech Coder 

This 64 kb/s wideband speech coder can code signals with a 3 dB-bandwidth of 50–7000 Hz [Mermelstein,
1988]. The ITU-T standard employs a two-band subband technique and a backward-adaptive ADPCM
coding in each of the two subbands. The subband splitting is based on two identical quadrature mirror
filters (QMF) to divide the wideband signal, sampled at 16 kHz, into two 8-kHz sampled components,
called low subband and high subband. The filters overlap, and aliasing will occur because of subsampling
of each of the components; the synthesis QMF filterbank at the receiver ensures that aliasing products
are canceled. However, quantization error components on the two subbands will not be eliminated
completely. Therefore 24-tap QMF filters with a stop-band rejection of 60 dB are employed. 

The coding of the subband signals is based on ADPCM with backward-adaptive predictors and
quantizers, their design is borrowed from [ITU-T Rec.G.726]. The quantizers, however, do not support
the slowly adapting mode. High quality coding is provided by a fixed bit allocation, where the low and
high subband ADPCM coders use a 6-b/sample and a 2-b/sample quantizer, respectively. In the low
subband, the signal resembles the narrowband speech signal in most of its properties. A reduction of the
quantizer resolution to 5 or 4 b/sample is possible to support transmission of auxiliary data at rates of
8 and 16 kb/s. Embedded encoding is used in the low subband ADPCM coding, i.e., the adaptations of
predictor and quantizer are always based only on the four most significant bits of each ADPCM codeword.
Hence, a stripping of one of two least significant bits from the ADPCM codewords does not affect the
adaptation processes and cannot lead to mistracking effects caused by different decoding processes in
the receiver and transmitter.

Subjective speech coding tests have shown that the 64 kb/s ADPCM-coded version has the same MOS
rating (MOS = 4.3) as the uncoded source, implying no measurable difference in subjective quality. In
addition, the coder shows a graceful degradation of subjective quality with decreasing bit rate and increas-
ing bit error rate. The coder also provides a good to fair quality for coding of audio signals. Table 97.2

TABLE 97.2 MOS Performance of ITU-T G.722 Coder
(7 kHz bandwidth) [Mermelstein, 1988]

Bit Rate in kb/s MOS Value for Speech MOS Value for Audio

48 3.8 3.2
64 4.2 3.9
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compares MOS values for speech and audio signals at two bit rates. The resulting subjective quality is
partly limited by the restriction on the bandwidth. Current activities in wideband speech coding con-
centrate on coding at 16 kb/s and below, with the 64 kb/s ITU-T standard serving as reference.

MPEG-1 Layer I and II coders are examples of subband coders with a high number of subbands. They
are more suitable for perceptual coding; details will be given in a later section.

97.7 Transform Coding

The conventional adaptive transform coding (ATC), as proposed in the midseventies [Zelinski and Noll,
1975 and 1977],4 employs a discrete cosine transform (DCT) which maps blocks of N samples into an
equivalent number of transform coefficients. The logarithm of the absolute values of these coefficients
form the DCT-based short-term log-spectral envelope; its encoded version is used to calculate, for each
audio block, the optimum number of bits for each of the N quantizers for the transform coefficients
(dynamic bit allocation). The encoder transmits the quantized transform coefficients and the encoded
spectral envelope.

The conventional ATC has a number of shortcomings; it produces aliasing effects due to spectral overlap,
and it produces pre-echoes because the inverse transform in the decoder spreads large quantization errors—
possibly resulting from a sudden attack in the source signal—over the reconstructed block. In addition,
inappropriate bit allocations occur if these allocations are based on an unweighted mean-squared coding
error criterion. However, it was already stated in the first publication that the ATC performance could be
improved if emphasis would be laid on irrelevancy reduction, and that the available bits had to be allocated
dynamically such that the perceived distortion is minimal [Zelinski and Noll, 1975].

The problem of aliasing can be partly solved by introducing a modified discrete cosine transform
(MDCT) with an 50% overlap between adjacent audio blocks. Pre-echoes can be reduced or avoided by
using blocks of short lengths. However, shorter blocks cause an insufficient frequency resolution, and a
larger percentage of the total bit rate is required for the transmission of side information. A solution to
this problem is to switch between block sizes of different lengths of, say, N = 64 to N = 1024 (window
switching). The small blocks are only used to control pre-echo artifacts during nonstationary periods of
the signal, otherwise the coder switches back to long blocks. It is clear that the block size selection has
to be based on an analysis of the characteristics of the actual audio coding block. In addition, window
switching has to be carried out such that the aliasing cancellation property of the transform is maintained.
MDCT and window switching are used in all advanced audio coders.

97.8 Subband Coding and Hybrid Frequency Mappings

Subband coding and transform coding were first introduced in the context of speech coding. The
differentiation between these two categories is mainly due to historical reasons. Both use an analysis
filterbank in the encoder to produce subsampled spectral coefficients. In the case of subband coding, this
filterbank consists of a typically small number of bandpass filters and each output is critically sampled
at a rate that is twice the nominal bandwidth of each bandpass. It is easy to show that an N-valued
transform can be viewed as a critically decimated bank of N finite impulse response bandpass filters. 

Hybrid structures are cascades of a subband and a transform filterbank. MPEG’s MP3 and Sony’s
ATRAC coders employ such hybrid mappings (see later sections). One of the advantages is that different
frequency resolutions can be provided in a flexible way and with low complexity.

4The conventional ATC used, for the first time, DCT as the appropriate linear transform for speech, it intro-duced
the technique of adaptive bit allocation, and it showed that a log-spectral envelope should be computed and
parameterized to derive the appropriate bit allocation.
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97.9 ISO/MPEG Audio Coding

The moving pictures expert group within the International Organization of Standardization (ISO/MPEG)
has provided a generic source coding method (MPEG 1) for storing audio-visual information on digital
storage media at bit rates up to about 1.5 Mb/s [ISO/MPEG 1993; Brandenburg and Stoll, 1994; Noll,
1997]. MPEG-1 Audio has been the first international standard in the field of digital audio compression,
useful both for audio-visual and audio-only applications. 

In all MPEG standards (see next sections), each spectral component is quantized and coded with the
goal to keep the quantization noise below the masking threshold. The number of bits for each subband and
a scale factor are determined on a block-by-block basis. The number of quantizer bits is obtained from a
dynamic bit allocation algorithm that is controlled by a psychoacoustical model. The subband codewords,
the scale factors, and bit allocation information are multiplexed into one bitstream, together with a header
and optional ancillary data. In the decoder, the synthesis filterbank reconstructs a block of 32 audio output
samples from the demultiplexed bitstream.

It is worthwhile to note that the normative part of all MPEG standards describes the decoder and the
meaning of the encoded bitstream, but that the encoders are not defined, thus leaving room for evolu-
tionary improvements of the encoders. In particular, different psychoacoustic models can be used ranging
from very simple (or none at all) to very complex based on quality and implementability requirements
(the standard gives two examples of such models). In addition, encoders can be optimized for certain
applications. It should be noted that the model is only needed in the encoder which makes the decoder
less complex, a desirable feature for audio playback and audio broadcasting applications.

The structure of MPEG coders follows that of perception-based coders. In the first step, the audio
signal is converted into spectral components via an analysis filterbank; Layers I and II make use of a
subband filterbank, Layer III employs a hybrid transform, and MPEG AAC is purely transform-based.

97.10 MPEG-1 and MPEG-2 Audio

The MPEG 1 standard consists of three layers I, II, and III of increasing complexity and subjective
performance. It supports sampling rates of 32, 44.1, and 48 kHz and bit rates per monophonic channel
between 32 and 448 kb/s in 32 kb/s steps (Layer I). An additional free format mode allows for any bit
rate below 448 kb/s. The coder provides a quality that is subjectively equivalent to compact disc (CD)
quality (16 bit PCM) at a stereo rate of 256 kb/s for most audio items.

The MPEG-1 coder uses perception-based frequency-domain coding. In the first stage, the audio signal
is converted into 32 spectral subbands components via an analysis filterbank. Each spectral component
is quantized, whereby the number of quantizer levels for each component is controlled by a psychoacoustic
model that computes signal-to-mask ratios and obtains its information about the short-term spectrum
by running an FFT in parallel to the encoder (see Fig. 97.2).

MPEG-1 Layer I contains the basic mapping of the digital audio input into 32 subbands via equally
spaced bandpass filters (Fig. 97.3), fixed segmentation to format the data into blocks (8 ms at 48 kHz
sampling rate), and quantization with block companding.

FIGURE 97.3 Structure of MPEG-1 Audio filterbank, Layers I and II.
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At 48 kHz sampling rate, each band has a width of 750 Hz. A polyphase filter structure is used for the
frequency mapping; its filters are of order 511, which implies an impulse response of 5.33 ms length (at
48 kHz). In each subband, blocks of 12 decimated samples are formed, and for each block, signal-to-
mask ratios are calculated via an 512-point FFT. For each subband, the bit allocation selects a quantizer
(out of a set of 15) such that both the bit rate requirement and the masking requirement are being met. 

The decoding is straightforward: the subband sequences are reconstructed on the basis of 12-sample
subband blocks taking into account the decoded scalefactor and bit allocation information. If a subband
has no bits allocated to it, the samples in that subband are set to zero. Each time the subband samples
of all 32 subbands have been calculated, they are applied to the synthesis filterbank, and 32 consecutive
16-bit PCM format audio samples are calculated. 

The MPEG-1 Layer II coder is basically similar to the Layer I coder but achieves a better performance
through three modifications. First, the input to the psychoacoustic model is a 1024-point FFT leading
to a finer frequency resolution for the calculation of the global masking threshold. Second, the overall
scalefactor side information is reduced by exploiting redundancies between the scale factors of three
adjacent 12-sample blocks. Third, a finer quantization with a maximum of 16-bit amplitude resolution
is provided (which reduces the coding noise). 

MPEG-1 Layer III introduces many new features. The Layer III approach has become quite popular,
in particular in Internet applications (MP3). MP3 achieves its improvement mainly by an improved
frequency mapping, an analysis-by-synthesis approach for the noise allocation, an advanced pre-echo
control, and by nonuniform quantization with entropy (Huffman) coding. Finally, a buffer technique,
called bit reservoir, leads to further savings in bit rate. In order to achieve a higher frequency resolution
closer to critical band partitions, the 32 subband signals are subdivided further in frequency content by
applying a switched 6-point or 18-point modified DCT (MDCT) with 50% overlap to each of the
subbands (see Fig. 97.4). The maximum number of frequency components is 32 ×  18 = 576 each
representing a bandwidth of only 24000/576 = 41.67 Hz. The term hybrid filterbank is used to describe
such a cascade of polyphase filterbank and MDCT transform. The decoding follows that of the encoding
process.

The MPEG-2 standard includes an extension that adds sampling frequencies of 24, 22.05 and 16 kHz
[ISO/MPEG 1995; Stoll, 1996]. These sampling frequencies are useful for the transmission of wideband
speech and medium quality audio signals. In addition, a reduction in sampling frequency by a factor of
two doubles the frequency solution of the filterbanks and transforms and will therefore improve the
performance of the coders, in particular those of low frequency resolution (MPEG-1, Layers I and II).
Only small modifications of ISO/MPEG-1 are needed for this extension; the bitstream syntax still complies
with the standard.

97.11 MPEG Advanced Audio Coding

More recently, MPEG advanced audio coding (AAC) has been standardized [ISO/MPEG 1997; Bosi et al.,
1997]. This standard offers the highest subjective quality and is about to become a universal standard in
many application areas with totally different requirements such as consumer electronics, professional
audio processing, telecommunications, and broadcasting.

FIGURE 97.4 Hybrid filterbank of MPEG-1 Layer III (MP3) encoder.
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The MPEG-2 AAC standard employs high resolution filterbanks, prediction techniques, and noiseless
coding. It is based on recent evaluations and definitions of tools (or modules) each having been selected
from a number of proposals. The self-contained tools include an optional preprocessing, a filterbank, a
perceptual model, temporal noise shaping, intensity multichannel coding, time domain prediction, M/S
stereo coding, quantization, noiseless (Huffman) coding, and a bitstream multiplexer. The filterbank is
a 1024-point modified discrete cosine transform (due to an 50% overlap, the transform is taken over
2048 windowed samples). In case of transient signals, the filterbank can switch to a 128-point mode.
The perceptual model can be taken from MPEG-1.

The temporal noise shaping (TNS) tool plays an important role in improving the overall performance
of the coder (see Fig. 97.5). It performs a prediction of the spectral coefficients of each audio frame.
Instead of the coefficients, the prediction residual is transmitted. TNS is very effective in case of transient
audio signals since such transients (signal attacks) imply a high predictability in the spectral domain.
(Recall that peaky spectra lead to a high predictability in the time domain.) Therefore, the TNS tool
controls the time dependence of the quantization noise. Time domain prediction is applied to subsequent
subband samples in a given subband in order to further improve coding efficiency, in particular for
stationary sounds (see Fig. 97.5). Second-order backward-adaptive predictors are used for this purpose.
Finally, for quantization, an iterative method keeps the quantization noise in all critical bands below the
global masking threshold.

The MPEG-2 AAC standard offers high quality at lowest possible bit rates. For example, when operating
at a 128 kb/s stereo rate, AAC has a mean opinion score (MOS) only 0.2 off the reference value. At that
rate, the popular MPEG-1 Layer III coder (MP3) is almost one full score value below the reference value
[Meares et al., 1998]. 

AAC, a joint effort of AT&T, Dolby Laboratories, Fraunhofer Institute, and Sony Corporation   provides
up to 48 channels (see below) and sampling rates up to 96 kHz. It is supported by a growing number of
hardware and software manufacturers.

97.12 Proprietary Audio Coding

Dolby’s AC-3 coder (Dolby Digital) is a transform coder with sampling rates of 32, 44.1, and 48 kHz
and nineteen mono channel bit rates in the range from 32 to 640 kb/s. The coder supports various
multichannel configurations and provides the option of channel down-mixing adjustable by the end user
[Fielder et al., 1996]. Unlike other approaches, Dolby’s AC-3 coder makes use of hybrid backward/forward
adaptive bit allocation to reduce the necessary bit rate for transmitting bit allocation side information.
The bit allocation routine, called parametric bit allocation, runs both in the encoder and the decoder,

FIGURE 97.5 Spectral and time domain prediction in MPEG-2 advanced audio coding (AAC).
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based on a psychoacoustic model. The forward mode of the algorithm allows the decoder to be re-
adjusted by the encoder. If the encoder uses an improved bit allocation routine, it can compare its result
with that of the routine used by the decoder and send correction information to fine-tune the decoder’s
bit allocation. The final bit allocations of the encoder and decoder are, of course, identical. [An earlier
version, AC-2, uses a purely backward-adaptive bit allocation based on quantized information. In case
of an error-free transmission, this information is also available at the decoder, therefore no side infor-
mation is required to inform the decoder about the actual bit allocation.] Applications will be covered
in the section about multichannel standards.

AC-3 coding serves as an emission or storage coding format optimized for maximum quality at low
bit rates, typically for one encode/decode cycle. Within broadcast and postproduction infrastructures,
other formats have to be employed. One example is the Dolby E distribution coding system with a
sampling rate of 48 kHz and a resolution of 16, 20, and 24 bits per audio sample.

Sony’s Adaptive Transform Acoustic Coding (ATRAC) uses a hybrid frequency mapping: the signal is
first split into three subbands (0–5.5, 5.5–11.0, and 11.0–22.0 kHz) reflecting auditory perception [Iwadare
et al., 1992]. An MDCT with 50% overlap is then applied to all subbands with dynamic window switching:
the regular block size is N = 512, to provide optimum frequency resolution, but in the case of possible
pre-echoes, N is switched to 64 in the high frequency bands and to N = 128 otherwise. The coder with
its 44.1 kHz sampling rate and its 256 kb/s stereo bit rate has been developed for portable digital audio,
specifically for the 64 mm optical or magneto-optical disc which has approximately one-fifth of the byte-
capacity of a standard CD [Tsutsui et al., 1992].

More recently, ATRAC3 was released. It achieves a higher compression rate mainly by splitting the
audio signal into four bands (instead of three) and by employing a 256-point MDCT to all four bands
(see Fig. 97.6). In addition, tonal audio components are identified and coded separately from other
spectral components. Entropy coding reduces the bit rate further. Finally, a joint stereo coding scheme
takes advantage of the correlations between stereo channels. 

97.13 Multichannel Standards

In multichannel coding, redundancies and irrelevancies such as intra- and interchannel correlations and
masking effects are exploited to reduce the overall bit rate. In addition, stereo-irrelevant components of
the multichannel signal may be identified and reproduced in a monophonic format to bring the bit rates
further down. A typical multichannel system may employ five channels (L = left, C = center, R = right,
LS = left surround, RS = right surround) but up to 48 channels are supported by the AAC standard.

The MPEG standards include two classes of multichannel audio coding, one of which is forward- and
backward-compatible with MPEG-1 Audio [ISO/MPEG 1993]. Forward compatibility means that an
MPEG-2 multichannel decoder is able to properly decode MPEG-1 mono- or stereophonic signals.
Backwards compatibility means that existing MPEG-1 stereo decoders, which can only handle two-
channel audio, are able to reproduce a meaningful basic stereo signal from an MPEG-2 multichannel

FIGURE 97.6 Block diagram of Sony’s ATRAC3 audio encoder. 
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bitstream so as to serve the needs of users with simple mono or stereo equipment. However, due to its
constraints caused by matrixing and dematrixing procedures,5 the compatible coder will need a higher
bit rate for a given audio quality.

Non-backward-compatible multichannel coders will not be able to feed a meaningful bitstream into
an MPEG-1 stereo decoder. On the other hand, these codecs have more freedom in producing high
quality audio signals. Therefore, we will only cover the standard that supports applications which do not
request compatibility with the existing MPEG-1 stereo format. Within the MPEG-2 standard, the mul-
tichannel advanced audio coding technique (AAC) offers highest performance at comparably low overall
bit rates (see Fig. 97.7).

In extensive formal subjective tests, it turned out that the non-backward-compatible 320 kb/s MPEG-2
AAC coder performed slightly better than the backward-compatible 640 kb/s MPEG-2 Layer II coder.
From these subjective tests, it became clear that the concept of backward compatibility implies the need
for significantly higher bit rates. The AAC coder satisfies requirements for ITU-R broadcast quality at
320 kbit/s for 5 channels.

As mentioned above, Dolby’s AC-3 coding supports up to nineteen mono channel bit rates from 32
to 640 kb/s which allow for a high number of multichannel configurations. A first multichannel appli-
cation of AC-3 has been for digital optical soundtracks in 35 mm cinema. The soundtrack consists of
data between the sprocket hole perforation and presents a 5.1 multichannel audio system operating at a
bit rate of only 320 kb/s. AC-3 has been selected as the audio coding standard in the US DTV system
with a typical bit rate of 384 kb/s [ATSC, 1995; Fielder et al., 1996]. In DVD Video, it is mandatory to
support linear PCM (see section on lossless coding) and AC-3 coded audio (whereas MPEG audio is one
of the mandatory audio coding modes for TV systems with 625 lines and 25 frames only).

If bit rates are not of highest concern, a simulcast transmission may be employed, where a full stereo
bitstream is multiplexed with a full non-backward-compatible multichannel bitstream in order to support
backward compatibility without matrixing techniques (Fig. 97.8).

FIGURE 97.7 MPEG-2 advanced audio coding (multichannel configuration; T = transmission channels).

FIGURE 97.8 Backward-compatible multichannel audio coding (simulcast mode).

5Matrixing describes a down-mix technique of, say, five-channel audio signals into two compatible stereo sig-nals.
Three additional transmission channels carry audio information that has to be chosen such that the decoder can
recompute the complete 5-channel audio signal (dematrixing).
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97.14 MPEG-4 Audio Coding

Activities within the MPEG-4 standardization process have aimed at proposals for a broad field of applica-
tions including communication services, interactive services, and broadcast services. The new standard
[ISO/MPEG 1999] takes into account that a growing part of information is read, seen, and heard in
interactive ways. It supports new forms of communications, in particular for Internet and multimedia
applications and in mobile communications. MPEG-1 and MPEG-2 offer only a very limited interaction and
control over the presentation and configuration of the system. In addition, an integration of natural and
synthetic content is difficult, and access and transmission across heterogeneous networks is not well-
supported. MPEG-4 is different: it represents an audiovisual scene as a composition of (potentially mean-
ingful) objects and supports the evolving ways in which audiovisual material is produced, delivered, and
consumed. For example, computer-generated content may become part of the production of an audio-
visual scene. In addition, interaction of objects with scene is possible, so it will be possible to associate a Web
address to a person in a scene.

In the case of audio, MPEG-4 merges the whole range of audio from high fidelity audio coding and
speech coding down to synthetic speech and synthetic audio, supporting applications from high-fidelity
audio systems down to mobile-access multimedia terminals [Brandenburg et al., 2000; Johnston et al.,
2000; Scheirer et al., 2000]. Figure 97.9 indicates the potential of MPEG-4; it describes an audiovisual
scene with a number of audio objects: the noise of an incoming train, an announcement, a conversation,
and background music. For example, the noise of the train can be described by an eight-channel
representation. On the other hand, if the necessary bandwidth is not available, a one-channel represen-
tation—or no representation at all—might be used instead. Such a form of scalability will be very useful
in future applications whenever audiovisual signals have to be transmitted to and via receivers of differing
complexity and channels of differing capacity. In the case of the announcement, one-channel pseudo 3-
D and echo effects could be added. The background music may have an AAC format, or it is of synthetic
origin [ISO/MPEG 1998].

MPEG-4 supports compression of speech and audio signals at monophonic bit rates ranging from 2
to 64 kb/s. Three core coders are used:

• a parametric coding scheme (vocoder) for low bit rate speech coding (2 to 10 kbit/s)

• a CELP-based analysis-by-synthesis coding scheme for medium bit rates (4 to 16 kb/s)

• a transform-based coding scheme for higher bit rates (up to 64 kbit/s) 

The transform-based coder is an AAC coder with a number of modifications. Important examples are
(1) a less complex longterm prediction tool, (2) a perceptual noise substitution tool which allows a very
efficient coding of noiselike signal components, and (3) bit rate scalability with the potential of adapting
the rate dynamically to the time-varying capacity of a channel.

FIGURE 97.9 Audiovisual scene and its audio channels [ISO/MPEG 1998].
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MPEG-4 not only offers simple means of manipulation of coded data such as time scale control and
pitch change, but also a flexible access to coded data and subsets thereof, i.e., scalability of bit rate,
bandwidth, complexity, and of error robustness. In addition, MPEG-4 supports not only natural audio
coding at rates between 2 and 64 kb/s, but also text-to-speech conversion (TTS) and structured audio
[Scheirer et al., 2000]. The standard offers also an interface between TTS and facial animation for synthetic
face models to be driven from speech (talking heads). 

Figure 97.10 indicates the range of quality and bit rates offered by the new standard. Transform-based
audio coders show a very good performance at bit rates down to 16 kb/s, whereas speech coders perform
clearly better at rates between 2.4 kb/s and 16 kb/s.

97.15 Lossless Coding

For archiving and processing of audio signals, the coding will have to be lossless. Lossless coding does not
alter the final decoded audio signal in any way (i.e., in any bit). Digital versatile discs for audio (DVD Audio),
with their capacity of 4.7 GB (single layer) or 8.5 GB (double layer) (or up to 17 GB if both sides of the
discs are readable), allow storage of audio material without any source coding [Fuchigami et al., 2000].
Therefore, linear PCM was adopted for DVD Audio as one of the mandatory audio coding schemes. Six
sampling rates in the range between 44.1 and 192 kHz and amplitude resolutions of 16, 20, and 24 bits
per audio sample have been specified.

Lossless coding compresses (packs) PCM-format audio signals in a way that the decoded versions are
bit-precise replica of the PCM format. Packed PCM was specified as an additional mandatory coding
algorithm for DVD Audio discs [Stuart et al., 2000]. The encoder employs 

• a lossless matrix technique to reduce inter-channel correlations

• prediction for each channel

• entropy coding

• buffering to smooth the encoded data rate

In addition, it exploits unused capacity from audio data that is not full scale.
Lossless coding, when applied to 16-bit linear PCM (CD format), results in average bit rates of around

8 bits per sample depending on the audio material. Average values for the complete audio material of
the SQAM CD [SQAM, 1988] are 5.0 for the popular linear predictive coding algorithm “Shorten”
[Robinson, 1994], and 4.6 for the lossless transform audio compression (LTAC) algorithm of TU Berlin
[Liebchen et al., 1999]. Table 97.3 compares coding results for the audio categories of the CD. The results
are optimistic since all audio examples start and end with a pause. Please note that data rates in lossless
coding are typically variable; the presented values are averages.

FIGURE 97.10 Range of audio quality and bit rates in MPEG-4.
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97.16 Conclusion

Low bit rate digital audio is being applied in many different fields such as consumer electronics, profes-
sional audio processing, telecommunications, and broadcasting. Perceptual coding in the frequency
domain has paved the way to high compression rates. The ISO/MPEG audio coding algorithms are widely
accepted international standards. However, other (propriatory) coding schemes serving different goals
and meeting other requirements have evolved and have found many applications. More recently, lossless
coding has gained interest for both professional and consumer use where data integrity is mandatory.

Defining Terms

ADPCM: Adaptive differential pulse code modulation, a predictive coding technique with adaptation
of quantizer step sizes and predictor coefficients based on the short-term statistics of the source
signal.

Auditory masking: Simultaneous masking describes the effect that a low level audio signal (the maskee)
can become inaudible when a louder signal (the masker) occurs simultaneously. Temporal masking
describes the effect that a low level audio signal can become inaudible before and after a louder
signal has been switched on and off.

ISDN: Integrated services digital networks offer end-to-end digital connectivity to support a wide range
of communication applications. Customers have physical access to one or two 64 kb/s bearer (B)
channels and one data (D) channel (the latter supports signaling at 16 kb/s but can also carry user
information). Higher rates than 64 or 128 kb/s are achievable using multiple calls with channel
aggregation and may be more generally available in the future as multiple-rate services.

ITU: International Telecommunication Union, a worldwide standardization organization. ITU-R is its
radiocommunication section, formerly called CCIR, and ITU-T is its telecommunication section,
formerly called CCITT.

Mean opinion score (MOS): A distortion measure that specifies perceptual similarity between an
uncoded source signal and its coded version. 

MPEG: The moving pictures expert group is the working group 11 of the ISO/IEC/JTC1/SC2 standard-
ization body. Its task is to propose algorithms for coding of moving pictures and associated audio.

MP3: Acronym for the MPEG-1, Layer III audio coding standard.
Subband coding: Division of the source signal into bandpass signals (subbands) via a filterbank fol-

lowed by individual coding of the subband signals.
Transform coding: Deriving transform (spectral) coefficients from blocks of the source signal via a

linear transform followed by individual coding of the transform (spectral) coefficients.

TABLE 97.3 Coding Results in Bits per Sample 
for the Audio Material of the SQAM Disc
[Liebchen et al., 1999]

Category
Shorten

(Public Domain)
LTAC

(TU Berlin)

Alignment signals 6.29 6.06
Artificial signals 2.84 2.60
Single instruments 4.60 4.15
Vocal 5.35 4.83
Speech 5.45 5.36
Solo instruments 5.09 4.52
Vocal & orchestra 6.73 6.14
Orchestra 5.33 5.07
Pop music 6.37 6.03
CD average 4.98 4.56
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Further Information

For audio coding, the state of the art, as of 1996, is well documented in Gilchrist, N. and Grewin, C.,
Eds., 1996, Collected Papers on Digital Audio Bit-Rate Reduction, Audio Engineering Society, Inc., New
York. The MPEG-4 standard (including audio) is covered in Puri, A. and Chen, T., Eds., 2000, Multimedia
Systems, Standards, and Networks, Marcel Dekker Inc., New York–Basel.

There is a significant overlap between speech and audio coding. Therefore we recommend consulting
the chapter on speech signal processing in this handbook and overview papers, such as “Advances in
Speech and Audio Compression,” Proc. IEEE, 82(6), 900–918, 1994, by A. Gersho.

Actual contributions to all aspects of digital audio processing and coding can be found at the biannual
conventions of the Audio Engineering Society (AES) and the IEEE ASSP Workshops on Applications of
Signal Processing to Audio and Acoustics.
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98.1 Introduction

Cable TV, or community antenna TV (CATV), began shortly after World War II. Television broadcast
stations were established in most major cities. The frequencies used for transmission were and are primarily
line-of-sight transmission and of a power sufficient to reach consumers in the city and close-in suburbs.
As television caught on, this gave rise to a large number of consumers who could not receive good quality
pictures because they were in the shadow of a hill or too far from the transmitters.

The answer was to place a large antenna at a good receive site, on top of a mountain, for example, and
distribute the signals to an entire community. The earliest such sites were in Astoria, OR and Williamsport,
PA. The original cable was RG-11 military surplus from World War II.

Early CATV systems carried only 3 channels in the low-VHF band of 54–88 MHz. Over the years, this
evolved to 174, 220, 270, 300, 330, 450, and 550 as broadcast TV added the UHF band channels, pay TV
arrived with such services as HBO, and distribution electronics improved to allow high-quality delivery
of the ever larger number of channels. The typical new plant is designed for 750 MHz, with a capacity
for over one hundred analog video channels.

The advent of digital video compression, based on the moving pictures expert group-2 (MPEG-2)
standard, promises to increase this capacity by an order of magnitude. Initially, digital services will be
deployed on hybrid plants which carry a mix of analog and digital video signals. Typical plans are to offer
77 analog channels in the 50–550 MHz band which can be received by consumers with only analog
equipment in the home. Added to this will be a band of digital audio and video services from 550 to 750
MHz. This 200-MHz digital cable band will provide the same capacity as the popular 32 transponder high-
power DBS services.
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New hybrid set-top converters will be deployed to subscribers of these services that receive both the
analog and digital transmissions. Current compression technology provides, typically, 4–10 channels in
each 6-MHz band, allowing well over 200 new video services in the initial 200-MHz digital band. As
digital receiving equipment rolls out to more and more consumers, cable has the option of evolving to
all digital transmission by progressively replacing analog channels with digital carriers.

From the early days of TV, the consumer’s choice has been to select from what’s playing on a few
channels. Cable added dozens more channels and, through its ability to charge on a per channel basis,
created the higher value subscription movie channels. Digital compression combined with the delivery
of signals over fiber to neighborhoods of a few hundred homes now makes possible an efficient path to
provide dedicated bandwidth to each subscriber. This capability amounts to infinite bandwidth in which
everything a subscriber might want to view is on, by request. Instead of the consumers choosing among
what programmers decide to send them, they will have the ability to tell the system what they want to see.

98.2 Cable System Architecture

The distribution system or cable plant that carries the signals from the head end to the subscribers can use
various architectures. The common tree and branch architecture uses one inch or larger diameter solid
aluminum outer conductor coaxial cable to carry the signal from the head end. This trunk cable runs
through the system, distributing the broadband signal to each neighborhood. Feeder lines that branch off
the trunk typically use smaller diameter cable to carry the signal into the neighborhoods passing each
subscriber’s home. Drop cables lead from the curb side to each home and are typically 1/4 inch flexible
coaxial cable. All CATV cables are 75-W characteristic impedance, which is near optimum for low loss.

Devices called taps are used to extract a portion of the signal from a feeder to supply a drop cable.
For example, a 20-dB tap extracts 1/100 of the power from the feeder, causing a 20-dB loss at the tapped
output but only a 0.04-dB loss to the main path.

CATV signals are measured in decibels relative to 1 millivolt (dBmV). For example, 0 dBmV corre-
sponds to 1 mV, and +60 dBmV to 1 V. Signals are normally distributed on the trunk cable at a level from
+30 to +50 dBmV per channel. The signal level delivered to the home is usually from 0 to +15 dBmV
per channel. In order to maintain the signal level, trunk amplifiers and feeder amplifiers, also known as
line extenders, are spaced along the lines about every 1/2 mi. This corresponds to 20–30 dB loss at the
highest design frequency. A trunk line may have 40 or more amplifiers in cascade. Since the attenuation
of the cables increases with increasing frequency, the amplifiers are equipped with equalizers to provide
more gain to the higher frequencies. The ratio of cable loss in decibels between two frequencies is
approximately equal to the square root of the ratio of the two frequencies. A cable with 7-dB loss at 55
MHz will have about 20-dB loss at 450 MHz. Some amplifiers include automatic gain control (AGC) to
maintain the desired output level. The amplifier cases can also include diplexers and small upstream
amplifiers to separate and amplify the typically 5–30 MHz return path signals. Amplifiers are usually
powered by 60 or 90 V AC signals, which are carried along the same coaxial lines.

Many CATV systems now use a hybrid fiber coax (HFC) architecture. To minimize the number of
trunk amplifiers through which the signal must pass, the signal is carried via fiber optic cables from the
head end to multiple remote locations known as a nodes. The head-end optical transmitter normally
uses a distributed feedback (DFB) laser diode generating a few milliwatts of optical power at 1310 nm.
The entire RF spectrum is used to intensity modulate the optical output of the laser. Since the fiber loss
is only about 0.4 dB/km, the node can be located a relatively large distance from the head end, eliminating
the need to cascade many amplifiers along a trunk. At the node, a photodetector receiver converts the
optical signal back to RF for distribution on the coax. Return path signals are sent from the node back
toward the head end through a separate fiber using less expensive Fabry–Perot laser sources.

The HFC architecture improves on the classic tree and branch in several areas. It provides many fewer
active devices between the head end and home, which greatly improves system reliability. This reduction
in the number of active devices also reduces maintenance costs, problem location, and recovery time.
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The fiber cables are not susceptible to noise ingress, which impairs TV pictures, nor do they radiate RF
power, which can interfere with nearby radio communications.

The star configuration of HFC fiber plant design provides individual fiber runs to each neighbor-
hood. This means the plant supports dedicated bandwidth from the head end to each node of as few as
a few hundred homes. Currently, HFC plants carry the same broadcast TV signals to every node. As
interactive and on-demand services are rolled out, the HFC plant will carry the unique signals demanded
by the subscribers in each neighborhood on their node alone. This effectively multiplies bandwidth by
as many times as there are nodes in a system. Telephony is a primary example of an interactive, on-
demand service. A tree and branch cable plant could provide only a limited number of telephone channels
before running out of shared bandwidth, particularly upstream. The HFC star architecture can provide
dedicated bandwidth to and from each node with ample resources for full service.

Frequency Plans

The 5–30 MHz range, called the subband, is commonly used for return path or upstream (from subscriber
to head end) transmissions. This is used for the relaying of remote broadcasts to the head end and for
the return of billing and other information from the subscribers’ set-top. It can also be used for the
upstream portion of telephony and interactive TV applications.

The range of frequencies used by CATV operators for downstream (sending video from the head end
to the subscribers home) ranges from 50–200 MHz for older 23-channel systems to 50–550 MHz for 77-
channel system. Newer systems are designed to pass up to 750 MHz or even 1000 MHz. Each analog
National Television Systems Committee (NTSC) TV channel occupies 6 MHz. Using digital compres-
sion, several video programs can be transmitted in each 6-MHz channel.

The bands for downstream transmission are:

• Low band: 54–88 MHz (off the air VHF channels 2–6)

• Mid band: 88–174 MHz

• High band: 174–216 MHz (off the air VHF channels 7–13)

• Super band: 216–300 MHz

• Hyper band: above 300 MHz

There are multiple plans for assigning channels within the available frequencies. The Electronics Industry
Association (EIA) plan assigns channels to agree with the VHF off the air channel numbers where possible.
Additional channels are spaced 6 MHz from these. The harmonically related carriers (HRC) plan places
video carriers near multiples of 6 MHz. This helps reduces the visibility of interference from harmonic
and intermodulation distortion created in the distribution equipment because the distortion products
fall directly on and zero beat with other video carriers. The incrementally related carriers (IRC) plan is
similar to the EIA plan except for channels 5 and 6. This plan reduces the visibility of intermodulation
distortion products but not harmonic distortion products.

Since many of the frequencies used for CATV channels are assigned to various over-the-air services,
it is important for the cable system to maintain shielding integrity, both to keep outside signals from
interfering with the CATV system (ingress) and to keep CATV signals from radiating and causing
interference to local radio traffic, such as the aircraft communication bands. 

Cable TV Frequency Plans

EIA Standard Plan: The standard plan uses xxx.250 MHz for analog video carriers for most channels.
Digital center frequencies are 1.75 MHz above the analog video carrier so they will typically fall on
xxx.000 MHz. For example, Channel 3 analog video carrier = 61.250 MHz. Channel 3 digital center
frequency = 63.000 MHz. This corresponds to the NTSC over the air frequency plan for analog carriers.
Analog channels that fall in the aircraft bands are given a +12.5 kHz offset up to xxx.2625 to reduce the
probability of interference to aircraft. These aeronautical offsets are not needed for digital carriers because
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there is no concentration of energy at the carrier frequency. None of the standard plan carriers are phase
locked, therefore all intermodulation and harmonic distortion products can produce visible beats. The
carriers are spaced nominally at 6 MHz. Due to the small frequency tolerance errors, the composite
second order (CSO) intermodulation products and the composite triple beat (CTB) third order distortion
products typically will create visible interference beats.

IRC: Incrementally Related Carrier: Nearly all IRC channels are xxx.2625 and all the carriers are phase
locked to a common reference. This causes the CTB products to be nearly invisible because they fall
directly on and zero beat the picture carrier. The CTB products are zero beats and invisible in the IRC
system, but the CSO products fall 1.25 MHz above and below the analog video carriers and can produce
visible interference.

HRC: Harmonically Related Carrier: HRC carriers are all phase locked and are multiples of 6.0003
MHz. This relationship causes both CTB and CSO products to be zero beat and nearly invisible. The
300 Hz or 50 ppm offset provides for protection of aviation services. HRC analog carriers are about 1.25
MHz below the standard analog carriers except channels 5 and 6 which are 0.75 MHz above.

Control Data Channel

In some CATV systems, another signal, known as the out-of-band signal, is also sent from the head end
to the subscriber. This signal is used to control addressable set-top converters. The converter contains a
receiver that is always tuned to this signal regardless of which in-band channel is being viewed or power
on/off. This signal is usually located in the FM radio band (88–108 MHz). The dedicated frequency and
continuous reception by set-tops provides a reliable path for access control and user features such as
program guides and downloaded graphical user interfaces.

98.3 Source Origination and Head End

The signals and programs that are to be delivered to CATV subscribers are all collected at a central
location known as the head end. There can be many sources of signals including VHF and UHF off-the-
air broadcast signals, analog and digital satellite signals, AM and FM microwave signals, prerecorded
video tapes, character generators, digital video servers, and live locally originated programs.

Off-the-Air Broadcast Signals

The reception of distant off-the-air broadcast signals was the original need that created the CATV
industry. Today, as populated areas become more spread out, many people subscribe to CATV to improve
the quality of their reception of broadcast signals.

At the head end, off-the-air signals are received using high-gain Yagi antennas mounted on a hill or
tower to provide the maximum signal. The directional characteristics of the Yagi antenna also help to
discriminate against reflections which cause ghosting. Advanced digital techniques are also available
to cancel ghosting. A known reference signal is transmitted in the invisible vertical blanking interval
section of the TV signal. The receiver compares the received version of the signal to the known reference
signal and calculates a ghost profile. This profile is then subtracted from the entire video signal to
cancel the ghost effect. Using these techniques, good off-the-air pictures can be received over 60–100 mi
away.

Second Order CSO Products Third Order CTB Products

Standard plan +/-750 kHz or +/-1.25 MHz +/-15 kHz
IRC Plan +/-750 kHz or +/-1.25 MHz zero beat
HRC Plan zero beat zero beat
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Direct Fiber Links

The penetration of cable to the majority of TV viewers in the U.S. means more people watch network
TV on cable than off-the-air. This has made direct delivery of broadcast programming to the cable head
end an attractive way to maximize the quality of these channels. Fiber is run from either the local broadcast
studio or transmitter to the cable head end. There it is directly modulated onto a cable channel for
distribution to subscribers.

Analog and Digital Satellite Signals

As the CATV industry grew, the concept of superstations and premium movie channels developed. These
are distributed nationwide via geostationary communications satellites located 22,500 mi above the
equator. Each programmer transmits their signal up to a satellite via an uplink, usually in the 5.9–6.4 GHz
band. The satellite then transmits the signal back to Earth in the 3.7–4.2 GHz range or C band. Most
analog CATV programming is concentrated on a few satellites known as cable birds. The transponders
on these satellites generate 16–30 W of RE power, which usually requires a 10–30 ft diameter dish antenna
at the cable head end. Each satellite contains 24 transponders and can carry 24 analog programs. Although,
typically, a separate parabolic dish antenna is needed to receive each satellite, a specially shaped antenna
can be used with multiple feeds to simultaneously receive multiple satellites.

Analog satellite signals are received in integrated receiver decoders (IRDs) at the cable head end. These
devices tune the desired transponder frequency, demodulate the FM video signal, descramble the video
signal, and decrypt and convert the digital audio back to analog form. They are authorized by the program
providers access control and security system. The output analog video and audio go to a cable scrambler,
modulator, and channel converter for transmission on the cable plant.

The enormous expense of satellite transponders drove the development of digital video compression
for satellite transmission. Digital transmission of compressed video signals provides more efficient use
of satellite transponders. Compression systems currently offer 4–10 video programs over a single trans-
ponder, greatly reducing the programmer’s satellite link costs.

Digital compressed satellite signals are received in a digital IRD, which connects to the head-end systems
in much the same way as an analog IRD. The digital IRD performs many more functions than an analog
IRD but delivers similar outputs of analog video and audio signals. Differences include higher quality video
signals due to digital transmission with no quality degradation of weak signals, high security due to digital
encryption, and the availability of many more programs due to the efficiency of transmission.

AM and FM Microwave Signals

In some locations, it is impossible to receive off-the-air broadcast signals with the desired quality. In
these cases, a dedicated point-to-point microwave link can be installed. The desired off-the-air signal is
received at a location close to the transmitter or, sometimes, the microwave signal can be sent out from
the TV station directly. The signal is beamed via very directional antennas directly to the head end. Both
AM and FM modulation are used for microwave links.

Commercial Insertion

As special programming intended solely for CATV became available, the concept of local advertisement
insertion developed. Local business can purchase advertising air time from the CATV operator. These
commercials are inserted during defined commercial breaks in the programming. In the past, advertise-
ments were pre-recorded on video tape and automatically controlled to run at the correct time. Locally
originated programs such as locally produced news, school board or local government meetings, and
public access programming can also be recorded on video tape for transmission via CATV. New com-
mercial insertion equipment uses compressed digital video sources. This provides greatly enhanced video
quality, reliability, insertion tracking, scheduling, and methods for delivery of the program material to
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the insertion equipment. Commercial insertion into digital video channels on cable will require a new
device called an add–drop multiplexer. This device will replace the compressed video bits of a satellite
delivered advertisement with a local ad. This is all accomplished in the digital domain without any need
to decompress the content.

Character Generators

Character generators are used to create bulletin board style information channels. Programming, adver-
tising, local government, and weather information can be displayed. Usually, several screens worth of
data are stored in the character generator and these are sequentially displayed. Computer graphics can
also be included to enhance visual appeal. Expanded forms include characters generated over video stills
or live video.

Live Local Programming

Many CATV operators carry local school or government meetings live. Often, a subband frequency (5–
30 MHz) is used to carry the signal from the town hall, for example, via the cable plant return path back
to the head end. At the head end, the signal is converted to a normal forward path channel and sent to
the subscribers via the distribution system.

Digital Satellite to Digital Cable Transcoding

Just as the integrated device called the IRD receives an analog or digital satellite service for use on cable,
a device called an integrated receiver transcoder (IRT) receives a compressed digital video multiplex for
direct transmission to digital video subscribers without decompression at the head end. The IRT performs
almost all of the functions required to pass a compressed multiplex of signals from a digital satellite channel
to a digital cable channel.

The IRT tunes a digital satellite signal, demodulates it, performs satellite link error correction, decrypts
the multiple video and audio services in the multiplex, replaces the satellite access control information
with new cable system control data, re-encrypts the services with cable security, inserts cable error control
bits, and modulates the data onto a 64 quadrature amplitude modulation (QAM) carrier. Only a channel
converter is required to prepare the signal for CATV transmission. This high density of signal processing
means it takes much less rack space in the cable head end to add a channel of digital programming from
a satellite than an analog channel. At the same time, the digital channel provides many simultaneous
video programs to the subscriber.

Digital Video Servers

An expanded version of the video equipment used for digital commercial insertion can provide full length
programs such as pay-per-view movies and movies with multiple start times. Video servers can be used
to create programming for analog cable plants in place of video tape, but their most efficient application
is in digital cable plants. When digital set-tops are deployed, a digital video server can output precom-
pressed services to them for preprogrammed or video on-demand services. The output is encrypted,
multiplexed, and modulated in equipment that can also process streams from real-time video encoders.

98.4 Transmission Channel

Channel Characteristics

In order to deliver a high-quality signal, the CATV distribution plant must be designed to add a minimum
of noise, distortion, and spurious signals. Various defects in the channel can cause visible impairments
to the picture. The in-channel gain and group delay must be constant vs. frequency to avoid ringing or
loss of vertical detail. Excessive thermal noise causes snow or graininess in the picture. Spurious signals
©2002 CRC Press LLC



 

                      
or intermodulation can cause herringbones or diagonal lines that move randomly through the picture.
Table 98.1 is a list of some of the relevant parameters and values required for an excellent picture.

Degradation from each part of the system is additive. The consumer’s video signal has passed through
a great number of active and passive components, each of which degrades the signal. Within the economic
constraints on real products, each system component must be designed to minimize its contribution to
total impairment.

Digital transmission on cable will, in general, be much more robust, reliable, and easy to monitor than
analog transmission. There are a few impairments that will affect digital transmission more than analog.
The best example is burst noise. This shows up as a loss of signal for a fraction of one TV scan line in
analog TV. This is fleeting and rarely objectionable. With digital compression, all of the redundant
information in the video signal has been removed. Any lost data will likely be noticeable. For this reason,
the QAM transmission for the cable channels has been designed to be highly robust even for bursts of
noise over a full scan line long. Within the design limits, digital video will contain no degradation from
passing through the distribution system.

Modulation and Error Correction (Analog and Digital)

Analog Modulation

Unscrambled analog video signals are carried in exactly the same modulation, vestigial sideband–amplitude
modulation (AM-VSB) format as broadcast TV. This facilitates the use of TVs as the CATV reception
device for simple services. The simplest forms of analog scrambling modify the modulation format by
reducing signal power during the synchronizing periods of the video signal. Sync suppression has the
added benefit of reducing peak load on the distribution system as the modulated TV signal is designed
for peak power during these sync periods. More complex scrambling systems also perform various forms
of video inversion. Both of these modified forms of modulation are suitable for CATV applications
because of the robust and well-controlled reception conditions. High sync power, for example, is not
required because there is no need to receive signals in the microvolt level from distant broadcast stations.

Digital Modulation

Just as analog satellite signals use frequency modulation (FM) digital satellite transmissions use quante-
nary phase-shift keying (QPSK). Both are wide bandwidth low carrier-to-noise modulation formats.
Digital CATV systems use bandwidth-efficient high carrier-to-noise modulation called 64QAM and
256QAM. QAM is similar to QPSK in that two quadrature carriers are used but it adds amplitude
modulation on each of the quadrature carriers. For example, 64QAM has eight states for each carrier
instead of QPSK’s two states. This results in 64 combinations and, therefore, each modulation symbol
carries 6 bits of data. For 256QAM, 8 bits are delivered for each symbol. These digital modulation formats
deliver about 30 and 43 million bits per second (Mb/s) in each 6-MHz CATV channel.

Digital Forward Error Correction (FEC)

A great advantage of digital transmission is its ability to build on the well-developed field of error
correction. Sufficient redundancy is designed into the transmitted signal to allow correction of virtually
all errors caused by transmission impairments. The International Telecommunications Union (ITU)

TABLE 98.1 Typical Maximum Impairments 
to Analog Video Signals

Gain flatness ±1dB
Group delay variation ±170 ns
Hum modulation ±1% max
Signal to noise ratio 48 dB
Composite second order (CSO) -50 dB
Composite triple beat (CTB) -50 dB
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standard J.83 annex B is the standard for digital cable transmission in North America. It defines a
concatenated coding system of Reed–Solomon (RS) block error correction with convolutional trellis
coded modulation for highly robust performance in the cable channel. Interleaving is provided to correct
bursts of errors of up to 95 µs.

After error correction, the 64 and 256QAM modulation modes deliver 27 and 39 Mb/s of near error-
free information, respectively, to the receiver.

98.5 Consumer Premises Equipment

The First Converters

The earliest cable systems had trouble carrying VHF channels 7–13 at their broadcast frequencies of
174–216 MHz. Because signal loss in coaxial cable increases at higher frequencies, many more amplifiers
were required, causing much higher distortion, than delivering channels 2–6 at 54–88 MHz. To solve this
problem, the early systems carried channels 7–13 in the frequency band below channel 2 (54 MHz). This
frequency range is called the subband and is numbered T7–T13. The earliest converters block converted
these subband frequencies back to the broadcast channels 7–13 near the subscribers’ location for reception
on standard TVs.

The First Set-Top Converters

Early CATV set-top converters solved two technical problems: cochannel interference and the need for
more channels. Without a set-top converter, each channel was received by the TV on its cable channel
frequency. Because TVs do not have effective RF shielding, many subscribers received one or more
broadcast channels strongly enough at the TVs’ input terminals to cause direct pick-up interference. This
causes a ghost to be displayed on top of the signal received from the CATV system. Set-top converters
allowed the CATV channel to be received in a well-shielded tuner and converted to a TV channel not
broadcast in the local area. If the local stations transmitted on channels 2, 4, and 6, the output of the
set-top would use channel 3 to the TV set. This eliminated the ghost effect and is still important today.

The second, and possibly most important, use of the set-top was to extend channel capacity. The use
of the UHF broadcast channel frequencies was not viable for early CATV systems due to their much
higher transmission loss in coaxial cable. To go beyond the 12-VHF channels required the use of non-
broadcast channels. This required the use of a new tuner that could tune these cable-only channels. This
also provided a rudimentary form of access control. Only those subscribers who had paid for the extended
service were given a set-top that could tune the added channels.

Set-Top Designs

Modern CATV converters serve many additional functions. One of these is to provide tuners with good
performance in the cable environment. To this day, almost all TV tuners are single conversion with one
mixer and one oscillator. TV stations are allocated licenses on nonadjacent channels in each broadcast
market. This means, for example, that if channel 3 is active in a certain market, channels 2 and 4 will
not be used. In addition, TV tuners are required to receive very low-signal levels in the low-microvolt
range to receive distant stations. For this reason, TV tuners must be high-gain, low-noise devices. When
presented with strong signals on every channel as occurs in CATV transmission, standard TV tuners
overload and generate distortion products, which range from imperceptible to very annoying in the TV
picture. The signals in a properly maintained cable system are maintained at above 1 mV.

By around 1978, descrambling converters were given unique addresses to enable their control by
computers located at the CATV system offices. At the same time, 400-MHz distribution plants were
introduced; this boosted channel capacity to 52 channels and added the capability for two-way commu-
nications over the cable. At about the same time, wireless remote control of converter channel tuning
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was becoming available. By 1980, infrared (IR) control of converters was available to CATV operators.
Microprocessors were added to converters that converted the remote control signals to tuning voltages
and could interpret the addressable data sent from the cable companies’ computers. This was really the
start of the modern descrambling converter as we know it today.

Addressable Converters

The addressable cable converter offers many advantages over the older preprogrammed converter. Ini-
tially, the most important advantage was the ability to change services at the subscriber location, without
requiring a technician to visit the home and replace the equipment. A service representative at the cable
system office could enter the subscriber service change into the billing computer and the change was
made immediately. It had an added benefit of upgrading the subscribers’ billing information at the same
time. By about 1983, video demodulators were added to the converter. This allowed processing of baseband
video and audio and added volume control as a converter feature. This was a major convenience for the
many subscribers who did not have remote control TV sets. Baseband processing added the capability to
descramble the higher security baseband scrambled video signals and provide audio privacy capability,
which removes the possibly offensive audio signals of channels not wanted by the subscriber. This was
also the time many cable plants and converters increased bandwidth to 550 MHz with 77-channel capacity.

Impulse Pay-per-View Converters

The introduction of addressability simplified the process of ordering a one-time event over the cable. If
a special event, such as a championship boxing match or a live concert, was offered on cable, a subscriber
could order the event by calling the cable company, have it transmitted to his home or place of business,
and pay a one-time charge for the viewing. This system of pay-per-view was relatively successful but
required planning by the subscriber well in advance of the event. It also required a large number of
service representatives be made available to staff the telephones.

Between 1983 and 1985, a new technology, impulse pay-per-view, was introduced using store-and-
forward technology. This allowed a cable company to offer special events or movies 7 days a week, 24
hours a day. Subscribers could purchase the event shortly before or after the event started, using only
their handheld remote control. The number of subscriber purchases increased dramatically. The converter
became a two-way device transmitting the subscriber purchase information back to the cable system via
a telephone modem or RF transmitter built into the converter. A record was made of every purchase
made by the subscriber. Periodically, the system polled all of its converters and uploaded purchases to
the master billing computer at the cable office.

Over the years, many user-friendly features were added to the converter. On-screen displays and down-
loadable electronic program guides are becoming common. Digital audio reception capability is being
added to provide high-quality radio-type services as well as digital transmission of the audio signals for
television channels. These added functions continue to make converters easier to use and improve the
operators’ ability to provide enhanced services.

Digital Cable Converters

Digital cable converters add the ability to receive digital video transmissions on CATV plants. These
sophisticated devices start with the most advanced form of analog converter and add QAM reception,
MPEG-2 video decompression, Advanced Television System Committee (ATSC) or MPEG audio decom-
pression, and secure digital decryption capabilities. One way to look at them is as a combination of an
advanced analog converter and a digital DBS receiver.

Digital cable converters will finally remove the limits on channel capacity and picture quality to the
home that have defined cable since its inception. The high security enabled by digital encryption tech-
nology will allow new services with very high value, while compression dramatically increases the channel
capacity to carry them.
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Cable Modems

Cable modems deliver high-bandwidth data service to consumers over the CATV plant. Typical rates for
data delivery run to 27 Mb/s for downstream delivery to the consumer. Upstream rates for the various
modem products vary widely from symmetrical service, where the upstream transmission matches the
downstream rate, to products using telephone return channels limited to 28.8 kb/s. With as much as
1000 times the maximum rate available on dial-up telephone lines, cable modems seek to provide en-
hanced Internet access and linked digital video and data services to personal computers.

Interdiction

Interdiction is an alternative to scrambling channels as a means to selectively deliver CATV services to
paying subscribers. It has the advantages of using no set-top converter and delivering all paid services to
any cable outlet in the home. This allows the unrestricted and direct connection of multiple VCRs and
TVs and the ability to simultaneously watch and record two pay services. Modern interdiction systems
are addressable and offer the same services as conventional cable systems. The common interdiction
method injects a jamming oscillator onto the interdicted channel, making it unwatchable. Interdiction
disadvantages include the need for an interdiction module for every subscriber, not just those buying
enhanced services as with scrambling, and the piracy threat of delivering clear services to every home
up to the point of interdiction.

Each subscriber in an interdiction system will have a complete access control and jamming module
in an off-premises enclosure. Enclosures typically service between 1 and 16 subscribers. Each subscriber
module has a unique address, which can be addressed by the cable system’s master computer. Each module
can be authorized for any number of channels or disconnect service entirely.

The heart of the interdiction system is the jamming oscillator. Each oscillator consists of agile voltage
controlled oscillators (VCOs) which sweep a band of channel frequencies. The number of VCOs is deter-
mined by the number of channel bands or the total bandwidth of the cable system to be processed. Typical
VCO range is limited to approximately 50 MHz or 8 channels in an NTSC system. Lengthening the VCO
range will reduce the on-channel time and will start degrading the effect of jamming on each channel. The
VCO will inject a carrier between -250 and +750 kHz of the video carrier of the interdicted channel and
skip those channels which the subscriber is authorized to view. Each subscriber module will consist of
the jamming oscillator, an oscillator injector, phase lock loop (PLL) circuitry to control the oscillator,
AGC control of the incoming channel signals, and a microprocessor.

98.6 Access Control and Security

Access control is applied to cable television systems to provide the means to offer services on a individually
controlled basis. It allows consumers to choose, and pay for, only those services they desire. Various
techniques enable the commonly encountered cable services such as subscriptions, events, pay-per-view
movies, and near video on-demand movies. Access control has developed from simple physical schemes
to sophisticated computer-controlled techniques.

Access control techniques themselves do not prevent unauthorized individuals from stealing services.
That is the job of the security measures. When piracy becomes widespread, the delivery of enhanced
services can become either too expensive for the paying consumer and uneconomical for the operator.
The inherent trade-off of a security system is in how much to invest to hold off the pirates who would
defeat it. Security measures protect revenues and make it worth deploying new services but increase the
investment in set-tops and operating procedures.

Access Control

Access control is a combination of access requirements and authorization rights, thought of as lock
and key, where access requirements are the lock and authorization rights are the key. Access control
regulates access to system services, each identified by one or more service codes. These services, typically,
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are those for which cable customers must pay. Typically, the installation of a set-top in the home enables
the system’s access control capability.

Service codes are tokens used by the system to identify a particular service. The maximum number of
service code values determines the maximum number of services supported by the system at any particular
time. For example, if a typical system provides 256 service codes, then it supports up to 256 unique
services. Since a single service might use more than one service code, however, the actual number of
supported services is often less than 256. Access control systems for digital video offer many thousands
of service codes to support the much larger number of digital channels and services.

Access Requirements

In order to access a service, that service must have a service code assigned and be authorized within the
set-top box. Fundamentally, these are the only access requirements.

Authorization Rights

The system grants authorization rights to a service by turning on the service code assigned to that service
in the set-top. Alternately, the system rescinds authorization rights to a service by turning off that service
code. 

Physical Access Control Techniques

The physical presence (or absence) of an electronic trap located between the cable itself and the converter
is an early form of access control used to authorize subscription-type services. Typically, traps are on the
utility pole where the residential drop originates. In that case, a set-top, converter may not be required.
The cable installer provides access control by inserting or removing the trap device.

Computer-Controlled Access Control Techniques

In modern systems, a microcomputer in the set-top enforces access control by communicating electron-
ically with head-end computers. The set-top only sends services to the television monitor if the service
code is authorized. Depending on the type of service and on the capabilities of the set-top, the control
system can either directly or indirectly authorize services.

Head-End Authorization. Direct authorizations originate from the system head end. In this case, the
head end sends a message to the set-top to authorize or to deauthorize a particular service code.
The control computer tags the service by attaching this same service code to the signal. When the
viewer ultimately selects the tagged service, the set-top reads the attached service code and checks
to see if it is authorized. To make a subscription request, for example, the viewer calls an advertised
telephone number and speaks to a service representative who makes the authorization. To cancel the
subscription (or event), the viewer requests the service representative to deauthorize the service.
For subscriptions, the tag value never changes and an authorized viewer always has access. For
events, the head end changes the tag value at the end of the event, forcing the set-top boxes to
deauthorize and switch to a different screen. After the tag changes, head-end computers transmit
messages to deauthorize the service code in all set-top boxes to allow the service code to be used
again at a later time.

Self-Authorization. Self-authorizations schemes also exist for viewers to purchase services on impulse
without any communication with the head-end. The set-top self-authorizes for a period of time
and then either self-deauthorizes or waits for the head-end computer to deauthorize it. This tech-
nology requires the set-top to have some means to inform head-end computers of such impulse
purchases by the viewer, such as a telephone modem or RF return transmitter. With this capability,
the set-top self-authorizes services at any time, knowing that head-end computers will later read
them and bill viewers appropriately.

Some form of deauthorization always follows self-authorization so the set-top terminates the service
after it is completed, for example, when the movie ends. In a manner similar to authorization there are
two forms of deauthorization: deauthorization by the head-end or self-deauthorization via a control timer.
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The head-end deauthorization scheme enables services such as impulse pay-per-view. The viewer, on
impulse, purchases a movie (or other offering) merely by requesting it via the handheld remote control
unit or the set-top’s front panel. The set-top tunes the service, reads the service code from the tag, and
authorizes it. The box then delivers the service and stores the purchase in memory for later transfer to
head-end computers.

At the end of the movie, the head-end changes the tag to a currently deauthorized value, forcing the
set-top to stop delivering the service. As in the pay-per-view case previously discussed, head-end com-
puters then deauthorize the service code in all set-tops.

The last case, where the set-top both authorizes and deauthorizes itself, enables a service type known
as near video on-demand. In this service, the viewer purchases a movie that is actually running at staggered
intervals on multiple cable channels. For example, a 2  hour movie might be running on five cable
channels spaced out at half-hour intervals. At the time of the purchase request, the set-top waits for the
nearest movie start time (no more than one-half hour away) and automatically tunes the correct channel.

After tuning the movie’s channel, the set-top reads the service code carried in the tag, self-authorizes,
and stores purchase information for later transfer to the head end. The authorization time carried in the
tag determines how long the authorization is valid. After the authorization time expires, the set-top
automatically terminates that service by deauthorizing its service code.

While the timer is running and since all channels carrying the movie have the same tag, the viewer
can, in effect, fast-forward or reverse the movie in 1/2 hour intervals by tuning to these different channels
until the self-deauthorization occurs.

Security Systems

A security system can be defined as a series of techniques applied to the distribution of cable services
that prohibit users from bypassing the system’s access control facilities. Optimum security in cable systems
is accomplished through two primary venues, legal actions (both litigation and legislation) and secure
techniques (both physical and electronic schemes).

Legal Actions

The threat of legal action against the perpetrators is an important part of anti-piracy efforts. The federal
law making cable theft a felony is a principle piece of legislation enabling law enforcement agencies to
intervene in piracy cases. Many state statutes and some municipal codes also prohibit the sale, and a few
even prohibit possession, of pirate devices. Cable equipment suppliers and cable operators support these
laws by assisting law enforcement agencies at all levels of government wherever possible.

Secure Techniques

Secure techniques include both physical and electronic means. Physical schemes are used primarily within
the head-end and in the distribution paths for set-tops. They are primarily directed at keeping converters
away from pirates who may modify them to provide service without payment. Electronic measures are
based on coordination between installed set-top boxes and head-end equipment. They are performed in
two primary areas:

• Security of the authorizations stored in specific set-top boxes

• Security of the signals transmitted downstream on the cable itself

The cable operator enters the set-top box’s serial number into the access control computer. This number
relates to a specific physical unit which is now known to the system. During a configuration process, the
control computer gives the set-top a unique address along with a system specifier. Using this unique
address, the system then authorizes access to services ordered by the viewer.

To scramble an analog television signal, cable operators modify one or more of its key characteristics.
Typical scrambled pictures appear faded or torn with the left-hand side of the picture on the right-hand
side of the screen and vice versa. Techniques giving rise to these effects suppress the picture synchronization
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signals or invert the video information. Less common techniques change the order of the video lines in
the picture, individually shift them right or left, or rotate them around a dynamically changing split point.
Scrambling techniques may also modify the audio portion of the signal.

Electronic security for digital video signals is implemented as digital encryption of the compressed bit
stream. The advanced art of encryption and key delivery can provide very high signal security on all of
the digital services when well implemented.

Defining Terms

Access control: A scheme utilized in cable television systems to determine access rights as a function
of predefined access requirements.

Access requirements: A set of conditions that must be satisfied prior to granting access to certain
services carried on cable television systems. The system first assigns a service code to the service
and then grants authorization rights for the service to the set-top box.

Authorization rights: A generic term describing the system’s response to various authorization states
of a service. If the state is ON, then the system delivers the service. If the state is OFF, then the
system blocks the service.

Authorization state: Each service exists within the set-top box in one of two authorization states: on
(or authorized) and off (or deauthorized).

Automatic gain control (AGC): An electronic circuit that detects the level of a signal and either increases
or decreases its amplitude before passing the signal to the next stage.

Converter: A generic term referring to any device interposed between a cable system and a service-
rendering device (for example, a television monitor) which changes the cable signals into a form
usable by the rendering device.

Decibel-millivolts (dBmV): A measure of power levels of a signal common in the cable TV field. It
can be stated as the level at any point in a system expressed in decibels relative to 1 mV.

Descrambler: An element of some cable converters that is capable of descrambling secure cable signals.
Dither: The repeated sweep in frequency between two extremes.
Event: A type of service available on modern cable systems characterized by fixed start and stop times

which typically occurs once. Viewers purchase this service by calling a service agent who authorizes
the service for that viewer and who records the purchase for later billing purposes.

Frequency shift keyed (FSK): A type of digital modulation in which a carrier is varied in frequency.
Head end: The point of origination of the cable TV signals before they are transmitted out on the

system. Typically, this equipment is located near the business office of the cable company.
Impulse pay-per-view: A type of service available on modern cable systems that enables viewers to

purchase the service using their handheld remote units or the set-top front panel. The set-top box
typically stores the purchase in memory and transfers it to the control computer at a later time.

Interdiction: The process of denying a particular service to a subscriber.
Jamming: Adding interference to a signal, making it unusable.
National Television Systems Committee (NTSC): The U.S. broadcast standard for TV video transmis-

sion also used in Japan and many other countries.
Near video on-demand: A type of service available on modern cable systems that enables viewers to

purchase a service at nearly any time and that is always available on the system within a short
interval. The set-top box stores the purchase in memory and transfers it to the control computer
at a later time.

Pay-per-view: A type of service in which viewers pay to view a specific event, e.g., a movie.
Phase lock loop (PLL): A circuit used to stabilize oscillator circuits to some predetermined frequency

by monitoring the actual oscillator frequency and sending a correction voltage to the oscillator
tuning circuits.

Purchase: A viewer makes a purchase in one of two ways: either by calling a service agent or on impulse
by using the set-top remote unit or front panel controls.
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Scrambling: Modifying standard video signals so they can only be received by authorized devices,
typically set-top converters.

Security: A generic term referring to one of many techniques used on cable systems to prohibit viewers
from bypassing the normal access control feature. Example techniques include legislation, litiga-
tion, and various electronic guises.

Service code: A symbol (or token) used by a cable system to identify and control access to a particular
service. Service codes are authorized and deauthorized within the set-top box by the control
computer.

Set-top: A specific type of converter that follows a cable system’s access control constraints. Often, set-
tops include a descrambler and/or decryptor for changing scrambled or encrypted cable signals
into a form usable by the subscriber.

Subscription: A type of service that, after being authorized, is available to the viewer 24 h per day
throughout the billing cycle. Typically, the viewer places a request with a service agent who
authorizes the service for the viewer and who records the purchase for later billing purposes. Early
systems implemented subscriptions using traps.

Synthesizer: An oscillator capable of producing multiple frequencies from a single clock source.
Tag: Multiple symbols added to a service signal that are detected and used by a set-top box to deliver

services. Signals are tagged with, at a minimum, the service code assigned to the service and are
used in the set-top box to determine if delivery to the viewer is authorized.

Trap: A device used to control access to subscription services by blocking them at the point of delivery
into the home, usually on the telephone pole where the cable drop originates.

Voltage controlled oscillator (VCO): An oscillator whose tank circuit contains a varacter diode, which
changes capacity as its bias changes; the most common form of oscillator control in TV receivers
and other communication equipment.
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99.1 Introduction

The recent dramatic advances in communications technology, compression techniques, and computer
systems have led to a demand to support multimedia data (digitized video and audio) across data
networks. In part, this demand comes from the personal computer marketplace, where the use of video
and audio in PC applications and games is now pervasive, and, in part, the demand comes from the
entertainment marketplace, where there is a move to use digital video to supplant the traditional analog
methods of content creation and broadcast. This intersection of technologies and markets has led to the
development of video servers. Several telephone companies and cable companies are planning to install
video servers that would serve video streams to customers over telephone lines or television cable. These
projects aim to store movies in a compressed digital format and route the compressed video to the
customer (through cable, telephone lines, or local area networks) where it can be uncompressed and
displayed. Several Web sites already provide low quality video content in compressed digital format that
can be viewed by Web browsers. 

These projects aim to compete with the local video rental stores with better service: offering the ability
to watch any movie at any time, avoiding the situation of all of the copies of the desired movie already
being rented out, offering a wider selection of movies, offering other services such as tele-shopping, and
delivery of other video content such as interactive video games.

A number of business models have been proposed for such video servers. The business models include
complete interactive video games and near-video-on-demand in hotels, among others. The systems’
requirements vary considerably depending on the targeted markets. Near-video-on-demand envisions
supplying popular/recent movies at regular intervals, say every 5 min, to requesting customers over some
delivery medium. This form of service is expected to be popular in hotels, replacing the existing situation
of making movies available at only few times during the day. Dozens of movies are expected to be available
through such a server. Video-on-demand (VOD) envisions replacing conventional pay-per-view pro-
gramming (as available on cable TV), which allows customers to view a small number of movies at widely
spaced intervals, with a system that allows customers to choose from a large number of movies and play
them within a few minutes or seconds of when the customers request them. Some of these servers plan
to provide the ability to supply VCR-like capabilities to pause/resume and fast forward/reverse a movie
stream. Such servers are said to provide interactive TV (ITV) service. Interactive video servers could have
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wide applications. Some of the planned applications of interactive video servers include training, edu-
cation, travel planning, etc. These interactive video servers play a predetermined set of video sequences
based on the user’s input. Interactive video games require a higher level of interaction with the video
server since the playout of the video sequence varies more rapidly based on the user’s input. Video
teleconferencing requires two-way interactive response between the users. Near video-on-demand,
which delivers video at discrete times, is already avaiable in hotels in large cities. Which of these business
models will predominate remains to be seen.

Digital video broadcast (DVB) systems replace analog video channels with compressed digital video.
DVB allows more channels to occupy the same frequency spectrum and allows expensive and failure-
prone electromechanical devices (e.g., video tape players) to be replaced with more reliable digital storage.
In a DVB system, the video storage and transmission are identical to those in a VOD or ITV system. In
DVB, however, instead of the video being under the control of a user, a piece of automation equipment
controls the sequencing of video playback. Here, sequencing means creating a smooth, continuous video
stream out of multiple independent pieces of stored video, for example, a series of commercials followed
by a segment of a TV program, a station break, more commercials, etc. A DVB system is actually, in this
respect, more comparable to an ITV system than to VOD since the system is required to respond in
timely fashion to commands from the automation equipment. Video servers are also being utilized for
digital video productions. This includes the management of uncompressed and lightly compressed
(HDTV) digital data.

A number of pilot projects have been under way to study the feasibility of these approaches. Several
major companies in the computer systems business (IBM, SGI, HPDEC), computer software (Oracle,
Microsoft, IBM), telephone carriers (AT&T, US West, Bell Atlantic, Ameritech), cable companies (TCI,
Time Warner, Cox Cable), and equipment manufacturers (Scientific Atlanta, General Instrument) have
been actively participating in these trials. The technical challenges in making these projects economic/
business successes are daunting. In this chapter, we highlight some of the technical problems/approaches
in building such video servers, with an emphasis on communication aspects of the problem.

Currently, with motion pictures expert group-2 (MPEG-2) compression at 6 Mb/s, a movie of roughly
90 min duration takes about 4 gigabytes of storage space. Storing a movie at uncompressed HDTV quality
takes 260MB/s of storage space. Storing such large data sets in memory is very expensive except for the
most frequently requested movies. To limit the costs of storage, movies are typically stored on disks. It
is possible to store infrequently accessed movies on tapes or other tertiary media. However, it has been
shown that these media are not as cost-effective as magnetic disk drives even for infrequently accessed
movies [Chervenak, 1994].

A video server storing about 1000 movies (a typical video rental store carries more) would have to spend
about $100,000 just for storing the movies on disk at the current cost of $100/gigabyte for managed storage
systems. If higher quality picture is desired and MPEG-2 compression is used at 6.0 Mb/s, then the cost of
storage space goes up to $400,000. Other nonrecurring costs include costs for enhancing the delivery
medium and providing a set-top box for controlling the video delivery. Even as the costs of storage keep
falling, requirements for storing larger data sets through better quality standards emerge. This requirement
of large amounts of investment implies that the service providers need to centralize the resources and provide
service to a large number of customers to amortize costs. However, the ever-decreasing costs of magnetic
storage (at the rate of 50% every 18 mo) and computing power (at the rate of 54% every year) may make
these cost considerations less of a problem if the technical challenges can be overcome.

99.2 Data Server

A large video server may be organized as shown in Fig. 99.1. A number of nodes act as storage nodes.
Storage nodes are responsible for storing video data either in memory, disk, tape, or some other medium
and delivering the required input/output (I/O) bandwidth to this data. The system also has network
nodes. These network nodes are responsible for requesting appropriate data blocks from storage nodes
and routing them to the customers. Both these functions can reside on the same node, that is, a node
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can be a storage node, a network node, or both at the same time. Each request stream would originate
at one of the several network nodes in the system, and this network node would be responsible for
obtaining the required data for this stream from the various storage nodes in the system. The design of
network nodes will change based on the delivery medium. The logical separation (whether or not they
are physically separated) of nodes into network nodes and storage nodes makes it easier to adapt the
video server organization to different delivery mediums.

The delivered data stream is fed to a set-top box (STB) at the customer’s site. The STB decompresses
the digitally enoded data into a suitable input form for the TV monitor. The STB may provide additional
features such as the ability to pause/resume and fast forward/reverse an incoming video stream. The
design of the STB is a hotly discussed topic with proposals ranging from a dumb decoder to intelligent
controller with most of the functions of a personal computer. The design of the STB depends on the
functions provided, compression standard, bandwidth of the compressed stream, and input standard of
the TV monitor, among other things. To enable future adaptation to evolving compression technology,
some projects envision doing decompression completely in software by a processor in the set-top box.

To obtain high I/O bandwidth, data has to be striped (distributed) across a number of storage nodes.
If a movie is completely stored on a single disk, the number of streams requesting that movie will be
limited by the disk bandwidth. To enable serving a larger number of streams of a single movie, each
movie has to be striped across a number of nodes. As we increase the number of nodes for striping, we
increase the bandwidth for a single movie. If all of the movies are striped across all of the nodes, we also
improve the load balance across the system since every node in the system has to participate in providing
access to each movie. A number of related issues such as fault-tolerance and incremental growth of the

FIGURE 99.1 System model of a multiprocessor video server.
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system are closely linked to striping characteristics, and we will discuss these issues later in the chapter.
The unit of striping across the storage nodes is called a block. In earlier studies on disk scheduling [Reddy
and Wyllie, 1993], 64–256 kilobytes is found to be a suitable disk block size for delivering high real-time
bandwidth from the disk subsystem.

As a result of striping, a network node that is responsible for delivering a movie stream to the user
may have to communicate with all of the storage nodes in the system during the playback of that movie.
This results in a point-to-point communication from all of the storage nodes to the network node
(possibly multiple times depending on the striping block size, the number of nodes in the system, and
the length of the movie) during the playback of the movie. Each network node will be responsible for a
number of movie streams. Hence, the resulting communication pattern is random point-to-point com-
munication among the nodes of the system. It is possible to achieve some locality by striping the movies
among a small set of nodes and restricting that the network nodes for a movie be among this smaller
set of storage nodes.

The service for a video stream can be broken up into three components: (1) reading the requested block
from the disk to a buffer in the storage node, (2) transferring this block from the storage node buffer to a
buffer in the network node across the multiprocessor interconnection network, and (3) delivering the re-
quested block to the user over the delivery medium. The critical issues in these three components of service
are disk scheduling, interconnection network scheduling, and delivery guarantees over the delivery medium,
respectively. We discuss each of these service components briefly here.

Disk Scheduling

Traditionally, disks have used seek optimization techniques such as SCAN or shortest seek time first
(SSTF) for minimizing the arm movement in serving the requests. These techniques reduce the disk arm
utilization by serving requests close to the disk arm. The request queue is ordered by the relative position
of the requests on the disk surface to reduce the seek overheads. Even though these techniques utilize
the disk arm efficiently, they may not be suitable for real-time environments since they do not have a
notion of time or deadlines in making a scheduling decision.

In real-time systems, when requests have to be satisfied within deadlines, algorithms such as earliest
deadline first (EDF) and least slack time first are used. The EDF algorithm is shown to be optimal [Liu
and Layland, 1973] if the service times of the requests are known in advance. However, the disk service
time for a request depends on the relative position of the request from the current position of the
read–write head. Moreover, due to the overheads of seek time, strict real-time scheduling of the disk arm
may result in excessive seek time cost and poor utilization of the disk.

New disk scheduling algorithms have been proposed recently that combine the real-time scheduling
policies with the disk seek-optimizing techniques. Some of these algorithms include SCAN-EDF [Reddy
and Wyllie, 1993] and grouped sweeping scheduling [Yu, Chen, and Kandlur, 1993]. These algorithms
batch requests into rounds or groups based on request deadlines, serving requests within a round based
on their disk track locations to optimize the seek time. These algorithms are shown to significantly
improve real-time performance at smaller request blocks and improve nonreal-time performance at larger
request blocks [Reddy and Wyllie, 1993]. Figure 99.2 shows the impact of request block size on various
scheduling algorithms. Other factors to be considered include multiple data stream rates and variable
bit rates.

Multiprocessor Communication Scheduling

The communication scheduling problem deals with the issue of scheduling the network resources of the
multiprocessor computer system for minimizing the communication delays. If the nodes in the multi-
processor system are interconnected by a complete crossbar network, there is no communication sched-
uling problem since any pair of nodes in the system can communicate without a conflict in the network.
Regular distribution of video data over the storage networks enables us to guarantee that if source and
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destination pairs are scheduled without a conflict for the transmission of the first block of data then the
entire playback of that video stream will not see any source and destination conflicts [Reddy, 1995].
Providing similar guarantees within the multiprocessor network depends on the network organization.
Some interconnection networks such as Omega networks and hypercubes have been shown to exhibit
properties that make it amenable to provide guarantees of no conflicts within the network. A simple
solution such as a round-robin distribution of data blocks among the storage nodes suffices to provide
such guarantees [Reddy, 1995] in these networks.

The basic approach to providing guarantees of conflict-free transfers relies on time-division multi-
plexing of the network resources. The network usage is divided into a number of slots. Each slot provides
sufficient time to transfer a fixed block across the network under no conflicts. Each stream is assigned a
fixed slot. The transfers are repeated after a fixed amount of time (a frame) to transfer the next block of
each stream. The regular data distribution and the network properties ensure that if the first block of a
stream is scheduled without any conflicts at the source or destination and within the network, the entire
stream of blocks of that video stream can be transferred without any conflicts. When the cluster network
has a higher bandwidth than the delivery network, the delays across the cluster network may not add
significant delays to the end-to-end delay in delivering the data.

FIGURE 99.2 Performance impact of scheduling policies and request block size.

FIGURE 99.3 IBM’s Hong Kong video server setup.
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Network Delivery

The actual delivery of video data blocks to the customer depends significantly on the network employed.
Performance guarantees such as guaranteed bandwidth and delay bounds are necessary to provide high
quality video picture to the customer. The current Internet network does not provide any performance
guarantees, hence, the resulting low-quality delivery of Web-based video content. It is possible to provide
dedicated bandwidth over various networks. These issues will be discussed further in Section 99.4.

Other Issues

In this section, we briefly touch upon a number of issues that have significant impact on the design of
a video server. The intent is to give the reader a feel of the problems and to provide starting pointers for
further reading.

Buffering

Buffering can make a significant impact on the video server design. Once the video stream is started on
the consumer’s monitor, the delivery of the video stream has a real-time nature, that is, the data has to
be supplied at a constant rate. However, the system can control when the first block of the stream is
delivered to the consumer’s monitor (latency). Buffering can be used effectively to control the latency of
delivery in video-on-demand applications. The more the data is buffered, the greater the stream startup
latency and the longer the time to serve a request block at the server. In more interactive applications,
long latencies cannot be tolerated. Buffering can be used to increase the request block size or to provide
extra time for serving a request of a video stream (deadline extension). Both these options, larger request
blocks and deadline extensions, are shown to improve the number of video streams that can be supported
[Reddy and Wyllie, 1993].

Interactive Response

Providing a VCR-like capability of pause/resume and fast forward/reverse requires that sufficient resources
be available at the server to absorb the variations in bandwidth demands due to such operations [Jayanta
et al., 1994]. Pause operation may reduce the bandwidth demand at the server, and the other three
operations may increase the bandwidth requirement. To support such operations, the server has to
determine that these bandwidth variations do not affect the delivery of other scheduled streams. It is
also possible to keep the bandwidth requirements at the server constant by serving alternate copies of
video streams that have less quality encoding at the higher frame rates required by the fast-forward and
reverse operations [Chen, Kandlur, and Yu, 1994]. Then the server can serve the alternate copies of video
data during fast-forward and reverse operations without altering the schedule of the scheduled streams.
When interactivity is dominant, EDF-like scheduling may be employed at the cost of lower throughput.

Fault Tolerance

Bandwidth considerations, load balancing, and other issues favor striping data across multiple disks and
nodes in a multiprocessor video server. However, this increases the probability of losing service due to
a failure of one of the disks or nodes in the system. In line of business applications such as ITV, VOD,
and DVB, the video server must be highly reliable and tolerate hardware failures with minimal or no
system downtime. To illustrate the importance of this, consider a large ITV system supporting 30,000
users (systems of this size were considered in early trials [WSJ, 1995; Comput. Int., 1995; Bus. Wire,
1995]). Assuming the primary application is pay-per-view movies at $5 apiece, the system is generating
approximately $75,000/h! This is approximately one year’s pay for the service person, who undoubtedly
would not collect it for long if outages were frequent or prolonged.

Multilevel encoding has been proposed to tolerate against failures in the delivery medium. In these
schemes, the video data is stored in the server in two layers: a base layer and an enhancement layer. When
the available bandwidth is affected due to failures, the server can continue to provide a lower quality
picture to the consumer by sending only the base layer and thereby putting less load on the network.
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A similar idea can be used for reducing the disk overhead by protecting against the loss of the base
layer only and by not providing redundancy to protect against the loss of the enhancement layer.

As opposed to a conventional file or database system, loading from tape is not a desirable way to
recover from storage device failures. At the 6-Mb/s video data rate common in most ITV systems, a 2-h
movie requires 5.2 gigabyte of storage, which takes 1/2 h to restore even from a relatively high-performance
3 megabyte/s tape drive. Some ITV systems in use by customer trials have 1 tetrabyte online [WWW],
which would require 97 h (or many tape drives) to restore. This makes redundant storage [mirroring or
redundant arrays of inexpensive disks (RAID)] a requirement.

Disk failures can be protected either by making duplicate copies of data (disk mirroring) or by parity
protection (RAID) techniques [Patterson, Gibson, and Katz, 1988]. These fault-tolerance techniques
increase the availability of data and typically can tolerate the loss of a disk without losing access to data.
However, these data protection techniques incur extra load under a failure, and this extra workload needs
to be factored into the design for providing guarantees after an failure. To protect against the failure of
an SCSI bus (bus that interconnects multiple disks to a system’s memory bus), it is possible to connect
the disks to two SCSI buses such that the disks may be accessible through a second bus after a failure.

These techniques can guarantee availability of data but cannot guarantee availability of the necessary
I/O bandwidth for timely delivery of data after a failure. Scheduling data delivery after a component
failure is a difficult problem. Much work needs to be done in this area. Overdesigning the system is one
of the possible options so that even after a failure the data can be delivered in a timely fashion. Dynamic
resource allocation for tolerating failures is another possible option. In certain cases, only statistical
guarantees may be provided as to the capability of providing the required real-time bandwidth after a
failure.

Variable Bit Rate Streams

Video can be compressed into constant bit rate (CBR) streams or variable bit rate (VBR) streams. While
it is easier to schedule CBR streams, VBR streams tend to produce higher quality at the same bit rates.
VBR streams complicate resource scheduling because of the inherent variations in demand. A number
of approaches can be taken to account for these variations. The peak bit rate of the video can be considered
for scheduling purposes. However, such an approach leads to underutilization of the server and network
resources. VBR streams can be smoothed [Salehi, Zhang, Kurose, and Towsley, 1996] to reduce rate vari-
ability and to improve the delivered throughput. It is also possible to adjust the starting times of the
videos to reduce the overall system load variability over time [Reddy and Wijayaratne, 1999] to improve
the total throughput.

Variable Bandwidth Devices

Some of the current disks utilize zone-bit recording, which makes the track capacity a variable depending
on the location of the track on the disk. This results in a variable data rate depending on the track
location. The variable data rate makes it harder to utilize the disk bandwidth efficiently. To guarantee
the real-time requirements, the minimum supportable bandwidth can be assumed to be the average
deliverable bandwidth. However, this results in inefficient use of the disk bandwidth. It is possible to
use the remaining bandwidth for nonreal-time requests while utilizing the minimum disk bandwidth for
real-time requests. Request spreading techniques [Birk, 1995] can be used to make sure that the requests
are spread uniformly over the surface of the disk to utilize the disk at its average bandwidth.

Integrated Service

Much work has been done recently to enable servers to provide integrated service simultaneously to
multiple types of data. While video playback requires periodic guarantees, interactive operations such as
fast forward or rewind require quick response from the server. Similarly, interactive video games require
the server to provide a quick respone to a user’s commands. Providing different guarantees to different
types of requests is more challenging than providing bandwidth guarantees required for video playback. A
number of projects have recently shown that it is possible to design servers that can provide integrated service.
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Fellini [Ozden, Rastogi, and Silberschatz, 1994], Symphony [Shenoy, 1998], and Prism [Wijayaratne, 2001]
are examples of experimental file servers that have been designed to provide integrated service to multiple
data types.

99.3 Video Networks

The most prominent types of digital networks used for ITV are asynchronous digital subscriber loop
(ADSL), hybrid fiber coax (HFC), asynchronous transfer mode (ATM), and high-speed ethernet.
Although there are major differences between these networks, they all support both a high bandwidth
video channel for sending video to the set-top box, and a lower bandwidth control channel (usually bidi-
rectional) for communicating user commands and other control information with the server. ADSL
multiplexes the downstream video channel, a bidirectional 16-Kb/s control channel (which usually
employs X.25 packet switching), and the existing analog telephone signal over the same copper twisted
pair [Bell, 1993a, 1993b]. ADSL is designed to leverage the existing telephone company (telco) wiring
infrastructure and, as such, has been used in several VOD trials conducted by telcos [WNT, 1993; Plumb,
1993; Patterson, 1994].

ADSL is used for the connection between the customer premises and the telephone company central
switching office. The server can either be located in the central office or at some centralized metropolitan
or regional center, in which case the data travels between the server and the customer’s central office
over the telephone company’s digital trunk lines. The video bandwidth the ADSL is capable of supporting
depends on the length of the subscriber loop (i.e., the distance between the central office and the customer
premises). At present, an ADSL will support 1.544 Mb/s (T1 bandwidth), correspondingly higher band-
widths over shorter distances. MPEG compressed at T1 bandwidth can deliver VCR quality video but is
marginal for applications such as sports. The choice of T1 bandwidth is convenient because it is widely
used in the telco trunk system and because T1 modems are readily available to connect the video server
to the digital network.

As ADSL attempts to leverage the existing telephony infrastructure, hybrid fiber coax [Ciciora, 1995]
leverages the existing cable TV plant and, as such, is popular for ITV systems deployed by cable service
providers. Standard cable plants deliver some number of analog TV channels (typically 70 channels using
a total bandwidth of 450 MHz) which are fanned out to all subscribers. The cable system is structured
as a large tree, with repeaters at each of the nodes and subscriber cable decoders at the leaves. However,
70 channels is barely a sufficient number for broadcast and is not nearly sufficient for VOD or ITV. The
basic idea behind HFC is to subdivide the tree into smaller subtrees (for example, one subtree per
neighborhood) and feed each subtree independently by fiber from the cable company head end. Some
number of channels in this subtree are still reserved for broadcast, and the remainder are available for
interactive services. A segment of the cable’s frequency range (typically 5–30 MHz) is reserved for
upstream control signalling, and LAN-like packet switching is used on this upstream channel.

In an HFC system, each user of interactive services is assigned a channel for the period during which
he is using the system. The server sends a command over the control channel to tell the STB which
channel to select and, subsequently, sends video to the STB over this channel. For security, STBs can
prevent interactive channels from being selected manually.

In some early trials, a subset of the analog TV channels were reserved for ITV [UPI, 1993]. MPEG
video from the server was converted to analog at the cable head end and multiplexed onto fiber. Since
only a small number of channels (those not used for broadcast) on each subtree are available for ITV,
the area covered by a subtree is small, and therefore a completely analog system is expensive.

New techniques [vestigial sideband (VSB), quadrature amplitude modulation (QAM)] have been devel-
oped that allow sending high-bandwidth digital data over analog TV channels. QAM-64, for example, allows
27 Mb/s of digital data to be carried by one 6-MHz analog TV channel. This payload can carry one high-
bandwidth program [e.g., high-definition television (HDTV)], but is normally used to carry an MPEG-2
transport stream with a number of lower-bandwidth programs. For example, QAM-64 allows four 6-Mb/s
MPEG-2 programs to be carried on a single 6-MHz analog TV channel, allowing a 70-channel cable TV
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plant to carry 280 channels. Higher bandwidth fiber-based systems are being deployed that support a
downstream bandwidth of 750 MHz, which supports over 400 6 Mb/s MPEG programs. This is suitable
for carrying a full complement of broadcast channels as well as a sufficient number of interactive channels
for a neighborhood of 1000 households.

The downstream video path of an HFC video server is somewhat more complicated than its ADSL
counterpart. The server sends individual MPEG programs to an MPEG multiplexor, which combines the
independent programs into a single MPEG transport stream. The transport stream is then converted
(e.g., by a QAM modulator) to a 6-MHz analog signal and then multiplexed onto one of the cable system’s
analog channels. The STB selects its MPEG program under control of the server from one of the MPEG
transport streams.

A number of alternatives exist for transporting video over ATM. ATM defines one standard [ATM
adaptive layer-1 (AAL1)] for continuous bit rate traffic and another standard (AAL5) for packet-based
data. Perhaps surprisingly, most ITV systems have used the packet-based approach. Even using AAL5,
several alternatives exist: the ATM fabric can be used as a fast Internet protocol (IP) network, or a
specialized video streaming protocol can be used [ATM, 1995]. Most ATM-based ITV systems implement
the ATM Forum standard; examples of IP-based systems are discussed in a later section. Time–Warner’s
full-service network (FSN) ITV system, deployed in Orlando, Florida [Time, 1993], uses a combination
of ATM and HFC. The server sends multiple MPEG program streams via ATM to a QAM modulator.
From there, they are transmitted by fiber to the customer STB, as previously discussed. Here, ATM is
used primarily as a head-end switching fabric rather than as a distribution mechanism. ATM has been
deployed in select campuses and corporations to the desktop but has not found widespread deployment
to the curb in residential access.

99.4 Network Multimedia

During the last several years, the cost of computer power, storage devices, and storage media has dropped
radically in the personal computer marketplace. This has led to the proliferation of interactive multimedia
applications and games for the PC. To date, most multimedia applications run on stand-alone PCs, with
digitized video and audio coming from local hard disks and compact disc read-only memories (CD-
ROMs). Increasingly, there has been a demand for file servers that support capture, storage, and playback
of multimedia data. The reasons for this are identical to the ones that motivate the use of file servers for
conventional data: sharing, security, data integrity, and centralized administration.

Servers for Network Multimedia

Although interactive TV is the glamor application for video servers, video playback over a local area
network (LAN) is the bread and butter of the industry. A LAN multimedia system includes one or more
servers, some number of multimedia client workstations, and a video-capable LAN. Applications for
LAN multimedia include training videos, information kiosks, desktop news, and digital libraries. The
client workstation software architecture has much to do with the design of the multimedia LAN server.
There are two basic client architectures, depending on whether or not the manufacturer-supplied driver
software provided with the video codec is used.

Normally, the video codec (e.g., MPEG card and Indeo software codec) comes packaged with driver
software that allows video to be played through the operating system multimedia support (e.g., the
Windows Media Player interface). The loop to read a buffer of video data and present it on the display is
implemented in this driver, which is a black box executable file supplied by the decoder manufacturer. Since
this driver reads data through the file system interface, the server must make video available through that
interface. With advances in PC speeds, MPEG-2 DVDs are now decoded in software entirely. Figure 99.4
shows a typical multimedia LAN server.

Most client platforms (Windows, Macintosh, UNIX) support the notion of an installable file system
(IFS), which the multimedia LAN server can use to provide video data. However, the performance
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characteristics of the multimedia IFS driver must be equivalent to local disk or CD-ROM. In particular,
any read-ahead or extra buffering to smooth out variations in the network transfer rate must be imple-
mented in the IFS driver, not in the video codec device driver (which is unaware that video is coming
from the server as opposed to from local disk).

This file-based approach has the advantage of allowing the server to support almost any video codec.
Furthermore, applications that use the operating system media player or multimedia programming
interfaces (most multimedia applications fall into this class) need not be modified to use the server. For
example, such servers allow copying a multimedia CD-ROM to the server, after which it can transparently
be used by any number of clients simultaneously.

The server can either implement its own proprietary installable file system or can use one designed
to support a standard network operating system (NOS) protocol (e.g., Netware, LAN Manager, or NFS).
A proprietary file system allows using more aggressive read-ahead and buffering or a network transport
protocol tuned for video. However, a number of commercially available servers use standard NOS IFS
drivers (or NOS clients). This has obvious advantages: it allows the server to support a large variety of
platforms and makes it unnecessary for the user to install special software to use the server. Several
commercial servers have been built using standard NOS clients: examples include IBM OS/2 LAN Server
Ultimedia [IBM, 1993], Panasonic Video NFS [MEI, 1995], and IBM Multimedia LAN Server for AIX
[IBM, 1996].

Standard NOS network protocols work acceptably for video over a suitable LAN, that is, one with
sufficiently high throughput, low latency, and low error rate. The need for throughput is obvious; low
latency is required to prevent buffer starvation with the limited amount of read-ahead done by most
standard NOS clients. For example, the NFS protocol supports a maximum 8 K read size. Application
(e.g., codec driver) read requests larger than 8 K are broken up by the NOS client and sent to the server
as multiple 8-K requests. If the NOS client sends these requests synchronously (i.e., one at a time), the
time to complete a request must average less than 54 ms to maintain a data rate of 1.2 Mb/s (the data
rate for most CD-ROM MPEG). By supporting read-ahead (sending successive requests before previous
ones complete), an NOS client can relax this latency requirement somewhat. Most NOS clients support
read-ahead. The final requirement for low error rate stems from the fact that in most NOS clients, error
recovery is driven by timeouts. These timeouts are typically short enough to allow the occasional dropped
packet without a visible interruption in video, but bursts of errors will cause video to degrade.

Modern technology allows configuring LANs to support video in a cost-effective manner. Switched
ethernet, fiber distributed data interface (FDDI), and ATM LAN emulation are all suitable for video and
with high-performance routers can be scaled up to support a large building or campus. A number of projects
have developed technology for ensuring sufficient bandwidth over LAN, for example, Venkataramani and
Chiueh [1995]. 

FIGURE 99.4 A multimedia LAN server.
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A number of multimedia LAN server vendors have taken the approach of implementing proprietary
streaming protocols to transport video over LANs. Typically, this forces the server vendor to supply
special driver software for each video codec it wishes to support. This usually restricts such servers to a
limited number of codecs and increases the time required to support new ones. However, a proprietary
streaming protocol can, in principle, be designed to work better with a less-than-perfect network. Starlight
Networks’ Star Works and its MTP protocol is an example of this approach [Starlight, 1996a, 1996b].

Internet Video Servers

The recent explosion of interest in the Internet and the World Wide Web have resulted in a number of
attempts to support video over long distances using the Internet. These range from modest attempts to
support low-resolution video over dial-up and integrated services digital network (ISDN) connections
to more ambitious attempts to transport high-resolution video over the MBONE wide-area network
(WAN) and high-speed networks, for example, Numtv [2001].

The earliest attempts to support video and audio over the World Wide Web used store-and-forward.
Using this technique, the video file is downloaded to the client workstation in its entirety, after which
the operating system media player is launched to play the file. For all but the shortest videos, the delay
to download before viewing is unacceptable.

Recently, a number of systems have become available that play video and audio in real-time over the
Internet. Most are implemented as a Web browser external viewer or plug-in (the distinction is not
important to this discussion), and most work more or less the same way. When the user clicks on a link
to video (or audio) on a Web page, the browser loads the contents of the file pointed to by the link and
launches the viewer (or plug-in). This file, instead of containing the video data itself, contains a URL
pointer to the data, often on a separate, dedicated video server. The viewer starts transferring data from
the server, buffering it in random access memory (RAM) until it has a sufficient amount to begin playback.
Video is decoded in software and displayed in a window; accompanying audio is played from the data
buffer using the low-level audio subsystem programming interfaces (e.g., WaveOutWrite on Windows). 

In contrast to the file-based approach, this type of viewer usually does not take advantage of special
hardware (e.g., MPEG cards) that might be on the system or that supports a limited number of cards
using special drivers. Given the low video data rates possible over the Internet at present, this is usually
not a serious consideration. On the other hand, rather than using a conventional network file system
protocol (e.g., NFS) or even a conventional streaming protocol [e.g., transport control protocol (TCP)],
these viewers usually implement special-purpose network transport protocols (layered on UDP) that are
designed specifically for audio or video. Much work has been done in devising suitable protocols for
video transmission across networks [for example, Smith, 1996; Dwyer et al., 1998; Floyd et al., 2000].
Some additionally implement proprietary compression algorithms tailored to the Internet’s low data rate
and high error rate. Commercial products implementing proprietary transport protocols and/or com-
pression algorithms include VDO Live [VDOnet, 1995], Real Audio, and Microsoft Windows Media.

The research community and standards organizations have also been active in transporting multimedia
over the Internet. Real-time transport protocol (RTP) defines an encapsulation of any of a number of
audio or video data formats into UDP datagrams that allow it to be streamed over the Internet. Rather
than retransmitting lost packets as does TCP, RTP timestamps packets to allow missing packets to be
detected. RTP contains no flow-control mechanism and leaves the task of recovering from lost packets
to the video/audio codec. A number of commercial products are based on RTP (Apple’s QuickTime,
Precept FlashWare, Netscape LiveMedia, Microsoft’s Netmeeting and Real Player). A number of multi-
media servers are available from major vendors, for example, IBM’s videocharger. 

Video Multicast 

Since video puts considerable demands on the network bandwidth, there has been much interest in
finding efficient ways of distributing video across the network. For transmission of live or stored videos
that may be of interest to multiple receivers, multicasting may significantly reduce the bandwidth demands
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on the network. Much work has been done recently in devising efficient encoding, transmission tech-
niques for multicasting video. We briefly discuss some of these issues.

The vic video conferencing system supports real-time video multicast using RTP [Schulzrinne et al.,
1996]. Although the original version of vic supported only live video, Argonne National Laboratories has
extended vic to support playback of stored video at high bandwidth (6 Mb/s) via RTP from IBM’s Tiger
Shark video server [Haskin, 1998] on an IBM SP-2 parallel computer [IBM, 1995]. Several such exper-
imental video tools, including Xerox PARC’s Network Video, INRIA’s IVS, and CuseeMe, have been
developed for videoconferencing across networks.

When video is multicast across the Internet, receivers with different network bandwidths may wish to
participate in the multicast. To accommodate such heterogeneity in network connectivity, video may be
transmitted in multiple layers [Brown et al., 1996; McCanne, Jacobson, and Vetterli, 1996]. A receiver
would then subscribe to as many layers of video as possible in order to maximize the received video
quality within the bandwidth constraints of his/her network connection. Significant amounts of research
work have been done to optimize the delivered quality in the presence of receiver heterogeneity and
variability in network bandwidth. 

In the context of video servers, it is possible to multicast popular videos to several receivers simulta-
neously. Videos or video objects may be multicast in the form of channels, and a user would subscribe
to particular channel(s) to receive the requested video. Depending on the available bandwidth and the
popularity of the videos, a video may be multicast at regular intervals to satisfy the user requests. A user
would then wait for the beginning of the multicast of the requested video. A number of such video
broadcasting schemes have been proposed with various assumptions about network bandwidth, popu-
larity of videos, receivers’ network connectivity [Hua and Sheu, 1997; Dan, Sitaram, and Shahabuddin,
1994]. These schemes try to combine as many user requests as possible into one batch to be served by a
single multicast channel. In such schemes, a user’s latency tolerance for the beginning of a video is a
significant factor in determining the multicast efficiency. A number of techniques have been proposed
to reduce the user perceived latency in such multicast schedules [Hua, Cai, and Sheu, 1998].

Defining Terms

Asynchronous digital subscriber loop (ADSL): Technology that allows video to be delivered over
regular phone lines.

Data server: Computer system that stores and retrieves digital video.
Earliest deadline first (EDF): A real-time scheduling policy.
Hybrid fiber coax (HFC): Technology that allows bidirectional data transfer over cable.
Interactive TV (ITV): Video delivery depends on the interactive commands from the customer.
MPEG: A video compression standard proposed by the motion picture experts group.
Real-time/continuous media: Data that requires delivery within deadlines.
SCAN: A seek optimizing disk scheduling policy.
Set-top box: A decoder used to decompress and convert digital video to an appropriate input form

suitable for a customer’s monitor.
Striping: Distribution of data over several storage nodes (or disks).
Video on demand (VOD): A service where a video stream is delivered on demand.
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100.1 Introduction

Videoconferencing enables groups of people and individuals in different locations to communicate with
each other using the following media: (1) video, with which participants can see motion pictures of each
other, (2) audio, with which participants can hear each other, and (3) data, with which participants can
exchange still images/slides and share files, documents, and applications. Early videoconferencing systems
were expensive and required large amounts of bandwidth (mainly because of the bandwidth required
for transmitting video). Also, high speed networks necessary to transfer videoconferencing data were not
widely available. All these factors hindered widespread deployment of videoconferencing systems. But
with advances in microelectronics, video and audio compression techniques, and network technologies,
videoconferencing is becoming more and more economical and popular. Current videoconferencing
systems can be broadly divided into room-based systems and desktop-based systems. In room-based
videoconferencing, participants at a site have to go to conference rooms specially fitted with videocon-
ferencing equipment (typically with a large television monitor) in order to videoconference with others
in similarly equipped rooms at remote sites. In contrast, desktop videoconferencing takes videoconfer-
encing to the familiar desktop personal computers (PC) of the users. Desktop videoconferencing enables
users to sit at their own desk and videoconference with others using their personal computers. It leads
to a cheaper, more convenient, and flexible way of implementing a system for videoconferencing. With
the proliferation of advanced wireless networks, another way of videoconferencing—wireless videocon-
ferencing using mobile handheld terminals—is  slowly emerging now.

The next section gives an overview of the various components that make up a videoconferencing
system. Videoconferencing over the integrated services digital network (ISDN), over the common analog
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general switched telephone network (GSTN), and over packet-based networks (specifically over networks
based on the Internet protocol [IP]) are described next. The emphasis of this chapter will be on discussing
relevant standards for videoconferencing, since videoconferencing standards have played a very significant
role in accelerating the widespread acceptance of videoconferencing. Table 100.1 lists the videoconferencing
standards discussed in this chapter. Both room-based and desktop-based videoconferencing systems use
the same set of videoconferencing standards. The chapter concludes with a list of recent developments
and extensions to the videoconferencing standards—one of the extensions that standardizes videocon-
ferencing over wireless networks is discussed in more detail.

100.2 Overview

A videoconferencing system consists of three important components: the videoconferencing terminals,
the network, and the multipoint control unit/multicast router (MCU/MR). Figure 100.1 shows a typical
videoconferencing system configuration. The videoconferencing terminal is the device that provides the
necessary videoconferencing facilities to the users. It interfaces with input/output devices producing/
consuming videoconferencing data for/from other users. In the case of desktop-based systems, the video-
conferencing terminal is usually the user’s desktop computer or workstation. In the case of room-based
videoconferencing, the videoconferencing terminal is housed in cabinets or on carts that can be wheeled
into conference rooms. The network is used for transporting videoconferencing data between partici-
pants, whereas the MCU/MR is responsible for coordinating and directing the flow of information
between three or more videoconferencing users who wish to simultaneously communicate to  each other.

Videoconferencing Terminal

The videoconferencing terminal consists of four processing blocks: (1) audio and video, (2) data, (3)
control, and (4) multiplex–demultiplex-synchronization blocks, as shown in Fig. 100.1.

• Audio and video processing block. This block interfaces with audio and video (AV) input/output
(I/O) devices. In the case of desktop-based systems, video input is usually through a desktop video

TABLE 100.1 Videoconferencing Standards Discussed in This Chapter

Standard Name Networks Supported

H.320 Narrowband visual telephone systems 
and terminal equipment

ISDN

H.324 Terminal for low bit rate multimedia
communication

GSTN, Circuit-switched wireless
network, ISDN

H.323 Packet-based multimedia 
communications systems

IP Networks

SIP Session Initiation Protocol IP Networks, Packet-switched
wireless networks

FIGURE 100.1 A general videoconferencing system configuration.
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camera connected to the PC through special purpose video processing cards inside the PC. In the
case of room-based systems, the video camera is more sophisticated and, typically, its direction
of focus can be controlled by electronic means. The users at the remote end (and also at the local
end) can change the direction the camera is pointing to in order to focus on different people.
Electronic controllability also enables implementation of advanced features such as voice activated
camera control, where the camera automatically trains on the person speaking. The video output
is usually on the display monitor of the PC for desktop-based systems and on a large television
monitor for room-based systems. The audio I/O equipment usually consists of microphones and
headphones for desktop-based systems. For room-based systems, the audio output is usually
through speakerphones. The AV processing block performs another important function: compression/
decompression of the AV signals. Compression is necessitated by the fact that current networks
used to transport videoconferencing data have limited bandwidth. Compression/decompression
is typically done using AV codec chips or special purpose digital signal processing chips. In the
case of desktop-based systems, compression/decompression can be done in software too, using
the local processor of the PC.

• Data processing block. The term data here is used to specify information arising out of applications
such as electronic whiteboards, still images/slides, shared files and applications, and documents. The
data processing block enables users to exchange such information and to work jointly on applica-
tions. Since applications usually reside on the PC of the user, data sharing is more convenient in
desktop videoconferencing when compared to the room-based videoconferencing systems.

• Control block. As visible to the user, control is in the form of some graphical user interface (GUI)
window on the PC screen or on the television monitor, with which a user can initiate conferences
and set up preferred data rates and compression methods for audio and video. The user can typi-
cally select the options on the GUI using a mouse for desktop-based systems or through a wireless
keypad for room-based systems. At the system level, the control unit is responsible for end-to-
network signaling for accessing the network and end-to-end signaling for proper operation of
the desktop terminal.

• Multiplex–demultiplex-synchronization block. This block multiplexes the resulting audio, video,
data, and control signals into a single stream before transmission on the network. Similarly, the
received bit stream is demultiplexed to obtain the audio, video, data, and control signals which
are then passed on to their respective processing blocks. This block is also responsible for syn-
chronization of the different media (audio/video/data) being transmitted and for receiver feedback
for quality of service (QoS) monitoring. The multiplex–demultiplex block accesses the network
through a suitable network interface. Depending on the network interface, multiplexing and
demultiplexing may not be required sometimes.

Network

The network is the entity used for transporting videoconferencing data between participants. For vid-
eoconferencing applications it is desirable that the network provide a low and predictable delay connec-
tion; this is essential for transmission of audio and video data, which are real-time signals with strict
delay requirements. There are two types of networks, circuit-switched networks and packet-switched
networks, for which videoconferencing standards and applications currently exist. Circuit-switched net-
works, which allocate a dedicated amount of bandwidth, provide a predictable delay connection, whereas
packet-switched networks, which packetize data and transmit them over shared nondedicated bandwidth
networks, cannot guarantee predictable timing of data delivery. Commonly used networks are the ISDN
and GSTN (which are circuit-switched networks) and local area networks (LANs) and the Internet (which
are packet-switched networks). The network interfaces provided by ISDN and GSTN networks mandate
the use of a multiplex/demultiplex block in videoconferencing terminals.  However, for packet-switched
networks, the network interface is such that the multiplex/demultiplex block is not essential—multiplexing
and demultiplexing occurs at networking layers below the layer exposed at the network interface.
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Multipoint Control Unit ////Multicast Router

Videoconferencing can be classified as point-to-point or multipoint, based on the number of participants
in a given session. A point-to-point videoconference has only two users who communicate with each
other via audio, video, and shared data applications, whereas multipoint conferencing involves more
than two participants and multimedia information from each participant has to be multicast to all others.
Special network servers are required to coordinate the distribution of the videoconferencing data amongst
the multiple participants in a multipoint videoconference. These servers are called multipoint control
units in the terminology of circuit-switched networks. The equivalent function in packet-switched net-
works can be carried out by multicast routers. Note that some packet-switched networks such as LANs
inherently have multicasting capabilities.

100.3 Videoconferencing over Integrated Services 
Digital Network (ISDN)

The integrated services digital network (ISDN), a digital communication channel, is currently the most
widely used channel in videoconferencing for business related purposes. Most of the videoconferencing
systems over ISDN incorporate the H.320 standard [1], proposed by the International Telecommunica-
tions Union—Telecommunications Standardization Sector (ITU-T).  ITU-T H.320 is a suite of standards
and operates at rates from 64 kb/s to about 1920 kb/s. H.320 makes use of a number of other ITU-T
standards, which can be integrated, as shown in Fig. 100.2, to form the complete videoconferencing
system. The standards for audio, video, control, and multiplex are summarized in Table 100.2.

TABLE 100.2 H.320 Series of Recommendations

H.320 Narrowband visual telephone systems and terminal equipment
H.261 Video codec for audiovisual services at p ×  64 kb/s
G.711 Pulse coded modulation of voice frequencies
G.722 7-kHz audio coding within a 64-kb/s channel
G.728 Coding of speech at 16 kb/s using low-delay code excited linear 

prediction
H.221 Frame structure for a 64–1920 kb/s channel in audiovisual 

teleservices
H.242 System for establishing communication between audiovisual 

terminals using digital channels up to 2 Mb/s
H.230 Frame synchronous control and indication signals for 

audiovisual systems

FIGURE 100.2 H.320 protocol stack.
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Audio

H.320 supports both telephone quality (G.711 and G.728) as well as wideband quality (G.722) speech [2].
G.711 does the traditional A-law/µ-law quantization of speech whereas G.728 is based on the analysis-by-
synthesis approach and makes use of the low-delay code excited linear prediction (LD-CELP) algorithm
to compress speech to 16 kb/s. The wideband standard, G.722, splits the wideband speech into low and
high bands and does adaptive differential pulse code modulation (ADPCM) encoding of the two subband
sequences. The type of audio coding used in a videoconferencing session is signaled by using procedures
defined in the control standards of H.320 described later. For further details on G.722 and G.728 and other
speech coding standards, the reader is referred to [2].

Video

H.261 specifies the video coding standard for use in H.320. H.261 operates on video signals, which have
to be in either of the two standard picture formats: the common intermediate format (CIF) or the quarter-
CIF (QCIF). The luminance and chrominance resolutions of the CIF and QCIF formats are summarized
in Table 100.3. Pictures in H.261 are coded either in intraframe or in interframe modes. In intraframe
coding, the image is encoded without any relation to the previous image, whereas in interframe coding,
the current image is predicted from the previous image using block motion compensation and the
difference between the current image, and the predicted image is encoded. A single motion vector is
used for each macroblock (data corresponding to 16 ×  16 blocks in an image). Depending on the mode
of coding used, the macroblocks of either the image or the residual image are split into blocks of size
8 ×  8, which are then transformed using a two-dimensional discrete cosine transform (DCT). The
resulting DCT coefficients are quantized, run-length encoded, and finally Huffman encoded to give a
bit rate of p ×  64 kb/s, where p is an integer between 1 to 30. An overview of the H.261 standard is
given in [3].

Multiplex

The H.221 standard determines the way in which audio, video, data, and control is multiplexed in H.320
before transmission on the ISDN line. Data on each 64 kb/s ISDN channel is transmitted in 80 octet
(bytes) frames, as specified in H.221. Each 80 octet frame is split into 8 subchannels, as shown in Fig. 100.3.
Multiplexing is achieved by allocating video, audio, data, and control information to different subchannels.
For example, if G.728 (16 kbps) is used for speech coding, the resulting compressed speech would be
transmitted in subchannels 1 and 2, and video, data, and control would be sent in the remaining
subchannels. A fixed part of subchannel 8 is always reserved for signaling the service channel (SC) in all
H.221 frames. The SC in a frame consists of 8 bits each of bit-rate allocation signal (BAS), frame alignment
signal (FAS), and encryption control signal (ECS), as shown in Fig. 100.3; the remaining bits (bits 25–80)
of the SC can be used for transmitting videoconferencing data. The first 8 bits of the SC form the FAS,
which helps the receiver synchronize to the H.221 frame boundaries. The BAS channel consists of bits
9–16 of SC and is used to signal commands and  capabilities to the other end. It is also used to transmit
information describing the bit allocation between video, audio, and data channels in H.221 frames.

TABLE 100.3 Picture Formats for H.261 and H.263 

Picture 
Format Recommendations 

Luminance 
(pixels per line  ¥  lines)

Chrominance
(pixels per line ¥ lines)

Sub-QCIF H.263 128 ×  96 64 ×  48
QCIF H.261 and H.263 176 ×  144 88 ×  72
CIF H.261 and H.263 352 ×  288 176 ×  144
4 CIF H.263 704 ×  576 352 ×  288
16 CIF H.263 1408 ×  1152 704 ×  576
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Control 

ITU-T H.242 defines the procedure and protocols to be used for negotiating capabilities of the terminals
in order to determine the mode of operation (i.e., the type of audio/video codec, etc.) to use. It uses BAS
codes defined in H.221 to negotiate the mode. 

Other Standards Related to H.320

ITU-T H.231 and H.243 cover procedures for use by MCUs for multipoint conferences. Figure 100.4
shows a topology of H.320 terminals in a multipoint conference. ITU-T H.233 and H.234 specify
encryption and key exchange for H.320. Encryption is used if secure videoconferencing, conferences that
cannot be monitored as they pass through the network, is desired.

100.4 Videoconferencing over General Switched Telephone 
Networks (GSTN)

General switched telephone networks (GSTN) are the common analog telephone line networks. ITU-T
H.324 specifies the standard for videoconferencing over the GSTN by using V.34 data modems [4,5]. The
bit rate targeted is very low at around 33.6 kb/s. The H.324 protocol stack is shown in Fig. 100.5. Like
H.320, H.324 also invokes other ITU-T standards to provide complete videoconferencing functionality.
Table 100.4 gives a list of these standards. The audio coding standard G.723.1 [6] and the video coding

FIGURE 100.3 H.221 frame.

FIGURE 100.4 Multipoint videoconferencing using H.320.
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standard H.263 [7] were specifically developed for the low bit rate operation on GSTN targeted by H.324.
All H.324 terminals should support at least the V.34 modem, H.223 multiplex, and H.245 system control
protocol and, depending on the application, could support audio and video codecs and data protocols.

Audio

G.723.1 is the recommendation for speech coding in the H.324 family of standards [6]. G.723.1 specifies
a dual rate speech coder with bit rates of 5.3 and 6.3 kb/s. The higher bit rate coder provides better
quality than the lower bit rate coder. Both rates are a mandatory part of the encoder and decoder. The
variable bit rate operation allows for dynamic adjustment of the speech bit rate depending on the
requirements of other bit streams (such as video) which have to be simultaneously transmitted. G.723.1
is based on the principles of linear prediction (LP) and analysis-by-synthesis coding. The coder operates
on speech frames of 30 ms duration (which, in turn, is split into four subframes of 7.5 ms each). The
LP coefficients are vector quantized and transmitted once per frame. The excitation to the LP filter is
modeled as a combination of two components: one from a fixed codebook and the other from an adaptive
codebook. The adaptive codebook contribution corresponds to long-term prediction and reduces redun-
dancy present in the speech signal due to the pitch periodicities. A fifth-order pitch predictor is used,
and information concerning the pitch predictor (pitch lags and gains) is transmitted once every subframe.
The main difference in coding for the two rates comes from the type of excitation used in the fixed
codebook. The high rate coder uses multipulse maximum likelihood quantization (MP-MLQ) and the
low rate coder uses algebraic codebook excited linear prediction (ACELP). Both schemes essentially model
the excitation as a sequence of pulses, and information regarding the fixed codebook excitation is
transmitted in the form of pulse position and pulse signs once every subframe.

Video

H.263 is the video coding standard for low bit rate communication in H.324 [7]. H.263 is based on the
H.261 recommendation and improves upon it to provide an equivalent subjective quality at less than
half the bit rate. H.263 consists of a base level coder and four optional modes that are defined in four

TABLE 100.4 H.324 Series of Recommendations

H.324 Terminal for low bit rate multimedia communication
H.263 Video coding for low bit rate communication
G.723.1 Dual rate speech coder for multimedia 

communication transmitting at 5.3 and 6.3 kb/s
H.223 Multiplexing protocol for low bit rate multimedia 

communication
H.245 Control protocol for multimedia communication

FIGURE 100.5 H.324 protocol stack.
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annexes to the standard. H.263 specifies five standardized picture formats, as listed in Table 100.3. The
H.263 recommendation mandates that all decoders be able to operate using at least the sub-QCIF and
QCIF formats and that the encoder be able to operate on at least either of the two formats, sub-QCIF
or QCIF. Use of other picture formats is optional. Most of the improvements at the base level come from
using motion vectors with half-pixel resolution and from using improved variable length coding for
coding DCT coefficients. Also, motion vectors and other overhead information are coded more efficiently
than in H.261. The four optional modes of H.263 further improve compression efficiency. The reader is
referred to [7] for more details on the optional modes.

Multiplex

Video, audio, data, and control information is transmitted in H.324 on distinct logical channels. ITU-T
H.223 determines the way in which the logical channels are mixed into a single bit stream before
transmission over the GSTN. The H.223 multiplex consists of two layers, the adaptation layer that sits
on top of the multiplex layer. The adaptation layer adapts the information stream provided by the
applications above it to the multiplex layer below it by adding, where appropriate, additional octets for
the purposes of error control and sequence numbering. The type of error control used depends on the
type of information (audio/video/data/control) being conveyed in the stream. The adaptation layer
provides error control support in the form of cyclic redundancy check (CRC) bits and retransmission
protocols. The multiplex layer is responsible for multiplexing the various logical channels. It transmits
the multiplexed stream in the form of packets. Each packet transmitted by the multiplex layer contains
a one octet header and a payload consisting of a variable number of information field octets carrying
videoconferencing information. The packets are delimited by an 8 bit HDLC (high-level data link control)
flag (01111110). The header octet includes a multiplex code, which specifies, by indexing to a multiplex
table, the logical channels to which each octet in the information field belongs. To prevent emulation of
the HDLC flag in the payload, bitstuffing is adopted.

Control

H.324 systems contain exactly one control channel in each direction. The messages and procedures used
on these channels are specified in Recommendation H.245. The control channel is always carried on
logical channel 0. The information carried on the control channel includes capabilities data, multiplex
table entries, and mode preferences and flow control messages. The control channel is also used for
opening and closing logical channels. More details on H.245 are provided in the next section.

100.5 Videoconferencing over Internet Protocol (IP) Networks

Unlike videoconferencing over ISDN and GSTN discussed earlier, videoconferencing over the Internet
is through packet-switched networks. Connectivity on the Internet is provided through the Internet
protocol (IP). Two transport layer protocols were developed for use with IP: the transmission control
protocol (TCP) and the user datagram protocol (UDP). TCP was designed to provide a reliable point-
to-point service for delivery of packet information in proper sequence, whereas the UDP was designed
to simply provide a service for delivering packets to the destination without bothering about congestion
control. TCP uses retransmission of lost packets to guarantee delivery. TCP is found to be inappropriate
for real-time transport of audio and video information because retransmissions may result in indeter-
minate delays leading to discernible distortions and gaps in the real-time playout of the audio and video
streams. In contrast, UDP does not have the problem of indeterminate delays because it does not use
retransmission. However, the problem in using UDP for transmitting media is that UDP does not provide
sequence numbers to transmitted packets. Hence, UDP packets can get delivered out-of-order and packet
loss might go undetected.

Another important factor in determining the transport to use for media transmission purposes is
their support for multicasting. The problem that was initially faced in using IP directly for large-scale
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videoconferencing was that IP was a unicast (point-to-point) protocol and did not support efficient
multicasting. Clearly, unicasting separate copies of videoconferencing data to each of the recipients is
highly inefficient and leads to flooding of the network with redundant data. To overcome this problem,
the IP multicast model was proposed by Deering and Cheriton [8]. In IP multicast, the network does
the replication as paths to different receivers diverge. Support for IP multicast is required both in
network routers and switches and in the end terminals. TCP does not support multicast, whereas UDP
supports it. 

In practice, UDP is used in videoconferencing for transmitting audio and video because it does not
have the problem of indeterminate delays (as in TCP) and because it supports multicasting. However,
as was noted earlier, UDP does not provide information about sequencing of packets. It also does not
provide support for intermedia and intramedia synchronization. These problems motivated the devel-
opment of the real-time transport protocol (RTP) [9] for transporting real-time audio and video data
over the Internet. RTP was proposed by the Audio Video Transport Working Group (AVTWG) of the
Internet Engineering Task Force (IETF). RTP is typically layered over UDP and relies on the UDP to
provide it services such as framing and multiplexing. RTP consists of two parts: a data part and a control
part. The data part handles the transportation of the actual videoconferencing media (audio and video)
and takes care of timing and sequencing of media packets. The control part, real-time transport control
protocol (RTCP), is responsible for sending control information related to the RTP streams. RTCP packets
include information that helps in synchronizing different media (e.g., lip-syncing of audio and video).
They also include receiver feedback of packet loss. The receiver feedback is used to monitor QoS of the
network. The QoS information may be used to adaptively change the source coder parameters so as to
either decrease or increase the data rate as required.

Based on these developments, videoconferencing standards have since been standardized both in
ITU-T, which standardized the H.323 protocol [10–12], and in IETF, which standardized the session
initiation protocol (SIP) [13,14]. Both these standards are described in this section. Both these standards
make use of RTP for transporting the videoconferencing media.

H.323

Unlike H.320 and H.324, H.323 describes not only the videoconferencing terminals but also other
components on the network. Hence, before going into the details of H.323, it is useful to first look at
the various components in a H.323 enabled network. Figure 100.6 shows a H.323 enabled network. The
four main components are: (1) H.323 terminal: the videoconferencing terminal where the user initiates
a videoconference or receives a videoconferencing call, (2) MCU: the multipoint control unit responsible
for multipoint videoconferencing, (3) Gatekeeper: controls access of H.323 terminals to the network and
regulates the bandwidth that the terminals can use, and (4) Gateway: the endpoint in the network that

FIGURE 100.6 H.323 enabled network.
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provides services for H.323 terminals to interoperate with other terminals on other networks (such as
ISDN, GSTN etc.). The H.323 standard basically specifies the signaling between all these entities and it
also specifies the media codecs that can be used. Table 100.5 lists the main standards that fall under the
umbrella of H.323. Figure 100.7 shows the H.323 protocol stack.  

Audio and Video

The video and audio coding standards described in the previous sections are supported in H.323 too.
ITU-T G.729 is an additional audio codec that is supported in H.323. G.729 is a 8 kbps speech coder
based on a linear prediction analysis-by-synthesis technique that uses ACELP. More details on G.729 can
be found in [15].

Media Transmission

Standard H.225.0 specifies that RTP should be used for media transmission. There is no multiplexing of
audio and video data within a RTP packet. Audio and video data are sent separately in different RTP
packets in separate streams. Multiplexing of audio and video packets occurs at the network level.

Control

There are basically three control and signaling protocols:

• Registration admission and status (RAS): This protocol is defined in H.225.0 and takes care of
terminal to gatekeeper signaling. The messages exchanged deal with bandwidth allocation, call
admission, etc.

TABLE 100.5 H.323 Series of Recommendations

H.323 Packet-based multimedia communications systems
H.261, H.263 Video coding standards. See Tables 100.2 and 100.4
G.711, G.722, 

G.723.1, G.728
Speech coding standards. See Tables 100.2 and 100.4

G.729 Coding of speech at 8 kbit/s using conjugate structure 
algebraic code-excited linear-prediction (CS-ACELP)

H.225.0 Call signaling protocols and media stream 
packetization for packet based multimedia 
communication systems

H.245 Control protocol for multimedia communication
 

FIGURE 100.7 H.323 protocol stack.
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Call control signaling:

 

This protocol is defined in H.225.0 and is used for call-setup and teardown
between H.323 terminals. This protocol makes use of the Q.931 signaling protocol that is com-
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y used for signaling in ISDN and GSTN.

to-end control using H.245: H.245 is used in H.323, too, for exchanging terminal capability,
ing and closing of logical channels, and other control purposes. The H.245 standard defines
sage syntax and a set of protocols to exchange multimedia messages. The message syntax is

ed using ASN.1 [16]. ASN.1 encodes messages in a binary format. It is instructive to look at
45 message. Figure 100.8 shows an example H.245 message where both the binary encoding
he corresponding decoded message are shown (both were obtained using the H323 stack
www.openh323.org). The decoded message has been printed in a form that aids user read-
y. The H.245 message shown is an open logical channel message that requests the opening
-law quantized G.711 audio channel. The media codec information is sent in the data type
This open logical channel message also includes other information such as the IP address

e for the RTCP connection (this appears in the media control channel field). Note that the
 logical channel message in a H.324 system will be different from the one shown in Fig. 100.8.

play of the various protocols can be understood by tracing the steps of a typical H.323 call.
 shows a typical call sequence where two H.323 endpoints place a call through the gatekeeper.
ven phases. In the first phase, the endpoints make use of RAS to request permission from
er to make/receive a call. In the second phase, Q.931 is used to place a call from the calling
the called endpoint. H.245 is then used to negotiate capabilities between the two endpoints.
 used to open the logical channels for transmitting audio and video using RTP. The call is

 been established at this stage. In the next phase (the fourth phase), the endpoints use RTP
o and video data to each other to achieve two-way communications. Once the videoconfer-
ersation is over, the call can be shutdown by either endpoints. The logical channels are first
 H.245. This forms the fifth phase of the call. In the sixth phase, the call is torn down using
e final phase of the call, the endpoints signal the gatekeeper using RAS to indicate that the

8 An H.245 message example.

45 – actual sequence of bytes transmitted (Hex notation):
00 00 64 0c 60 1d 80 0b 0d 00 01 00 80 f7 63 23 13 89 80

45 Decoded message: 
uest openLogicalChannel {
forwardLogicalChannelNumber = 101
forwardLogicalChannelParameters = {

dataType = audioData g711Ulaw64k 30
multiplexParameters = h2250LogicalChannelParameters {

sessionID = 1
mediaGuaranteedDelivery = FALSE
mediaControlChannel = unicastAddress iPAddress {

network =  4 octets {
80 f7 63 23

}
tsapIdentifier = 5001

}
silenceSuppression = TRUE

}
}

ress LLC



 

       
resources (e.g., bandwidth) used for the call are no longer in use. The gatekeeper then captures the
resources and waits for the next call.

Session Initiation Protocol (SIP)

SIP was standardized by IETF [13,14]. The videoconferencing functionality supported by SIP is more or
less the same as that supported by H.323. SIP is becoming popular because it is simpler than H.323 and
can be more easily modified to support newer features. The SIP protocol is basically a call signaling
protocol and, as such, does not mandate the procedures to use in deciding on the media streams to use
in the videoconference nor does it specify the audio and video codecs to use. Current implementations
of SIP use the session description protocol (SDP) [17] to describe multimedia sessions and use RTP to
transmit audio and video. SDP provides the functionality of H.245 in SIP. Note, however, that H.245 is
much more sophisticated, and also much more complex, than SDP. A videoconferencing terminal in SIP
is called a user agent. SIP uses textual encoding of its messages with a syntax very similar to HTTP [18].
The working of SIP is explained using the message trace of a simplified call between two user agents—
UA1 and UA2, as shown in Fig. 100.10 (Note that the messages shown in Fig. 100.10 have been truncated

FIGURE 100.9 A gatekeeper enabled H.323 call.

FIGURE 100.10 A simple SIP call.
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to simplify the narrative and to highlight the important parts). UA1 places a call to UA2 by sending an
INVITE message. The “From” field indicates the originator of the call, the “To” field indicates the recipient
of the call, and the “Call-ID” field provides a unique session ID for the call. The INVITE message also
includes the SDP message in its body, as shown in Fig. 100.10. The “m=” lines in the SDP message indicate
the type of media that UA1 is able to receive and transmit. In this case “m=audio 3456 RTP/AVP 0”
indicates capability to receive G.711 audio using RTP and “m=video 4180 RTP/AVP 34” indicates capability
to receive and transmit H.263 video using RTP. On receipt of the INVITE message, UA2, if it decides to
accept the call, returns a “200 OK” message indicating willingness to participate in the call. The “200 OK”
response also contains an SDP message indicating the media that UA2 can receive and transmit. UA1
acknowledges the receipt of “200 OK” message from UA2 by sending an “ACK” message. At this stage,
the videoconferencing call is considered to be established. Media transmission using RTP then takes place
between the two user agents. At the time of termination of the call, the user agent that wants to terminate
the call sends a “BYE” message. More details on SIP can be found in [14].

SIP is also being standardized for use on third generation packet-switched wireless networks [19].

100.6 Recent Developments and Extensions 
to Videoconferencing Standards

Many of the videoconferencing standards described in the previous section have been extended from the
time they were first finalized. These extensions include addition of new features, support for other network
types, and modifications for improvement in calling speed. They also include support for newer media
codecs such as MPEG-4 for video [20], H.263 Version 2 (which includes more optional annexes) for
video [21], and some GSM speech coders [22]. This section highlights some of the extensions.

Wireless Extensions to H.324

The wireless channel is a noisy fading channel characterized by long bursts of errors on the channel.
Hence, the data that is transmitted on the wireless channel needs to be error protected. H.324 was initially
designed for use on the benign GSTN. It was later extended to cover mobile wireless networks by adding
error protection to H.223 [20,23]. Three annexes (referred to as Levels 1–3, respectively) were defined
to provide improved levels of error protection. The initial specification of H.223 (See Section 100.4) is
referred to as Level 0. Together, Levels 0–3 provide for a trade-off of error robustness against the overhead
required, with Level 0 being the least robust and using the least amount of overhead and Level 3 being
the most robust and also using the most amount of overhead.

• H.223 Level 1 (Annex A)—Communication over low error-prone channels—A longer 16-bit
pseudo-noise synchronization flag was introduced in Level 1 to allow for more reliable detection
of packet boundaries. The input bitstream is correlated with the synchronization flag and the
output of the correlator is compared with a correlation threshold. Whenever the correlator output
is equal to or greater than the threshold, a flag is detected. The other improvement incorporated
in Level 1 is that bitstuffing is removed. The use of bitstuffing leads to poor performance in the
presence of errors. Since bitstuffing is not performed, it is possible to have the synchronization
flag emulated in the payload. However, the probability of such an emulation is low and is out-
weighed by the improvement gained by not using bitstuffing over error-prone channels.

• H.223 Level 2 (Annex B)—Communication over moderate error-prone channels—When com-
pared to the Level 1 operation, Level 2 increases the protection on the packet header. A multiplex
payload length (MPL) field, which gives the length of the payload in bytes, is introduced into the
header to provide additional redundancy for detecting the length of the video packet. A (24,12,8)
extended Golay code is used to protect the multiplex code and the MPL fields. Use of error
protection in the header enables robust delineation of packet boundaries. Note that the payload
data is not protected in Level 2.
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• H.223 Level 3 (Annex C)—Communication over highly error-prone channels—Level 3 goes one
step above Level 2 and provides for protection of the payload data. Rate compatible punctured
convolutional (RCPC) codes, various CRC polynomials, and ARQ techniques are used for pro-
tection of the payload data. Level 3 allows for the payload error protection overhead to vary
depending on the channel conditions. RCPC codes are used for achieving this adaptive level of
error protection. 

The wireless extensions of H.324 have been adopted for use on third-generation circuit-switched wireless
networks [24].

Extensions to H.323

H.323 has been updated three times so far, resulting in specifications commonly called H.323 Version 2,
H.323 Version 3, and H.323 Version 4. The original H.323 is called Version 1. Some of the modifications
and improvements have been:

• Fast Connect: Reduces call setup time by combining the Q.931 and H.245 phases of the call.

• Supplementary services: A new set of standards—the H.450 series of standards—was defined to
support supplementary services such as call transfer, call forwarding, call waiting, name identifi-
cation, etc., in H.323 enabled networks. These services are similar to those available on GSTN
currently.

• Use of UDP for call signaling transport (Annex E/H.323): Signaling in H.323 (H.245 and Q.931)
is normally transferred on top of TCP. Because of the handshake mechanism inherent in estab-
lishing a TCP connection, TCP takes more time to connect to a remote endpoint when compared
to UDP. Therefore, use of UDP reduces call setup time.

• Simple endpoint type (SET) (Annex F/H.323): The SET was introduced to reduce the cost of
application-specific hardware devices that do not require the full functionality and generality of
H.323. A SET device utilizes only a small portion of the full H.323 protocol stack but is still able
to establish audio calls with other H.323 endpoints.

• Multiplexed stream transmission: Currently, both audio and video are sent in separate RTP
packets in two separate RTP streams. Synchronization of audio and video becomes difficult because
of this. Annex F of H.225.0 allows both audio and video to be multiplexed into a single RTP
stream. This enables endpoints to achieve better synchronization of audio and video. The H.223
multiplex is basically used for this multiplexing. The multiplexed packets that come out of H.223
are encapsulated in RTP packets and transmitted.

Defining Terms

Analysis-by-synthesis technique: In this technique, the excitation to the linear prediction filter is
chosen from a (predefined) set of possible excitation vectors such that the perceptually weighted
error between the input speech signal and its reconstructed version (which is the output of the
linear prediction filter) is minimized.

Block motion compensation: Motion compensated prediction is done on a block basis, that is, blocks
of pixels are assumed to be displaced spatially in an uniform manner from one frame to another.

Capability: Describes the terminal’s ability to process a particular kind of information stream.
Code excited linear prediction (CELP): Uses a “codebook”—a set of vectors available at both the

encoder and the decoder. An index into this codebook is used to signal the excitation vector to be
used for reconstructing the speech.

Data: This term is also used to specify information arising in applications such as electronic white-
boards, application sharing, and still images/slides transmission.

End-to-network and end-to-end signaling: End-to-network signaling is the signaling between the
terminal and the network access point to gain access to the network. End-to-network signaling is
used to place calls to the remote end. End-to-end signaling consists of system messages that are
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exchanged between terminal endpoints, e.g., capability messages exchanged to determine a com-
mon mode of operation.

Linear prediction: Models the speech as parameters of a linear filter wherein the current sample of
speech is predicted from the past (typically) 10–12 samples of speech.

Luminance and chrominance: Luminance is the brightness information in a video image, whereas
chrominance is the corresponding color information. For H.261 and H.263, color is encoded as
two color differences commonly called Cb and Cr components.

Motion vector: Specifies the spatial displacement of a block of pixels from one frame to another.
Multicast: Transmission of the same information to multiple recipients. Terminology more commonly

used  in packet-switched networks such as the Internet.
Multipoint communication: Simultaneous communication between more than two participants. Ter-

minology usually used in circuit-switched network applications.
Quality of service (QoS): Provided by Internet, is measured in terms of parameters such as packet loss

and packet delay variation.
Wideband speech: Traditional telephone quality speech is bandlimited to about 3 kHz. Wideband

speech is bandlimited to 7 kHz and gives more natural sounding speech.
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Further Information

The ITU-T standards covered in this chapter can be procured from http://www.itu.int/ and the IETF
standards referred to in this chapter can be found at http://www.ietf.org/. Third-generation partnership
project (3GPP) standards for wireless videoconferencing [19,24] can be found at http://www.3gpp.org/.
Fundamental level books on video and speech processing include the books by Netravali and Haskell
[25] and by Deller, Proakis, and Hansen [26], respectively. Books containing more information on
videoconferencing include those by Schaphorst [27], Gibson et al. [28], and the book edited by Sun and
Reibman [29].

Current research relevant to desktop videoconferencing is reported in a number of journals including
IEEE Transactions on Speech and Audio Processing, IEEE Transactions on Image Processing, IEEE Transac-
tions on Circuit and Systems for Video Technology, and Signal Processing. Conferences of interest include
the IEEE International Conference on Image Processing (ICIP), the IEEE International Conference on
Acoustics Speech and Signal Processing (ICASSP), the IEEE Infocomm, and ACM Multimedia.
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101.1 Introduction

Magnetic data storage is a critical component in modern computers, taking up a significant fraction of
the overall computer system cost. From the early 1990s to around 1997, the storage density of commercial
hard disk drives grew at an annual compound rate of 60% a year. In more recent years, the growth rate
has been over 100% a year. The demand for increased storage capacity will continue in the Internet era,
given the need to store massive amounts of data, including graphics and images, on central servers as
well as personal computers. The growth of the E-commerce industry will only stimulate the appetite for
more storage space. Magnetic storage is also competing with flash memory in portable electronics devices.
Microdrives are available that weigh just 20 grams and store 1 gigabyte of data. The size of a quarter,
these miniature drives are poised for deployment in digital cameras and various handheld devices.
Application to future mobile phones is an intriguing possibility. Personal TV is another visible and
growing application area for magnetic disk storage. 

In the year 2000, commercial disk drives could store up to 18 gigabits of data per square inch of disk
surface. Internal media transfer rates are up to 700 Mbits/sec. The reliability requirement is stringent:
after rereads and full error correction, the unrecoverable bit error rate is kept below 10-14 while the
probability of miscorrection is typically less than 10-21.

For a successful design of high-performance, high-capacity magnetic storage devices, advanced signal
processing techniques are playing an increasingly important role. There are several important factors one
must consider in developing signal processing schemes suitable for magnetic storage systems. Among
them are cost constraint, power consumption, and the data rate requirement.

Jaekyun Moon
University of Minnesota
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Starting with the communication channel modeling of the read/write process, this chapter reviews
some of the important coding and detection techniques employed in today’s magnetic storage devices.
Techniques that have a potential for improving future storage systems are also discussed. 

101.2 Communication Channel Model 
of the Read/Write Process 

Figure 101.1 shows a block diagram of general data storage systems. Error correction coding (ECC) is first
applied to information bits. In commercial magnetic storage devices, the Reed–Solomon (RS) codes are
used almost universally for outer error correction. The information bits and the RS parity bits are then
subject to modulation coding. The modulation code imposes runlength constraints on the bit sequence to
facilitate gain control and timing recovery during the retrieval operation. Constrained codes can also be
designed to improve distance properties at the detector output. The modulation encoded bits or the symbol
sequence are converted into a rectangular current waveform and then written in the medium in the form
of a magnetization waveform. This “write” process is accomplished by a small magnetic element called the
write head, moving at a constant velocity above the magnetic storage medium. In modern digital recording,
the written magnetization takes the form of a rectangular waveform as the medium is saturated either along
or opposite to the track direction. At the time of data retrieval, the stored bit sequence is reproduced as the
read head senses the magnetic flux (either the flux itself or its gradient depending on the type of read head)
emitted from the written magnetization pattern. The signal at the output of the read head appears as a
continuous time voltage waveform. The amplified version of the read head output waveform is then passed
through what is generally called the read channel in the data storage community. The read channel consists
of some type of bandlimiting filter, a sampler driven by a timing circuit, an equalizer, and a symbol detector
(in a broader definition, the read channel also includes the modulation encoder/decoder and, possibly, an
inner error correction or error detection encoder/decoder). The detected symbol or written bit sequence is
then applied to the modulation decoder and finally to the error correction decoder. 

A mathematical model of the read/write (R/W) process is useful in design, analysis, and simulation
of signal processing schemes. To begin, note that there are two different formats for generating the current
waveform given a binary data pattern. With the non-return-to-zero-interleaved (NRZI) format, a binary
1 in the data pattern produces a transition and a binary 0 results in the absence of transition. This is
shown in Fig. 101.2a. With the non-return-to-zero (NRZ) method, the amplitude level in the waveform
directly reflects the given binary information, as shown in Fig. 101.2b. In the past, data recovery was
typically carried out by a simple peak detector which determined whether a transition was present within
the given symbol interval. The NRZI recording format is a preferred method with this peak detection,
as an error made in a given interval has no effect in the future decisions (i.e., no error propagation). In
contrast, serious error propagation will result when the NRZ waveform is reconstructed based on the
peak detector outputs. With more sophisticated partial response maximum likelihood (PRML) detectors,
however, the NRZI method offers no distinct advantage over the NRZ recording format.

FIGURE 101.1 Block diagram of a data storage system.
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In digital communication systems based on pulse amplitude modulation (PAM), the received waveform
is commonly expressed as

(101.1)

where bk is the digital data sequence transmitted, s(t) is the channel impulse response, n(t) represents
the additive noise observed at the receiver, and T is the symbol period. An analogous mathematical
description exists for the R/W process of magnetic recording. The rectangular current waveform generated
according to the given binary data pattern (whether NRZI or NRZ) is viewed as the input to the write-
head/medium/read-head assembly. The voltage waveform generated at the output of the read head during
the read process is taken as the output of the same write-head/medium/read-head assembly and is ess-
entially a differentiated and low-pass-filtered version of the applied input waveform. See Fig. 101.3. The
reproduced waveform is also corrupted by noise. The overall write/read process can be modeled math-
ematically as:

(101.2)

where z(t) is the reproduced or readback voltage waveform; w(t) denotes the rectangular current wave-
form that swings between 1/2 to –1/2; h(t) represents the low-pass filter type of response arising from
the frequency dependent signal loss terms due to the head-medium spacing in the read process, the read

FIGURE 101.2 NRZI and NRZ recording formats.

FIGURE 101.3 A typical step response in disk drive systems.
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e h(t) can be obtained experimentally by measuring the read voltage after writing a single
p or transition. In this sense, h(t) is called the transition response or step response. The
n occurs under the assumption of an inductive read element, but the modeling results will

e the same with the shielded magneto-resistive (MR) read head. Recording systems using
edia also exhibit a highly localized, non-additive type of noise. We shall discuss this type of
. 

 the time being assume that the NRZ recording format is used. Then, the input current wave-
s generated by multiplying each bipolar input bk taking the value +1 or −1 by a rectangular
ation T and height 1/2:

(101.3)

Eqs. (101.2) and (101.3) and realizing that

(101.4)

ess the readback waveform as

(101.5)

Eqs. (101.1) and (101.5), we see that the effective impulse response of the magnetic recording
(t) − h(t − T)]/2. This is usually called the pulse response since it is the head/medium response
lar current pulse. Note that the response h(t) − h(t − T) is traditionally called the dibit response
recording community since it is the response to two consecutive magnetic transitions or two
ZI bits. Equation (101.5) can be alternatively written as 

(101.6)

(101.7)

ak takes values 1, 0, and −1, which represent a positive transition, no transition, and a negative
espectively. Note that the polarity must alternate between any two successive nonzero ak

response is often analytically modeled as the Lorentzian function:

(101.8)

he energy of a transition, i.e., , and PW50 is the width of the pulse at half
e 101.3 shows a more realistic step response arising from micromagnetic modeling of a thin-

d a magneto-resistive (MR) head.
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Equation (101.5) can be used to describe the input/output relationship of a recording system based
on the NRZI format after replacing bk with the precoded sequence . The sequence  is obtained by
passing bk th
modulo-2 ad
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rough a precoder with transfer function 1/(1 ⊕ D), where D represents a delay and ⊕ is the
dition. Therefore, when the NRZI format is assumed (as is done in many modulation code
 detector can still be designed and evaluated based on the PAM-like channel description of
In this case, however, the decision is made on the precoded sequence , and the original bit
is recovered through an inverse precoding operation: bk =  ⊕ . The modulo-2 addition
f course, to (1,0) binary representations of bk and . 

ise

 disk drive recording systems invariably employ thin-metallic media. In such systems, the
e may change from one transition to the next due to random variations in the geometry of
nsitions. This random deviation of the step pulse gives rise to what is known as transition
ype of noise depends on the written data pattern and, strictly speaking, cannot be modeled
oise. A simple model for transition noise is obtained by introducing random variations to

and position parameters of the step response. Let h(t,w) denote the readback response to a
ansition located at t = 0, where w is a parameter that represents the physical width of the
sition. While it is clear that w is a certain fraction of the parameter PW50, the exact

 between the two parameters depends on physical characteristics of the particular head/disk
. Now, let hk(t,w) denote the transition response for the kth symbol interval. The subscript

s the underlying assumption that the step response is in general different from transition to
hen, the read response to a noisy transition in the kth symbol interval can be written as 

(101.9)

 wk are random parameters representing deviations in the position and width, respectively,
inal values. Taking an nth order Taylor series expansion, the above expression can be approx-

linear sum of the noise-free response and residual responses due to deviations around the
ition and width of the pulse. Figure 101.4 shows the second order model in both continuous
crete time, assuming only the position jitter component. The width variation components can
in a similar fashion. The model in Fig. 101.4 also includes additive noise. As for the accuracy
ansion relative to Eq. (101.9), simulation results show that the first order model is sufficient in
RML techniques. However, to analyze detection techniques optimized for medium noise, the
 components must be included [Moon and Park, 2001]. Note that the matched filter, although
 in the presence of medium noise, does provide virtually sufficient statistics since at reasonably

s both the signal and medium noise are effectively bandlimited. The use of matched filter also
losed-form expressions for discrete-time channel representation based on the widely used
tep response.

4 Channel model with second order position jitter. (a) Continuous time and (b) discrete-time.
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superposition of isolated step responses. However, as density increases, nearby transitions
act, resulting in significant nonlinear distortion. An important source of nonlinearity is the
ition positions, which occurs as the demagnetizing field of the previous transition influences

d writing the current transition. Another type of nonlinearity is the broadening of the current
 the head field gradient is reduced by the demagnetizing field from a previous transition.

sition is shifted earlier in time and tends to broaden due to the effect of the transition written
us symbol interval. Yet another form of nonlinearity, which becomes significant as transitions
ch other even more closely, corresponds to partial erasure of adjacent transitions. In the read
 appears as a sudden reduction of the signal amplitude. Unlike transition noise, nonlinearity
le phenomenon. The nonlinear distortion can be characterized using the Volterra functional
r nonlinearity characterization methods exist which rely more heavily on physical under-
the write process. While different signal processing techniques have been developed which
pecifically toward nonlinearity, they are mostly exploratory at present. In today’s recording
linear precompensation is aimed only at mitigating pattern-dependent transition position

NR Definition and Code Rate Penalty 

e taken in defining the signal to noise ratio (SNR) that can provide a basis for comparing
ng and modulation strategies that operate at different symbol rates or densities. The Eb /No

 is universally used in power-constraint communication channels, cannot be employed here.
eason is that saturation recording is not a power-constrained (in the sense of neither average
hannel. Furthermore, finding the right SNR definition is particularly confusing due to the
 statistical properties of medium noise depend on the written pattern as well as the symbol

nition in AWGN

er only additive noise. In communication channels with additive white Gaussian noise
d an average transmitter power constraint, the Eb /No ratio, the information bit energy to
l height ratio, can be used to compare coding/modulation schemes based on different symbol
ing the transmitted symbol is binary, the symbol error probability is mainly determined by

(101.10)

he symbol energy, r is the code rate, and Ps denotes the average transmitter power. This ratio
s referred to as the detection SNR. For a given Eb /No ratio, the detection SNR is proportional
f the code r.
etic recording channel should be viewed as the h(t)-constrained channel, where h(t) is the
sponse discussed above; there is no average or peak power constraint here, but for a given
m interface, h(t) is fixed and coding and signal processing engineers must live with it. At low
recording densities (where single errors are more likely than multiple errors), the detection
ptimal sequence detector is given by 

(101.11)
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For the Lorentzian channel, this reduces to 
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(101.12)

notes the symbol density defined as PW50/T and Du is the user density given by r ⋅ Ds.
01.12) suggests that Et /No, the isolated transition pulse energy to noise spectral height ratio,
No-like role for magnetic recording. It can be seen that for a given Eb /No, βmag is roughly
l to r2 (assuming  >> r2), indicating that the code rate penalty is more severe with magnetic
an with the average-power-constrained communication channel. At high densities where

ors dominate, βmag drops even faster than r2.

nition in the Presence of Transition Noise

tio, however, does not provide a meaningful SNR definition when noise includes a signal-
omponent. The following SNR definition can handle mixed noise channels:

(101.13)

 twice the average energy of the medium noise associated with each transition, Nα = N0 +
notes the medium noise power expressed as a percentage of the total in-band noise power, i.e., 

(101.14)

her write N0 = [(100 − α)/100]Nα and M0 = (α/100)Nα with 0 ≤ α ≤ 100. With α = 0, the
s to Et /N0. Letting nm(t) denote the medium noise voltage waveform associated with a given

e average medium noise energy per transition can be defined as

(101.15)

atistical average is taken over transitions written at different positions in the disk. It is safe
at the right hand side of Eq. (101.15) is finite. If the medium noise is statistically independent
itions (as in the case of disks exhibiting a linear increase of noise power vs. linear density),
l medium noise power arising from the all-transitions (or 1T) pattern is easily shown to be

. This means that 

(101.16)

be viewed as the equivalent (single-sided) band-limited white noise spectrum of the medium
s pattern.
rst-order position jitter and width variation (1PW) noise model, M0 can be written as 

(101.17)
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where  and  are the variances of position jitter and width variation, respectively, and 
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(101.18)

(101.19)

ove definitions, specifying Et /Nα with a particular value of α determines both No and M0

(t, w) is given as well]. Once M0 is determined, the noise parameters necessary for BER simu-
lysis are specified. For example, with the 1PW model, both  and  are specified once M0

ovided the ratio /  is also known. Once No, , and  as well as the symbol period are
e can proceed with performance analysis or BER simulations to compare codes/detectors
different symbol or user densities. Note that the key assumption here is that M0 is independent
ol period T so that the noise composition parameter α is also independent of T. This means

α definition is free of symbol density, as desired. This assumption will hold for any recording
re the total integrated medium noise power increases linearly with 1/T. For the Lorentzian
 assuming w = PW50/2, it can be shown that

(101.20)

f reference, to meet a 10−5 target BER for the 1PW Lorentzian channel at user density 2.5,
th a rate 16/17 RLL code requires an Et /No slightly above 24 dB and an Et /N90 around 23 dB

 noise comprised only of independent position jitter. 

oding and Detection

ic recording channel can be characterized as a severe ISI channel. It has been suggested that
nels, the capacity can be approached through coding with the relatively simple decision

ualizer (DFE) replacing complex sequence detectors and utilizing transmitter precoding to
ror. However, transmitter precoding is applicable only to multi-level input channels and
sed for modern magnetic storage channels, which are binary-input channels. At present, it
e only way to utilize a considerable fraction of the channel capacity available from the given
edia technologies is to rely on some type of sequence detection. 
own example of the application of a sequence detector to magnetic storage is the PRML
hich combines Viterbi detection with partial response linear equalization [Fisher, 1996]. The
 the PRML method is illustrated in Fig. 101.5. The sampled read signal is applied to a linear
ich forces the transfer function of the combined channel filter and equalizer to a (1 − D) ×

lynomial, where D represents a symbol delay and n is a positive integer [Thapar and Patel,
equalizer output signal is then fed to the Viterbi detector tuned to the ISI coefficients
ng to the (1 − D)(1 + D)n target function. While offering a reasonably good match to the
nel response, this particular family of target functions yields a smaller number of distinct

 at the equalizer output than more general target functions with the same ISI length. This,
ith the feature that the signal levels are integer-valued, significantly reduces the number of

5 Partial response maximum likelihood (PRML) detection.
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 of optimality associated with the PR equalizer. A close match between the target function
ral channel will make this loss small. For this reason, more general PR targets that allow
efficients are also being considered. Other types of PR targets with integer-coefficients are
h as (1 − D)(1 + D)(2 + 2D + D2) considered in Conway [1998]. Equalization is typically
 finite impulse response (FIR) digital filter, but it can also be done in continuous time before
curs. In disk drives, equalizers are typically trained at the factory floor and the trained taps
 shift registers that reside within the read channel IC. In disk recording, as the disk spins at

ngular velocity, the linear velocity of the head relative to the data track is reduced as the head
 the inner tracks to the outer ones. Despite this, storage density is kept more or less constant
tire surface of the platter by forcing the data rate to increase at outer tracks. This technology

e bit recording (ZBR) and is crucial in achieving the maximum possible storage density. For
sons, however, the data rate is not allowed to change in every track; rather, entire tracks are
 a number of bands and the data rate changes only from one band of tracks to another. Thus,
he equalizer taps are trained and stored for each band separately. At the time of data retrieval,
travels to the target track, the right set of taps is loaded from the shift register. 

-of-the Art Detector: EPR4ML Combined with Parity Code

riations exist, it is fair to say that the current industry standard in the read channel architecture
xtended class IV (EPR4) equalization followed by the Viterbi algorithm (dubbed EPR4ML),
g a single bit parity code on top of the usual (0,k) runlength-limited (RLL) code. The (0,k)

mits the runs of consecutive NRZI 0s to k to ensure frequent non-zero signal levels at the read
gain control and timing recovery [Siegel and Wolf, 1991]. EPR4 equalization is based on the
D)2 target polynomial. The basic RLL code is a block code that converts one or two bytes of
 well as the RS parity bits) to 9 or 17 bit-long codewords, respectively. In some cases, uncoded
re interspersed among the RLL codewords to effectively raise the code rate at the expense of
 k parameter. In addition to allowing a lower complexity encoder/decoder for a given rate,
 mitigates error propagation associated with long codewords. A single error event typically
s the whole code block after modulation decoding, but it may also corrupt two consecutive
ccurs on the codeword boundary. As the block gets large, error propagation will undermine
rrection capability of the outer RS code. Once the RLL code is determined, a single parity
 bit is appended to each RLL codeword. For example, a rate 32/34 RLL/SPC code can be
by first attaching two uncoded user bytes to a 16/17 (0,k) RLL code to effectively form a rate
 16) RLL code and then appending a single parity bit to the resulting RLL codeword. 
e bit parity is able to detect isolated occurrences of all error events consisting of an odd
RZ bit errors, such as ±{2}, ±{2, −2, 2},±{2, −2, 2, −2, 2}, and so on. These types of error events
sent the errors frequently observed in high density recording. Two different methods may
andle detected errors. One way is to add a post processor that attempts to correct errors
e error flag is raised [Conway, 1998]. The attempt for error correction is based on keeping
ly error patterns and their associated metrics for all positions within the parity code block.
rity is violated at the end of a given block, the post processor identifies the position and the

rn of the most likely error event from the stored list and attempt to correct the error
 The metric or the likelihood of a candidate error pattern can easily be obtained by correlating
nding noiseless signal pattern with the noisy received signal [Conway, 1998]. While the
dware complexity is relatively small with this approach, associated latency may be an issue. 
pproach to error correction for the single parity code is to directly incorporate the parity
 the Viterbi trellis. In the conventional EPR4 trellis, the state at time k is given by three most
 bits {bk−1, bk−2, bk−3}. With binary inputs, this gives rise to an 8-state trellis. With the single
aint, however, the state is completely specified by {bk−1, bk−2, bk−3; S}, where S is the modulo-2
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running sum of input bits since the beginning of the block. At the end of each block, S is forced to take on
either 1 or 0, depending on the type of parity imposed. The result is a time-varying trellis that starts with
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e beginning of each parity code block, grows to 16 states, and then reduces back to 8 states at
e block. While the difference may be small, this approach yields a better performance than the

or technique since the probability of miscorrection is smaller. Although the actual gain varies
n the channel properties including operating linear density and noise characteristics, the single
ypically provides a dB or so SNR gain. 
have been made to use more than one parity bit, but the additional SNR gain observed at

 output tends to disappear at the output of the RS decoder. The reason might be the increased
ation associated with multiple parity bits [Feng et al., 2000].

 Performance Metric

nt to realize that the performance measure based on detector symbol error rates is not the
 for the read channel reliability. A more meaningful performance metric is the sector retry
the probability that the RS code fails to correct all the errors in a sector before attempting

hen the byte errors observed at the detector output are independent, the translation from
 SRR is straightforward using the binomial probability distribution for the byte errors. If the
atistics are the same for all code/detector strategies, the BER can be used to rank different
/detection strategies since the SNR gain of one scheme over another at a given BER remains
 intact at the corresponding SRR level. However, in reality certain read channel strategies
uce more burst errors than others. Since the RS code performance degrades more rapidly

rrors, a BER level gain does not necessarily translate to an SRR level gain. This is one of the
 feedback-based detectors such as the DFE [Tyner and Proakis, 1993] and fixed delay tree
decision feedback (FDTS/DF) [Moon and Carley, 1990] have not found much success in
applications so far. These techniques are prone to error propagation, although they offer sig-
 advantages over PRML techniques at a given BER. While feedback-based detectors are not
 the ECC parameters of today’s hard disk systems, they can provide meaningful performance

RML techniques with more aggressive ECC parameters.

-Enhancing Codes

see that the single bit parity code itself does not have any error correction capability. One
ing that given types of error events never occur is to apply a constrained code. One example
um transition run (MTR) code [Moon and Brickner, 1996]. The basic idea of the MTR

iminate critical bit patterns that cause most errors in sequence detectors. More specifically,
e eliminates input patterns that contain j or more consecutive transitions in the correspond-

waveform. As a result, for j = 2, the NRZ error events of the form ±{2, −2, 2} (and any error
ntains this pattern) are eliminated. This substantially improves the performance of a broad

r-optimal sequence detectors at high linear densities. The code can be viewed as having a
ancing property for high linear density recording. In addition to enhancing distances, the

 are useful in controlling nonlinearities and other write-side anomalies associated with
sitions. As a simple example of an MTR code with j = 2, 16 codewords required to implement

block code are given in Table 101.1. The NRZI format is assumed in mapping the codewords
etization waveform. It can be seen that consecutive runs of 1s are limited to 2 both within

TABLE 101.1 Codewords for a Rate 4/5 MTR Block Code with k = 8

00001 00110 01100 10010
00010 01000 01101 10100
00100 01001 10000 10101
00101 01010 10001 10110
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the codewords and at the codeword boundaries. The runs of consecutive 0s are also limited (to 8 in this
example) for timing recovery purposes. Bit error rate (BER) simulation results indicate that the MTR
code can yie
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ld significant performance improvement over the uncoded case when used with high-order
DTS detectors. The rate 6/7 MTR j = 2 code has been constructed using a state-dependent
ategy [Brickner and Moon, 1997]. A higher-rate location-dependent MTR code has also

ed which allows three or more consecutive transitions starting at every other bit position
 1997].
 exist other types of code constraints that posses similar distance-enhancing properties for
RML and other ISI channels. For the interested reader, Karabed et al. [1999] provides a

ive treatment on general distance-enhancing codes for severe ISI channels. 

limpse of the Future 

 the data storage industry to sustain the growth rate trend in density, it is important that the
l provides substantial SNR gains in future storage systems. Two techniques that will potentially

R gains are low density parity check (LDPC) codes and pattern-dependent noise prediction. 

sity Parity Check Codes

 variety of communication channels, there is considerable interest in the magnetic recording
in employing turbo [Berrou et al., 1993; Ryan et al., 1998] or LDPC codes [Gallager, 1962;
999] to data storage devices. This interest is driven by the promise of very large SNR gain.
 codes, LDPC codes do not seem to exhibit error floors and, thus, may offer a more attractive

storage systems where the error rate requirements are very low. Also, the overall latency in
g operation is considerably smaller in LDPC codes. 
1.6a shows the BER simulation results of uncoded EPR4ML vs. LDPC coded EPR4 at a user
.5, assuming the noise is 100% AWGN. The Lorentzian step response is assumed. The rate
is 8/9, and the frame length is about 5000 bits. The encoder is an irregular LDPC code with
ht four and an overlap constraint that removes the length-4 cycles. The soft channel infor-
nerated using the forward-backward trellis search algorithm. The decoder is based on the
gation/message-passing algorithm. There is no iteration between the channel detector and
ecoder. Figure 101.6b shows similar curves except that the medium noise is 90% of the total
 sense of Eq. (101.14)]. It can be seen that the relative gain of the LDPC code is larger with

ise than with additive noise. Results on turbo code suggest similar gains. 

6 BER vs. SNR for (a) 100% AWGN and (b) 10% AWGN/90% medium noise (all position jitter).
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Both fundamental and practical issues must be addressed to overcome major obstacles in employing
these types of codes in real storage systems. With turbo or LDPC coding, a large coding gain is achieved
only when t
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he block size becomes comparable to the present sector size of 512 K bytes. In disk drives,
ilure rate is more important than the BER. This means that the block error rate of turbo or
 must be low enough to meet the demanding reliability requirement of storage systems
her error correction. Therefore, the error flooring effects that are common in turbo coded
simply not acceptable here. As computer simulation is not feasible at the low target error
cal disk drives, the performance must be reasonably ensured using error bound approaches.
cent developments in algebraic LDPC codes with known minimum distance properties [Kou
, it might be possible to ensure a desired level of error probability through analytical error
ough more work is needed in this direction. Another issue is the implementation complexity.
ingent power and speed constraint, the complexity is a major obstacle to the deployment of
in commercial storage devices. Efforts must be directed to both decoder and encoder imple-

he encoder complexity, which is a major issue in the implementation of Gallager’s original
 seems to be no longer a problem with, for example, the cyclic encoder of Kou et al. [2000].
ing, while the implementation speed can be made extremely fast using the inherently parallel
sing algorithm, the complexity is proportional to the frame length and can be excessively
ons of the turbo/LDPC code that allow both practical encoding and decoding may also be
e example is a turbo product code based on the single parity constituent codes. This code

ed as an LDPC code whose generator matrix is also sparse, allowing flexible decoder archi-
ns ranging from a serial forward-backward operation to a massively parallel message-passing
enning and Moon, 2001]. 

emaining question is robustness. Not all recording channel impairments are well character-
al asperity and offtrack interference are just two examples of channel disturbances that can
y unexpected results on read channel performance testing. It is important that the code does
e presence of some unforeseen disturbances. Performance verification and sensitivity studies
n the presence of thermal asperity, offtrack, and nonlinearity.

ependent Noise Prediction

ode is extremely powerful as in turbo and LDPC coded systems, it is difficult to overcome
ate penalty of the magnetic channel. In light of this observation, one effective strategy to
NR gain is to improve the detector capability. Especially when medium noise dominates,
gnificant room for improvement in detection performance. A viable strategy along this
o incorporate pattern-dependent noise prediction into the Viterbi algorithm [Caroselli et al.,
 and Moura, 2000; Moon and Park, 2001]. This approach is based on the observation that
wer changes from one branch (state-transition) to the next in the Viterbi trellis because of
dependent nature of medium noise. It can be shown that if the noise can be predicted on
 separately based on predetermined local noise statistics, the overall immunity against

ise can be improved significantly. This method is particularly promising in the design of
density storage systems where medium noise is likely to be a major limiting factor.

ther Considerations

t discussed here, servo signal processing is important to achieve accurate positioning of the
e given track. As track density increases, data written in adjacent tracks may interfere with
g of the main track signal. This type of interference, called offtrack interference, may become
ce of errors in future storage systems. Gain control and timing recovery loops are also critical
 in the overall read channel design. In storage systems that employ flexible media such as
fades due to medium asperity and mechanical fluctuation of head-tape spacing can be a
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major cause of errors. For these channels, requirements on equalization and ECC can be considerably
different from the hard disk channel. 
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Further Information

For a comprehensive treatment on constrained codes used for data storage channels, see Codes for Mass
Data Storag
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e Systems, K. A. S. Immink, Shannon Foundation Publishers, 1999. For an overview of
cording technology including computer tape and disk recording as well as consumer video
ecording, consult Magnetic Recording Technology and Magnetic Storage Handbook, Mee and
nd Edition, McGraw-Hill, 1996. For more detailed information on some coding and signal
deas for data storage, see the January 1992 issue of the IEEE Journal on Selected Areas in
tions. A new JSAC issue devoted to the same topic will appear sometime early in the year 2001.
ear, the Global Telecommunications Conference and the International Conference on Com-
 run sessions dedicated to data storage. In addition, either the September or the November
IEEE Transactions on Magnetics includes papers presented at the annual International Con-
Magnetics and contains a significant number of papers on communications and signal
sues of data storage technology. Finally, every third year, the Magnetic Recording Conference
o systems and signal processing issues for storage. The last TMRC dedicated to signal
as in the year 2000, and some of the papers presented there appeared in the January 2001

IEEE Transactions on Magnetics. 

ress LLC



102
Magneto-Optical Disk

Data Storage

102.1 Introduction
102.2 Preliminaries and Basic Definitions

The Concept of Track • Disk Rotation
Speed • Access Time

102.3 The Optical Path
Collimation and Beam-Shaping • Focusing
by the Objective Lens

102.4 Automatic Focusing
102.5 Automatic Tracking

Tracking on Grooved Regions • Sampled Tracking

102.6 Thermomagnetic Recording Process
Recording by Laser Power Modulation
(LPM) • Recording by Magnetic Field Modulation

102.7 Magneto-Optical Readout
Differential Detection

102.8 Materials of Magneto-Optical Data Storage

102.1 Introduction

Since the early 1940s, magnetic recording has been the mainstay of electronic information storage
worldwide. Audio tapes provided the first major application for the storage of information on magnetic
media. Magnetic tape has been used extensively in consumer products such as audio tapes and video
cassette recorders  (VCRs);  it  has  also found application in backup/archival storage of computer files,
satellite images, medical records, etc. Large volumetric capacity and low cost are the hallmarks of tape
data storage, although sequential access to the recorded information is perhaps the main drawback of this
technology. Magnetic hard disk drives have been used as mass storage devices in the computer industry
ever since their inception in 1957. With an areal density that has doubled roughly every other year, hard
disks have been and remain the medium of choice for secondary storage in computers.1 Another magnetic
data storage device, the floppy disk, has been successful in areas where compactness, removability, and
fairly rapid access to the recorded information have been of prime concern. In addition to providing
backup and safe storage, inexpensive floppies with their moderate capacities  (2 megabyte on a 3.5-in-
diam platter is typical nowadays) and reasonable transfer rates have provided the crucial function of file/
data transfer between isolated machines. All in all, it has been a great half-century of progress and market

1At the time of this writing, achievable densities on hard disks are in the range of 107 b/cm2. Random access to
arbitrary blocks of data in these devices can take on the order of 10 ms, and individual read/write heads can transfer
data at the rate of several megabits per second.

Masud Mansuripur
University of Arizona
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dominance for magnetic recording devices, which are only now beginning to face a potentially serious
challenge from the technology of optical recording.

Like magnetic recording, a major application area for optical data storage systems is the secondary
storage of information for computers and computerized systems. Like the high-end magnetic media,
optical disks can provide recording densities in the range of 107 b/cm2 and beyond. The added advantage
of optical recording is that, like floppies, these disks can be removed from the drive and stored on the
shelf. Thus, the functions of the hard disk (i.e., high capacity, high data transfer rate, rapid access) may
be combined with those of the floppy (i.e., backup storage, removable media) in a single optical disk
drive. Applications of optical recording are not confined to computer data storage. The enormously
successful audio compact disc (CD), which was introduced in 1983 and has since become the de facto
standard of the music industry, is but one example of the tremendous potential of the optical technology.

A strength of optical recording is that, unlike its magnetic counterpart, it can support read-only, write-
once, and erasable/rewritable modes of data storage. Consider, for example, the technology of optical
audio/video disks. Here the information is recorded on a master disk, which is then used as a stamper
to transfer the embossed patterns to a plastic substrate for rapid, accurate, and inexpensive reproduction.
The same process is employed in the mass production of read-only files [CD read only memory (CD-
ROM), and optical ROM (O-ROM)], which are now being used to distribute software, catalog, and other
large data bases. Or consider the write-once read-many (WORM) technology, where one can permanently
store massive amounts of information on a given medium and have rapid, random access to them
afterwards. The optical drive can be designed to handle read only, WORM, and erasable media all in one
unit, thus combining their useful features without sacrificing performance and ease of use or occupying
too much space. What is more, the media can contain regions with prerecorded information as well as
regions for read/write/erase operations, both on the same platter. These possibilities open new vistas and
offer opportunities for applications that have heretofore been unthinkable; the interactive video-disk is
perhaps a good example of such applications.

In this chapter, we lay out the conceptual basis for optical data storage systems; the emphasis will be
on disk technology in general and magneto-optical disk in particular. The next section is devoted to a
discussion of some elementary aspects of disk data storage including the concept of track and definition
of the access time. Section 102.3 describes the basic elements of the optical path and its functions; included
are the properties of the semiconductor laser diode, characteristics of the beam shaping optics, and certain
features of the focusing objective lens. Because of the limited depth of focus of the objective and the
eccentricity of tracks, optical disk systems must have a closed-loop feedback mechanism for maintaining
the focused spot on the right track. These mechanisms are described in Sections 102.4 and 102.5 for
automatic focusing and automatic track-following, respectively. The physical process of thermomagnetic
recording in magneto-optic (MO) media is described next, followed by a discussion of the MO readout
process in Section 102.7. The final section describes the properties of the MO media.

102.2   Preliminaries and Basic Definitions

A disk, whether magnetic or optical, consists of a number of tracks along which the information is
recorded. These tracks may be concentric rings of a certain width, Wt , as shown in Fig. 102.1. Neighboring
tracks may be separated from each other by a guard band whose width we shall denote by Wg . In the
least sophisticated recording scheme imaginable, marks of length ∆0 are recorded along these tracks.
Now, if each mark can be in either one of two states, present or absent, it may be associated with a binary
digit, 0 or 1. When the entire disk surface of radius R is covered with such marks, its capacity C0 will be

(102.1)

Consider the parameter values typical of current optical disk technology: R = 67 mm corresponding to
5.25-in.-diam platters, ∆0 = 0.5 µm, which is roughly determined by the wavelength of the read/write laser

C0
πR2

Wt Wg+( )∆0

-------------------------------  bits per surface=
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diodes, and Wt + Wg = 1 µm for the track-pitch. The disk capacity will then be around 28 × 109 b, or
3.5 gigabytes. This is a reasonable estimate and one that is fairly close to reality, despite the many sim-
plifying assumptions made in its derivation. In the following paragraphs, we examine some of these
assumptions in more detail.

The disk was assumed to be fully covered with information-carrying marks. This is generally not the
case in practice. Consider a disk rotating at N revolutions per second (r/s). For reasons to be clarified
later, this rotational speed should remain constant during the disk operation. Let the electronic circuitry
have a fixed clock duration Tc. Then only pulses of length Tc (or an integer multiple thereof) may be
used for writing. Now, a mark written along a track of radius r, with a pulse-width equal to Tc, will have
length �, where 

(102.2)

Thus, for a given rotational speed N and a fixed clock cycle Tc, the minimum mark length � is a linear
function of track radius r, and � decreases toward zero as r approaches zero. One must, therefore, pick
a minimum usable track radius, rmin, where the spatial extent of the recorded marks is always greater
than the minimum allowed mark length, ∆0 . Equation (102.2) yields

(102.3)

One may also define a maximum usable track radius rmax, although for present purposes rmax = R is a
perfectly good choice. The region of the disk used for data storage is thus confined to the area between
rmin and rmax. The total number N of tracks in this region is given by 

(102.4)

The number of marks on any given track in this scheme is independent of the track radius; in fact, the
number is the same for all tracks, since the period of revolution of the disk and the clock cycle uniquely
determine the total number of marks on any individual track. Multiplying the number of usable tracks

FIGURE 102.1 Physical appearance and general features of an optical disk. The read/write head gains access to the
disk through a window in the jacket; the jacket itself is for protection purposes only. The hub is the mechanical
interface with the drive for mounting and centering the disk on the spindle. The track shown at radius r0 is of the
concentric-ring type.

� 2π NrTc=

rmin

∆0

2πNTc

----------------=

N
rmax rmin–
Wt Wg+
-----------------------=
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N with the capacity per track, we obtain for the usable disk capacity

(102.5)

Replacing for N from Eq. (102.4) and for N Tc from Eq. (102.3), we find

(102.6)

If the capacity C in Eq. (102.6) is considered a function of rmin with the remaining parameters held
constant, it is not difficult to show that maximum capacity is achieved when

(102.7)

With this optimum rmin, the value of C in Eq. (102.6) is only half that of C0 in Eq. (102.1). In other
words, the estimate of 3.5 gigabyte per side for 5.25-in disks seems to have been optimistic by a factor
of two.

One scheme often proposed to enhance the capacity entails the use of multiple zones, where either
the rotation speed N or the clock period Tc are allowed to vary from one zone to the next. In general,
zoning schemes can reduce the minimum usable track radius below that given by Eq. (102.7). More
importantly, however, they allow tracks with larger radii to store more data than tracks with smaller
radii. The capacity of the zoned disk is somewhere between C of Eq. (102.6) and C0 of Eq. (102.1), the
exact value depending on the number of zones implemented.

A fraction of the disk surface area is usually reserved for preformat information and cannot be used
for data storage. Also, prior to recording, additional bits are generally added to the data for error-
correction coding and other housekeeping chores. These constitute a certain amount of overhead on
the user data and must be allowed for in determining the capacity. A good rule of thumb is that overhead
consumes approximately 20% of the raw capacity of an optical disk, although the exact number may
vary among the systems in use. Substrate defects and film contaminants during the deposition process
can create bad sectors on the disk. These are typically identified during the certification process and are
marked for elimination from the sector directory. Needless to say, bad sectors must be discounted when
evaluating the capacity.

Modulation codes may be used to enhance the capacity beyond what has been described so far. Mod-
ulation coding does not modify the minimum mark length of ∆0 but frees the longer marks from the
constraint of being integer multiples of ∆0. The use of this type of code results in more efficient data
storage and an effective number of bits per ∆0 that are greater than unity. For example, the popular (2, 7)
modulation code has an effective bit density of 1.5 b per ∆0. This or any other modulation code can
increase the disk capacity beyond the estimate of Eq. (102.6).

The Concept of Track

The information on magnetic and optical disks is recorded along tracks. Typically, a track is a narrow
annulus at some distance r from the disk center. The width of the annulus is denoted by Wt, whereas the
width of the guard band, if any, between adjacent tracks is denoted by Wg. The track pitch is the center-to-
center distance between neighboring tracks and is therefore equal to Wt + Wg. A major difference between
the magnetic floppy disk, the magnetic hard disk, and the optical disk is that their respective track-pitches
are presently of the order of 100, 10, and 1 µm. Tracks may be fictitious entities, in the sense that no
independent existence outside the pattern of recorded marks may be ascribed to them. This is the case,
for example, with the compact audio disk format where prerecorded marks simply define their own

C
N

NTc

---------=

C
2πrmin rmax rmin–( )

Wt Wg–( )∆0

-------------------------------------------=

rmin
1
2
--rmax=
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tracks and help guide the laser beam during readout. In the other extreme are tracks that are physically
engraved on the disk surface before any data is ever recorded. Examples of this type of track are provided
by pregrooved WORM and magneto-optical disks. Figure 102.2 shows micrographs from several recorded
optical disk surfaces. The tracks along which the data are written are clearly visible in these pictures.

It is generally desired to keep the read/write head stationary while the disk spins and a given track is
being read from or written onto. Thus, in an ideal situation, not only should the track be perfectly circular,
but the disk must also be precisely centered on the spindle axis. In practical systems, however, tracks are
neither precisely circular, nor are they concentric with the spindle axis. These eccentricity problems are
solved in low-performance floppy drives by making tracks wide enough to provide tolerance for misreg-
istrations and misalignments. Thus, the head moves blindly to a radius where the track center is nominally
expected to be and stays put until the reading or writing is over. By making the head narrower than the
track pitch, the track center is allowed to wobble around its nominal position without significantly

FIGURE 102.2 Micrographs of several types of optical storage media. The tracks are straight and narrow (track
pitch = 1.6 µm), with an orientation angle of �−45º. (a) ablative, write-once tellurium alloy; (b) ablative, write-
once organic dye; (c) amorphous-to-crystalline, write-once phase-change alloy GaSb; (d) erasable, amorphous
magneto-optic alloy GdTbFe; (e) erasable, crystalline-to-amorphous phase-change tellurium alloy; and (f) read-only
CD-audio, injection-molded from polycarbonate with a nickel stamper. (Source: Ullmann’s Encylopedia of Industrial
Chemistry, 5th ed., Vol A14, VCH, Weinheim, 1989, 196. With permission.)
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degrading the performance during the read/write operation. This kind of wobble, however, is unaccept-
able in optical disk systems, which have a very narrow track, about the same size as the focused beam
spot. In a typical situation arising in practice, the eccentricity of a given track may be as much as +50 µm
while the track pitch is only about 1 µm, thus requiring active track-following procedures.

One method of defining tracks on an optical disk is by means of pregrooves that are either etched,
stamped, or molded onto the substrate. In grooved media of optical storage, the space between neigh-
boring grooves is the so-called land [see Fig. 102.3(a)]. Data may be written in the grooves with the land
acting as a guard band. Alternatively, the land regions may be used for recording while the grooves
separate adjacent tracks. The groove-depth is optimized for generating an optical signal sensitive to the
radial position of the read/write laser beam. For the push–pull method of track error detection, the groove
depth is in the neighborhood of λ/8, where λ is the wavelength of the laser beam.

In digital data storage applications, each track is divided into small segments or sectors intended for
the storage of a single block of data (typically either 512 or 1024 bytes). The physical length of a sector
is thus a few millimeters. Each sector is preceded by header information such as the identity of the sector,
identity of the corresponding track, synchronization marks, etc. The header information may be prefor-
matted onto the substrate, or it may be written on the storage layer prior to shipping the disk. Pregrooved
tracks may be carved on the optical disk either as concentric rings or as a single continuous spiral. There
are certain advantages to each format. A spiral track can contain a succession of sectors without inter-
ruption, whereas concentric rings may each end up with some empty space that is smaller than the
required length for a sector. Also, large files may be written onto (and read from) spiral tracks without
jumping to the next track, which occurs when concentric tracks are used. On the other hand, multiple

FIGURE 102.3 (a) Lands and grooves in an optical disk. The substrate is transparent, and the laser beam must
pass through it before reaching the storage medium. (b) Sampled-servo marks in an optical disk. These marks, which
are offset from the track-center, provide information regarding the position of focused spot.
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path operations, such as write-and-verify or erase-and-write, which require two paths each for a given
sector or still-frame video are more conveniently handled on concentric-ring tracks.

Another track format used in practice is based on the sampled-servo concept. Here the tracks are identified
by occasional marks placed permanently on the substrate at regular intervals, as shown in Fig. 102.3(b).
Details of track-following by the sampled-servo scheme will follow shortly; suffice it to say at this point that
servo marks help the system identify the position of the focused spot relative to the track-center. Once the
position is determined it is fairly simple to steer the beam and adjust its position.

Disk Rotation Speed

When a disk rotates at a constant angular velocity ω, a track of radius r moves with the constant linear
velocity V = rω. Ideally, one would like to have the same linear velocity for all of the tracks, but this is
impractical except in a limited number of situations. For instance, when the desired mode of access to
the various tracks is sequential, such as in audio and video disk applications, it is possible to place the
head in the beginning at the inner radius and move outward from the center thereafter while contin-
uously decreasing the angular velocity. By keeping the product of r and ω constant, one can thus achieve
constant linear velocity for all of the tracks.* Sequential access mode, however, is the exception rather
than the norm in data storage systems. In most applications, the tracks are accessed randomly with such
rapidity that it becomes impossible to adjust the rotation speed for constant linear velocity. Under these
circumstances, the angular velocity is best kept constant during the normal operation of the disk. Typical
rotation speeds are 1200 and 1800 r/m for slower drives and 3600 r/m for the high-data-rate systems.
Higher rotation rates (5000 r/m and beyond) are certainly feasible and will likely appear in future storage
devices.

Access Time

The direct-access storage-device (DASD) used in computer systems for the mass storage of digital
information is a disk drive capable of storing large quantities of data and accessing blocks of this data
rapidly and in arbitrary order. In read/write operations, it is often necessary to move the head to new
locations in search of sectors containing specific data-items. Such relocations are usually time consuming
and can become the factor that limits performance in certain applications. The access time τa is defined
as the average time spent in going from one randomly selected spot on the disk to another. Also, τa can
be considered the sum of a seek time τs, which is the average time needed to acquire the target track, and
a latency τl, which is the average time spent on the target track while waiting for the desired sector. Thus,

τa = τs + τl (102.8)

The latency is half the revolution period of the disk, since a randomly selected sector is, on the average,
halfway along the track from the point where the head initially lands. Thus for a disk rotating at 1200 r/m,
τl = 25 ms, whereas at 3600 r/m, τl � 8.3 ms. The seek time, on the other hand, is independent of the
rotation speed of the disk but is determined by the traveling distance of the head during an average seek,
as well as by the mechanism of head actuation. It can be shown that the average length of travel in a
random seek is one-third of the full stroke. (In our notation, the full stroke is rmax – rmin.) In magnetic
disk drives where the head/actuator assembly is relatively light-weight (a typical Winchester head weighs
about 5 g), the acceleration and deceleration periods are short, and seek times are typically around 10 ms
in small format drives (i.e., 5.25 and 3.5 in). In optical disk systems, on the other hand, the head, being
an assembly of discrete elements, is fairly large and heavy (typical weight � 100 g), resulting in values of
τs that are several times greater than those obtained in magnetic recording systems. The seek times reported

*In compact audio disk players, the linear velocity is kept constant at 1.2 m/s. The starting position of the head
is at the inner radius rmin = 25 mm, where the disk spins at 460 r/m. The spiral track ends at the outer radius rmax =
58 mm, where the disk’s angular velocity is 200 r/m.
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for commercially available optical drives presently range from 20 ms in high performance 3.5-in. drives
to about 80 ms in larger (and slower) drives. We emphasize, however, that the optical disk technology is
still in its infancy; with the passage of time, the integration and miniaturization of the elements within
the optical head will surely produce lightweight devices capable of achieving seek times of the order of
only a few milliseconds.

102.3 The Optical Path

The optical path begins at the light source which, in practically all laser disk systems in use today, is a
semiconductor GaAs diode laser. Several unique features have made the laser diode indispensable in
optical recording technology, not only for the readout of stored information but also for writing and
erasure. The small size of this laser has made possible the construction of compact head assemblies, its
coherence properties have enabled diffraction-limited focusing to extremely small spots, and its direct
modulation capability has eliminated the need for external modulators. The laser beam is modulated by
controlling the injection current; one applies pulses of variable duration to turn the laser on and off
during the recording process. The pulse duration can be as short as a few nanoseconds, with rise and
fall times typically less than 1 ns. Although readout can be accomplished at constant power level, that
is, in continuous wave (CW) mode, it is customary for noise reduction purposes to modulate the laser
at a high frequency (e.g., several hundred megahertz during readout).

Collimation and Beam-Shaping

Since the cross-sectional area of the active region in a laser diode is only about 1 µm, diffraction effects
cause the emerging beam to diverge rapidly. This phenomenon is depicted schematically in Fig. 102.4(a).
In practical applications of the laser diode, the expansion of the emerging beam is arrested by a collimat-
ing lens, such as that shown in Fig. 102.4(b). If the beam happens to have aberrations (astigmatism is
particularly severe in diode lasers), then the collimating lens must be designed to correct this defect as well. 

In optical recording, it is most desirable to have a beam with circular cross-section. The need for
shaping the beam arises from the special geometry of the laser cavity with its rectangular cross-section.
Since the emerging beam has different dimensions in the directions parallel and perpendicular to the
junction, its cross-section at the collimator becomes elliptical, with the initially narrow dimension
expanding more rapidly to become the major axis of the ellipse. The collimating lens thus produces a
beam with elliptical cross-section. Circularization may be achieved by bending various rays of the beam
at a prism, as shown in Fig. 102.4(c). The bending changes the beam’s diameter in the plane of incidence
but leaves the diameter in the perpendicular direction intact.

Focusing by the Objective Lens

The collimated and circularized beam of the diode laser is focused on the surface of the disk using an
objective lens. The objective is designed to be aberration free so that its focused spot size is limited only
by the effects of diffraction. Figure 102.5(a) shows the design of a typical objective made from spherical
optics. According to the classical theory of diffraction, the diameter of the beam, d, at the objective’s
focal plane is given by 

(102.9)

where λ is the wavelength of light, and NA is the numerical aperture of the objective.*

*Numerical aperture is defined as NA = n sinθ, where n is the refractive index of the image space and θ is the
half-angle subtended by the exit pupil at the focal point. In optical recording systems, the image space is air whose
index is very nearly unity; thus, for all practical purposes NA = sinθ.

d � λ
NA
--------
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In optical recording it is desired to achieve the smallest possible spot, since the size of the spot is
directly related to the size of marks recorded on the medium. Also, in readout, the spot size determines
the resolution of the system. According to Eq. (102.9) there are two ways to achieve a small spot: first,
by reducing the wavelength and second, by increasing the numerical aperture of the objective. The
wavelengths currently available from GaAs lasers are in the range of 670–840 nm. It is possible to use a
nonlinear optical device to double the frequency of these diode lasers, thus achieving blue light. Good
efficiencies have been demonstrated by frequency doubling. Also recent developments in II–VI materials
have improved the prospects for obtaining green and blue light directly from semiconductor lasers.
Consequently, there is hope that in the near future, optical storage systems will operate in the wavelength
range of 400–500 nm. As for the numerical aperture, current practice is to use a lens with NA � 0.5−0.6.
Although this value might increase slightly in the coming years, much higher numerical apertures are
unlikely, since they put strict constraints on the other characteristics of the system and limit the toler-
ances. For instance, the working distance at high numerical aperture is relatively short, making access to
the recording layer through the substrate more difficult. The smaller depth of focus of a high numerical
aperture lens will make attaining /maintaining proper focus more of a problem, whereas the limited

FIGURE 102.4 (a) Away from the facet, the output beam of a diode laser diverges rapidly. In general, the beam
diameter along X is different from that along Y, which makes the cross-section of the beam elliptical. Also, the radii
of curvature Rx  and Ry are not the same, thus creating a certain amount of astigmatism in the beam. (b) Multielement
collimator lens for laser diode applications. Aside from collimating, this lens also corrects astigmatic aberrations of
the beam. (c) Beam-shaping by deflection at a prism surface. θ1 and θ2 are related by Snell’s law, and the ratio d2 /d1

is the same as cosθ2 /cosθ1. Passage through the prism circularizes the elliptical cross-section of the beam.
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field of view might restrict automatic track-following procedures. A small field of view also places con-
straints on the possibility of read/write/erase operations involving multiple beams.

The depth of focus of a lens, δ, is the distance away from the focal plane over which tight focus can
be maintained [see Fig. 102.5(b)]. According to the classical diffraction theory,

(102.10)

Thus for a wavelength  of λ = 700 nm and NA = 0.6, the depth of focus is about ±1 µm. As the disk
spins under the optical head at the rate of several thousand revolutions per minute, the objective lens
must stay within a distance of f ± δ  from the active layer if proper focus is to be maintained. Given the
conditions under which drives usually operate, it is impossible to make rigid enough mechanical sys-
tems to yield the required positioning tolerances. On the other hand, it is fairly simple to mount the

FIGURE 102.5 (a) Multielement lens design for a high numerical aperture video disc objective. (Source: Kuntz, D.
1984. Specifying laser diode optics, Laser Focus, March. With permission.) (b) Various parameters of the objective
lens. The numerical aperture is NA = sinθ. The spot diameter d and the depth of focus δ are given by Eqs. (102.9)
and (102.10), respectively. (c) Focusing through the substrate can cause spherical aberration at the active layer. The
problem can be corrected if the substrate is taken into account in the design of the objective.

δ � λ
NA2
----------
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objective lens in an actuator capable of adjusting its position with the aid of closed-loop feedback control.
We shall discuss the technique of automatic focusing in the next section. For now, let us emphasize that
by going to shorter wavelengths and/or larger numerical apertures (as is required for attaining higher
data densities), one will have to face a much stricter regime as far as automatic focusing is concerned.
Increasing the numerical aperture is particularly worrisome, since δ drops with the square of NA.

A source of spherical aberrations in optical disk systems is the substrate through which the light must
travel to reach the active layer of the disk. Figure 102.5(c) shows the bending of the rays at the disk
surface that causes the aberration. This problem can be solved by taking into account the effects of the
substrate in the design of the objective, so that the lens is corrected for all aberrations including those
arising at the substrate. Recent developments in molding of aspheric glass lenses have gone a long way
in simplifying the lens design problem. Figure 102.6 shows a pair of molded glass aspherics designed for
optical disk system applications; both the collimator and the objective are single-element lenses and are
corrected for aberrations.

102.4 Automatic Focusing

We mentioned in the preceding section that since the objective has a large numerical aperture (NA ≥
0.5), its depth of focus δ is rather shallow (δ � ±1 µm at λ = 780 nm). During all read/write/erase op-
erations, therefore, the disk must remain within a fraction of a micrometer from the focal plane of the
objective. In practice, however, the disks are not flat and they are not always mounted rigidly parallel to
the focal plane, so movements away from focus occur a few times during each revolution. The peak-to-
peak movement in and out of focus may be as much as 100 µm. Without automatic focusing of the objective
along the optical axis, this runout (or disk flutter) will be detrimental to the operation of the system. In
practice, the objective is mounted on a small motor (usually a voice coil) and allowed to move back and
forth in order to keep its distance within an acceptable range from the disk. The spindle turns at a few
thousand revolutions per minute, which is a hundred or so revolutions per second. If the disk moves in
and out of focus a few times during each revolution, then the voice coil must be fast enough to follow
these movements in real time; in other words, its frequency response must extend to several kilohertz.

The signal that controls the voice coil is obtained from the light reflected from the disk. There are
several techniques for deriving the focus error signal, one of which is depicted in Fig. 102.7(a). In this
so-called obscuration method, a secondary lens is placed in the path of the reflected light, one-half of
its aperture is covered and a split-detector is placed at its focal plane. When the disk is in focus, the
returning beam is collimated and the secondary lens will focus the beam at the center of the split detector,
giving a difference signal ∆S equal to zero. If the disk now moves away from the objective, the returning
beam will become converging, as in Fig. 102.7(b), sending all the light to detector 1. In this case, ∆S will
be positive and the voice coil will push the lens toward the disk. On the other hand, when the disk
moves close to the objective, the returning beam becomes diverging and detector 2 receives the light [see
Fig. 102.7(c)]. This results in a negative ∆S that forces the voice coil to pull back in order to return ∆S
to zero. A given focus error detection scheme is generally characterized by the shape of its focus error

FIGURE 102.6 Molded glass aspheric lens pair for optical disk applications. These singlets can replace the multi-
element spherical lenses shown in Figs. 102.4(b) and 102.5(a).
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signal ∆S vs. the amount of defocus ∆z ; one such curve is shown in Fig. 102.7(d). The slope of the focus
error signal (FES) curve near the origin is of particular importance since it determines the overall
performance and stability of the servo loop.

102.5 Automatic Tracking

Consider a track at a certain radial location, say r0, and imagine viewing this track through the access
window shown in Fig. 102.1. It is through this window that the head gains access to arbitrarily selected
tracks. To a viewer looking through the window, a perfectly circular track centered on the spindle axis
will look stationary, irrespective of the rotation rate. However, any eccentricity will cause an apparent
radial motion of the track. The peak-to-peak distance travelled by a track (as seen through the window)
depends on a number of factors including centering accuracy of the hub, deformability of the substrate,
mechanical vibrations, manufacturing tolerances, etc. For a typical 3.5-in. disk, for example, this peak-to-
peak motion can be as much as 100 µm during one revolution. Assuming a revolution rate of 3600 r/m,
the apparent velocity of the track in the radial direction will be several millimeters per second. Now, if the
focused spot remains stationary while trying to read from or write to this track, it is clear that the beam
will miss the track for a good fraction of every revolution cycle.

Practical solutions to the described problem are provided by automatic tracking techniques. Here the
objective is placed in a fine actuator, typically a voice-coil, which is capable of moving the necessary

FIGURE 102.7 Focus error detection by the obscuration method. In (a) the disk is in focus and the two halves of
the split detector receive equal amounts of light. When the disk is too far from the objective (b), or too close to it
(c), the balance of detector signals shifts to one side or the other. A plot of the focus error signal (FES) vs. defocus
is shown in (d), and its slope near the origin is identified as the FES gain G.
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radial distances and maintaining a lock on the desired track. The signal that contols the movement of
this actuator is derived from the reflected light itself, which carries information about the position of
the focused spot. There exist several mechanisms for extracting the track-error signal (TES); all of these
methods require some sort of structure on the disk surface in order to identify the track. In the case of
read-only disks (CD, CD-ROM, and video disk), the embossed pattern of data provides ample informa-
tion of tracking purposes. In the case of write-once and erasable disks, tracking guides are carved on the
substrate in the manufacturing process. As mentioned earlier, the two major formats for these tracking
guides are pregrooves (for continuous tracking) and sampled-servo marks (for discrete tracking). A
combination of the two schemes, known as continuous /composite format, is often used in practice. This
scheme is depicted in Fig. 102.8, which shows a small section containing five tracks, each consisting of
the tail-end of a groove, synchronization marks, a mirror area used for adjusting focus/track offsets, a
pair of wobble marks for sampled tracking, and header information for section identification.

Tracking on Grooved Regions

As shown in Fig. 102.3(a), grooves are continuous depressions that are either embossed, etched, or molded
onto the substrate prior to deposition of the storage medium. If the data is recorded on the grooves, then
the lands are not used except for providing a guard band between neighboring grooves. Conversely, the
land regions may be used to record the information, in which case grooves provide the guard band.
Typical track-widths are about one wavelength of the light. The guard bands are somewhat narrower
than the tracks; their exact shape and dimensions depending on the beam size, the required track-servo
accuracy, and the acceptable levels of cross talk between adjacent tracks. The groove depth is usually
around one-eighth of one wavelength (λ/8), since this depth can be shown to give the largest TES in the
push–pull method. Cross-sections of the grooves may be rectangular, trapezoidal, or triangular.

When the focused spot is centered on the track, it is diffracted symmetrically from the two edges of the
track, resulting in a balanced far-field pattern. As soon as the spot moves away from the center, the symmetry
breaks down and the light distribution in the far field tends to shift to one side or the other. A split
photodetector  placed in the path of the reflected light can therefore sense the relative position of the spot
and provide the appropriate feedback signal. This strategy is depicted schematically in Fig. 102.9(a); also
shown in the figure are intensity plots at the detector plane for light reflected from various regions of
the disk. Note how the intensity shifts to one side or the other depending on the direction of motion of the
spot.

Sampled Tracking

Since dynamic track runout is usually a slow and gradual process, there is actually no need for continuous
tracking as done on grooved media.A pair of embedded marks, offset from the track center as in Fig. 102.3(b),
can provide the necessary information for correcting the relative position of the focused spot. The reflected
intensity will indicate the positions of the two servo marks as two successive short pulses. If the beam happens
to be on track, the two pulses will have equal magnitudes and there shall be no need for correction. If, on
the other hand, the beam is off track, one of the pulses will be stronger than the other. Depending on which
pulse is the strong one, the system will recognize the direction in which it has to move and will correct the
error accordingly. The servo marks must appear frequently enough along the track to ensure proper track

FIGURE 102.8 Servo fields in continuous/composite format contain a mirror area and offset marks for tracking.
(Source: Marchant, A.B. 1990. Optical Recording, Addison–Wesley, Reading, MA, 264. With permission.)
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following. In a typical application, the track might be divided into groups of 18 bytes, 2 bytes dedicated
as servo offset areas and 16 bytes filled with other format information or left blank for user data.

102.6 Thermomagnetic Recording Process

Recording and erasure of information on a magneto-optical disk are both achieved by the thermomag-
netic process. The essence of thermomagnetic recording is shown in Fig. 102.10. At the ambient tem-
perature, the film has a high magnetic coercivity* and, therefore, does not respond to the externally
applied field. When a focused beam raises the local temperature of the film, the hot spot becomes
magnetically soft (i.e., its coercivity drops). As the temperature rises, coercivity drops continuously until
such time as the field of the electromagnet finally overcomes the material’s resistance to reversal and
switches its magnetization. Turning the laser off brings the temperatures back to normal, but the reverse-
magnetized domain remains frozen in the film. In a typical situation in practice, the film thickness may
be around 300 Å, laser power at the disk 10 � mW, diameter of the focused spot �1 µm, laser pulse
duration �50 ns, linear velocity of the track �10 m/s, and the magnetic field strength �200 G. The
temperature may reach a peak of 500 K at the center of the spot, which is sufficient for magnetization

FIGURE 102.9 (a) Push–pull sensor for tracking on grooves. (Source: Marchant, A.B. 1990. Optical Recording,
Addison–Wesley, Reading, MA, 1990, 175. With permission.) (b) Calculated distribution of light intensity at the
detector plane when the disk is in focus and the beam is centered on track. (c) Calculated intensity distribution at
the detector plane with disk in focus but the beam centered on the groove edge. (d) Same as (c) except for the spot
being focused on the opposite edge of the groove.

*Coercivity of a magnetic medium is a measure of its resistance to magnetization reversal. For example, consider
a thin film with perpendicular magnetic moment saturated in the +Z direction. A magnetic field applied along −Z
will succeed in reversing the direction of magnetization only if the field is stronger than the coercivity of the film.
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reversal but is not nearly high enough to melt or crystalize or in any other way modify the material’s
atomic structure.

The materials of magneto-optical recording have strong perpendicular magnetic anisotropy. This type
of anisotropy favors the up and down directions of magnetization over all other orientations. The disk
is initialized in one of these two directions, say, up, and the recording takes place when small regions are
selectively reverse magnetized by the thermomagnetic process. The resulting magnetization distribution
then represents the pattern of recorded information. For instance, binary sequences may be represented
by a mapping of 0s to up-magnetized regains and 1s to down magnetized regions [nonreturn to zero
(NRZ)]. Alternatively, the NRZI scheme might be used, whereby transitions (up-to-down and down-to-
up) are used to represent the 1s in the bit sequence.

Recording by Laser Power Modulation (LPM)

In this traditional approach to thermomagnetic recording, the electromagnet produces a constant field,
whereas the information signal is used to modulate the power of the laser beam. As the disk rotates under
the focused spot, the on/off laser pulses create a sequence of up/down domains along the track. The
Lorentz electron micrograph in Fig. 102.10(b) shows a number of domains recorded by laser power
modulation (LPM). The domains are highly stable and may be read over and over again without
significant degradation. If, however, the user decides to discard a recorded block and to use the space
for new data, the LPM scheme does not allow direct overwrite; the system must erase the old data during
one disk revolution cycle and record the new data in a subsequent revolution cycle.

During erasure, the direction of the external field is reversed so that up-magnetized domains in
Fig. 102.10(a) now become the favored ones. Whereas writing is achieved with a modulated laser beam, in
erasure the laser stays on for a relatively long period of time, erasing an entire sector. Selective erasure
of individual domains is not practical, nor is it desired, since mass data storage systems generally deal
with data at the level of blocks, which are recorded onto and read from individual sectors. Note that at
least one revolution period elapses between the erasure of an old block and its replacement by a new
block. The electromagnet therefore need not be capable of rapid switchings. (When the disk rotates at
3600 r/m, for example, there is a period of 16 ms or so between successive switchings.) This kind of slow
reversal allows the magnet to be large enough to cover all of the tracks simultaneously, thereby eliminating
the need for a moving magnet and an actuator. It also affords a relatively large gap between the disk and
the magnet, which enables the use of double-sided disks and relaxes the mechanical tolerances of the
system without overburdening the magnet’s driver. 

FIGURE 102.10 (a) Thermomagnetic recoding process: the field of the electromagnet helps reverse the direction
of magnetization in the area heated by the focused laser beam; (b) Lorentz micrograph of domains written thermo-
magnetically. The various tracks shown here were written at different laser powers, with power level decreasing from
top to bottom. (Source: Greidanus, F. et al., 1989. Paper 26B-5, International Symposium on Optical Memory, Kobe,
Japan, Sept. With permission.)

©2002 CRC Press LLC



The obvious disadvantage of LPM is its lack of direct overwrite capability. A more subtle concern is
that it is perhaps unsuitable for the pulse width modulation (PWM) scheme of representing binary
waveforms. Because of fluctuations in the laser power, spatial variations of material properties, and lack
of perfect focusing and track following, etc., the length of a recorded domain along the track may fluctuate
in small but unpredictable ways. If the information is to be encoded in the distance between adjacent
domain walls (i.e., PWM), then the LPM scheme of thermomagnetic writing may suffer from excessive
domain-wall jitter. Laser power modulation works well, however, when the information is encoded in
the position of domain centers [i.e., pulse position modulation (PPM)]. In general, PWM is superior to PPM
in terms of the recording density, and, therefore, recording techniques that allow PWM are preferred.

Recording by Magnetic Field Modulation

Another method of thermomagnetic recording is based on magnetic field modulation (MFM) and is
depicted schematically in Fig. 102.11(a). Here the laser power may be kept constant while the information
signal is used to modulate the magnetic field. Photomicrographs of typical domain patterns recorded in
the MFM scheme are shown in Fig. 102.11(b). Crescent-shaped domains are the hallmark of the field
modulation technique. If one assumes (using a much simplified model) that the magnetization aligns
itself with the applied field within a region whose temperature has passed a certain critical value, Tcrit,
then one can explain the crescent shape of these domains in the following way: with the laser operating

FIGURE 102.11 (a) Thermomagnetic recording by magnetic field modulation. The power of the beam is kept
constant, while the magnetic field direction is switched by the data signal. (b) Polarized-light microphotograph of
recorded domains. (c) Computed isotherms produced by a  CW laser beam, focused on the magnetic layer of a disk.
The disk moves with constant velocity under the beam. The region inside the isotherm marked as Tcrit is above the
critical temperature for writing, that is, its magnetization aligns with the direction of the applied field. (d) Magne-
tization within the heated region (above Tcrit) follows the direction of the applied field, whose switchings occur at
times tn. The resulting domains are crescent shaped.
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in the CW mode and the disk moving at constant velocity, temperature distribution in the magnetic
medium assumes a steady-state profile, such as that shown in Fig. 102.11(c). Of course, relative to the
laser beam, the temperature profile is stationary, but in the frame of reference of the disk, the profile
moves along the track with the linear track velocity. The isotherm corresponding to Tcrit is identified as
such in the figure; within this isotherm, the magnetization aligns itself with the applied field. Figure
102.11(d) shows a succession of critical isotherms along the track, each obtained at the particular instant
of time when the magnetic field switches direction. From this picture it is easy to infer how the crescent-
shaped domains form and also understand the relation between the waveform that controls the magnet
and the resulting domain pattern.

The advantages of magnetic field modulation recording are that (1) direct overwriting is possible, and
(2) domain wall positions along the track, being rather insensitive to defocus and laser power fluctuations,
are fairly accurately controlled by the timing of the magnetic field switchings. On the negative side, the
magnet must now be small and fly close to the disk surface if it is to produce rapidly switched fields with
a magnitude of a hundred gauss or so. Systems that utilize magnetic field modulation often fly a small
electromagnet on the opposite side of the disk from the optical stylus. Since mechanical tolerances are
tight, this might compromise the removability of the disk. Moreover, the requirement of close proximity
between the magnet and the storage medium dictates the use of single-sided disks in practice.

102.7 Magneto-Optical Readout

The information recorded on a perpendicularly magnetized medium may be read with the aid of the
polar magneto-optical Kerr effect. When linearly-polarized light is normally incident on a perpendicular
magnetic medium, its plane of polarization undergoes a slight rotation upon reflection. This rotation of
the plane of polarization, whose sense depends on the direction of magnetization in the medium, is
known as the polar Kerr effect. The schematic representation of this phenomenon in Fig. 102.12 shows
that if the polarization vector suffers a counterclockwise rotation upon reflection from an up-magnetized
region, then the same vector will rotate clockwise when the magnetization is down. A magneto-optical
(MO) medium is characterized in terms of its reflectivity R and its Kerr rotation angle θk. R is a real
number (between 0 and 1) that indicates the fraction of the incident power reflected back from the
medium at normal incidence. Here θk is generally quoted as a positive number, but is understood to be
positive or negative depending on the direction of magnetization; in MO readout, it is the sign of θk

that carries the information about the state of magnetization, that is, the recorded bit pattern.
The laser used for readout is usually the same as that used for recording, but its output power level

is substantially reduced in order to avoid erasing (or otherwise obliterating) the previously recorded

FIGURE 102.12 Schematic diagram describing the polar magneto-optical Kerr effect. Upon reflection from the
surface of a perpendicularly magnetized medium, the polarization vector undergoes a rotation. The sense of rotation
depends on the direction of magnetization M and switches sign when M is reversed.
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information. For instance, if the power of the write/erase beam is 20 mW, then for the read operation the
beam is attenuated to about 3 or 4 mW. The same objective lens that focuses the write beam is now used to
focus the read beam, creating a diffraction-limited spot for resolving the recorded marks. Whereas in writing
the laser was pulsed to selectively reverse magnetize small regions along the track, in readout it operates with
constant power, that is, in CW mode. Both up- and down-magnetized regions are read as the track passes
under the focused spot. The reflected beam, which is now polarization modulated, goes back through the
objective and becomes collimated once again; its information content is subsequently decoded by polariza-
tion-sensitive optics, and the scanned pattern of magnetization is reproduced as an electronic signal.

Differential Detection

Figure 102.13 shows the differential detection system that is the basis of magneto-optical readout in prac-
tically all erasable optical storage systems in use today. The beam-splitter (BS) diverts half of the reflected
beam away from the laser and into the detection module.* The polarizing beam-splitter (PBS) splits the
beam into two parts, each carrying the projection of the incident polarization along one axis of the PBS,
as shown in Fig. 102.13(b). The component of polarization along one of the axes goes straight through,
whereas the component along the other axis splits off and branches to the side. The PBS is oriented such
that, in the absence of the Kerr effect, its two branches will receive equal amounts of light. In other words,
if the polarization, upon reflection from the disk, did not undergo any rotations whatsoever, then the beam
entering the PBS would be polarized at 45° to the PBS axes, in which case it would split equally between
the two branches. Under this condition, the two detectors generate identical signals, and the differential
signal ∆S will be zero. Now, if the beam returns from the disk with its polarization rotated clockwise (rotation
angle = θk), then detector 1 will receive more light than detector 2, and the differential signal will be positive.
Similarly, a counterclockwise rotation will generate a negative ∆S. Thus, as the disk rotates under the focused
spot, the electronic signal ∆S reproduces the pattern of magnetization along the scanned track.

102.8 Materials of Magneto-Optical Data Storage

Amorphous rare earth transition metal alloys are presently the media of choice for erasable optical data
storage applications. The general formula for the composition of the alloy may be written (TbyGd1−y)x

(FezCo1−z)1−x, where terbium and gadolinium are the rare earth (RE) elements, whereas iron and cobalt
are the transition metals (TM). In practice, the transition metals constitute roughly 80 atomic percent
of the alloy (i.e., x � 20). In the transition metal subnetwork, the fraction of cobalt is usually small,
typically around 10%, and iron is the dominant element (z � 90). Similarly, in the rare earth subnetwork,
Tb is the main element (y � 90), whereas the gadolinium content is small or it may even be absent in
some cases. Since the rare earth elements are highly reactive to oxygen, RE-TM films tend to have poor
corrosion resistance and, therefore, require protective coatings. In multilayer disk structures, the dielectric
layers that enable optimization of the medium for the best optical/thermal behavior also perform the
crucial function of protecting the MO layer from the environment.

The amorphous nature of the material allows its composition to be continuously varied until a number
of desirable properties are achieved. In other words, the fractions x, y, z of the various elements are not
constrained by the rules of stoichiometry. Disks with very large areas can be coated uniformly with thin
films of these media, and, in contrast to polycrystalline films whose grains and grain boundaries scatter
the beam and cause noise, amorphous films are continuous, smooth, and substantially free from noise.
The films are deposited either by sputtering from an alloy target or by cosputtering from multiple
elemental targets. In the latter case, the substrate moves under the various targets and the fraction of a
given element in the alloy is determined by the time spent under each target as well as the power applied
to that target. During film deposition, the substrate is kept at a low temperature (usually by chilled water)

*The use of an ordinary beam-splitter is an inefficient way of separating the incoming and outgoing beams since
half the light is lost in each pass through the splitter. One can do much better by using a so-called leaky beam-splitter.
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in order to reduce the mobility of deposited atoms and to inhibit crystal growth. The type of the sputtering
gas (argon, krypton, xenon, etc.) and its pressure during sputtering, the bias voltage applied to the
substrate, deposition rate, nature of the substrate and its pretreatment, and temperature of the substrate
all can have dramatic effects on the composition and short-range order of the deposited film. A com-
prehensive discussion of the factors that influence film properties will take us beyond the intended scope
here; the interested reader may consult the vast literature in this field for further information.

Defining Terms

Automatic focusing: The process in which the distance of the disk from the objective’s focal plane is
continuously monitored and fed back to the system in order to keep the disk in focus at all times.

Automatic tracking: The process in which the distance of the focused spot from the track center is
continuously monitored and the information fed back to the system in order to maintain the
read/write beam on track at all times.

FIGURE 102.13 Differential detection scheme (a) utilizes a polarizing beam splitter and two photodetectors in
order to convert the rotation of polarization to an electronic signal. E|| and  are the reflected components of
polarization; they are, respectively, parallel and perpendicular to the direction of incident polarization. The diagram
in (b) shows the orientation of the PBS axes relative to the polarization vectors.

E⊥
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Compact disc (CD): A plastic substrate embossed with a pattern of pits that encode audio signals in
digital format. The disk is coated with a metallic layer (to enhance its reflectivity) and read in a
drive (CD player) that employs a focused laser beam and monitors fluctuations of the reflected
intensity in order to detect the pits.

Error correction coding (ECC): Systematic addition of redundant bits to a block of binary data as
insurance against possible read/write errors. A given error correcting code can recover the original
data from a contaminated block, provided that the number of erroneous bits is less than the
maximum number allowed by that particular code.

Grooved media of optical storage: A disk embossed with grooves of either the concentric-ring type or
the spiral type. If grooves are used as tracks, then the lands (i.e., regions between adjacent grooves)
are the guard bands. Alternatively, lands may be used as tracks, in which case the grooves act as
guard bands. In a typical grooved optical disk in use today, the track width is 1.1 µm, the width
of the guard band is 0.5 µm, and the groove depth is 70 nm.

Magneto-optical Kerr effect: The rotation of the plane of polarization of a linearly polarized beam of
light upon reflection from the surface of a perpendicularly magnetized medium.

Objective lens: A well-corrected lens of high numerical aperture, similar to a microscope objective,
used to focus the beam of light onto the surface of the storage medium. The objective also collects
and recollimates the light reflected from the medium.

Optical path: Optical elements in the path of the laser beam in an optical drive. The path begins at
the laser itself and contains a collimating lens, beam shaping optics, beam splitters, polarization-
sensitive elements, photodetectors, and an objective lens.

Preformat: Information such as sector address, synchronization marks, servo marks, etc., embossed
permanently on the optical disk substrate.

Sector: A small section of track with the capacity to store one block of user data (typical blocks are
either 512 or 1024 bytes). The surface of the disk is covered with tracks, and tracks are divided
into contiguous sectors.

Thermomagnetic process: The process of recording and erasure in magneto-optical media, involving
local heating of the medium by a focused laser beam, followed by the formation or annihilation
of a reverse-magnetized domain. The successful completion of the process usually requires an
external magnetic field to assist the reversal of the magnetization.

Track: A narrow annulus or ringlike region on a disk surface, scanned by the read/write head during
one revolution of the spindle; the data bits of magnetic and optical disks are stored sequentially
along these tracks. The disk is covered either with concentric rings of densely packed circular tracks
or with one continuous, fine-pitched spiral track.
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