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At one time in the 1980s, it seemed that audio had
reached the limits of technology and that achieving
noticeably better sound reproduction was a matter of
colossal expenditure. Despite shrill claims of astonishing
discoveries, many of which could never be substantiated,
there seemed little to separate one set of equipment from
any other at the same price, and the interest in audio
technology which had fuelled the whole market seemed
to be dying out.

The arrival of the compact cassette from Philips had an
effect on high-quality sound reproduction that was sur-
prising, not least to its developers. The compact cassette
had been intended as a low-quality medium for distribut-
ing recordings, with the advantages of small size and easy
use that set it well apart from open-reel tape and even
from the predominant LP vinyl records of the day. Devel-
opment of the cassette recorder, however, combined with
intensive work on tape media, eventually produced a
standard of quality that could stand alongside the LP, at a
time when LP quality started to deteriorate because of the
difficulties in finding good-quality vinyl. By the end of the
1980s, the two media were in direct competition as
methods for distribution of music and the spoken word.

The whole audio scene has now been rejuvenated, led,
as it always was in the past, by new technology. The first
of the developments that was to change the face of audio
irrevocably was the compact disc, a totally fresh
approach to the problems of recording and replaying
music. It is hard to remember how short the life of the
compact disc has been when we read that the distribution
of LP recordings is now no longer being handled by some
large retail chains.

The hardest part about the swing to compact disc has
been to understand even the basis of the technology.
Modern trends in hi-fi up to that time could have been
understood by anyone who had experience of audio
engineering, particularly in the cinema, from the early
1930s onward. The compact disc, using digital rather
than analogue methods, was a concept as revolutionary
as the transistor and the integrated circuit, and required

complete rethinking of fundamental principles by all
engaged in design, construction, servicing and selling the
new equipment.

The most remarkable contribution of the compact disc
was to show how much the record deck and pickup had
contributed to the degradation of music. Even low-
priced equipment could be rejuvenated by adding a com-
pact disc player, and the whole audio market suddenly
became active again.

This book deals with compact disc technology in con-
siderable detail, but does not neglect the more trad-
itional parts of the audio system which are now under
more intense scrutiny. The sound wave is dealt with as a
physical concept, and then at each stage in the recording
process until it meets the ear – which brings us back to
principles discussed at the beginning.

Since the first edition, the Audio Electronics Reference
Book, a new chapter has been added on microphones,
making the chapters on recording more complete. There
is now an introduction to digital principles, for the benefit
of the many readers whose knowledge of analogue cir-
cuits and methods will be considerably stronger than that
on digital devices and methods. Compact disc technology
is now described in full technical detail and this is followed
by a discussion and description relating to the newer
digital devices that are now following the lead carved out
by the compact disc. These include digital audio tape
(DAT), NICAM (near instantaneous companding audio
multiplex) stereo sound for television, digital compact
cassette (DCC) and the Sony mini-disc. A new section on
noise reduction systems is now included to show that the
last gasp of analogue methods may well be prolonged into
the next century. Filling in a gap in the previous text, there
is a short section on cabling and interconnections. 

The aim has been to present as wide a perspective as
possible of high-quality sound reproduction, including
reproduction under adverse circumstances (PA and in-
car), from less conventional sources (such as synthe-
sizers) and with regards to the whole technology from
studio to ear.

Preface
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Audio technology is concerned with sound in all of its
aspects, yet many books dealing with audio neglect the
fundamentals of the sound wave, the basis of any under-
standing of audio. In this chapter, Dr Tempest sets the
scene for all that is to follow with a clear description of
the sound wave and its effects on the ear.

Energy in the form of sound is generated when a moving
(in practice a vibrating) surface is in contact with the air.
The energy travels through the air as a fluctuation in
pressure, and when this pressure fluctuation reaches the
ear it is perceived as sound. The simplest case is that of a
plane surface vibrating at a single frequency, where the
frequency is defined as the number of complete cycles of
vibration per second, and the unit of frequency is the
Hertz (Hz). When the vibrating surface moves ‘outward’,
it compresses the air close to the surface. This compres-
sion means that the molecules of the air become closer
together and the molecules then exert pressure on the air
further from the vibrating surface and in this way a region
of higher pressure begins to travel away from the source.
In the next part of the cycle of vibration the plane surface
moves back, creating a region of lower pressure, which
again travels out from the source. Thus a vibrating source
sets up a train of ‘waves’, these being regions of alternate
high and low pressure. The actual pressure fluctuations
are very small compared with the static pressure of the
atmosphere; a pressure fluctuation of one millionth of
one atmosphere would be a sound at the level of fairly
loud speech.

The speed of sound in air is independent of the fre-
quency of the sound waves and is 340 m/s at 14°C. It
varies as the square root of the absolute temperature
(absolute temperature is equal to Celsius temperature
+273). The distance, in the travelling sound wave,
between successive regions of compression, will depend
on frequency. If, for instance, the source is vibrating at
100 Hz, then it will vibrate once per one hundredth of a
second. In the time between one vibration and the next,
the sound will travel 340/1 × 1/100 = 3.4 m. This distance
is therefore the wavelength of the sound (λ).

A plane surface (a theoretical infinite plane) will produce
a plane wave, but in practice most sound sources are
quite small, and therefore the sound is produced in the
form of a spherical wave, in which sound waves travel out
from the source in every direction. In this case the sound
energy from the source is spread out over a larger and
larger area as the waves expand out around the source,
and the intensity (defined as the energy per unit area of
the sound wave) will diminish with distance from the
source. Since the area of the spherical wave is propor-
tional to the square of the distance from the source, the
energy will decrease inversely as the square of the dis-
tance. This is known as the inverse square law.

The range of frequencies which can be detected as tones
by the ear is from about 16 Hz to about 20000 Hz. Fre-
quencies below 16 Hz can be detected, certainly down to
1 Hz, but do not sound tonal, and cannot be described as
having a pitch. The upper limit depends on the individual
and decreases with increasing age (at about 1 Hz per day!)

Pure Tones and Complex Waveforms

When the frequency of a sound is mentioned, it is nor-
mally taken to refer to a sinusoidal waveform, as in Fig.
1.1(a). However, many other waveforms are possible
e.g., square, triangular etc. (see Fig. 1.1(b), (c)). The
choice of the sine wave as the most basic of the wave-
forms is not arbitrary, but it arises because all other
repetitive waveforms can be produced from a combin-
ation of sine waves of different frequencies. For example,
a square wave can be built up from a series of odd har-
monics ( f, 3f, 5f, 7f, etc.) of the appropriate amplitudes
(see Fig. 1.2). The series to generate the square wave is
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where f is the fundamental frequency and t is time.
Similar series can be produced for other wave shapes.
Conversely, a complex waveform, such as a square wave,
can be analysed into its components by means of a fre-
quency analyser, which uses a system of frequency select-
ive filters to separate out the individual frequencies.

Random Noise

While noise is generally regarded as an unwanted feature
of a system, random noise signals have great value in
analysing the behaviour of the ear and the performance
of electronic systems. A random signal is one in which it
is not possible to predict the future value of the signal
from its past behaviour (unlike a sine wave, where the
waveform simply repeats itself). Fig. 1.3 illustrates a
noise waveform. Although random, a noise (voltage) for
example is a measurable quantity, and has an RMS (root
mean square) level which is defined in the same way as
the RMS value of an alternating (sine wave) voltage, but,
because of its random variability the rms value must be
measured as the average over a period of time. A random
noise can be regarded as a random combination of an
infinite number of sine wave components, and thus it does
not have a single frequency (in Hz) but covers a range of
frequencies (a bandwidth). ‘White’ noise has, in theory,
all frequencies from zero to infinity, with equal energy
throughout the range. Noise can be passed through fil-
ters to produce band-limited noise. For example, a filter
which passes only a narrow range of frequencies between
950 Hz and 1050 Hz will convert ‘white’ noise into ‘narrow-
band’ noise with a band-width of 100 Hz (1050–950) and
centre-frequency of 1000 Hz.

Decibels

The pressure of a sound wave is normally quoted in Pas-
cals (Pa). One Pascal is equal to a pressure of one New-
ton per square metre, and the range of pressure to which
the ear responds is from about 2 × 10–5 Pa ( = 20 µPa) to
about 120 Pa, a range of six million to one. These pres-
sure levels are the RMS values of sinusoidal waves,
20 µPa corresponds approximately to the smallest sound
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Figure 1.1 Waveforms (a) sine wave, (b) square wave, (c) tri-
angular wave.

Figure 1.2 Synthesis of a square wave from its components.

Figure 1.3 Random noise waveform.
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that can be heard, while 120 Pa is the level above which
there is a risk of damage to the ears, even from a brief
exposure. Because of the very wide range of pressures
involved, a logarithmic unit, the decibel, was introduced.
The decibel is a unit of relative level and sound pressures
are defined in relation to a reference level, normally of
20 µPa. Thus any level P (in Pascals) is expressed in deci-
bels by the following formula:

where P
0

= 20 µPa.
Table 1.1 shows how the decibel and pressure levels

are related.

Table 1.1

dB P Comment

– 6 10 µPa Inaudible
0 20 µPa Threshold of hearing

40 2000 µPa Very quiet speech
80 0.2 Pa Loud speech

100 2 Pa Damaging noise level†
120 20 Pa Becoming painful

† Sound levels above 90 dB can damage hearing.

Sound in Rooms

Sound in ‘free-space’ is radiated outward from the
source, and becomes weaker as the distance from the
source increases. Ultimately the sound will become neg-
ligibly small.

When sound is confined to a room, it behaves quite dif-
ferently since at each occasion on which the sound
encounters an obstruction (i.e. a wall) some sound is
absorbed, some is transmitted through the wall and some
is reflected. In practice, for consideration of sound inside
a room, the transmitted element is negligibly small.

When sound is reflected from a plane rigid, smooth
surface, then it behaves rather like light. The reflected
ray behaves as if it comes from a ‘new’ source, this new
source being an image of the original source. The
reflected rays will then strike the other walls, being fur-
ther reflected and forming further images. Thus it is clear
that after two reflections only, there will be numerous
images in existence, and any point in the room will be
‘surrounded’ by these images. Thus the sound field will
become ‘random’ with sound waves travelling in all
directions. Obviously this ‘random’ sound field will only
arise in a room where the walls reflect most of the sound
falling on them, and would not apply if the walls were

highly absorbent. A further condition for the existence of
a random sound field is that the wavelength of the sound
is considerably less than the room dimensions. If the
sound wavelength is comparable with the room size, then
it is possible for ‘standing waves’ to be set up. A standing
wave is simply a wave which travels to and fro along a
particular path, say between two opposite walls, and
therefore resonates between them. Standing waves can
occur if the wavelength is equal to the room length (or
width, or height), and also if it is some fraction such as
half or one-third etc. of the room dimension. Thus if the
wavelength is just half the room length, then two wave-
lengths will just fit into the length of the room and it will
resonate accordingly. For a rectangular room of dimen-
sions L (length) W (width) and H (height), the following
formula will give the frequencies of the possible standing
waves.

where c is the velocity of sound (340 m/s approx) and p, q,
& r take the integral values 0, 1, 2, etc.

For example, in a room 5 m × 4 m × 3 m, then the
lowest frequency is given by p = 1, q = 0, r = 0, and is

At the lowest frequencies (given by the lowest values
of p, q, and r) there will be a few widely spaced frequen-
cies (modes), but at higher values of p, q and r the
frequencies become closer and closer together. At the
lower frequencies these modes have a strong influence
on sounds in the room, and sound energy tends to
resolve itself into the nearest available mode. This may
cause the reverberent sound to have a different pitch
from the sound source. A simple calculation shows that
a typical living room, with dimensions of say 12 × 15 ft
(3.7 × 4.6 m) has a lowest mode at 37 Hz and has only
two normal modes below 60 Hz. This explains why to
achieve good reproduction of bass frequencies, one
needs both a good loudspeaker and an adequately large
room and bass notes heard ‘live’ in a concert hall have a
quality which is not found in domestically reproduced
sound.

At the higher frequencies, where there are very many
normal modes of vibration, it becomes possible to
develop a theory of sound behaviour in rooms by con-
sidering the sound field to be random, and making calcu-
lations on this basis.

Sound Waves 3
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Reverberation

When sound energy is introduced into a room, the sound
level builds up to a steady level over a period of time
(usually between about 0.25 s and, say, 15 s). When the
sound source ceases then the sound gradually decays
away over a similar period of time. This ‘reverberation
time’ is defined as the time required for the sound to decay
by 60 dB. This 60 dB decay is roughly equal to the time
taken for a fairly loud voice level (about 80 dB) to decay
until it is lost in the background of a quiet room (about
20 dB). The reverberation time depends on the size of the
room, and on the extent to which sound is absorbed by the
walls, furnishings etc. Calculation of the reverberation
time can be made by means of the Sabine formula

where RT = reverberation time in seconds,
V = room volume in cubic metres
A = total room absorption in Sabins ( = m2)

The total absorption is computed by adding together the
contributions of all the absorbing surfaces.

where S
1
is the area of the surface and α

1
is its absorption

coefficient.
The value of α depends on the frequency and on the

nature of the surface, the maximum possible being unity,
corresponding to an open window (which reflects no
sound). Table 1.2 gives values of α for some commonly
encountered surfaces.

The Sabine formula is valuable and is adequate for
most practical situations, but modified versions have
been developed to deal with very ‘dead’ rooms, where
the absorption is exceptionally high, and very large
rooms (e.g. concert halls) where the absorption of sound
in the air becomes a significant factor.

Table 1.2

Frequency Hz
Material 125 250 500 1 k 2 k 4 k

Carpet, pile and thick felt 0.07 0.25 0.5 0.5 0.6 0.65
Board on joist floor 0.15 0.2 0.1 0.1 0.1 0.1
Concrete floor 0.02 0.02 0.02 0.04 0.05 0.05
Wood block/lino floor 0.02 0.04 0.05 0.05 0.1 0.05
Brickwork, painted 0.05 0.04 0.02 0.04 0.05 0.05
Plaster on solid backing 0.03 0.03 0.02 0.03 0.04 0.05
Curtains in folds 0.05 0.15 0.35 0.55 0.65 0.65
Glass 24–32 oz 0.2 0.15 0.1 0.07 0.05 0.05

Reverberation, Intelligibility and Music

The reverberation time of a room has important effects
on the intelligibility of speech, and on the sound quality
of music. In the case of speech, a short reverberation
time, implying high absorption, means that it is difficult
for a speaker to project his voice at a sufficient level to
reach the rearmost seats. However, too long a reverber-
ation time means that the sound of each syllable is heard
against the reverberant sound of previous syllables, and
intelligibility suffers accordingly. In practice, maximum
intelligibility requires a reverberation time of no more
than 1 s, and times in excess of 2 s lead to a rapid fall in the
ability of listeners to perceive accurately every syllable.
Large concert halls, by comparison, require more rever-
beration if they are not to sound too ‘thin’. Fig. 1.4 shows
how the range of reverberation times recommended for
good listening conditions varies with the size of the room
and the purpose for which it is to be used.

Studio and Listening Room Acoustics

The recording studio and the listening room both con-
tribute their acoustic characteristics to the sound which
reaches the listener’s ears. For example, both rooms add
reverberation to the sound, thus if each has a reverber-
ation time of 0.5 s then the resulting effective reverber-
ation time will be about 0.61 s. The effective overall
reverberation time can never be less than the longer time
of the two rooms.

For domestic listening to reproduced sound it is usual
to assume that the signal source will provide the appro-
priate level of reverberant sound, and therefore the lis-

4 Sound Waves
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tening room should be fairly ‘dead’, with adequate sound
absorption provided by carpets, curtains and upholstered
furniture. As mentioned above, the size of the room is
relevant, in that it is difficult to reproduce the lower
frequencies if the room is too small. In order to obtain the
best effect from a stereo loudspeaker system, a symmet-
rical arrangement of speakers in the room is advan-
tageous, since the stereo effect depends very largely on the
relative sound levels heard at the two ears. A non-
symmetrical arrangement of the room and/or speakers will
alter the balance between left and right channels.

Studio design is a specialised topic which can only be
briefly mentioned here. Basic requirements include a
high level of insulation against external noise, and clear
acoustics with a carefully controlled reverberation time.
A drama studio, for radio plays, might have included a
general area with a medium reverberation time to simu-
late a normal room, a highly reverberant ‘bathroom’ and
a small ‘dead’ room, which had virtually no reverberant
sound to simulate outdoor conditions. Current sound
recording techniques demand clear sound but make
extensive use of multiple microphones, so that the final
recording is effectively ‘constructed’ at a sound mixing
stage at which various special effects (including rever-
beration) can be added.

The Ear and Hearing

The human auditory system, can be divided into four sec-
tions, as follows, (see Fig. 1.5).

(a) the pinna, or outer ear –  to ‘collect the sound’
(b) the auditory canal – to conduct the sound to the

eardrum (tympanic membrane)
(c) the middle ear – to transmit the movement of the

eardrum to the inner ear – consisting of three bones,

the malleus, the incus and the staples, also known as
the anvil, hammer and stirrup ossicles respectively

(d) The inner ear – to ‘perceive’ the sound and send
information to the brain.

The outer ear

In man, the function of the outer ear is fairly limited, and
is not big enough to act as a horn to collect much sound
energy, but it does play a part in perception. It con-
tributes to the ability to determine whether a sound
source is in front of or directly behind the head.

The auditory canal

The human ear canal is about 35 mm long and serves as a
passage for sound energy to reach the eardrum. Since it is
a tube, open at one end and closed at the other, it acts like
a resonant pipe, which resonates at 3–4 kHz. This reson-
ance increases the transmission of sound energy sub-
stantially in this frequency range and is responsible for
the fact that hearing is most sensitive to frequencies
around 3.5 kHz.

The middle ear, and eardrum

Sound waves travelling down the ear canal strike the
eardrum, causing it to vibrate. This vibration is then
transferred by the bones of the middle ear to the inner
ear, where the sound energy reaches the cochlea.

Air is a medium of low density, and therefore has a low
acoustic impedance (acoustic impedance = sound vel-
ocity × density), while the fluid in the cochlea (mainly
water) has a much higher impedance. If sound waves fell
directly on the cochlea a very large proportion of the
energy would be reflected, and the hearing process
would be much less sensitive than it is. The function of
the middle ear is to ‘match’ the low impedance of the air
to the high impedance of the cochlea fluid by a system of
levers. Thus the eardrum, which is light, is easily moved
by sound waves, and the middle ear system feeds sound
energy through to the fluid in the inner ear.

In addition to its impedance matching function, the
middle ear has an important effect on the hearing thresh-
old at different frequencies. It is broadly resonant at a
frequency around 1.5 kHz, and the ear becomes progres-
sively less sensitive at lower frequencies, (see Fig. 1.6).
This reduction in sensitivity is perhaps fortunate, since
man-made and natural sources (e.g. traffic noise and
wind) produce much noise at low frequencies, which
would be very disturbing if it were all audible. At high
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Figure 1.5 The human auditory system.
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frequencies the bones of the middle ear, and the tissues
joining them, form a filter which effectively prevents the
transmission of sound at frequencies above about 20 kHz.
Research into the audibility of bone-conducted sound,
obtained by applying a vibrator to the head, have shown that
the response of the inner ear extends to at least 200 kHz.

The inner ear

The inner ear is the site of the perceptive process, and is
often compared to a snail shell in its form. It consists of a
spirally coiled tube, divided along its length by the basi-
lar membrane. This membrane carries the ‘hair cells’
which detect sound. The structure of the cochlea is such
that for any particular sound frequency, the fluid in it
vibrates in a particular pattern, with a peak at one point
on the basilar membrane. In this way the frequency of a
sound is converted to a point of maximum stimulation on
the membrane. This process provides the basis of the
perception of pitch.

Perception of Intensity and Frequency

Since the sinusoid represents the simplest, and most fun-
damental, repetitive waveform, it is appropriate to base
much of our understanding of the ear’s behaviour on its
response to sounds of this type.

At the simplest level, intensity relates to loudness, and
frequency relates to pitch. Thus, a loud sound is one of
high intensity (corresponding to a substantial flow of
energy), while a sound of high pitch is one of high fre-
quency. In practice however, the two factors of fre-
quency and intensity interact and the loudness of a sound
depends on both.

Loudness is a subjective quantity, and therefore
cannot be measured directly. However, in practice, it is
useful to be able to assign numerical values to the experi-
ence of loudness. This has led to a number of methods
being used to achieve this objective. One of the oldest is to
define ‘loudness level’. Loudness level is defined as the
level (in dB SPL) of a 1000 Hz tone, judged to be as loud
as the sound under examination. Thus, if a tone of 100 Hz
is considered, then a listener is asked to adjust the level of
a 1000 Hz tone until it sounds equally loud. The level of
the 1000 Hz tone (in dB) is then called the loudness level,
in phons, of the 100 Hz tone. The virtue of the phon as a
unit, is that it depends only upon a judgement of equality
between two sounds, and it is found that the average phon
value, for a group of listeners, is a consistent measure of
loudness level. The phon level can be found, in this way,
for any continuous sound, sine wave, or complex, but, as a
unit, it only makes possible comparisons, it does not, in
itself, tell us anything about the loudness of the sound,
except that more phons means louder. For example 80
phons is louder than 40 phons, but it is not twice as loud.

Loudness level comparisons have been made over the
normal range of audible frequencies (20 Hz to about
15 000 Hz), and at various sound pressure levels, leading
to the production of ‘equal loudness contours’. Fig. 1.6
shows these contours for various levels. All points on a
given contour have equal loudness, thus a sound pressure
level of 86 dB at 20 Hz will sound equally as loud as 40 dB
at 1000 Hz. The main features of the equal loudness
contours are that they rise steeply at low frequency, less
steeply at high frequencies, and that they become flatter
as the level rises. This flattening with increasing level has
consequences for the reproduction of sound. If a sound is
reproduced at a higher level than that at which it was
recorded, then the low frequencies will become relatively
louder (e.g. speech will sound boomy). If it is reproduced
at a lower level then it will sound ‘thin’ and lack bass (e.g.
an orchestra reproduced at a moderate domestic level).
Some amplifiers include a loudness control which
attempts a degree of compensation by boosting bass and
possibly treble, at low listening levels.

To obtain values for ‘loudness’, where the numbers
will represent the magnitude of the sensation, it is neces-
sary to carry out experiments where listeners make such
judgements as ‘how many times louder is sound A than
sound B?’ While this may appear straightforward it is
found that there are difficulties in obtaining self-consistent

6 Sound Waves

Figure 1.6 The hearing threshold and equal loudness contours.
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results. As an example, experiments involving the judging
of a doubling of loudness do not yield the same interval
(in dB) as experiments on halving. In practice, however,
there is now an established unit of loudness, the sone,
where a pure (sinusoidal) tone of 40 dB SPL at 1000 Hz
has a loudness of one sone. The sensation of loudness is
directly proportional to the number of sones, e.g. 80
sones is twice as loud as 40 sones. Having established a
scale of loudness in the form of sones, it is possible to
relate this to the phon scale and it is found that every
addition of 10 phons corresponds to a doubling of loud-
ness, so 50 phons is twice as loud as 40 phons.

Pitch Perception

It is well established that, for pure tones (sine waves) the
basis of the perception of pitch is in the inner ear, where
the basilar membrane is stimulated in a particular pat-
tern according to the frequency of the tone, and the sen-
sation of pitch is associated with the point along the
length of the membrane where the stimulation is the
greatest. However, this theory (which is supported by
ample experimental evidence) does not explain all
aspects of pitch perception. The first difficulty arises over
the ear’s ability to distinguish between two tones only
slightly different in frequency. At 1000 Hz a difference of
only 3 Hz can be detected, yet the response of the basilar
membrane is relatively broad, and nowhere near sharp
enough to explain this very high level of frequency dis-
crimination. A great deal of research effort has been
expended on this problem of how the response is ‘sharp-
ened’ to make frequency discrimination possible.

The ‘place theory’ that perceived pitch depends on the
point of maximum stimulation of the basilar membrane
does not explain all aspects of pitch perception. The ear
has the ability to extract pitch information from the over-
all envelope shape of a complex wave form. For example,
when two closely spaced frequencies are presented
together (say 1000 Hz and 1100 Hz) a subjective com-
ponent corresponding to 100 Hz (the difference between
the two tones) is heard. While the combination of
the two tones does not contain a 100 Hz component, the
combination does have an envelope shape corre-
sponding to 100 Hz (see Fig. 1.7).

Discrimination and Masking

The ear – discrimination

The human ear has enormous powers of discrimination,
the ability to extract wanted information from unwanted

background noise and signals. However, there are limits
to these discriminatory powers, particularly with respect
to signals that are close either in frequency or in time.

Masking

When two sounds, of different pitch, are presented to a
listener, there is usually no difficulty in discriminating
between them, and reporting that sounds of two different
pitches are present. This facility of the ear, however, only
extends to sounds that are fairly widely separated in fre-
quency, and becomes less effective if the frequencies are
close. This phenomenon is more conveniently looked at
as ‘masking’, i.e. the ability of one sound to mask another,
and render it completely inaudible. The extent of the
masking depends on the frequency and level of the mask-
ing signal required, but as might be expected, the higher
the signal level, the greater the effect. For instance, a nar-
row band of noise, centred on 410 Hz and at a high sound
pressure level (80 dB) will interfere with perception at all
frequencies from 100 Hz to 4000 Hz, the degree of mask-
ing being greatest at around 410 Hz (see Fig. 1.8). By com-
parison, at a 30 dB level, the effects will only extend from
200 Hz to about 700 Hz. The ‘upward spread of masking’,
i.e. the fact that masking spreads further up the frequency
scale than downwards is always present. An everyday
example of the effect of masking is the reduced intelligi-
bility of speech when it is reproduced at a high level,
where the low frequencies can mask mid and high fre-
quency components which carry important information.

Much research has been carried out into masking, and
leads to the general conclusion that it is connected with
the process of frequency analysis which occurs in the
basilar membrane. It appears that masking is a situation
where the louder sound ‘takes over’ or ‘pre-empts’, a sec-
tion of the basilar membrane, and prevents it from
detecting other stimuli at, or close to, the masking fre-
quency. At higher sound levels a larger portion of the
basilar membrane is ‘taken over’ by the masking signal.

Sound Waves 7

Figure 1.7 The combination of two differing frequencies to
produce beats.
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Temporal masking

While masking is usually considered in relation to two
stimuli presented at the same time, it can occur between
stimuli which are close in time, but do not overlap. A brief
tone pulse presented just after a loud burst of tone or noise
can be masked, the ear behaves as if it needs a ‘recovery’
period from a powerful stimulus. There is also a phenom-
enon of ‘pre-stimulatory masking’, where a very brief stimu-
lus, audible when presented alone, cannot be detected if it
is followed immediately by a much louder tone or noise
burst. This apparently unlikely event seems to arise from
the way in which information from the ear travels to the
brain. A small response, from a short, quiet signal can be
‘overtaken’ by a larger response to a bigger stimulus, and
therefore the first stimulus becomes inaudible.

Binaural Hearing

The ability of humans (and animals) to localise sources
of sound is of considerable importance. Man’s hearing
evolved long before speech and music, and would be of
value both in locating prey and avoiding predators. The
term ‘localisation’ refers to judgements of the direction
of a sound source, and, in some cases its distance.

When a sound is heard by a listener, he only receives
similar auditory information at both ears if the sound
source is somewhere on the vertical plane through his
head, i.e. directly in front, directly behind, or overhead.

If the sound source is to one side, then the shadowing
effect of the head will reduce the sound intensity on the
side away from the source. Furthermore, the extra path
length means that the sound will arrive slightly later at
the distant ear. Both intensity and arrival time differ-
ences between the ears contribute to the ability to locate
the source direction.

The maximum time delay occurs when the sound
source is directly to one side of the head, and is about
700 µs. Delays up to this magnitude cause a difference in
the phase of the sound at the two ears. The human audi-
tory system is surprisingly sensitive to time (or phase)
differences between the two ears, and, for some types of
signal, can detect differences as small as 6 µs. This is
astonishingly small, since the neural processess which
must be used to compare information from the two ears
are much slower.

It has been found that, while for frequencies up to
about 1500 Hz, the main directional location ability
depends on interaural time delay, at higher frequencies
differences in intensity become the dominant factor.
These differences can be as great as 20 dB at the highest
frequencies.

Stereophonic sound reproduction does not attempt to
produce its effects by recreating, at the ears, sound fields
which accurately simulate the interaural time delays and
level differences. The information is conveyed by the rela-
tive levels of sound from the two loud speakers, and any
time differences are, as far as possible, avoided. Thus the
sound appears to come simply from the louder channel,
if both are equal it seems to come from the middle.

The Haas Effect

When a loudspeaker system is used for sound reinforce-
ment in, say, a large lecture theatre, the sound from the
speaker travels through the air at about 340 ms, while the
electrical signal travels to loudspeakers, set further back
in the hall, practically instantaneously. A listener in the
rear portion of the hall will therefore hear the sound
from the loudspeaker first and will be conscious of the
fact that he is hearing a loudspeaker, rather than the lec-
turer (or entertainer) on the platform. If, however, the
sound from the loudspeaker is delayed until a short time
after the direct sound from the lecture, then the listeners
will gain the impression that the sound source is at the
lecturer, even though most of the sound energy they
receive is coming from the sound reinforcement system.
This effect is usually referred to as the Haas effect,
because Haas was the first to quantitatively describe the
role of a ‘delayed echo’ in perception.

It is not feasible here to discuss details of the work by
Haas (and others), but the main conclusions are that, if

8 Sound Waves

Figure 1.8 Masking by a narrow band of noise centred on
410 Hz. Each curve shows the extent to which the threshold is
raised for a particular level of masking noise. (From Egan and
Hake 1950.)
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the amplified sound reaches the listener some 5–25 ms
after the direct sound, then it can be at a level up to 10 dB
higher than the direct sound while the illusion of listening
to the lecturer is preserved. Thus a loudspeaker in a large
hall, and placed 15 m from the platform will need a delay
which allows for the fact that it will take 15/340 s = 44 ms
plus say 10 ms for the Haas effect, making a total delay of
about 54 ms. The system can obviously be extended to
further loudspeakers placed at greater distances, and
with greater delays. Due to the magnitude of the time
delays required these are usually provided by a magnetic
drum recorder, with pick up heads spaced round the
drum. Presumably, this feature will, in due course, be
taken over by a digital delay device. A useful account of
the Haas effect can be found in Parkin and Humphreys
(1971).

Distortion

The term ‘distortion’ can be most broadly used to
describe (unwanted) audible differences between repro-
duced sound and the original sound source. It arises from
a number of interrelated causes, but for practical pur-
poses it is necessary to have some form of categorisation
in order to discuss the various aspects. The classifications
to be used here as follows:

(a) Frequency distortion, i.e. the reproduction of differ-
ent frequencies at relative levels which differ from
the relative levels in the original sound.

(b) Non-linearity. The departure of the input/output
characteristic of the system from a straight line;
resulting in the generation of harmonic and inter-
modulation products.

(c) Transient distortion. The distortion (i.e. the change in
the shape) of transient signals and additionally, tran-
sient intermodulation distortion, where the occur-
rence of a transient gives rise to a short term distortion
of other components present at the same time.

(d) Frequency modulation distortion – i.e. ‘wow’ and
‘flutter’.

Non-linearity

A perfectly linear system will perfectly reproduce the
shape of any input waveform without alteration. In prac-
tice all systems involve some degree of non-linearity, i.e.
curvature, and will therefore modify any waveform pass-
ing through the system. Fig. 1.9 and 1.10 illustrate the
behaviour of linear and non-linear systems for a sinus-
oidal input. For the case of a sine wave the change in
wave shape means that the output waveform now con-

sists of the original sine wave, together with one or more
harmonic components. When a complex signal consist-
ing of, for example, two sine waves of different frequen-
cies undergoes non-linear distortion, intermodulation
occurs. In this situation the output includes the two input
frequencies, harmonics of the input frequencies together
with sum and difference frequencies. These sum and dif-
ference frequencies include f
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intermodulation products may include a large number of
tones. None of these is harmonically related to the
original components in the signal, except by accident,
and therefore if audible will be unpleasantly discordant.

In order to quantify harmonic distortion the most
widely accepted procedure is to define the total har-
monic distortion (THD) as the ratio of the total rms
value of all the harmonics to the total rms value of the sig-
nal (fundamental plus harmonics). In practice the equa-
tion

can be used where d is percentage total harmonic distor-
tion, h

2
= second harmonic percentage etc.

Although the use of percentage THD to describe the
performance of amplifiers, pick-up cartridges etc. is
widely used, it has been known for many years (since the
1940s) that it is not a satisfactory method, since THD fig-
ures do not correlate at all satisfactorily with listening

Sound Waves 9

Figure 1.9 Transmission of a sine wave through a linear
system.
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tests. The reason for this stems from the different audi-
bility of different harmonics, for example a smoothly
curved characteristic (such as Fig. 1.10) will produce
mainly third harmonic which is not particularly objec-
tionable. By comparison the characteristic of Fig. 1.11
with a ‘kink’ due to ‘crossover’ distortion will sound
harsher and less acceptable. Thus two amplifiers, with
different characteristics, but the same THD may sound
distinctly different in quality. Several schemes have been
proposed to calculate a ‘weighted distortion factor’
which would more accurately represent the audible level
of distortion. None of these has found much favour
amongst equipment manufacturers, perhaps because
‘weighted’ figures are invariably higher than THD
figures (see Langford-Smith, 1954).

Intermodulation testing involves applying two signals
simultaneously to the system and then examining the
output for sum and difference components. Various pro-
cedures are employed and it is argued (quite reasonably)
that the results should be more closely related to audible
distortion than are THD figures. There are however, dif-
ficulties in interpretation, which are not helped by the
different test methods in use. In  many cases intermodu-
lation distortion figures, in percentage terms, are some
3–4 times higher than THD.

Any discussion of distortion must consider the ques-
tion of what is acceptable for satisfactory sound repro-
duction. Historically the first ‘high-fidelity’ amplifier
designs, produced in the 1945–50 period, used valves and
gave THD levels of less than 0.1% at nominal maximum
power levels. These amplifiers, with a smoothly curving
input-output characteristic, tended mainly to produce

third harmonic distortion, and were, at the time of their
development, adjudged to be highly satisfactory. These
valve amplifiers, operating in class A, also had distortion
levels which fell progressively lower as the output power
level was reduced. The advent of transistors produced
new amplifiers, with similar THD levels, but comments
from users that they sounded ‘different’. This difference
is explicable in that class B transistor amplifiers (in which
each transistor in the output stage conducts for only part
of the cycle) produced a quite different type of distor-
tion, tending to generate higher harmonics than the
third, due to crossover effects. These designs also had
THD levels which did not necessarily decrease at lower
power outputs, some having roughly constant THD at all
levels of output. It must therefore be concluded, that, if
distortion is to be evaluated by percentage THD, then
the figure of 0.1% is probably not good enough for mod-
ern amplifiers, and a design goal of 0.02% is more likely
to provide a fully satisfactory performance.

Other parts of the system than amplifiers all contribute
to distortion. Amplifiers distort at all frequencies,
roughly to the same extent. Loudspeakers, by compari-
son, show much greater distortion at low frequencies due
to large cone excursions which may either bring the cone
up against the limits of the suspension, or take the coil
outside the range of uniform magnetic field in the mag-
net. Under the worst possible conditions up to 3–5% har-
monic distortion can be generated at frequencies below
100 Hz, but the situation improves rapidly at higher
frequencies.

10 Sound Waves

Figure 1.10 Transmission of a sine wave through a
non-linear system. Figure 1.11 Input-output characteristic with ‘cross-over’

distortion.
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Pick-up cartridges, like loudspeakers, produce distor-
tion, particularly under conditions of maximum amplitude,
and THD levels of around 1% are common in high quality
units. By comparison, compact disc systems are highly
linear, with distortion levels well below 0.1% at maximum
output. Due to the digital nature of the system, the actual
percentage distortion may increase at lower levels.

Frequency distortion

Frequency distortion in a sound reproducing system is
the variation of amplification with the frequency of the
input signal. An ideal would be a completely ‘flat’
response from 20 Hz to 20 kHz. In practice this is pos-
sible for all the elements in the chain except the loud-
speaker, where some irregularity of response is
unavoidable. Furthermore, the maintenance of response
down to 20 Hz tends to require a large (and expensive)
loudspeaker system. In practice the human ear is fairly
tolerant of minor irregularities in frequency response,
and in any case the listening room, due to its natural res-
onances and sound absorption characteristics, can mod-
ify the response of the system considerably.

Transient distortion

Transients occur at the beginning (and end) of sounds,
and contribute to the subjective quality to a considerable
extent. Transient behaviour of a system can, in theory, be
calculated from a knowledge of the frequency and phase
response, although this may not be practicable if the fre-
quency and phase responses are complex and irregular.
Good transient response requires a wide frequency
range, a flat frequency response, and no phase distortion.
In practice most significant transient distortion occurs in
loudspeakers due to ‘hang-over’. Hang-over is the pro-
duction of some form of damped oscillation, which con-
tinues after the end of the transient input signal. This is
due to inadequately damped resonance at some point,
and can be minimised by good design.

Transient intermodulation distortion

Current amplifier design relies heavily on the use of
negative feedback to reduce distortion and to improve
stability. A particular problem can arise when a transient
signal with a short rise-time is applied to the amplifier. In
this situation the input stage(s) of the amplifier can over-
load for a brief period of time, until the transient reaches
the output and the correction signal is fed back to the

input. For a simple transient, such as a step function, the
result is merely a slowing down of the step at the output.
If, however, the input consists of a continuous tone, plus
a transient, then the momentary overload will cause a
loss of the continuous tone during the overload period
(see Fig. 1.12).

This brief loss of signal, while not obvious as such to a
listener, can result in a loss of quality. Some designers
now hold the view that in current amplifier designs har-
monic and intermodulation distortion levels are so low
that transient effects are the main cause of audible dif-
ferences between designs and the area in which improve-
ments can be made.

Frequency modulation distortion

When sound is recorded on a tape or disc, then any vari-
ation in speed will vary the frequency (and hence the
pitch) of the reproduced sound. In the case of discs this
seems to arise mainly from records with out-of-centre
holes, while the compact disc has a built in speed control
to eliminate this problem. The ear can detect, at 1000 Hz,
a frequency change of about 3 Hz, although some indi-
viduals are more sensitive. This might suggest that up to
0.3% variations are permissible in a tape recording
system. However, when listening to music in a room with
even modest reverberation, a further complication
arises, since a sustained note (from say a piano or organ)
will be heard simultaneously with the reverberant sound
from the initial period of the note. In this situation any
frequency changes will produce audible beats in the form
of variations in intensity and ‘wow’ and ‘flutter’ levels
well below 0.3% can became clearly audible.

Phase distortion

If an audio signal is to pass through a linear system with-
out distortion due to phase effects, then the phase

Sound Waves 11

Figure 1.12 Transient inter-modulation distortion.
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response (i.e. the difference between the phase of output
and input) must be proportional to frequency. This sim-
ply means that all components in a complex waveform
must be delayed by the same time. If all components are
delayed identically, then for a system with a flat fre-
quency response, the output waveform shape will be
identical with the input. If phase distortion is present,
then different components of the waveform are delayed
by differing times, and the result is to change the shape of
the waveform both for complex tones and for transients.

All elements in the recording/reproducing chain may
introduce phase distortion, but by far the largest contri-
butions come from two elements, analogue tape
recorders and most loudspeaker systems involving mul-
tiple speakers and crossover networks. Research into the
audibility of phase distortion has, in many cases, used
sound pulses rather than musical material, and has
shown that phase distortion can be detected. Phase dis-
tortion at the recording stage is virtually eliminated by
the use of digital techniques.

Electronic Noise Absorbers

The idea of a device which could absorb noise, thus cre-
ating a ‘zone of silence’, was put forward in the 1930s in
patent applications by Lueg (1933/4). The ideas were, at
the time, in advance of the available technology, but in
1953 Olsen and May described a working system consist-
ing of a microphone, an amplifier and a loudspeaker,
which could reduce sound levels close to the speaker by
as much as 20 dB over a fairly narrow range of frequen-
cies (40–100 Hz).

The principles involved in their system are simple. The
microphone picks up the sound which is then amplified
and reproduced by the loudspeaker in antiphase. The
sound from the speaker therefore ‘cancels out’ the ori-
ginal unwanted noise. Despite the simplicity of the prin-
ciple, it is, in practice, difficult to operate such a system
over a wide range of frequencies, and at the same time,
over any substantial spatial volume. Olsen and May’s
absorber gave its best performance at a distance 8–10 cm
from the loudspeaker cone, and could only achieve 7 dB
attenuation at 60 cm. This type of absorber has a funda-
mental limitation due to the need to maintain stability in
what is essentially a feedback loop of microphone, ampli-
fier and loudspeaker. With practical transducers it is not
possible to combine high loop-gain with a wide frequency
response.

Olsen and May’s work appears to have been confined
to the laboratory, but more recent research has now
begun to produce worthwhile applications. A noise
reduction system for air-crew helmets has been pro-

duced, which can provide 15–20 dB reduction in noise
over a frequency range from about 50–2000 Hz. This
operates on a similar principle to Olsen and May’s
absorber, but includes an adaptive gain control, which
maintains optimum noise reduction performance,
despite any changes in operating conditions.

A rather different application of an adaptive system
has been developed to reduce diesel engine exhaust
noise. In this case a microprocessor, triggered by a syn-
chronising signal from the engine, generates a noise can-
celling waveform, which is injected by means of a
loudspeaker into the exhaust noise. A microphone picks
up the result of this process, and feeds a signal to the
microprocessor, which in turn adjusts the noise can-
celling waveform to minimize the overall output. The
whole process takes a few seconds, and can give a reduc-
tion of about 20 dB. While this adaptive system can only
operate on a repetitive type of noise, other systems have
been developed which can reduce random, as well as
repetitive, waveforms.
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Almost all sound recording needs to make use of micro-
phones, so that this technology is, for audio systems, the
most fundamental of all. In this chapter, John Borwick
explains microphone types, technology and uses.

Introduction

Microphones act as the first link in the chain of equip-
ment used to transmit sounds over long distances, as in
broadcasting and telephony. They are also used for
short-distance communication in public address, sound
reinforcement and intercom applications, and they sup-
ply the signals which are used to cross the barrier of time
as well as distance in the field of sound recording.

Basically a microphone (Fig. 2.1) is a device which con-
verts acoustical energy (received as vibratory motion of
air particles) into electrical energy (sent along the micro-
phone cable as vibratory motion of elementary electrical
particles called electrons). All devices which convert one
form of energy into another are called transducers.
Clearly, whilst a microphone is an acoustical-to-electrical
transducer, the last link in any audio transmission or
playback system, a loudspeaker or a headphone ear-
piece, is a reverse electrical-to-acoustical transducer.
Indeed some loudspeakers can be connected to act as
microphones and vice versa.

Figure 2.1 A microphone converts acoustical energy into
electrical energy.

Microphone Characteristics

Microphones come in all shapes and sizes. When choos-
ing a microphone for any particular application, some or
all of the following features need to be considered.

Frequency response on axis

The microphone should respond equally to sounds over
the whole frequency range of interest. Thus in high qual-
ity systems the graph of signal output voltage plotted
against frequency for a constant acoustic level input over
the range 20–20000 Hz (the nominal limits of human
hearing) should be a straight line. Early microphones
certainly failed this test, but modern microphones can
come very close to it so far as the simple response on-axis
is concerned.

Yet the full range may be unnecessary or even undesir-
able in some applications. A narrower range may be
specified for microphones to be used in vehicles or air-
craft to optimize speech intelligibility in noisy surround-
ings. Some vocalists may choose a particular microphone
because it emphasizes some desired vocal quality. Lava-
lier or clip-on microphones need an equalised response
to correct for diffraction effects, and so on.

Directivity

In most situations, of course, a microphone does not
merely receive sound waves on-axis. Other sources may
be located in other directions, and in addition there will
be numerous reflected sound waves from walls and
obstacles, all contributing in large or small measure to
the microphone’s total output signal. A microphone’s
directivity, i.e. its ability either to respond equally to
sounds arriving from all directions or to discriminate
against sounds from particular directions, is therefore an
important characteristic.

2 Microphones
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Directivity is most easily illustrated by plotting on cir-
cular or polar graph paper the output signal level for a
fixed sound pressure level at all angles in a particular
plane. The most common such directivity patterns are
illustrated in Fig. 2.2. They include the circle (denoting a
non-directional or ‘omnidirectional’ microphone which
responds equally at all angles), the figure-of-eight
(denoting a bidirectional microphone which attenuates
sounds arriving at the sides) and the cardioid or heart-
shape (denoting a unidirectional microphone which
attenuates sounds arriving at the back). As microphones
normally operate in three-dimensional space, a clearer
idea of their directivity can be obtained by rotating these
polar diagrams about the main axis as illustrated in
Fig. 2.3.

Figure 2.2 The principal microphone directivity patterns.

Figure 2.3 Artist’s impression of three-dimensional
directivity patterns: (a) circle; (b) cardioid; (c) figure-of-eight;
(d) hypercardioid; (e) shotgun (courtesy Sennheiser).

Microphones exist having any one of these basic
directivity patterns, and some more versatile models
offer switched or continuously variable patterns. There
are also microphones designed as a series in which a com-
mon body unit can be fitted with various modular cap-
sules to provide a choice of directional types.

Frequency response off-axis

Ideally any high quality microphone, whatever its direct-
ivity pattern, should maintain the same frequency
response at all angles; i.e. there is a need for polar pattern
uniformity. Unfortunately this criterion is seldom met,
the most common fault being irregular and falling
response at oblique angles for frequencies above about
5 kHz.

The main problem is that the microphone itself begins
to act as a physical obstacle to sound waves for shorter
wavelength (higher frequency) sounds. The resulting dif-
fraction and reflection produces peaks and dips in
response which vary with angle of incidence. Reducing
the microphone dimensions helps by pushing the prob-
lem further up the frequency scale.

Sensitivity

The conversion efficiency of a microphone, i.e. the output
voltage produced by a given incident sound pressure
level, should be as high as possible. This boosts the signals
in relation to noise and interference along the signal path.

The most common method for specifying sensitivity is
that recommended by the IEC and British Standards.
This specifies the open circuit (unloaded) voltage output
for an input sound pressure of 1 Pascal (10 microbars).
This corresponds to a fairly loud sound since 1 Pa equals
94 dB above the threshold of hearing. An alternative
rating quotes the output voltage for 0.1 Pa (74 dB SPL),
or the level of normal speech at 20 cm.

Self-noise

The inherent noise level of a microphone, and this
includes any built-in amplifier, should be as low as pos-
sible. This requirement has been high-lighted by the
advent of digital recording and consumer media such as
the compact disc where signal-to-noise ratios in excess of
90 dB have become commonplace.

Microphone self-noise is usually given as the equiva-
lent SPL which would give the same output voltage.
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Typical values are down around 15–20 dBA SPL which is
about the ambient noise level in the best sound studios
and corresponds to a thermal noise value of about –129
dBm. Alternatively, some manufacturers quote a ‘signal-
to-noise ratio’ in which the equivalent noise level is
measured with reference to 1 Pa (94 dB SPL).

Distortion

For the waveform of the electrical signal to be a faithful
representation of the original sound wave, non-linear
distortion must be as low as possible. Such distortions are
mainly associated with high signal levels and the onset of
overload or saturation effects in the transducer mech-
anism. The distortion rating for microphones is usually
quoted as the maximum SPL which can be handled for a
given value of total harmonic distortion. A typical value
might be 130 dB for 0.5% THD.

Other criteria

A well designed microphone should be immune to
induced hum or noise from electrical wiring and radio
frequency interference. This is specially important in the
vicinity of TV monitors, cameras, lighting regulators or
transmitters. For outdoor work, or close vocals, the
microphone should be proof against wind noise. Hand-
held microphones and microphones mounted on televi-
sion booms also need to be rugged and able to withstand
mechanical shocks and vibrations.

Microphone Types

Except for a few exotic types, all microphones convert
acoustical energy to electrical energy through the
mechanical vibrations in response to sound waves of a
thin lightweight diaphragm. The conversion may there-
fore be regarded as happening in two stages, though of
course they occur simultaneously: (a) the varying air pres-
sure sets the diaphragm into mechanical vibration; (b) the
diaphragm vibrations generate an electric voltage.

This second stage may use any of the common electri-
cal generator principles and microphones tend to be
categorized accordingly, e.g. moving-coil, condenser, etc.
However, before describing these transducer categories
in detail, it is necessary to distinguish between the two
basic ways in which microphones of all types first extract
energy from the sound wave. These are respectively
called pressure operation and pressure-gradient (or
velocity) operation.

Pressure operation

In pressure operated microphones the rear surface of the
diaphragm is enclosed so that the actuating force is sim-
ply that of the instantaneous air pressure at the front
(Fig. 2.4). A small vent hole in the casing equalises the
long-term external and internal pressures, whilst audio
frequency swings above and below normal atmospheric
pressure due to the incident sound waves will cause the
diaphragm to move outwards and inwards. The force on
the diaphragm is equal to the product of sound pressure
(per unit area) and the area of the diaphragm, and is
essentially independent of frequency.

Figure 2.4 Pressure operated microphone, showing enclosed
back with small vent hole.

Also, at least at low frequencies where the sound
wavelength is small compared with the dimensions of the
microphone, the response is the same for all angles of
incidence. Therefore pressure operated microphones
are generally omni-directional, having the circle and
sphere polar diagrams shown earlier in Figs. 2.2(a) and
2.3(a).

At higher frequencies, however, where the micro-
phone dimensions are equal to or greater than the wave-
length, the obstacle effect comes into play. This sets up
standing waves for sounds arriving on-axis, with a so-
called ‘pressure doubling’ or treble emphasis, and
explains why it is often better to speak or sing across the
microphone rather than straight into it. In addition,
oblique incidence of high-frequency waves causes phase
differences across the face of the diaphragm and reduced
output due to partial cancellations. These effects are pro-
gressively more pronounced at shorter wavelengths and
so pressure operated microphones become more nar-
rowly directional with increasing frequency (Fig. 2.5).

The effects are purely physical and relate strictly to the
ratio of microphone diameter to wavelength. Therefore
halving the diameter, for example, will double the fre-
quency at which a given narrowing of the directivity pat-
tern occurs.
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Figure 2.5 A pressure operated microphone is essentially
omnidirectional but becomes more narrowly unidirectional
at high frequencies.

Pressure gradient operation

Many modern microphones, including the ribbon type
to be discussed later, are designed with both faces of
the diaphragm open to the air. The resulting force on the
diaphragm is then not simply due to the pressure on
the front but to the instantaneous difference in pressure,
or pressure gradient (PG) between front and back
(Fig. 2.6(a)).

Figure 2.6 Pressure-gradient microphone: (a) for on-axis
sounds the path length difference D is a maximum; (b) at
oblique angles D reduces in proportion to cos θ.

At frequencies low enough for diffraction effects to
be ignored, the wave arriving on-axis will produce alter-
nating pressures on the front and back faces of the
diaphragm A and B which do not coincide exactly in
time. Their time of arrival or phase will be separated by
an interval which is directly proportional to the extra dis-
tance travelled to reach the more remote face. This extra
distance D will be a maximum for axial sounds arriving at
either 0° or 180° but will steadily diminish and eventually
fall to zero as the angle of incidence increases to 90° or
270°. The resultant pressure difference and therefore

force on the diaphragm may be taken to be proportional
to this effective distance. As shown in Fig. 2.6(b), this
shorter distance is CB and, since the ratio of this to D is
CB/AB = cos θ, the microphone output at any angle θ is
given by the expression Y = X cos θ, where Y is the out-
put voltage at θ and X is the maximum output voltage on-
axis (θ = 0). The value of cos θ for any angle can be
obtained from cosine look-up tables, and plotting cos θ
on a polar graph produces the familiar figure-of-eight
diagram (Fig. 2.7). Note that there is a phase reversal of
the force acting on the diaphragm for sounds arriving
earlier at the back than the front.

Figure 2.7 A pressure-gradient microphone has a figure-of-
eight directivity pattern.

As with pressure operation, the above simple descrip-
tion of PG operation breaks down at higher frequencies
where the wavelength becomes comparable with the
physical dimensions, and in particular with the distance
D. In practice the designer generally takes account of this
by shaping the microphone so that pressure operation
takes over above the critical frequency.

An incidental feature of all PG operated microphones
is the so-called ‘proximity effect’. This is the pronounced
boost in low frequency output which occurs when the
microphone is placed close to the sound source. It is
caused by the additional pressure differences between
points A and B introduced by the inverse square law
increase in sound intensity at closer distances. The effect
is most obvious in pure PG (figure-of-eight) micro-
phones. However, it is also present in the combination
pressure-plus-PG microphones discussed in the next sec-
tion, though the bass tip-up with closer positioning is less
steep.

Combination microphones

Recording engineers and other users gave an immediate
welcome to the bidirectional PG microphone when it
appeared in the late 1930s. Its ability to discriminate
against sounds arriving at the sides gave greater
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flexibility in layout and balance for music and speech
productions. A few years later, the choice of directivity
patterns became still wider when microphones were pro-
duced which combined the characteristics of pressure
and PG operation.

At first, separate pressure and PG capsules were
assembled in a single casing. Then, making the axial sen-
sitivities of the two units equal, say A, and adding their
electrical outputs together, produced a combined pat-
tern as shown diagrammatically in Fig. 2.8. At the front
(left-hand side of the diagram) the outputs of the two
elements OA and OB are in phase and will add to give a
combined output OC which reaches a maximum value of
2A at 0°. At 90° the output of the PG element OB has
fallen to zero and the combined output is reduced to A
(–6 dB). At 180° (the back) the PG signal is in reverse
phase and will cancel the pressure element’s contribu-
tion to reduce the combined output to zero. The result is
the heart-shaped or cardioid pattern which has become
very popular in many applications. By simply adjusting
the relative axial sensitivities of the two elements, various
intermediate polar patterns can be obtained including
those shown earlier in Figs. 2.2 and 2.3.

Figure 2.8 Derivation of cardioid directivity pattern by 
combining pressure and PG elements of equal axial sensitivity.

Instead of physically building two microphone ele-
ments into a single case, which meant that early cardioids
were bulky and of variable accuracy due to the offset
positions of the two diaphragms, later designs invariably
use a single twin-diaphragm transducer or just one
diaphragm with acoustic delay networks to establish the
required PG operation.

By way of example, Fig. 2.9 outlines the geometry of a
dual-diaphragm condenser (capacitor) microphone. It
comprises identical diaphragms on each side of a central
block having holes bored all the way through to provide
for PG operation and some holes cut only part of the way
through to act as ‘acoustic stiffness’ chambers. Put sim-
ply, with the rear diaphragm not electrically connected,
the output at 0° is due to a combination of pressure oper-

ation (which tends to move both diaphragms inwards
and outwards on alternate half-cycles) and PG operation
(in which only the front diaphragm moves whilst the rear
diaphragm remains stationary due to equal and opposite
pressure and PG forces). At 90° the PG forces on both
diaphragms fall to zero, reducing the output to half, and
at 180° the front diaphragm experiences equal antiphase
forces and the output falls to zero thus producing the car-
dioid pattern.

Figure 2.9 Dual-diaphragm cardioid condenser microphone,
showing (a) the holes and cavities in the central fixed plate, and
how the pressure and PG forces combine for sounds arriving at
(b) 0°; (c) 90°; and (d) 180°.

In later versions both diaphragms are electrically con-
nected and, with suitable switching of polarity and rela-
tive sensitivity of the back-to-back cardioids so formed, a
range of directivity patterns can be selected at will.

The Microphone as a Voltage Generator

Having examined the various ways in which acoustic
forces drive the diaphragm into vibrations which are
analogous to the incident sound waveform, we now
describe ways in which this oscillatory mechanical
energy can be used to generate a corresponding electri-
cal signal. Only the most common transducer types will
be outlined in rough order of importance.

The moving-coil (dynamic) microphone

This category of microphone relies on the principle that
motion of a conductor in a magnetic field generates an
electromotive force (emf) causing a flow of current in the
conductor (as in a dynamo). In the usual configuration
the diaphragm is shaped as shown in Fig. 2.10 and carries
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a circular insulated coil of copper or aluminium wire
centred in the annular air gap between N and S pole-
pieces of a permanent magnet. The magnitude of the
induced emf is given by E = Blu, where B is the flux den-
sity, l is the effective length of the coil in the gap and u is
its velocity. Clearly B and l should be made as large as
possible to give increased sensitivity. The mechanical
resonance of the system is set at some mid-frequency, say
800 Hz, and smoothed as far as possible by introducing
acoustic damping (resistance).

Figure 2.10 Moving-coil microphone in (a) side; and
(b) plan view.

The microphone presents a low impedance source and
may sometimes incorporate a step-up transformer. Most
modern designs use many turns of very fine wire to pro-
duce a coil with a DC resistance of about 200 ohms which
allows for long connecting cables and direct matching to
standard amplifier inputs at around 1000 ohms. The
majority of moving-coil microphones are omnidirec-
tional but cardioid versions are also available.

The ribbon microphone

The electromagnetic principle is also used in the ribbon
microphone. The magnet has specially shaped pole-
pieces to provide a concentrated field across an elong-
ated gap in which is suspended a thin metal ribbon (Fig.
2.11). This ribbon acts both as diaphragm and conductor
and is typically made of aluminium foil about 0.1 mm
thick and 2–4 mm wide. It is mildly corrugated to prevent
curling and allow accurate tensioning to set the res-
onance to the required low frequency of around 2–4 Hz.
DC resistance of the ribbon is very low and so a built-in
step-up transformer is essential to provide an output at a
standard matching impedance.

The low mass gives the ribbon microphone excellent
transient response but it is sensitive to wind noise and
mechanical movement. Ribbon microphones are there-
fore unsuitable for most outdoor applications or TV

boom operation. Since both ribbon surfaces are exposed
to the air, except in a few designs, PG operation applies
and the directivity pattern is a figure-of-eight.

Figure 2.11 Ribbon microphone: basic construction.

The condenser (capacitor or electrostatic) micro-
phone

This type of microphone is so-called because the trans-
ducer element is a simple condenser or capacitor whose
two electrodes or plates are formed by the thin conduct-
ive diaphragm and a fixed back plate separated by a nar-
row air-gap (Fig. 2.12). A polarising DC voltage is
applied across the two electrodes via a very high resist-
ance R. This establishes a quasi-constant charge Q on the
capacitor and the capacitance of the system is given by C
= kA/x, where A is the effective diaphragm area, x is the
electrode spacing and k is the dielectric constant (per-
mittivity) of air.

Figure 2.12 Condenser microphone: basic principle.

Since the voltage across the capacitor is E = Q/C, we
can write E = (Q/kA)x which shows that E is proportional
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to the spacing x. Therefore, when the diaphragm vibrates
in response to a sound pressure wave, the applied
DC voltage will be modulated by an AC component
in linear relationship to the diaphragm vibrations.
This AC component is taken through the DC-blocking
capacitor C to provide the microphone’s output signal.

The transducer mechanism is essentially simple and
makes the condenser microphone potentially a very
high quality device. However, a very narrow gap is
needed to provide adequate sensitivity and impedance is
very high. This calls for precision manufacture and a
built-in amplifier located as close to the electrodes
as possible. This adds to costs, complexity in terms of
connecting cables and extremely low-noise circuitry. The
DC polarizing voltage can be sent down the balanced
signal cable (two live wires with an earthed screen) either
in an A–B manner with the positive pole connected
to one conductor and the negative to the other, or by
‘phantom powering’ in which the positive pole is
connected to both live conductors via the junction
between two identical resistors and the negative pole to
the screen. Alternatively, some microphones have a
compartment for the insertion of batteries to give very
low-noise operation.

Condenser microphones lend themselves to designs
with variable directivity by combining pressure and PG
operation as previously described. Figure 2.13(a) shows
a dual-diaphragm type effectively forming two cardioid

elements back-to-back, whose signal output is of course
proportional to the polarizing voltage applied. The right-
hand diaphragm has a fixed +60 V potential with respect
to the common back plate, to form a forward facing car-
dioid. The voltage to the rear diaphragm is taken via a
network allowing the potential to be switched from –60
V through 0 V to +60 V. Since the audio signal outputs
of the two elements are connected through capacitor C,
the five directivity patterns shown in Fig. 2.13(b) are
obtained. Remote controlled switching gives the user a
degree of flexibility in balancing musical instruments or
voices and, of course, additional switch positions are pos-
sible or a continuously variable potentiometer may be
fitted.

The electret microphone

As we have seen, only a low voltage DC supply is required
to power the built-in amplifier of a condenser micro-
phone. Yet there remains the practical disadvantage that,
although virtually no current is drawn, a relatively high
(60–120 V) DC bias voltage has also to be provided to
polarize the plates. This factor has been eliminated in
recent years, with a simultaneous simplification in con-
struction, by the introduction of the electret microphone
(Fig. 2.14).
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Figure 2.13 Variable directivity dual-diaphragm condenser microphone: (a) basic circuit; (b) polar patterns produced for 
the five switch positions.
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Figure 2.14 Electret microphone: basic construction.

This uses a permanently polarised material which can
be regarded as the electrostatic equivalent of a permanent
magnet. The electret-foil material, an insulator, is given its
permanent charge, positive or negative, whilst in a strong
electric field and heated either by corona discharge or
electron bombardment. The design may use either a
polarized diaphragm or a neutral diaphragm with the
fixed plate coated with electret material (‘back
polarised’). With the need for a high DC voltage supply
eliminated, electret microphones can also be made very
small and rugged. Push–pull designs are possible; able to
handle high SPL signals with low distortion. Variable
directivity models using switched voltages are not prac-
ticable.

The piezoelectric (crystal) microphone

Very robust and inexpensive microphones can be pro-
duced using crystalline or ceramic materials which pos-
sess piezoelectric properties. Wafers or thin slabs of
these materials generate a potential difference between
opposite faces when subjected to torsional or bending
stresses. The usual piezoelectric microphone capsule
comprises a sandwich or ‘bimorph’ of oppositely polar-
ized slabs joined to form a single unit with metal elec-
trodes attached (Fig. 2.15). Vibrations of a conventional
diaphragm are transmitted to the bimorph by a con-
necting rod thus setting up an alternating voltage at the
output terminals which is proportional to the effective
displacement.

The carbon (loose contact) microphone

Carbon microphones have been around for more than a
century and are still found in millions of telephones
around the world, despite the fact that they are limited in
terms of frequency response, distortion and self-noise.
The principle relies on the variation in DC resistance of a

package of conductive granules when they are subjected
to variations in external pressure which cause their areas
of contact to increase or decrease (Fig. 2.16).

Figure 2.15 Piezoelectric (crystal) microphone: basic
construction.

Figure 2.16 Carbon (loose contact) microphone: a modern
telephone mouthpiece design.

The assembly acts like an amplifier with about 40–60
dB gain but has a number of disadvantages. The capsule
generates high self-noise, is liable to non-linear distor-
tion and becomes unreliable and less sensitive if the
granules pack together, requiring a sharp knock to shake
them loose again. Later push–pull dual-button trans-
ducers give improved quality but do not generally com-
pete in studio or public address applications.

Other types of microphone

Some other types of microphone designed for specific
applications will now be outlined for the sake of com-
pleteness. The boundary microphone, also referred to as
PZM (pressure zone microphone), does not use a new
type of transducer but represents a novel approach to
microphone placement. It comprises a small capsule
element, often an electret, housed in a flat panel in such a
way that the diaphragm is located very close to any flat
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surface on which the unit is placed (Fig. 2.17). The main
aim is to eliminate the irregular dips in frequency
response (the comb filter effect) which often occurs in
normal microphone placement due to interference
between the direct wave and that reflected from the floor
or walls. The two situations are illustrated in Fig. 2.18: (a)
the microphone receives two sound waves, one direct
and one reflected, so that alternate addition and subtrac-
tion will occur at frequencies for which the path length
difference results in a phase shift of 0° or 180° respec-
tively, giving (b) the familiar comb filter effect; (c) with a
boundary microphone, the extreme proximity of the
floor produces no significant interference effect and (d)
the response is uniform.

Figure 2.17 Boundary (PZM) microphone: basic
construction.

Highly directional microphones are useful for picking
up distant sound sources at sporting events, birdsong,
audience and dance-routine sound in television, etc. The

idea is to respond strongly to on-axis sounds whilst dis-
criminating against sounds arriving from other directions.
Two basic approaches have been used, the parabolic
reflector and the shotgun microphone.

A parabolic reflector can be used to collect sound
energy over a wide area of the incident (plane) wave-
front and reflect it back on to a microphone element
located at the focal point (Fig. 2.19). The geometry
ensures that all sounds arriving in line with the axis are
focused towards the microphone, giving a considerable
gain in axial signal level. At the same time, waves arriv-
ing off-axis are scattered and do not contribute much to
the microphone output.

Figure 2.19 Parabolic reflector microphone: basic
arrangement.

Of course the effect works only at middle and high
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Figure 2.18 How the boundary microphone avoids comb filter distortion: (a) floor reflection produces a delayed wave; (b) uneven
frequency response results; (c) boundary microphone receives only direct wave; (d) flat response results.

chp2.ian  4/6/98 5:02 PM  Page 22



frequencies for which the reflector diaphragm is large
compared with the wavelength, so that a 50 cm diameter
parabola, for example, will be more effective than one
measuring only 25 cm. A bass cut filter is usually
introduced to attenuate random low-frequency signals.
A gunsight is often fitted to assist precise aiming and the
microphone is slightly offset from the true focal point to
avoid too fine tuning of the highest frequencies.

The shotgun or line microphone consists of an acoustic
line or pipe with equally spaced holes or a slit along its
length and an omni or cardioid microphone element fit-
ted at the rear end (Fig. 2.20). High directivity results
from the fact that only sound waves arriving on or near
the main axis produce additive pressures at the micro-
phone diaphragm, whereas off-axis waves suffer varying
phase-shift delays and tend to cancel. Again the effect is
limited to middle and high frequencies, any bass exten-
sion being a function of the tube length.

Figure 2.20 Shotgun (line) microphone: basic construction.

By a development of this idea, a zoom microphone can
be produced which can, for example, be mounted on a
video camera. The polar pattern can be varied from omni
to highly directional as the TV scene demands. It uses
two cardioid elements pointing forwards and spaced so
as to give second-order pressure gradient performance,
plus a third cardioid pointing backwards which can be
added in or out of phase at various relative levels and
equalization settings. The zoom effect can even be con-
trolled automatically by linking the variable attenuators
to the camera lens zoom mechanism.

Noise cancelling microphones have been developed
for close-talking applications in noisy surroundings such
as sports commentaries, paging and special types of tele-
phone. One classic hand-held lip-ribbon design dates
back to the 1930s but is still popular with radio reporters
and sports commentators. It uses a ribbon transducer
with a frontal guard-bar to ensure that the speaker’s
mouth is held at a fixed working distance of 63 mm. The
proximity effect at this distance is naturally severe and
must be equalized by means of a steep bass-cut filter
which can be switched to three settings to suit the indi-
vidual voice. Thus filtered, the response to the voice
approximates to a level curve whilst external noise is
drastically reduced. Indeed the noise is so far reduced
that the engineer will often rig one or more separate

‘atmosphere’ microphones to restore the ambience of
the event.

Radio (wireless) microphones use FM radio transmis-
sion instead of the traditional microphone cable and are
being employed more and more for stage and televisions
shows, and other applications where complete freedom
of movement is demanded. The radio microphone itself
is usually very small and attached to or concealed in the
clothing. Larger handheld versions are also available
having the transmitter built into the handgrip to which a
short aerial is attached. In the smaller models the trans-
mitter is housed in a separate unit about the size of a
pocket calculator and connected to the microphone by
about a metre of cable which may also act as the aerial.
The microphone audio signal is frequency modulated on
to the radio carrier. Frequency band allocations and
licensing regulations vary from country to country, with
both the VHF and UHF bands used and elaborate
design measures taken to overcome the practical prob-
lems of maintaining consistent signal levels and sound
quality as artists move anywhere on stage or throughout
the TV studio. The 8 metre and 2 metre VHF bands,
with relatively long wavelengths, suffer less from the
obstacle effect but require a proportionately longer aer-
ial (up to 75 cm). The UHF band needs only a short aer-
ial (10–20 cm) but is easily blocked by obstacles in its
path. The final choice of waveband may also be influ-
enced by local regulations and the risk of radio interfer-
ence from known sources such as taxis or ambulances in
the given locality. Very large musical shows may call for
a system made up of 30 or more microphones with con-
stant switching between the available transmission
channels as the show proceeds.

Of much older vintage than the true radio micro-
phones just described is the RF condenser microphone.
This was designed in the days before high quality head
amplifiers were available and is still quite common. The
microphone incorporates a built-in RF oscillator (8 Mz)
plus FM modulator and demodulator circuits. Changing
capacitance due to the diaphragm vibrations produces
the required audio signal which modulates the RF fre-
quency as in FM broadcasting, and the resulting signal is
demodulated to provide a standard output for cable con-
nection. High stability and robustness are claimed and
the usual high polarizing voltage is reduced to about 10
volts.
Two-way microphones contain separate diaphragm/trans-
ducer elements to cover the high and low frequencies,
combined via a frequency selective crossover network
as in two-way loudspeakers. The main objective is to
produce a more consistent directivity pattern and high-
frequency response than can normally be obtained
when a single diaphragm has to cover the full audio
bandwidth.

Microphones 23

chp2.ian  4/6/98 5:02 PM  Page 23



Voice-activated (automatic) microphones are used in
such varied situations as conference rooms, churches and
security intruder monitoring. In the basic design the
microphone output is muted by a level-sensitive gating
circuit until a predetermined threshold sound pressure
level is exceeded. In a round-table discussion, for ex-
ample, each talker can address a separate microphone,
yet the confusion normally introduced by background noise
and multiple phase errors with all microphones perman-
ently open is avoided. Each microphone will become live
only when spoken to directly from within its frontal
acceptance angle (‘window’). A further development of
this scheme uses two cardioid microphone capsules back-
to-back to avoid the need for exact setting of the thresh-
old level. The rear capsule continuously monitors the
ambient sound level whilst the main front capsule is
switched on whenever some differential level (say 10 dB)
is exceeded by direct speech.

Contact microphones, as their name implies, are phys-
ically attached to the sound source and respond to
mechanical vibrations rather than airborne pressure
waves. They are therefore not strictly speaking micro-
phones, but belong to the family of mechanical/electrical
transducers which includes strain gauges, guitar pickups
throat microphones and accelerometers used for vibration
measurements. The transducer principles most com-
monly used are the moving-coil and condenser/electret.
The unit can be fastened or taped to the soundboard or
body of any acoustical musical instrument – string, wind
or percussion, and of course should be lightweight.

The advantages are complete freedom of movement
for the musician, good separation from the sounds of
other instruments or voices and rejection of ambient
(e.g. audience) noise. In one design, the electret principle
is used in a strip form only about 1 mm thick, 25 mm wide
and some 75 to 200 mm long.

Underwater microphones used to be improvised by
suspending a standard microphone, typically moving-
coil, inside a waterproof cage. Modern versions are often
piezoelectric types supplied as a corrosion-free assembly
with built-in amplifier and special waterproof cables
capable of use in water depths of up to 1000 metres.

Microphones for Stereo

Following a rather hesitant start in the 1950s, two-channel
stereophony has largely taken over as the standard
method for music recording and sound broadcasting.
Single-channel mono sound has certainly not disap-
peared completely, for example in AM radio and most
television programmes, but genuine stereo and even

surround sound are now becoming more common in the
cinema and on video.

The stereo illusion

Stereophony, from the Greek word for ‘solid’, is an
attempt to reproduce sounds in such a way that the lis-
tener has the same feeling of left–right spread in the
frontal area, and the same ability to locate the direction of
individual voices and instruments, as he has at a live
performance. Important differences should be noted
between natural directional hearing and the illusion
of directionality created in stereophonic recording
and reproduction. A listener to a stereo system of two
spaced loudspeakers actually hears everything twice,
since the sounds from both loudspeakers reach both ears
(Fig. 2.21). This non-real duplication of signals sets a limit to
the extent to which two-channel stereo can faithfully
recreate the live sound experience. The stereo effect is
obtained by sending to the two loudspeakers left/right
signals which differ from each other in some way which
creates an illusion of an extended sound stage across the
imaginary arc joining the two loudspeakers. Figure 2.21
shows the standard layout for stereo listening which puts
the listener and the two loudspeakers at the corners of
an equilateral triangle. This implies a reproduction angle
of 60°.

Figure 2.21 Loudspeaker stereo: in the conventional layout,
a = b = c and is generally between 2 and 4 metres. Note that the
sound from each loudspeaker reaches both ears, with a slight
time delay to the more remote ear.

In practice, the required arc of phantom sound images
can be established by using microphones in pairs (or
passing a single mono signal through a panpot, to be
described below) so as to make the signals from the loud-
speakers differ by small amounts in intensity, time or
both. By tradition, ‘intensity stereo’ is regarded as most
effective. This is illustrated in Fig. 2.22 where the signal
level fed to one loudspeaker can be attenuated. The
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apparent location of the source will then move progres-
sively from the central position (when the levels are
equal) towards the unattenuated loudspeaker. The same
principle forms the basis of a panpot, or panoramic
potentiometer, which uses a pair of variable attenuators
working respectively in the clockwise and anticlockwise
direction to shift a mono source to any required point
between the loudspeakers.

Figure 2.22 Intensity stereo: (a) attenuating one loudspeaker
causes the phantom image to move towards the other; (b)
typical attenuation (in decibels) for image positions across the
stereo stage.

Substituting a variable time delay device for the attenu-
ator in Fig. 2.22 will produce a similar movement of the
sound image away from the central position. The source
will appear to be located in one loudspeaker or the other
when the time differential has reached about 2 millisec-
onds. Since both ears hear both loudspeakers, however,
there will be some confusion due to the physical pattern
of level and time differences, due to ear spacing, interfer-
ing with those from the loudspeakers themselves. In
intensity stereo these fixed dimensional differences re-
inforce the desired effect, but in ‘time delay’ stereo they
can introduce odd phase effects. Naturally it is possible
to introduce both sorts of left/right signal differences
deliberately, when the effects will be additive.

Basic Blumlein

One very common arrangement of a pair of microphones
has become associated with the name of A.D. Blumlein
whose comprehensive Patent No. 394325 (14.6.1933)
covered nearly every aspect of two-channel stereo as it
exists today. He realized that simple intensity stereo
would provide all the directional clues needed by the
human ear and described several pairings of micro-
phones to produce the desired effect, including spaced
omnidirectional microphones with a so-called ‘shuffling’

network and the M–S (middle-and-side) arrangement,
both of which will be discussed later.

The particular pairing now regarded as basic Blumlein
consists of two identical figure-of-eight microphones
arranged at ±45° to the front axis (Fig. 2.23). The two
diaphragms are placed as nearly as possible at the same
point in space, at least so far as the horizontal plane is
concerned, to eliminate any time-of-arrival differences.
Using separate microphones will inevitably give only
approximate coincidence (Fig. 2.23(b)) but special
stereo microphones with twin left/right capsules can
improve matters and provide for altering the included
angle by rotating the upper capsule (Fig. 2.24).

Figure 2.23 Coincident pair (intensity) stereo: (a) basic
Blumlein; (b) locating the two diaphragms for coincidence in the
horizontal plane.

This included angle is traditionally 90° and produces
excellent imaging across the front quadrant which is inde-
pendent of the distance from the source, as well as a uni-
form spread of reverberant sound between the two
loudspeakers. It does suffer from the fact that the outputs
of the two microphones are in antiphase in the two side
quadrants, giving problems with side-wall reflections for
example. Also sound sources located in the rear-right
quadrant will be picked up by the rear lobe of the left
microphone and vice versa, causing these sounds to be
radiated by the wrong loudspeaker (cross-channelled).
Modern small-diaphragm microphones are usually pre-
ferred because they can be placed nearer together. They
also score by having a more consistent response off-axis
than the larger types. This is particularly important since
neither microphone is aimed directly at a centre soloist,
for example, and much of the source may be located off-
axis.

The 90° combined acceptance angle produced by the
basic Blumlein arrangement may be too narrow for
proper balance of some spread-out sources. It can be
altered by changing the mutual angle between the micro-
phones or made much wider, perhaps to allow a closer
microphone position, by replacing the bidirectional
microphones with cardioids or hypercardioids. These
give a basic included angle of up to 180° and 120° respect-
ively.
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Figure 2.24 Examples of stereo microphone design allowing
the mutual angle between the two capsules to be adjusted by
rotating the upper capsule (AKG C422 and C34).

M–S stereo

Another arrangement of two coincident microphones
covered in Blumlein’s patent consists of one microphone,
which can be of any directivity pattern, pointing to the
front (middle) to provide a (L + R) signal, and the other
a bidirectional type at right angles (side) providing a
(L – R) signal. This middle-and-side or M – S pairing has
a number of advantages but it does require a matrixing
sum-and-difference network to recreate the conven-
tional left and right signals. In effect this network sends
the sum signal:

(M + S) = (L + R) + (L– R) = 2L

to the left channel and the difference signal:

(M– S) = (L + R) – (L– R) = 2R

to the right.
The choice of M component directivity pattern gives a

range of stereo perspectives which can be further
extended by adjusting the relative sensitivities of the M
and S channels. It also has the advantage that a simple
addition of the derived signals provides a fully compat-
ible mono signal: i.e. (M + S) + (M–S) = 2M. This is
important for broadcasters who generally have both
mono and stereo listeners to consider. The mono signal
can be of the highest quality, not subject to the off-axis
colorations and phase ambiguities present with other
X-Y methods.

Non-coincident (spaced) microphones

The use of spaced microphones for stereo has been
around for just as long as Blumlein’s coincident pair
method. It will be realised, however, that placing spaced
microphones in front of a sound source will mean that the
waves reaching the left and right microphones differ in
time-of-arrival or phase as well as intensity. This can be
used to produce a pleasing open effect but may give less
consistent imaging of more distant sources, vague centre
imaging and unpredictable mono results. If the spacing is
too great, a ‘hole in the middle’ effect can result in which
the musicians on either side of centre become crowded
together in the two loudspeakers. This can be cured by
adding a third microphone at the centre, whose relative
level setting can then act as a ‘width’ control.

Near-coincident microphones

In recent years, engineers in the fields of broadcasting
and recording have developed various stereo micro-
phone configurations which avoid the main limitations of
both the coincident and the widely spaced methods. In
general these near-coincident arrays use a pair of angled
cardioid microphones 16–30 cm apart. They give clear
unclouded directional clues at high frequencies and
behave like an ideal coincident pair at low frequencies.

A special type of near-coincident array is used for bin-
aural recording in which a pair of microphones are
arranged at the same spacing as the human ears, usually
mounted on a dummy head or baffle (Fig. 2.25). The
result can be uncannily realistic, when listened to on
headphones and each ear receives exclusively the signal
from one channel. It has been used successfully for radio
drama and documentaries but has not been developed
more widely because it does not translate well to loud-
speakers unless an adaptor network is inserted.

Figure 2.25 Binaural recording: using a dummy head or baffle
can produce realistic stereo on headphones, but need an
adaptor network for loudspeaker listening.
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Surround Sound

While stereo reproduction can provide a realistic spread
of sound over a standard 60° arc in the horizontal
plane, much research has gone into extending this to
full-scale three-dimensional ‘surround sound’, perhaps
with height information as well as a 360° horizontal
spread. Only then, it must be admitted, will the real-life
situation of receiving sounds from all possible directions
be recreated.

Early so-called quadraphonic systems in the 1970s
relied on the use of four microphone channels, with
matrix networks to encode these on to two channels for
recording or transmission on normal stereo systems.
Quadraphony did not succeed, partly because the public
found the results inconsistent and not worth the expense
of extra loudspeakers and amplifiers, but mainly because
there was no true sense of the timing, phase dispersal and
direction of the reverberant sound waves.

The British system known as Ambisonics solves most
of these problems and offers a ‘hierarchy’ of encoding
schemes from a stereo-compatible UHJ format, which
some record companies are already using, all the way to
‘periphony’ giving full-sphere playback from a suitable
array of loudspeakers. At the heart of the Ambisonics
system is the use of a special cluster of four microphone
capsules as found in the Calrec Soundfield microphone
(Fig. 2.26). The four diaphragms are arranged as a regu-
lar tetrahedron array, sampling the soundfield as if on the
surface of a sphere and reproducing the sound pressure
at the effective centre. The four output channels repre-
sent one omni (pressure) element and three bidirectional
(pressure gradient) signals in the left/right, front/back
and up/down planes.

Surround sound has become popular in the cinema and
is transferred to television broadcasts and the related
video tapes and discs. The Dolby Surround cinema system
is heard at its best when played back through three full-
range behind-the-screen loudspeakers plus a U-shaped
array of ‘surround’ loudspeakers positioned around the
rear half of the theatre and sometimes additional bass
loudspeakers. Microphone techniques for surround
sound films are basically the same as those used for mono
and stereo, using quadraphonic panpots to steer voices,

music and sound effects as necessary. Dialogue is concen-
trated at the centre front and surround tracks are delayed
slightly to maintain the impression that most sounds are
coming from the area of the screen.

Figure 2.26 Soundfield microphone (courtesy Calrec/AMS).
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The reproduction of natural instrumental sound begins
with microphones, but the behaviour of microphones
cannot be separated from the acoustics of the studio.
Peter Mapp shows here the principles and practices of
studio acoustics as used today.

Introduction

Over the past few years the performance, sophistication
and quality of the recording medium and ancillary hard-
ware and technology have advanced at a considerable
rate. The 50 to 60 dB dynamic range capability of con-
ventional recording and disc technology suddenly has
become 90 to 100 dB with the introduction of digital
recording and the domestic digital compact disc (CD). In
the foreseeable future a dynamic range of 110 dB could
well become commonplace for digital mastering.

The increased dynamic range coupled with other
advances in loudspeaker and amplifier technology now
mean that audio, broadcast and hi-fi systems can today
offer a degree of resolution and transparency to the
domestic market unachievable only a few years ago even
with the best professional equipment.

The acoustic environments of the studios in which the
majority of the recordings or broadcasts originate from
have become correspondingly more critical and import-
ant. No longer can recordings be made in substandard
environments. Control rooms and studios exhibiting an
uneven or coloured acoustic response or too high a level
of ambient noise, which previously could be lost or
masked by traditional analogue recording process, can
no longer be tolerated. The transparency of the digital or
FM broadcast medium immediately highlights such defi-
ciencies.

To many, the subject of studio acoustics is considered
a black art, often surrounded by considerable hype
and incomprehensible terminology. However, this is
no longer the case. Today, there certainly is an element
of art in achieving a desirable and a predictable acoustic
environment, but it is very much based on well-

established scientific principles and a comprehen-
sive understanding of the underlying physics of room
acoustics and noise control.

Studios and control rooms create a number of acoustic
problems which need to be overcome. Essentially they
can be divided into two basic categories – noise control
and room acoustics with the latter including the inter-
facing of the monitor loudspeakers to the control room.

Noise Control

The increased dynamic range of the hi-fi medium has led
to corresponding decreases in the levels of permissible
background noise in studios and control rooms.

A single figure rating (e.g. 25 dBA) is not generally
used to describe the background noise requirement as it
is too loose a criterion. Instead a set of curves which take
account of the spectral (frequency) content of the noise
are used. The curves are based on an octave or 1/3 octave
band analysis of the noise and also take account of the
ear’s reduced sensitivity to lower frequency sounds.

The curves most frequently used are the NC (noise cri-
terion) and NR (noise rating) criteria. Figures 3.1 and 3.2
graphically present the two sets of criteria in terms of the
octave band noise level and frequency. (Although as
Figs. 3.1 and 3.2 show, the criteria are not exactly the
same, the corresponding target criteria e.g. NC20 or
NR20 are frequently interchanged.)

The NC system is primarily intended for rating air con-
ditioning noise, whilst the NR system is more common-
place in Europe and can be used to rate noises other than
air conditioning. (An approximate idea of the equivalent
dBA value can be obtained by adding 5 to 7 dB to the
NC/NR level).

The following Table 3.1 presents typical design targets
for various studio and recording formats. Many organisa-
tions e.g. the BBC demand even more stringent criteria
particularly at low frequencies. From this table and
curves shown in Figs. 3.1 and 3.2, it can be seen that the
background noise level requirements are pretty stringent
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typically being 25 dBA or less which subjectively is very
quiet. (The majority of domestic living rooms, con-
sidered by their occupants to be quiet, generally measure
30–40 dBA.)

The background noise level in a studio is made up
from a number of different sources and components and
for control purposes these may be split up into four basic
categories:

• external airborne noise
• external structure borne noise
• internally and locally generated noise
• internal noise transfer.

Figure  3.1 Noise criterion (NC) curves.

Each source of noise requires a slightly different approach
in terms of its containment or control.

Achieving low noise levels in modern studios is a com-
plex and generally costly problem but any short cuts or
short circuits of the noise control measures will destroy
the integrity of the low noise countermeasures and allow
noise into the studio.

External airborne noise

Here we are typically concerned with noise from local
road traffic, aircraft and railways. Any of these sources
can generate levels of over 100 dB at low frequencies at
the external façade of a building. Controlling such high
levels of low-frequency noise is extremely difficult and
costly. Therefore, if possible when planning a sensitive
acoustic area such as a studio, it is obviously preferable
to avoid locations or buildings exposed to high external

levels of noise. An extensive noise survey of the pro-
posed site is therefore essential.

Figure  3.2 Noise criterion (NC) curves.

Wherever possible the walls to a studio or control
room should not form part of the external envelope of
the building. Instead a studio should be built within the
main body of the building itself so a buffer area between
the studio and external noise source can be created e.g.
by corridors or offices or other non critical areas. Simi-
larly it is not good practice to locate a studio on the top
floor of a building. However, if it is not possible to create
suitable buffer areas, a one metre minimum separation
should be created between the external and studio walls
or roof and ceiling etc.

Table 3.1

Studio/recording environment NC/NR requirement

Studio with close mic technique (300 mm)
(Bass cut may be required) 30

TV studio control rooms 25
TV studios and sound control rooms 20
Non-broadcast – pre-production 25
Broadcast studio and listening rooms 15–20
Music sound studio 15–20
Concert halls 15–20
Drama studios (broadcast) 15
Sound effects and post production (preferred) 5

(max.) 15
Commercial recording and pop studios

(depending on type and budget) 15–25
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Internally and locally generated noise

Noise apart from being transmitted by sound pressure
waves within the air, can also be transmitted by the build-
ing structure itself. Structural noise can be induced either
directly by the vibration of the structure – e.g. by locating
the building over or adjacent to a railway or under-
ground train line – or sound pressure waves (particularly
at low frequencies) can cause the structure itself to
vibrate. Again, the best method of control is to separate
the sensitive areas from such potential noise sources as
structural isolation is required. One solution is to spend
the available budget on the equipment of rubber pads, or
literally steel springs if really effective low frequency isol-
ation is required. However, the best solution is to choose
the site carefully in the first place and spend the available
budget on the equipment and acoustic finishes rather
than on expensive structural isolation.

If the studio is to be built in a building with other occu-
pants/activities, again a thorough survey should be con-
ducted to establish any likely sources of noise which will
require more than usual treatment (e.g. machinery
coupled into the structure on floors above or below the
studio. This includes lifts and other normal ‘building
services’ machinery such as air conditioning plant etc.).

Internal noise transfer

The biggest noise problem in most studios is noise gener-
ated or transmitted by the air conditioning equipment.
Studios must provide a pleasant atmosphere to work in,
which apart from providing suitable lighting and
acoustics also means that the air temperature and humid-
ity need to be carefully controlled. Sessions in pop stu-
dios may easily last 12 to 15 hours. The studio/control
room must therefore have an adequate number of air
changes and sufficient fresh air supply in order for the
atmosphere not to become ‘stuffy’ or filled with cigarette
smoke etc.

It should be remembered that the acoustic treatments
also tend to provide additional thermal insulation and in
studios with high lighting capacity (e.g. TV or film) or
where a large number of people may be working, the
heat cannot easily escape, but is contained within the stu-
dio, so requiring additional cooling capacity over that
normally expected.

Large air conditioning ducts with low air flow veloci-
ties are therefore generally employed in studios with
special care being taken to ensure that the air flow
through the room diffuser grilles is low enough not to
cause air turbulence noise (e.g. duct velocities should be
kept below 500 ft3/min, and terminal velocities below
250 ft3/min). Studios should be fed from their own air

conditioning plant, which is not shared with other parts
of the building.

Ducts carrying air to and from the studios are fitted
with attenuators or silencers to control the noise of the
intake or extract fans. Crosstalk attenuators are also fit-
ted in ducts which serve more than one area, e.g. studio
and control room to prevent the air conditioning ducts
acting as large speaking tubes or easy noise transmission
paths.

Studio air conditioning units should not be mounted
adjacent to the studio but at some distance away to
ensure that the air conditioning plant itself does not
become a potential noise source. Duct and pipework
within the studio complex will need to be mounted with
resilient mountings or hangers, to ensure that noise does
not enter the structure or is not picked up by the duct-
work and transmitted to the studio.

Waterpipes and other mechanical services ducts or
pipes should not be attached to studio or control room
walls – as again noise can then be readily transmitted into
the studio.

Impact noise from footfall or other movement within
the building must also be dealt with if it is not be trans-
mitted through the structure and into the studio. A meas-
ure as simple as carpetting adjacent corridors or office
floors etc can generally overcome the majority of such
problems. Wherever possible, corridors adjacent to stu-
dios should not be used at critical times or their use
should be strictly controlled. Main thoroughfares should
not pass through studio areas.

Sound insulation

Having created a generally suitable environment for a
studio, it is then up to the studio walls themselves to pro-
vide the final degree of insulation from the surrounding
internal areas.

The degree of insulation required will very much de-
pend on:

(1) the uses of the studio e.g. music, speech, drama, etc.
(2) the internal noise level target e.g. NC20
(3) the noise levels of the surrounding areas
(4) the protection required to the surrounding area (e.g.

in a pop music studio, the insulation is just as much
there to keep the noise in so that it will not affect
adjoining areas or studios as it is to stop noise getting
into the studio itself).

Appropriate insulation or separation between the con-
trol room and studio is also another very important
aspect which must be considered here. 55–60 dB is prob-
ably about the minimum value of sound insulation
required between a control room and studio. Monitoring
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levels are generally considerably higher in studio control
rooms than in the home. For example, 85 dBA is quite
typical for TV or radio sound monitoring, whereas pop
studio control rooms will operate in the high 90s and
above.

Sound insulation can only be achieved with mass or
with mass and separation. Sound absorbing materials are
not sound insulators although there is much folklore
which would have you believe otherwise. Table 3.2 sets
out the figures, showing that only very high values of
sound absorption produce usable sound reductions.

Table 3.2 Sound absorption

Absorption Percentage Insulation Incident sound 
coefficient absorbed (%) produced (dB) energy transmitted (%)

0.1 10 0.5 90
0.5 50 3 50
0.7 70 5 30
0.9 90 10 10
0.99 99 20 1
0.999 99.9 30 0.1
0.9999 99.99 40 0.01

To put the above figures in perspective a single 4.5 in.
(112 mm) brick wall has a typical sound insulation value
of 45 dB, and a typical domestic brick cavity wall 50–53
dB – and you know how much sound is transmitted
between adjoining houses! Furthermore, typical sound
absorbing materials have absorption coefficients in the
region of 0.7 to 0.9 which is equivalent to a noise reduc-
tion of only 5–10 dB.

Figure 3.3 shows the so called mass law of sound insu-
lation – which shows that sound insulation increases by
approximately 5 dB for every doubling of the mass. A
number of typical constructions and building elements
have been drawn on for comparison purposes.

It should be noted that the sound insulating properties
of a material are also affected by the frequency of the
sound in question. In fact the insulation generally
increases by 5 dB for every doubling of frequency. This is
good news as far as the insulation of high frequency
sound is concerned, but bad news for the lower frequen-
cies.

Generally, a single value of sound insulation is often
quoted – this normally refers to the average sound insu-
lation achieved over the range 100 Hz to 3.15 KHz and is
referred to as the sound reduction index (SRI). (STC in
USA based on the average between 125 Hz and 4 KHz.)

An approximate guide to the performance of a mater-
ial can be obtained from the 500 Hz value of insulation as
this is often equivalent to the equated SRI. For example,
our 112 mm brick wall will tend to have an SRI of 45 dB
and have a sound insulation of 45 dB at 500 Hz, 40 dB at
250 Hz and only 35 dB at 125 Hz – which begins to

explain why it is always the bass sound or beat which
seems to be transmitted. In practice, therefore, the stu-
dio designer or acoustic consultant first considers con-
trolling break-in (or break-out) of the low frequency
sound components as overcoming this problem will
invariably automatically sort out any high frequency
problems.

Table 3.3 Typical sound absorption coefficients

Hz
Material 125 250 500 1K 2K 4K

Drapes
• Light velour 0.07 0.37 0.49 0.31 0.65 0.54
• Medium velour 0.07 0.31 0.49 0.75 0.70 0.60
• Heavy velour 0.14 0.35 0.55 0.72 0.70 0.65

Carpet
• Heavy on concrete 0.02 0.06 0.14 0.37 0.60 0.65
• Heavy on underlay

or felt 0.08 0.24 0.57 0.70 0.70 0.73
• Thin 0.01 0.05 0.10 0.20 0.45 0.65

Cork floor tiles and
linoleum, plastic flooring 0.02 0.04 0.05 0.05 0.10 0.05

Glass (windows)
• 4 mm 0.30 0.20 0.10 0.07 0.05 0.02
• 6 mm 0.10 0.08 0.04 0.03 0.02 0.02

Glass, tile and marble 0.01 0.01 0.01 0.01 0.02 0.02

Glass fibre mat
• 80 kg/m3 – 25 mm 0.10 0.30 0.55 0.65 0.75 0.80
• 80 kg/m3 – 50 mm 0.20 0.45 0.70 0.80 0.80 0.80

Wood fibre ceiling tile 0.15 0.40 0.55 0.70 0.80 0.70

Plasterboard over deep 
air space 0.20 0.15 0.10 0.05 0.05 0.05

From the graph in Fig. 3.3, it can be seen that some
pretty heavy constructions are required in order to
achieve good sound separation/insulation. However, it is
possible to also achieve good sound insulation using
lightweight materials by using multi-layered construc-
tion techniques.

Combinations of layers of plasterboard and softboard,
separated by an air space are frequently used. Figure 3.4
shows a typical construction. The softboard is used to
damp out the natural resonances of the plasterboard
which would reduce its sound insulation. The airspace
may also be fitted with loose acoustic quilting (e.g. fibre-
glass or mineral wool, to dampout any cavity res-
onances).

Note that an airtight seal has to be created for opti-
mum sound insulation efficiency. Also note that differ-
ent sized air spaces are used.

A double-leaf construction as shown in Fig. 3.4 can
achieve a very good level of sound insulation particularly
at mid and high frequencies.
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Typically such a partition might achieve the following
insulation values.

Frequency (Hz) 63 125 250 500 1 K 2 K 4 K
Insulation (dB) 40 50 60 65 70 75 80

Figure 3.4 Typical construction of double-skin lightweight
compartment.

However, the final value will very much depend on the
quality of the construction and also on the presence of

flanking transmission paths, i.e. other sound paths such
as ducting or trunking runs etc. which short circuit or
bypass the main barrier.

Triple layer constructions and multiple layer heavy
masonry constructions can be employed to achieve
improved levels of insulation – particularly at the lower
frequencies.

Studios can also be built from modular construction
assemblies based on steel panels/cavities lined with
sound absorptive material.

The following table compares a double leaf steel panel
construction with an equivalent thickness (300 mm) of
masonry wall construction.

Frequency (Hz) 63 125 250 500 1 K 2 K 4 K
Masonry 28 34 34 40 56 73 76
Steel Panelling 40 50 62 71 80 83 88

Again it must be remembered that when it comes to
sound insulation, large differences frequently occur
between the theoretical value (i.e. what can be achieved)
and the actual on-site value (i.e. what is actually
achieved). Great care has to be taken to the sealing of all
joints and to avoid short-circuiting panels by the use of
wall ties or debris within the cavities. Furthermore,
where doors or observation windows etc. penetrate a
wall, particular care must be taken to ensure that these
do not degrade the overall performance. For example,
the door or window should have the same overall sound
insulation capabilities as the basic studio construction.

Studio doors should therefore be solid core types, and
are frequently fitted with additional lead or steel sheet
linings. Proprietory seals and door closers must be fitted
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Figure  3.3 Sound insulation performance of building materials compared with mass law.
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to form an airtight seal round the edge of the door. Soft
rubber compression or magnetic sealing strips are com-
monly employed whilst doors are rebated to help form a
better joint. (Wherever possible a sound lock should be
employed i.e. two doors with an acoustically treated
space between, such that one door is closed before the
other opened.) Other methods of improving door insula-
tion include the use of two separate doors on a single
frame, each fitted with appropriate seals etc.

Control room windows may either be double or triple
glazed depending on the performance required. Large
air spaces, e.g. 200–300 mm plus, are necessary in order
to achieve appropriate insulation. Tilting one of the
panes not only helps to cut down visual reflections, but
also breaks up single frequency cavity resonances, which
reduce the potential insulation value significantly. The
reveals to the windows should also be lined with sound
absorbing material to help damp out cavity resonances.

Window glass needs to be much thicker/heavier than
typical domestic glazing. For example, a typical 0.25 in.,
6 mm, domestic window would have a sound insulation
performance of around 25–27 dB (21–23 dB at 125 Hz),
whereas a 200 mm void fitted with 12 mm and 8 mm
panes could produce an overall SRI of 52 dB (31 dB at
125 Hz).

Special laminated windows and panes can also be used
to improve performance.

Studios are frequently built on the box within a box
principle, whereby the second skin is completely isolated
from the outer. This is achieved by building a ‘floating’
construction. For example, the floor of the studio is isol-
ated from the main structure of the building by con-
structing it on resilient pads or on a continuous resilient
mat. The inner walls are then built up off the isolated floor
with minimal connection to the outer leaf. The ceiling is
supported from the inner leaves alone, and so does not
bridge onto the outer walls which would short-circuit the
isolation and negate the whole effect. With such construc-
tions particular care has to be taken with the connection
of the various services into the studio. Again attention to
detail is of tantamount importance if optimum perform-
ance is to be achieved. Note that the sealing of any small
gaps or cracks is extremely important as shown by the
plastered and unplastered walls in Table 3.4.

Table 3.4 Summary of some typical building materials

Materials SRI
(dB)

Walls

Lightweight block work (not plastered) 35

(plastered) 40

200 mm lightweight concrete slabs 40

100 mm solid brickwork (unplastered) 42

(plastered 12 mm) 45

110 mm dense concrete (sealed) 45

150 mm dense concrete (sealed) 47

230 mm solid brick (unplastered) 48

(plastered) 49

200 mm dense concrete (blocks well sealed/plastered) 50

250 mm cavity brick wall (i.e. 2 × 110) 50

340 mm brickwork (plastered both sides 12 mm) 53

450 mm brick/stone plastered 55

112 mm brick + 50 mm partition of one layer plasterboard and 

softboard per side 56

225 brick – 50 mm cavity – 225 brick 65

325 brick – 230 mm cavity – 225 brick (floated) 75

12 mm plasterboard on each side 50 mm stud frame 33

12 mm plasterboard on each side 50 mm stud frame with quilt

in cavity 36

Two × 12 mm plasterboard on 50 mm studs with quilt in cavity 41

As above with 75 mm cavity 45

Three layers 12 mm plasterboard on separate timberframe

with 225 mm air gap with quilt 49

Floors

21 mm + t & g boards or 19 mm chipboard 35

110 mm concrete and screed 42

21 mm + t & g boards or 19 mm chipboard with plasterboard

below and 50 mm sand pugging 45

125 mm reinforced concrete and 150 mm screed 45

200 mm reinforced concrete and 50 mm screed 47

125 mm reinforced concrete and 50 mm screed on glass fibre or

mineral wool quilt 50

21 mm + t & g boards or 19 mm chipboard in form of raft on 

min fibre quilt with plasterboard and 50 mm sand pugging 50

150 mm concrete on specialist floating raft 55–60

Windows

4 mm glass well sealed

23–25

6 mm glass well sealed 27

6 mm glass – 12 mm gap – 6 mm glass 28

12 mm glass well sealed 31

12 mm glass laminated 35

10 mm glass – 80 mm gap – 6 mm glass 37

4 mm glass – 200 mm gap – 4 mm glass 39

10 mm glass – 200 mm gap – 6 mm glass 44

10 mm glass – 150 mm gap – 8 mm glass 44

10 mm glass – 200 mm gap – 8 mm glass 52
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Studio and Control Room Acoustics

Today, the acoustic response of the control room is
recognised as being as equally important, if not
more important, than that of the studio itself. This is
partly due to improvements in monitor loudspeakers,
recent advances in the understanding of the underlying
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psychoacoustics and the recent trend of using the control
room as a recording space, e.g. for synthesisers, whereby
better contact can be maintained between musician, pro-
ducer and recording engineer.

For orchestral or classical music recording, the studios
need to be relatively large and lively, with reverberation
times lying somewhere between 1.2 and 2 seconds
depending on their size and use. Pop studios tend to be
much more damped than this, perhaps typically varying
from 0.4 to 0.7 seconds.

Broadcast studios would typically have reverberation
times as follows:

• Radio talks 0.25 s (60 m3)
• Radio drama 0.4 s (400 m3)
• Radio music

- small 0.9 s (600 m3)
- large 2.0 s (10000 m3)

• Television 0.7 s (7000 m3)
• Control rooms 0.25 s

Whilst it has been recognised for some time now that
reverberation time alone is not a good descripter of stu-
dio acoustics, it is difficult to determine any other easily
predictable or measurable parameters which are. Rever-
beration time therefore continues to be used.

Reverberation time is effectively a measure of the
sound absorption within a room or studio, etc. Its import-
ance therefore really lies within the way it alters with fre-
quency rather than on its absolute value. It is therefore
generally recognised that reverberation time should be
maintained essentially constant within tight limits (e.g.
10%) across the audio band of interest with a slight rise at
the lower bass frequencies generally being permissible.
By maintaining the reverberation time constant, the
room/studio is essentially affecting all frequencies
equally – at least on a statistical basis. However, in prac-
tice, just because a studio or control room has a perfectly
flat reverberation time characteristic this does not neces-
sarily guarantee that it will sound all right, but it is a good
baseline from which to begin.

Studios are generally designed so that they can either
be divided up, e.g. by use of portable screens or by having
their acoustic characteristics altered/adjusted using
hinged or fold over panels, for example, with one side
being reflective and the other absorptive or by the use of
adjustable drapes etc. Isolation booths or voice-over
booths are also frequently incorporated in commercial
studios to increase separation. Drama studios frequently
have a live end and a dead end to cater for different
dramatic requirements and scenes. Recent advances in
digital reverberation, room simulation and effects have,
however, added a new dimension to such productions,
enabling a wide variety of environments to be electronic-

ally simulated and added in at the mixing stage. The same
is the case with musical performances/recordings.

It is important not to make studios and control rooms
too dead, as this can be particularly fatiguing and even
oppressive.

TV studios have to cater for a particularly wide range
of possible acoustic environments, ranging from the
totally reverberation free outdoors to the high reverber-
ant characteristics of sets depicting caves, cellars or tun-
nels etc., with light entertainment and orchestral music
and singing somewhere in between the two.

As the floor of the TV studio has to be ruler flat and
smooth for camera operations and the roof is a veritable
forest of lighting, the side walls are the only acoustically
useful areas left. In general these are covered with wide
band acoustic absorption, e.g. 50 mm mineral wool/glass
fibre over a 150 mm partioned air-space and covered in
wire mesh to protect it. Modular absorbers are also used
and allow a greater degree of final tuning to be carried
out should this be desired.

Absorbers

Proprietary modular absorbers are frequently used in
commercial broadcast/radio studios. These typically
consist of 600 mm square boxes of various depths in
which cavities are created by metal or cardboard dividers
over which a layer of mineral wool is fixed together with
a specially perforated faceboard.

By altering the percentage perforations, thickness/
density of the mineral wool and depth of the cavities, the
absorption characteristics can be adjusted and a range of
absorbers created, varying from wideband mid and high
frequency units to specifically tuned low frequency
modules which can be selected to deal with any particu-
larly strong or difficult room resonances or colorations –
particularly those associated with small rooms where the
modal spacing is low or where coincident modes occur.

Resonances

Room modes or Eigentones are a series of room res-
onances formed by groups of reflections which travel
back and forth in phase within a space, e.g. between the
walls or floor and ceiling.

At certain specific frequencies, the reflections are per-
fectly in phase with each other, and cause a resonance
peak in the room frequency response. The resonant fre-
quencies are directly related to the dimensions of the
room, the first resonance occurring at a frequency cor-
responding to the half wavelength of sound equal to the
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spacing between the walls or floor etc. (see Fig. 3.5). Res-
onances also occur at the harmonics of the first (funda-
mental) frequencies. At frequencies related to the
quarter wavelength dimension, the incident and
reflected waves are out of phase with each other and by
destructive wave interference attempt to cancel each
other out, resulting in a series of nulls or notches in the
room frequency response. Room modes therefore give

Figure  3.5 Formation of room modes.

rise to a harmonic series of peaks and dips within the
room frequency response.

At different positions throughout the room, com-
pletely different frequency responses can occur depend-
ing on whether a peak or null occurs at a given location
for a given frequency. Variations of 10–15 dB within the
room response are quite common unless these modal
resonances are brought under control. Figure 3.6 pre-
sents a frequency response trace of a monitor loud-
speaker in a poorly treated control room.

There are three types of room mode, the axial, oblique
and tangential, but in practice it is the axial modes which
generally cause the most severe problems. Axial modes
are caused by in and out of phase reflections occurring
directly, between the major axes of the room, i.e. floor to
ceiling, side wall to side wall and end wall to end wall.

Figure 3.7 shows the variation in sound pressure level
(loudness) which occurred within a poorly treated con-
trol room at the fundamental and first harmonic modal
frequencies. Subjectively the room was criticised as suf-
fering from a gross bass imbalance, having no bass at the
centre but excess at the boundaries – which is exactly
what Fig. 3.7 shows, there being a 22 dB variation in the
level of the musical pitch corresponding to the funda-
mental modal frequency and 14 dB at the first harmonic.

When designing a control room or studio, it is vitally
important to ensure that the room dimensions are
chosen such as not to be similar or multiples of each
other, as this will cause the modal frequencies in each
dimension to coincide, resulting in very strong resonance
patterns and an extremely uneven frequency response
anywhere within the room.

The room (studio) dimensions should therefore be
selected to given as even as possible distribution of the
Eigentones. A number of ratios have been formulated
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Figure  3.6 Frequency response trace of a monitor loudspeaker in a poorly treated control room.
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which give a good spread. These are sometimes referred
to as Golden Ratios. Typical values include:

H W L
1 : 1.14 : 1.39
1 : 1.28 : 1.54
1 : 1.60 : 2.33

Figure 3.8 presents a graphical check method for
ensuring an optimal spread of room resonances.

The frequencies at which main axial room resonances
occur can be simply found using the following formula:

where L is the room dimension (metres)
n = 1, 2, 3, 4 etc.

The graph presented in Fig. 3.9 provides a quick
method of estimating room mode frequencies.

The complete formula for calculating the complete
series of modes is as follows:

At low frequencies, the density of room modes is low,
causing each to stand out and consequently be more aud-
ible. However, at higher frequencies, the density becomes Figure  3.8 Preferred room dimension ratios.

Figure  3.7 Sound pressure level (loudness) variation of first and second modes measured in poorly treated control room.
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very much greater, forming a continuous spectrum, i.e. at
any given frequency, a number of modes will occur, which
counteract each other. Room modes therefore generally
cause problems at low or lower mid frequencies (typically
up to 250–500 Hz). Whilst this is primarily due to the low
modal density at these frequencies it is also exacerbated
by the general lack of sound absorption which occurs at
low frequencies in most rooms.

After determining that the room/studio dimensions
are appropriate to ensure low coincidence of modal fre-
quencies, control of room modes is brought about by
providing appropriate absorption to damp down the
resonances.

Absorber performance

Sound absorbers effectively fall into four categories.

(1) high and medium frequency dissipative porous
absorbers

(2) low frequency panel or membrane absorbers
(3) Helmholtz tuned frequency resonator/absorber
(4) quadratic residue/phase interference absorbers/dif-

fusers.

Porous absorbers include many common materials
including such items as drapes, fibreglass/mineral wool,
foam, carpet, acoustic tile etc.

Figure 3.10 illustrates the frequency range over which
porous absorbers typically operate. The figure clearly
shows the performance of these types of absorber to fall
off at medium to low frequencies – unless the material is
very thick (comparable in fact to 1/4 wavelength of the
sound frequency to be absorbed).

Figure  3.10 Typical absorption characteristics of porous
material.

Panel or membrane absorbers (Fig. 3.11) therefore
tend to be used for low frequency absorption. The fre-
quency of absorption can be tuned by adjusting the mass
of the panel and the airspace behind it. By introducing
some dissipative absorption into the cavity to act as a
damping element, the absorption curve is broadened.
Membrane absorption occurs naturally in many studios
and control rooms where relatively lightweight struc-
tures are used to form the basic shell, e.g. plasterboard
and stud partitions, plasterboard or acoustic tile ceilings
with an airspace above etc.

The frequency at which maximum absorption occurs
can be calculated from the following formula

where m = mass of panel in kg/m2

d = airspace in metres
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Figure  3.9 Axial mode frequency versus room dimension.
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Figure  3.11 Typical panel or membrane absorber
construction.

The action of porous and membrane type absorbers is
often combined to form a single wide frequency band
absorber or to extend the low frequency characteristics
of porous materials.

Bass traps are generally formed by creating an absorb-
ing cavity or layer of porous absorption equivalent to a
quarter wavelength of the sound frequency or bass note
in question. Table 3.5 presents the dimensions required
for the range 30–120 Hz.

Figure 3.12 shows basic principles and typical absorp-
tion characteristics of a Helmholtz or cavity absorber.

Figure 3.12 Typical absorption characteristics of a resonant
absorber.

The frequency of maximum absorption occurs at the
natural resonant frequency of the cavity which is given
by the following formula:

where S is the cross sectional area of the neck (m2)
l is the length of the neck (m)
V is the volume of air in the main cavity (m3)

Table 3.5 Frequency 1/4 wavelength dimension

Hz m ft

30 2.86 11.38
40 2.14 7.04
50 1.72 5.64
60 1.43 4.69
70 1.23 4.03
80 1.07 3.52
90 0.96 3.13

100 0.86 2.82
120 0.72 2.35

Often membrane absorbers are combined with cavity
absorbers to extend their range. Some commercial
modular absorbers also make use of such techniques
and, by using a range of materials/membranes/cavities,
can provide a wide frequency range of operation within a
standard size format. Figure 3.13 illustrates general char-
acteristics of membrane, cavity and dissipative/porous
absorbers.

A newer type of ‘absorber’ is the Quadratic Residue
Diffuser. This device uniformly scatters or diffuses
sound striking it, so that although individual reflections
are attenuated and controlled, the incident sound energy
is essentially returned to the room. This process can
therefore be used to provide controlled low-level reflec-
tions or reverberation enabling studios or control rooms
to be designed without excessive absorption or subject-
ive oppressiveness which often occurs when trying to
control room reflections and resonances. When design-
ing a studio or control room etc, the various absorptive
mechanisms described above are taken into account and
combined to produce a uniform absorption/frequency
characteristic i.e. reverberation time.

Reverberation and reflection

Reverberation times can be calculated using the follow-
ing simple Sabine formula:

38 Studio and Control Room Acoustics

���� � ��

������

�

��

�
��

�� �
���� ��

�

chp3.ian  4/6/98 5:06 PM  Page 38



where A is the total sound absorption in m2 which is com-
puted by multiplying each room surface by its sound
absorption coefficient and summing these to give the
total absorption present, or

where  -a is the average absorption coefficient
In acoustically dead rooms the following Eyring for-

mula should be used:

where V is the volume of the room in m3 and M is an air
absorption constant.

Achieving a uniform room reverberation time
(absorption) characteristic does not necessarily ensure
good acoustics, the effect and control of specific reflec-
tions must also be fully taken into account. For example,
strong reflections can strongly interfere with the
recorded or perceived live sound causing both tonal
colourations and large frequency response irregularities.
Such reflections can be caused by poorly treated room
surfaces, by large areas of glazing, off doors or by large
pieces of studio equipment including the mixing console
itself.
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Figure  3.13 Summary of typical absorber characteristics.

Figure  3.14 Frequency response plot of monitor loudspeaker mounted adjacent to wall.
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Figure 3.14 illustrates the effect well, being a fre-
quency response plot of a monitor loudspeaker (with a
normally very flat response characteristic) mounted near
to a reflective side wall.

Apart from causing gross frequency response irregular-
ities and colorations, the side wall reflections also severely
interfere with stereo imaging precision and clarity. Mod-
ern studio designs go to considerable lengths to avoid such
problems by either building the monitor loudspeakers
into, but decoupled from, the structure and treating adja-
cent areas with highly absorbing material, or by locating
the monitors well away from the room walls and again
treating any local surfaces. Near field monitoring over-
comes many of these problems, but reflections from the

mixing console itself can produce combfiltering irregular-
ities. However, hoods or careful design of console-speaker
geometry/layout can be used to help overcome this.

The so called Live End Dead End (LEDE) approach to
control room design uses the above techniques to create a
reflection-free zone enabling sound to be heard directly
from the monitors with a distinct time gap before any
room reflections arrive at the mixing or prime listening
position. Furthermore, such reflections which do occur are
carefully controlled to ensure that they do not cause sound
colorations nor affect the stereo image, but just add an
acoustic liveliness or low-level reverberant sound field
which acts to reduce listening fatigue and provide better
envelopment within the sound field.
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The impact that digital methods have made on audio has
been at least as remarkable as it was on computing. Allen
Mornington-West uses this chapter to introduce the dig-
ital methods which seem so alien to anyone trained in
analogue systems.

Introduction

The term digital audio is used so freely by so many that
you could be excused for thinking there was nothing
much new to tell. It is easy in fast conversation to present
the impression of immense knowledge on the subject but
it is more difficult to express the ideas concisely yet read-
ably. The range of topics and disciplines which need to be
harnessed in order to cover the field of digital audio is
very wide and some of the concepts may appear para-
doxical at first sight. One way of covering the topics
would be to go for the apparent precision of the mathe-
matical statement but, although this has its just place, a
simpler physical understanding of the principles is of
greater importance here. Thus in writing this chapter we
steer between excessive arithmetic precision and
ambiguous over-simplified description.

Analogue and Digital

Many of the physical things which we can sense in our
environment appear to us to be part of a continuous
range of sensation. For example, throughout the day
much of coastal England is subject to tides. The cycle of
tidal height can be plotted throughout the day. Imagine a
pen plotter marking the height on a drum in much the
same way as a barograph is arranged, Fig. 4.1. The con-
tinuous line which is plotted is a feature of analogue sig-
nals in which the information is carried as a continuous
infinitely fine variation of a voltage, current or, as in this
case, height of the sea level.

When we attempt to take a measurement from this
plot we will need to recognise the effects of limited
measurement accuracy and resolution. As we attempt
greater resolution we will find that we approach a limit
described by the noise or random errors in the measure-
ment technique. You should appreciate the difference
between resolution and accuracy since inaccuracy gives
rise to distortion in the measurement due to some non-
linearity in the measurement process. This facility of
measurement is useful. Suppose, for example, that we
wished to send the information regarding the tidal
heights we had measured to a colleague in another part
of the country. One, admittedly crude, method might
involve turning the drum as we traced out the plotted
shape whilst, at the far end an electrically driven pen
wrote the same shape onto a second drum, Fig. 4.2(a). In
this method we would be subject to the non-linearity of
both the reading pen and the writing pen at the far end.
We would also have to come to terms with the noise
which the line, and any amplifiers, between us would add
to the signal describing the plot. This additive property of
noise and distortion is characteristic of handling a signal
in its analogue form and, if an analogue signal has to
travel through many such links then it can be appreciated
that the quality of the analogue signal is abraded irre-
trievably.

As a contrast consider describing the shape of the
curve to your colleague by measuring the height of the
curve at frequent intervals around the drum, Fig. 4.2(b).
You’ll need to agree first that you will make the meas-
urement at each ten-minute mark on the drum, for ex-
ample, and you will need to agree on the units of the
measurement. Your colleague will now receive a string
of numbers from you. The noise of the line and its associ-
ated amplifiers will not affect the accuracy of the
received information since the received information
should be a recognisable number. The distortion and
noise performance of the line must be gross for the spoken
numbers to be garbled and thus you are very well assured
of correctly conveying the information requested.
At the receiving end the numbers are plotted on to the

4 Principles of Digital
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chart and, in the simplest approach, they can be simply
joined up with straight lines. The result will be a curve
looking very much like the original.47

Figure 4.1 The plot of tidal height versus diurnal time for
Portsmouth UK, time in hours. Mariners will note the
characteristically distorted shape of the tidal curve for the
Solent. We could mark the height as a continuous function of
time using the crude arrangement shown.

Let’s look at this analogy a little more closely. We have
already recognised that we have had to agree on the time
interval between each measurement and on the meaning
of the units we will use. The optimum choice for this rate
is determined by the fastest rate at which the tidal height
changes. If, within the ten minute interval chosen, the
tidal height could have ebbed and flowed then we would
find that this nuance in the change of tidal height would
not be reflected in our set of readings. At this stage we
would need to recognise the need to decrease the inter-
val between readings. We will have to agree on the reso-
lution of the measurement since, if an arbitrarily fine
resolution is requested it will take a much longer time for
all of the information to be conveyed or transmitted. We
will also need to recognise the effect of inaccuracies in
marking off the time intervals at both the transmit or
coding end and at the receiving end since this is a source
of error which affects each end independently.

In this simple example of digitising a simple wave-
shape we have turned over a few ideas. We note that the
method is robust and relatively immune to noise and
distortion in the transmission and we note also that

provided we agree on what the time interval between
readings should represent then small amounts of error in
the timing of the reception of each piece of data will be
completely removed when the data is plotted. We also
note that greater resolution requires a longer time and
that the choice of time interval affects our ability to
resolve the shape of the curve. All of these concepts have
their own special terms and we will meet them slightly
more formally.

Figure 4.2 Sending the tidal height data to a colleague in two
ways: (a) by tracing out the curve shape using a pen attached to
a variable resistor and using a meter driven pen at the far end;
(b) by calling out numbers, having agreed what the scale and
resolution of the numbers will be.

In the example above we used implicitly the usual
decimal base for counting. In the decimal base there are
ten digits (0 through 9). As we count beyond 9 we adopt
the convention that we increment our count of the num-
ber of tens by one and recommence counting in the units
column from 0. The process is repeated for the count of
hundreds, thousands and so on. Each column thus repre-
sents the number of powers of ten (10 = 101, 100 = 102,
1000 = 103 and so on). We are not restricted to using the
number base of ten for counting. Amongst the bases
which are in common use these days is the base 16
(known more commonly as the hexadecimal base) the
base 8 (known as octal) and the simplest of them all, base
2 (known as binary). Some of these scales have been, and
continue to be, in common use. We recognise the old
coinage system in the UK used the base of 12 for pennies
as, indeed, the old way of marking distance still uses the
unit of 12 inches to a foot.

The binary counting scale has many useful properties.
Counting in the base of 2 means that there can only be
two unique digits, 1 and 0. Thus each column must repre-
sent a power of 2 (2 = 21, 4 = 22, 8 = 23, 16 = 24 and so on)
and, by convention, we use a 1 to mark the presence of a
power of two in a given column. We can represent any
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number by adding up an appropriate collection of
powers of 2 and, if you try it, remember that 20 is equal to
1. We refer to each symbol as a bit (actually a contraction
of the words binary digit). The bit which appears in the
units column is referred to as the least significant bit, or
LSB, and the bit position which carries the most weight is
referred to as the most significant bit, or MSB.

Binary arithmetic is relatively easy to perform since
the result of any arithmetic operation on a single bit can
only be either 1 or 0.

We have two small puzzles at this stage. The first con-
cerns how we represent numbers which are smaller than
unity and the second is how are negative numbers repre-
sented. In the everyday decimal (base of 10) system we
have adopted the convention that numbers which appear
to the right of the decimal point indicate successively
smaller values. This is in exactly the opposite way in
which numbers appearing to the left of the decimal point
indicated the presence of increasing powers of 10. Thus
successive columns represent 0.1 = 1/10 = 10 –1, 0.01 =
1/100 = 10 –2, 0.001 = 1/1000 = 10–3 and so on. We follow
the same idea for binary numbers and thus the successive
columns represent 0.5 = 1/2 = 2–1, 0.25 = 1/4 = 2–2, 0.125
= 1/8 = 2–3 and so on.

One of the most useful properties of binary numbers is
the ease with which arithmetic operations can be carried
out by simple binary logic. For this to be viable there has
to be a way of including some sign in the number itself
since we have only the two symbols 0 and 1. Here are two
ways it can be done. We can add a 1 at the beginning of the
number to indicate that it was negative, or we can use a
more flexible technique known as two’s complement.
Here the positive numbers appear as we would expect but
the negative numbering is formed by subtracting the value
of the intended negative number from the largest possible
positive number incremented by 1. Table 4.1 shows both
of these approaches. The use of a sign bit is only possible
because we will arrange that we will use the same num-
bering and marking convention. We will thus know the
size of the largest positive or negative number we can
count to. The simple use of a sign bit leads to two values
for zero which is not elegant or useful. One of the advan-
tages of two’s complement coding is that it makes subtrac-
tion simply a matter of addition. Arithmetic processes are
at the heart of digital signal processing (DSP) and thus
hold the key to handling digitised audio signals.

There are many advantages to be gained by handling
analogue signals in digitised form and, in no particular
order, they include:

• great immunity from noise since the digitised signal
can only be 1 or 0;

• exactly repeatable behaviour;
• ability to correct for errors when they do occur;
• simple arithmetic operations, very easy for computers;

• more flexible processing possible and easy program-
mability;

• low cost potential;
• processing can be independent of real time.

Table 4.1 Four-bit binary number coding methods

Binary number representation
Decimal Sign plus Two’s Offset
number magnitude complement binary

7 0111 0111 1111
6 0110 0110 1110
5 0101 0101 1101
4 0100 0100 1100
3 0011 0011 1011
2 0010 0010 1010
1 0001 0001 1001
0 0000 0000 1000

–0 1000 (0000) (1000)
–1 1001 1111 0111
–2 1010 1110 0110
–3 1011 1101 0101
–4 1100 1100 0100
–5 1101 1011 0011
–6 1110 1010 0010
–7 1111 1001 0001
–8 1000 0000

Elementary Logical Processes

We have described an outline of a binary counting scale
and shown how we may implement a count using it but
some physical method of performing this is needed. We
can represent two states, a 1 and an 0 state, by using
switches since their contacts will be either open or closed
and there is no half-way state. Relay contacts also share
this property but there are many advantages in repre-
senting the 1 and 0 states by the polarity or existence of a
voltage or a current not least of which is the facility of
handling such signals at very high speed in integrated cir-
cuitry. The manipulation of the 1 and 0 signals is referred
to as logic and, in practice, is usually implemented by
simple logic circuits called gates. Digital integrated cir-
cuits comprise collections of various gates which can
number from a single gate (as in the eight input NAND
gate exemplified by the 74LS30 part number) to many
millions (as can be found in some microprocessors).

All logic operations can be implemented by the appro-
priate combination of just three operations:

• the AND gate, circuit symbol &, arithmetic symbol ‘.’
• the OR gate, circuit symbol |, arithmetic symbol ‘+’
• the inverter or NOT gate, circuit and arithmetic

symbol ‘–’.

Principles of Digital Audio 43

chp4.ian  4/7/98 2:47 PM  Page 43



From this primitive trio we can derive the NAND, NOR
and EXOR (exclusive-OR gate). Gates are charac-
terised by the relationship of their output to combina-
tions of their inputs, Fig. 4.3. Note how the NAND
(literally negated AND gate) performs the same logical
function as OR gate fed with inverted signals and, simi-
larly note the equivalent duality in the NOR function.
This particular set of dualities is known as De Morgan’s
Theorem.

Practical logic systems are formed by grouping many
gates together and naturally there are formal tools avail-
able to help with the design, the most simple and com-
mon of which is known as Boolean algebra. This is an
algebra which allows logic problems to be expressed in
symbolic terms. These can then be manipulated and the
resulting expression can be directly interpreted as a logic
circuit diagram. Boolean expressions cope best with
logic which has no timing or memory associated with it:
for such systems other techniques, such as state machine
analysis, are better used instead.

The simplest arrangement of gates which exhibit
memory, at least whilst power is still applied, is the cross
coupled NAND (or NOR) gate. Fig. 4.4. More complex
arrangements produce the wide range of flip-flop (FF)
gates including the set-reset latch, the D type FF which is
edge triggered by a clock pulse, the JK FF and a wide
range of counters (or dividers) and shift registers,
Fig. 4.5. These circuit elements and their derivatives find
their way into the circuitry of digital signal handling for a
wide variety of reasons. Early digital circuitry was based
around standardised logic chips, but it is much more
common nowadays to use application-specific ICs
(ASICs).

The Significance of Bits and Bobs

Groupings of eight bits which represent a symbol or a
number are usually referred to as bytes and the grouping
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of four bits is, somewhat obviously, sometimes called a
nibble (sometimes spelt nybble). Bytes can be assembled
into larger structures which are referred to as words.
Thus a three byte word will comprise twenty-four bits
(though word is by now being used mainly to mean two
bytes, and DWord to mean four bytes). Blocks are the
next layer of structure perhaps comprising 512 bytes
(a common size for computer hard discs). Where the
arrangement of a number of bytes fits a regular structure
the term frame is used. We will meet other terms which
describe elements of structure in due course.

Figure  4.4 A simple latch. In this example the outputs of each
of two NAND gates is cross-coupled to one of the other inputs.
The unused input is held high by a resistor to the positive
supply rail. The state of the gate outputs will be changed when
one of the inputs is grounded and this output state will be
steady until the other input is grounded or until the power is
removed. This simple circuit, the R-S flip-flop, has often been
used to debounce mechanical contacts and as a simple memory.

Conventionally we think of bits, and their associated
patterns and structures, as being represented by one of
two voltage levels. This is not mandatory and there are
other ways of representing the on/off nature of the
binary signal. You should not forget alternatives such as
the use of mechanical or solid state switches, presence or
absence of a light, polarity of a magnetic field, state of
waveform phase and direction of an electric current. The
most common voltage levels referred to are those which
are used in the common 74 × 00 logic families and are
often referred to as TTL levels. A logic 0 (or low) will be
any voltage which is between 0 V and 0.8 V whilst a logic
1 (or high) will be any voltage between 2.0 V and the sup-

ply rail voltage which will be typically 5.0 V. In the gap
between 0.8 V and 2.0 V the performance of a logic ele-
ment or circuit is not reliably determinable as it is in this
region where the threshold between low and high logic
levels is located. Assuming that the logic elements are
being correctly used the worst case output levels of the
TTL families for a logic 0 is between 0 V and 0.5 V and for
a logic 1 is between 2.4 V and the supply voltage. The dif-
ference between the range of acceptable input voltages
for a particular logic level and the range of outputs for
the same level gives the noise margin. Thus for the TTL
families the noise margin is typically in the region of 0.4
V for both logic low and logic high. Signals whose logic
levels lie outside these margins may cause misbehaviour
or errors and it is part of the skill of the design and lay-out
of such circuitry that this risk is minimised.

Figure 4.5 (a) The simplest counter is made up of a chain of
edge triggered D type FFs. For a long counter, it can take a
sizeable part of a clock cycle for all of the counter FFs to
change state in turn. This ripple-through can make decoding
the state of the counter difficult and can lead to transitory
glitches in the decoder output, indicated in the diagram as
points where the changing edges do not exactly line up.
Synchronous counters in which the clock pulse is applied to all
of the counting FFs at the same time, are used to reduce the
overall propagation delay to that of a single stage.

Logic elements made using the CMOS technologies
have better input noise margins because the threshold of
a CMOS gate is approximately equal to half of the supply
voltage. Thus after considering the inevitable spread of
production variation and the effects of temperature, the
available input range for a logic low (or 0) lies in the
range 0 V to 1.5 V and for a logic high (or 1) in the range
of 3.5 V to 5.0 V (assuming a 5.0 V supply). However the
output impedance of CMOS gates is at least three times
higher than that for simple TTL gates and thus in a 5.0 V
supply system interconnections in CMOS systems are
more susceptible to reactively coupled noise. CMOS
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systems produce their full benefit of high noise margin
when they are operated at higher voltages but this is not
possible for the CMOS technologies which are intended
to be compatible with 74x00 logic families.

Figure  4.5 (b) This arrangement of FFs produces the shift
register. In this circuit a pattern of 1s and 0s can be loaded into
a register (the load pulses) and then they can be shifted out
serially one bit at a time at a rate determined by the serial clock
pulse. This is an example of a parallel in serial out (PISO)
register. Other varieties include LIFO (last in first out), SIPO
(serial in parallel out) and FILO (first in last out). The diagrams
assume that unused inputs are tied to ground or to the positive
supply rail as needed. 

Transmitting Digital Signals

There are two ways in which you can transport bytes of
information from one circuit or piece of equipment to
another. Parallel transmission requires a signal line for
each bit position and at least one further signal which will
indicate that the byte now present on the signal lines is
valid and should be accepted. Serial transmission
requires that the byte be transmitted one bit at a time and
in order that the receiving logic or equipment can recog-
nise the correct beginning of each byte of information it
is necessary to incorporate some form of signalling in the
serial data in order to indicate (as a minimum) the start of
each byte. Figure 4.6 shows an example of each type.

Parallel transmission has the advantage that, where it
is possible to use a number of parallel wires, the rate at
which data can be sent can be very high. However it is not
easy to maintain a very high data rate on long cables
using this approach and its use for digital audio is usually
restricted to the internals of equipment and for external
use as an interface to peripheral devices attached to a
computer.

The serial link carries its own timing with it and thus it
is free from errors due to skew and it clearly has benefits
when the transmission medium is not copper wire but

infra-red or radio. It also uses a much simpler single cir-
cuit cable and a much simpler connector. However the
data rate will be roughly ten times that for a single line of
a parallel interface. Achieving this higher data rate
requires that the sending and receiving impedances are
accurately matched to the impedance of the connecting
cable. Failure to do this will result in signal reflections
which in turn will result in received data being in error.
This point is of practical importance because the primary
means of conveying digital audio signals between equip-
ments is by the serial AES/EBU signal interface at a data
rate approximately equal to 3 Mbits per second.

You should refer to a text on the use of transmission
lines for a full discussion of this point but for guidance
here is a simple way of determining whether you will
benefit by considering the transmission path as a trans-
mission line.

Figure  4.6 Parallel transmission: (a) a data strobe line DST
(the –– sign means active low) would accompany the bit pat-
tern to clock the logic state of each data line on its falling edge,
and is timed to occur some time after the data signals have
been set so that any reflections, crosstalk or skew in the timing
of the individual data lines will have had time to settle. After
the DST signal has returned to the high state the data lines are
reset to 0 (usually they would only be changed if the data in the
next byte required a change).

• Look up the logic signal rise time, t
R
.

• Determine the propagation velocity in the chosen
cable, v. This will be typically about 0.6 of the speed of
light.

• Determine the length of the signal path, l.
• Calculate the propagation delay, τ = l /v.
• Calculate the ratio of t

R
/τ.

• If the ratio is greater than 8 then the signal path can be
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considered electrically short and you will need to con-
sider the signal path’s inductance or capacitance,
whichever is dominant.

• If the ratio is less than 8 then consider the signal path in
terms of a transmission line.

Figure  4.6 (b) serial transmission requires the sender and
receiver to use and recognise the same signal format or
protocol, such as RS232. For each byte, the composite signal
contains a start bit, a parity bit and a stop bit using inverted
logic (1 = –12 V;  0 = –12 V). The time interval between each
bit of the signal (the start bit, parity bit, stop bit and data bits) is
fixed and must be kept constant.

Figure  4.7 A practical problem arose where the data signal
was intended to be clocked in using the rising edge of a sep-
arate clock line, but excessive ringing on the clock line caused
the data line to be sampled twice, causing corruption. In addi-
tion, due to the loading of a large number of audio channels the
actual logic level no longer achieved the 4.5 V target required
for acceptable noise performance, increasing the susceptibility
to ringing. The other point to note is that the falling edge of the
logic signals took the data line voltage to a negative value, and
there is no guarantee that the receiving logic element would
not produce an incorrect output as a consequence.

The speed at which logic transitions take place deter-
mines the maximum rate at which information can be
handled by a logic system. The rise and fall times of a
logic signal are important because of the effect on
integrity. The outline of the problem is shown in Fig. 4.7
which has been taken from a practical problem in which
serial data was being distributed around a large digitally
controlled audio mixing desk. Examples such as this
illustrate the paradox that digital signals must, in fact, be
considered from an analogue point of view.

The Analogue Audio Waveform

It seems appropriate to ensure that there is agreement
concerning the meaning attached to words which are
freely used. Part of the reason for this is in order that
a clear understanding can be obtained into the meaning
of phase. The analogue audio signal which we will
encounter when it is viewed on an oscilloscope is a causal
signal. It is considered as having zero value for negative
time and it is also continuous with time. If we observe a
few milliseconds of a musical signal we are very likely to
observe a waveform which can be seen to have an under-
lying structure. Fig. 4.8. Striking a single string can pro-
duce a waveform which appears to have a relatively
simple structure. The waveform resulting from striking a
chord is visually more complex though, at any one time,
a snapshot of it will show the evidence of structure. From
a mathematical or analytical viewpoint the complicated
waveform of real sounds are impossibly complex to han-
dle and, instead, the analytical, and indeed the descrip-
tive, process depends on us understanding the principles
through the analysis of much simpler waveforms. We
rely on the straightforward principle of superposition of
waveforms such as the simple cosine wave.

Figure  4.8 (a) An apparently simple noise, such as a single
string on a guitar, produces a complicated waveform, sensed in
terms of pitch. The important part of this waveform is the basic
period of the waveform; its fundamental frequency. The
smaller detail is due to components of higher frequency and
lower level. (b) An alternative description is analysis into the
major frequency components. If processing accuracy is adequate
then the description in terms of amplitudes of harmonics
(frequency domain) is identical to the description in terms of
amplitude and time (time domain).
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On its own an isolated cosine wave, or real signal, has
no phase. However from a mathematical point of view
the apparently simple cosine wave signal which we con-
sider as a stimulus to an electronic system can be consid-
ered more properly as a complex wave or function which
is accompanied by a similarly shaped sine wave, Fig. 4.9.
It is worthwhile throwing out an equation at this point to
illustrate this:

f(t) = Re f(t) + j Im f(t)

where f(t) is a function of time, t which is composed of Re
f(t), the real part of the function and j Im f(t), the imagin-
ary part of the function and j is √–1.

It is the emergence of the √–1 which is the useful part
here because you may recall that the analysis of the sim-
ple analogue circuit, Fig. 4.10 involving resistors and
capacitors produces an expression for the attenuation
and the phase relationship between input and output of
that circuit which is achieved with the help of √–1.

The process which we refer to glibly as the Fourier
transform considers that all waveforms can be consid-
ered as constructed from a series of sinusoidal waves of
the appropriate amplitude and phase added linearly. A
continuous sine wave will need to exist for all time in
order that its representation in the frequency domain
will consist of only a single frequency. The reverse side,
or dual, of this observation is that a singular event, for

example an isolated transient, must be composed of all
frequencies. This trade-off between the resolution of an
event in time and the resolution of its frequency com-
ponents is fundamental. You could think of it as if it were
an uncertainty principle.

Figure  4.10 The simple resistor and capacitor attenuator can
be analysed to provide us with an expression for the output
voltage and the output phase with respect to the input signal.

The reason for discussing phase at this point is that the
topic of digital audio uses terms such as linear phase,
minimum phase, group delay and group delay error. A
rigorous treatment of these topics is outside the brief for
this chapter but it is necessary to describe them. A system
has linear phase if the relationship between phase and
frequency is a linear one. Over the range of frequencies
for which this relationship may hold the system output is
effectively subjected to a constant time delay with
respect to its input. As a simple example consider that a
linear phase system which exhibits –180 degrees of phase
shift at 1 kHz will show –360 degrees of shift at 2 kHz.
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From an auditive point of view a linear phase perform-
ance should preserve the waveform of the input and thus
be benign to an audio signal.

Most of the common analogue audio processing sys-
tems such as equalisers exhibit minimum phase behav-
iour. Individual frequency components spend the
minimum necessary time being processed within the sys-
tem. Thus some frequency components of a complex sig-
nal may appear at the output at a slightly different time
with respect to others. Such behaviour can produce gross
waveform distortion as might be imagined if a 2 kHz
component were to emerge 2 ms later than a 1 kHz sig-
nal. In most simple circuits, such as mixing desk equal-
isers, the output phase of a signal with respect to the
input signal is usually the ineluctable consequence of the
equaliser action. However, for reasons which we will
come to, the process of digitising audio can require spe-
cial filters whose phase response may be responsible for
audible defects.

One conceptual problem remains. Up to this point we
have given examples in which the output phase has been
given a negative value. This is comfortable territory
because such phase lag is readily converted to time delay.
No causal signal can emerge from a system until it has
been input otherwise our concept of the inviolable phys-
ical direction of time is broken. Thus all practical systems
must exhibit delay. Systems which produce phase lead
cannot actually produce an output which, in terms of
time, is in advance of its input. Part of the problem is
caused by the way we may measure the phase difference
between input and output. This is commonly achieved
using a dual channel oscilloscope and observing the input
and output waveforms. The phase difference is readily
observed and it can be readily shown to match calcula-
tions such as that given in Fig. 4.10. The point is that the
test signal has essentially taken on the characteristics of a
signal which has existed for an infinitely long time exactly
as it is required to do in order that our use of the relevant
arithmetic is valid. This arithmetic tacitly invokes the
concept of a complex signal, that is one which for mathe-
matical purposes is considered to have real and imagin-
ary parts, see Fig. 4.9. This invocation of phase is
intimately involved in the process of composing, or
decomposing, a signal by using the Fourier series. A more
physical appreciation of the response can be obtained by
observing the system response to an impulse.

Since the use of the idea of phase is much abused in
audio at the present time it may be worthwhile introduc-
ing a more useful concept. We have referred to linear
phase systems as exhibiting simple delay. An alternative
term to use would be to describe the system as exhibiting a
uniform (or constant) group delay over the relevant band
of audio frequencies. Potentially audible problems start to
exist when the group delay is not constant but changes

with frequency. The deviation from a fixed delay value is
called group delay error and it can be quoted in ms.

The process of building up a signal using the Fourier
series produces a few useful insights, Fig. 4.11(a). The
classic example is that of the square wave and it is shown
here as the sum of the fundamental, third and fifth har-
monics. It is worth noting that the ‘ringing’ on the wave-
form is simply the consequence of band-limiting a square
wave and that simple, minimum phase, systems will pro-
duce an output rather like Fig. 4.11(b) and there is not
much evidence to show that the effect is audible. The
concept of building up complex waveshapes from simple
components is used in calculating the shape of tidal
heights. The accuracy of the shape is dependent on the
number of components which we incorporate and the
process can yield a complex wave shape with only a rela-
tively small number of components. We see here the
germ of the idea which will lead to one of the methods
available for achieving data reduction for digitised ana-
logue signals.

Figure  4.11 (a) Composing a square wave from the
harmonics is an elementary example of a Fourier series. For
the square wave of unit amplitude the series is of the form:

4/π[sinω + 1/3sin3ω + 1/5sin5ω + 1/7sin7ω. . . .]

where ω = 2πf, the angular frequency.

The composite square wave has ripples in its shape, due to
band limiting, since this example uses only the first four terms,
up to the seventh harmonic. For a signal which has been limit-
ed to an audio bandwidth of approximately 21 kHz this square
wave must be considered as giving an ideal response even
though the fundamental is only 3 kHz. The 9% overshoot fol-
lowed by a 5% undershoot, the Gibbs phenomenon, will occur
whenever a Fourier series is truncated or a bandwidth is limited.

Instead of sending a stream of numbers which describe
the waveshape at each regularly spaced point in time we
first analyse the waveshape into its constituent frequency
components and then send (or store) a description of the
frequency components. At the receiving end these num-
bers are unravelled and, after some calculation the wave-
shape is re-constituted. Of course this requires that both
the sender and the receiver of the information know how
to process it. Thus the receiver will attempt to apply the
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inverse, or opposite, process to that applied during cod-
ing at the sending end. In the extreme it is possible to
encode a complete Beethoven symphony in a single 8-bit
byte. Firstly we must equip both ends of our communica-
tion link with the same set of raw data, in this case a col-
lection of CD’s containing recordings of Beethoven’s
work. We then send the number of the disc which con-
tains the recording which we wish to ‘send’. At the
receiving end the decoding process uses the received
byte of information, selects the disc and plays it. Perfect
reproduction using only one byte to encode 64 minutes
of stereo recorded music . . . and to CD quality!

Figure  4.11 (b) In practice, a truly symmetrical shape is rare
since most practical methods of limiting the audio bandwidth
do not exhibit linear phase but, delay progressively the higher
frequency components. Band limiting filters respond to
excitation by a square wave by revealing the effect of the
absence of higher harmonics and the so-called ‘ringing’ is thus
not necessarily the result of potentially unstable filters. 

Figure  4. 11 (c) The phase response shows the kind of
relative phase shift which might be responsible.

A very useful signal is the impulse. Figure 4.12
shows an isolated pulse and its attendant spectrum.
Of equal value is the waveform of the signal which
provides a uniform spectrum. Note how similar these
waveshapes are. Indeed if we had chosen to show in
Fig. 4.12(a) an isolated square-edged pulse then the
pictures would be identical save that the references to
the time and frequency domains would need to be
swapped. You will encounter these waveshapes in
diverse fields such as video and in the spectral shaping of
digital data waveforms. One important advantage of
shaping signals in this way is that since the spectral

bandwidth is better controlled so the effect of the phase
response of a bandlimited transmission path on the
waveform is also limited. This will result in a waveform
which is much easier to restore to clean ‘square’ waves at
the receiving end. 

Figure  4.11 (d) The corresponding group delay curve shows
a system which reaches a peak delay of around 160 µs.

Figure  4.12 (a) A pulse with a period of 2π seconds is
repeated every T seconds, producing the spectrum as shown.
The spectrum appears as having negative amplitudes since
alternate ‘lobes’ have the phase of their frequency components
inverted, although it is usual to show the modulus of the
amplitude as positive and to reflect the inversion by an
accompanying plot of phase against frequency. The shape
of the lobes is described by the simple relationship:

A = k(sin x)/x

(b) A further example of the duality between time and
frequency showing that a widely spread spectrum will be
the result of a narrow pulse. The sum of the energy must be the
same for each so that we would expect a narrow pulse to be of a
large amplitude if it is to carry much energy. If we were to
use such a pulse as a test signal we would discover that the
individual amplitude of any individual frequency component
would be quite small. Thus when we do use this signal for
just this purpose we will usually arrange to average the results
of a number of tests.
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Arithmetic

We have seen how the process of counting in binary is
carried out. Operations using the number base of 2 are
characterised by a number of useful tricks which are
often used. Simple counting demonstrates the process of
addition and, at first sight, the process of subtraction
would need to be simply the inverse operation. However,
since we need negative numbers in order to describe the
amplitude of the negative polarity of a waveform, it
seems sensible to use a coding scheme in which the nega-
tive number can be used directly to perform subtraction.
The appropriate coding scheme is the two’s complement
coding scheme. We can convert from a simple binary
count to a two’s complement value very simply. For posi-
tive numbers simply ensure that the MSB is a zero. To
make a positive number into a negative one first invert
each bit and then add one to the LSB position thus:

+9
10

> 1001
2
> 01001

2c
(using a 5 bit word length)

–9
10 

> –01001
2
> 10110 + 1

invert and add 1
> 10111

2c

We must recognise that since we have fixed the number
of bits which we can use in each word (in this example to
5 bits) then we are naturally limited to the range of num-
bers we can represent (in this case from +15 through 0 to
–16). Although the process of forming two’s complement
numbers seems lengthy it is very speedily performed in
hardware. Forming a positive number from a negative
one uses the identical process. If the binary numbers rep-
resent an analogue waveform then changing the sign of
the numbers is identical to inverting the polarity of the
signal in the analogue domain. Examples of simple arith-
metic should make this a bit more clear:

decimal, base 10 binary, base 2 2’s comple-
ment

addition
12 01100 01100

+ 3 + 00011 + 00011
= 15 = 01111 = 01111

subtraction
12 01100 01100

– 3 – 00011 + 11101
= 9 = 01001

Since we have only a 5 bit word length any overflow into
the column after the MSB needs to be handled. The rule
is that if there is overflow when a positive and a negative
number are added then it can be disregarded. When
overflow results during the addition of two positive num-
bers or two negative numbers then the resulting answer
will be incorrect if the overflowing bit is neglected. This
requires special handling in signal processing, one

approach being to set the result of an overflowing sum to
the appropriate largest positive or negative number. The
process of adding two sequences of numbers which rep-
resent two audio waveforms is identical to that of mixing
the two waveforms in the analogue domain. Thus when
the addition process results in overflow the effect is iden-
tical to the resulting mixed analogue waveform being
clipped.

We see here the effect of word length on the resolution
of the signal and, in general, when a binary word con-
taining n bits is added to a larger binary word comprising
m bits the resulting word length will require m + 1 bits in
order to be represented without the effects of overflow.
We can recognise the equivalent of this in the analogue
domain where we know that the addition of a signal with
a peak to peak amplitude of 3 V to one of 7 V must result
in a signal whose peak to peak value is 10 V. Don’t be
confused about the rms value of the resulting signal
which will be:

assuming uncorrelated sinusoidal signals.
A binary adding circuit is readily constructed from the

simple gates referred to above and Fig. 4.13 shows a two
bit full adder. More logic is needed to be able to accom-
modate wider binary words and to handle the overflow
(and underflow) exceptions.

If addition is the equivalent of analogue mixing then
multiplication will be the equivalent of amplitude or gain
change. Binary multiplication is simplified by only
having 1 and 0 available since 1 × 1 = 1 and 1 × 0 = 0.

Since each bit position represents a power of 2 then
shifting the pattern of bits one place to the left (and filling
in the vacant space with a 0) is identical to multiplication
by 2. The opposite is, of course, true of division. The
process can be appreciated by an example:

decimal binary
3 00011

× 5 00101
= 15 00011

+ 00000
+ 00011
+ 00000
+ 00000
= 000001111

and another example:
12 01100

×13 01101
= 156 = 010011100

The process of shifting and adding could be programmed
in a series of program steps and executed by a
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microprocessor but this would take too long. Fast multi-
pliers work by arranging that all of the available shifted
combinations of one of the input numbers are made
available to a large array of adders whilst the other input
number is used to determine which of the shifted combin-
ations will be added to make the final sum. The resulting
word width of a multiplication equals the sum of both
input word widths. Further, we will need to recognise
where the binary point is intended to be and arrange to
shift the output word appropriately. Quite naturally the
surrounding logic circuitry will have been designed to
accommodate a restricted word width. Repeated multi-
plication must force the output word width to be limited.
However limiting the word width has a direct impact on
the accuracy of the final result of the arithmetic oper-
ation. This curtailment of accuracy is cumulative since
subsequent arithmetic operations can have no knowledge
that the numbers being processed have been ‘damaged’.

Two techniques are important in minimising the ‘dam-
age’. The first requires us to maintain the intermediate
stages of any arithmetic operation at as high an accuracy
as possible for as long as possible. Thus although most
conversion from analogue audio to digital (and the con-
verse digital signal conversion to an analogue audio sig-
nal) takes place using 16 bits the intervening arithmetic
operations will usually involve a minimum of 24 bits.

The second technique is called dither and we will cover
this fully later. Consider, for the present, that the output

word width is simply cut (in our example above such as to
produce a 5 bit answer). The need to handle the large
numbers which result from multiplication without over-
flow means that when small values are multiplied they
are likely to lie outside the range of values which can be
expressed by the chosen word width. In the example
above if we wish to accommodate the most significant
digits of the second multiplication (156) as possible in a
5 bit word then we shall need to lose the information con-
tained in the lower four binary places. This can be accom-
plished by shifting the word four places (thus effectively
dividing the result by 16) to the right and losing the less
significant bits. In this example the result becomes 01001
which is equivalent to decimal 9. This is clearly only
approximately equal to 156/16.

When this crude process is carried out on a sequence
of numbers representing an audio analogue signal the
error results in an unacceptable increase in the signal to
noise ratio. This loss of accuracy becomes extreme when
we apply the same adjustment to the lesser product of
3 × 5 = 15 since, after shifting four binary places, the result
is zero. Truncation is thus a rather poor way of handling
the restricted output word width. A slightly better
approach is to round up the output by adding a fraction to
each output number just prior to truncation. If we added
00000110, then shifted four places and truncated the
output would become 01010 (= 1010) which, although not
absolutely accurate is actually closer to the true answer of

Figure  4.13 A two bit full adder needs to be able to handle a carry bit from an adder handling lower order bits and similarly
provide a carry bit. A large adder based on this circuit would suffer from the ripple through of the carry bit as the final sum would
not be stable until this had settled. Faster adding circuitry uses look-ahead carry circuitry.
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9.75. This approach moves the statistical value of the
error from 0 to –1 towards +/–0.5 of the value of the LSB
but the error signal which this represents is still very
highly correlated to the required signal. This close rela-
tionship between noise and signal produces an audibly
distinct noise which is unpleasant to listen to.

An advantage is gained when the fraction which is
added prior to truncation is not fixed but random. The
audibility of the result is dependent on the way in which
the random number is derived. At first sight it does seem
daft to add a random signal (which is obviously a form of
noise) to a signal which we wish to retain as clean as pos-
sible. Thus the probability and spectral density character-
istics of the added noise are important. A recommended
approach commonly used is to add a random signal which
has a triangular probability density function (TPDF),
Fig. 4.14. Where there is sufficient reserve of processing
power it is possible to filter the noise before adding it in.
This spectral shaping is used to modify the spectrum of
the resulting noise (which you must recall is an error sig-
nal) such that it is biased to those parts of the audio spec-
trum where it is least audible. The mathematics of this
process are beyond this text.

A special problem exists where gain controls are emu-
lated by multiplication. A digital audio mixing desk will
usually have its signal levels controlled by digitising the
position of a physical analogue fader (certainly not the
only way by which to do this, incidentally). Movement of
the fader results in a stepwise change of the multiplier
value used. When such a fader is moved any music signal
being processed at the time is subjected to stepwise
changes in level. Although small, the steps will result in
audible interference unless the changes which they repre-
sent are themselves subjected to the addition of dither.
Thus although the addition of a dither signal reduces the
correlation of the error signal to the program signal it
must, naturally, add to the noise of the signal. This re-
inforces the need to ensure that the digitised audio signal
remains within the processing circuitry with as high a pre-
cision as possible for as long as possible. Each time that
the audio signal has its precision reduced it inevitably
must become noisier.

Figure  4.14 (a) The amplitude distribution characteristics of
noise can be described in terms of the amplitude probability
distribution characteristic. A square wave of level 0 V or
+5 V can be described as having a rectangular probability
distribution function (RPDF). In the case of the 5 bit example
which we are using the RPDF wave form can be considered to
have a value of +0.1

2
or –0.1

2
[ (meaning +0.5 or –0.5), equal

chances of being positive or negative.]

Figure  4.14 (b) The addition of two uncorrelated RPDF
sequences gives rise to one with triangular distribution
(TPDF). When this dither signal is added to a digitised signal it
will always mark the output with some noise since there is a
finite possibility that the noise will have a value greater than 0,
so that as a digitised audio signal fades to zero value the noise
background remains fairly constant. This behaviour should be
contrasted with that of RPDF for which, when the signal fades
to zero, there will come a point at which the accompanying
noise also switches off. This latter effect may be audible in
some circumstances and is better avoided. A wave form
associated with this type of distribution will have values which
range from +1.0

2
through 0

2
to –1.0

2
.

Figure  4.14 (c) Noise in the analog domain is often assumed
to have a Gaussian distribution. This can be understood as the
likelihood of the waveform having a particular amplitude. The
probability of an amplitude x occurring can be expressed as:

where µ = the mean value
σ = variance
X = the sum of the squares of the deviations x from

the mean.
In practice, a ‘random’ waveform which has a ratio between

the peak to mean signal levels of 3 can be taken as being suffi-
ciently Gaussian in character. The spectral balance of such a sig-
nal is a further factor which must be taken into account if a full
description of a random signal is to be described.

Figure  4.14 (d) The sinusoidal wave form can be described
by the simple equation:

x(t) = A sin (2πft)

where x(t) = the value of the sinusoidal wave at time t
A = the peak amplitude of the waveform
f = the frequency in Hz and
t = the time in seconds

and its probability density function is as shown here.
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Figure  4.14 (e) A useful test signal is created when two
sinusoidal waveforms of the same amplitude but unrelated
in frequency are added together. The resulting signal can
be used to check amplifier and system non-linearity over a
wide range of frequencies. The test signal will comprise two
signals to stimulate the audio system (for testing at the edge
of the band 19 kHz and 20 kHz can be used) whilst the
output spectrum is analysed and the amplitude of the sum and
difference frequency signals is measured. This form of test is
considerably more useful than a THD test.

Digital Filtering

Although it may be clear that the multiplication process
controls signal level it is not immediately obvious that the
multiplicative process is intrinsic to any form of filtering.
Thus multipliers are at the heart of any significant digital
signal processing and modern digital signal processing
(DSP) would not be possible without the availability of
suitable IC technology. You will need to accept, at this
stage, that the process of representing an analogue audio
signal in the form of a sequence of numbers is readily
achieved and thus we are free to consider how the equiva-
lent analogue processes of filtering and equalisation may
be carried out on the digitised form of the signal.

In fact the processes required to perform digital filter-
ing are performed daily by many people without giving
the process much thought. Consider the waveform of the
tidal height curve of Fig. 4.15. The crude method by
which we obtained this curve (Fig. 4.1) contained only an
approximate method for removing the effect of ripples in
the water by including a simple dashpot linked to the
recording mechanism. If we were to look at this trace
more closely we would see that it was not perfectly
smooth due to local effects such as passing boats and
wind-driven waves. Of course tidal heights do not nor-
mally increase by 100 mm within a few seconds and so it
is sensible to draw a line which passes through the aver-
age of these disturbances. This averaging process is
filtering and, in this case, it is an example of low-pass
filtering. To achieve this numerically we could measure
the height indicated by the tidal plot each minute and cal-
culate the average height for each four minute span (and
this involves measuring the height at five time points).

Done simply this would result in a stepped curve which
still lacks the smoothness of a simple line. We could
reduce the stepped appearance by using a moving aver-
age in which we calculate the average height in a four
minute span but we move the reference time forward by
a single minute each time we perform the calculation.
The inclusion of each of the height samples was made
without weighting their contribution to the average and
this is an example of rectangular windowing. We could
go one step further by weighting the contribution which
each height makes to the average each time we calculate
the average of a four minute period. Shaped windows are
common in the field of statistics and they are used in
digital signal processing. The choice of window does
affect the result, although as it happens the effect is slight
in the example we have given here.

Figure  4.15 (a) To explain the ideas behind digital filtering
we review the shape of the tidal height curve (Portsmouth, UK,
spring tides) for its underlying detail. The pen Plotter trace
would record also every passing wave, boat and breath of wind;
all overlaid on the general shape of the curve.

One major practical problem with implementing prac-
tical FIR filters for digital audio signals is that controlling
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the response accurately or at low frequencies forces the
number of stages to be very high. You can appreciate
this through recognising that the FIR (finite impulse
response) filter response is determined by the number
and value of the coefficients which are applied to each of
the taps in the delayed signal stages. The value of these
coefficients is an exact copy of the filter’s impulse response.
Thus an impulse response which is intended to be effective
at low frequencies is likely to require a great many stages.
This places pressure on the hardware which has to satisfy
the demand to perform the necessary large number of
multiplications within the time allotted for processing
each sample value. In many situations a sufficiently
accurate response can be obtained with less circuitry by
feeding part of a filter’s output back to the input.

Figure  4.15 (b) For a small portion of the curve, make meas-
urements at each interval. In the simplest averaging scheme we
take a block of five values, average them and then repeat the
process with a fresh block of five values. This yields a relatively
coarse stepped waveform. (c) The next approach carries out
the averaging over a block of five samples but shifts the start of
each block only one sample on at a time, still allowing each of
the five sample values to contribute equally to the average each
time. The result is a more finely structured plot which could
serve our purpose. (d) The final frame in this sequence repeats
the operations of (c) except that the contribution which each
sample value makes to the averaging process is weighted, using
a five-element weighting filter or window for this example
whose weighting values are derived by a modified form of least
squares averaging. The values which it returns are naturally
slightly different from those of (c).

Figure  4.15 (e) A useful way of showing the process which is

being carried out in (d) is to draw a block diagram in which
each time that a sample value is read it is loaded into a form of
memory whilst the previous value is moved on to the next
memory stage. We take the current value of the input sample
and the output of each of these memory stages and multiply
them by the weighting factor before summing them to produce
the output average. The operation can also be expressed in an
algebraic form in which the numerical values of the weighting
coefficients have been replaced by an algebraic symbol:

x
average

n = (a
1
x

n-1
+ a

2
x

n-2
+ a

3
x

n-3
+ a

4
x

n-4
)

This is a simple form of a type of digital filter known as a finite
impulse response (FIR) or transversal filter. In the form shown
here it is easy to see that the delay of the filter is constant and
thus the filter will show linear phase characteristics.

If the input to the filter is an impulse, the values you should
obtain at the output are identical, in shape, to the profile of the
weighting values used. This is a useful property which can be
used in the design of filters since it illustrates the principle that
the characteristics of a system can be determined by applying
an impulse to it and observing the resultant output.

Figure  4.16 (a) An impulse is applied to a simple system
whose output is a simple exponential decaying response:

V
o

= V
i
e-t/RC

Figure  4.16 (b) A digital filter based on a FIR structure
would need to be implemented as shown. The accuracy of
this filter depends on just how many stages of delay and
multiplication we can afford to use. For the five stages shown
the filter will cease to emulate an exponential decay after
only 24 dB of decay. The response to successive n samples is:

Y
n

= 1X
n

+ (1/2)X
n–1

+ (1/4)X
n–2

+ (1/8)X
n–3

+ (1/16)X
n–4

We have drawn examples of digital filtering without
explicit reference to their use in digital audio. The reason
is that the principles of digital signal processing hold true
no matter what the origin or use of the signal which is
being processed. The ready accessibility of analogue
audio ‘cook-books’ and the simplicity of the signal struc-
ture has drawn a number of less than structured practi-
tioners into the field. For whatever inaccessible reason,
these practitioners have given the audio engineer the
peculiar notions of directional copper cables, specially
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coloured capacitors and compact discs outlined with
green felt tip pens. Bless them all, they have their place as
entertainment and they remain free in their pursuit of the
arts of the audio witch-doctor. The world of digital pro-
cessing requires more rigour in its approach and practice.
Figure 4.17 shows examples of simple forms of first and
second-order filter structures. Processing an audio signal
in the digital domain can provide a flexibility which ana-
logue processing denies. You may notice from the ex-
amples how readily the characteristics of a filter can be
changed simply by adjustment of the coefficients which
are used in the multiplication process. The equivalent
analogue process would require much switching and com-
ponent matching. Moreover each digital filter or process
will provide exactly the same performance for a given set
of coefficient values and this is a far cry from the miasma
of tolerance problems which beset the analogue designer.

Figure  4.16 (c) This simple function can be emulated by
using a single multiplier and adder element if some of the
output signal is fed back and subtracted from the input. The
use of a multiplier in conjunction with an adder is often
referred to as a multiplier-accumulator or MAC. With the
correct choice of coefficient in the feedback path the
exponential decay response can be exactly emulated:

Y
n

= X
n

– 0.5Y
n–1

This form of filter will continue to produce a response for ever
unless the arithmetic elements are no longer able to handle the
decreasing size of the numbers involved. For this reason it is
known as an infinite impulse response (IIR) filter or, because
of the feedback structure, a recursive filter. Whereas the
response characteristics of FIR filters can be comparatively
easily gleaned by inspecting the values of the coefficients used
the same is not true of IIR filters. A more complex algebra is
needed in order to help in the design and analysis which we will
not cover here.

The complicated actions of digital audio equalisation
are an obvious candidate for implementation using IIR
(infinite impulse response) filters and the field has been
heavily researched in recent years. Much research has
been directed towards overcoming some of the practical 
problems such as limited arithmetic resolution or preci-
sion and limited processing time. Practical hardware
considerations force the resulting precision of any digital
arithmetic operation to be limited. The limited precision
also affects the choice of values for the coefficients whose
value will determine the characteristics of a filter. This

limited precision is effectively a processing error and this
will make its presence known through the addition of
noise to the output. The limited precision also leads to
the odd effects for which there is no direct analogue
equivalent such as limit cycle oscillations. The details
concerning the structure of a digital filter have a very
strong effect on the sensitivity of the filter to noise and
accuracy in addition to the varying processing resource
requirement. The best structure thus depends a little on
the processing task which is required to be carried out.
The skill of the engineer is, as ever, in balancing the fac-
tors in order to optimise the necessary compromises.

Figure  4.17 (a) The equivalent of the analogue first-order
high-and low-pass filters requires a single delay element. Multi-
pliers are used to scale the input (or output) values so that they
lie within the linear range of the hardware. Digital filter charac-
teristic are quite sensitive to the values of the coefficients used
in the multipliers. The output sequence can be described as:

Y
n

= a
1
X

n
+ a

2
X

n-1

If 0 > a
2
> –1 the structure behaves as a first-order lag. If a

2
> 0

than the structure produces an integrator. The output can
usually be kept in range by ensuring that a

1
= 1–a

2

Figure  4.17 (b) The arrangement for achieving high-pass
filtering and differentiation again requires a single delay
element. The output sequence is given by:

Y
n

= a
2
X

n
+ a

3
(a

1
X

n–1
+ X

n
)

The filter has no feedback path so it will always be stable. Note
that a

1
= –1 and with a

2
= 0 and a

3
= 1 the structure behaves as a

differentiator. These are simple examples of first-order struc-
tures and they are not necessarily the most efficient in terms of
their use of multiplier or adder resources. Although a second-
order system would result if two first-order structures were run
in tandem full flexibility of second-order IIR structures requires
recursive structures. Perhaps the most common of these
emulates the analogue biquad (or twin integrator loop) filter.
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Figure  4.17 (c) To achieve the flexibility of signal control
which analogue equalisers exhibit in conventional mixing
desks an IIR filter can be used. Shown here it requires two
single-sample value delay elements and six multiplying
operations each time it is presented with an input sample value.
We have symbolised the delay elements by using the z–1

notation which is used when digital filter structures are for-
mally analysed. The output sequence can be expressed as:

b
1
Y

n
= a

1
X

n
+ a

2
X

n–1
– b

2
Y

n–1
+ a

3
X

n–2
– b

3
Y

n–2

The use of z–1 notation allows us to express this difference or
recurrence equation as:

b
1
Y

n
z–0 = a

1
X

n
z–0 + a

2
X

n
z–1 – b

2
Y

n
z–1 + a

3
X

n
z–2 – b

3
Y

n
z–2

The transfer function of the structure is the ratio of the output
over the input, just as it is in the case of an analogue system. In
this case the input and output happen to be sequences of num-
bers and the transfer function is indicated by the notation H(z):

The value of each of the coefficients can be determined from a
knowledge of the rate at which samples are being made avail-
able F

s
and your requirement for the amount of cut or boost

and of the Q required. One of the first operations is that of pre-
warping the value of the intended centre frequency f

c
in order

to take account of the fact that the intended equaliser centre
frequency is going to be comparable to the sampling frequency.
The ‘warped’ frequency is given by:

And now for the coefficients:

a
1

= 1 + πf
w

(1+k)/F
s
Q + (πf

w
/F

s
)2

a
2

= b
2

= –2(1 + (πf
w
/F

s
)2)

a
3

= 1 – πf
w
(1+k)/F

s
Q + (πf

w
/F

s
)2

b
1

= 1 + πf
w
/F

s
Q + (πf

w
/F

s
)2

b
3

= 1 – πf
w
/F

s
Q + (πf

w
/F

s
)2

The mathematics concerned with filter design certainly appear
more complicated than that which is usually associated with
analogue equaliser design. The complication does not stop
here though since a designer must take into consideration the
various compromises brought on by limitations in cost and
hardware performance.

While complicated filtering is undoubtedly used in
digital audio signal processing spare a thought for the
simple process of averaging. In digital signal processing
terms this is usually called interpolation, Fig. 4.18. The
process is used to conceal unrecoverable errors in a
sequence of digital sample values and, for example, is
used in the compact disc for just this reason.

Figure 4.18 (a) Interpolation involves guessing the value of
the missing sample. The fastest guess uses the average of the
two adjacent good sample values, but an average based on
many more sample values might provide a better answer. The
use of a simple rectangular window for including the values to
be sampled will not lead to as accurate a replacement value.
The effect is similar to that caused by examining the spectrum
of a continuous signal which has been selected using a simple
rectangular window. The sharp edges of the window function
will have frequency components which cannot be separated
from the wanted signal. (b) A more intelligent interpolation
uses a shaped window which can be implemented as a
FIR, or transversal, filter with a number of delay stages each
contributing a specific fraction of the sample value of the
output sum. This kind of filter is less likely than the simple
linear average process to create audible transitory aliases
as it fills in damaged sample values.
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Other Binary Operations

One useful area of digital activity is related to filtering
and its activity can be described by a similar algebra. The
technique uses a shift register whose output is fed back
and combined with the incoming logic signal. Feedback
is usually arranged to come from earlier stages as well as
the final output stage. The arrangement can be con-
sidered as a form of binary division. For certain combin-
ations of feedback the output of the shift register can be
considered as a statistically dependable source of ran-
dom numbers. In the simplest form the random output
can be formed in the analogue domain by the simple
addition of a suitable low-pass filter. Such a random
noise generator has the useful property that the noise
waveform is repeated and this allows the results of
stimulating a system with such a signal to be averaged.

When a sequence of samples with a nominally random
distribution of values is correlated with itself the result is
identical to a band-limited impulse, Fig. 4.19. If such a
random signal is used to stimulate a system (this could be
an artificial reverberation device, an equaliser or a loud-
speaker under test) and the resulting output is correlated
with the input sequence the result will be the impulse
response of the system under test. The virtue of using a
repeatable excitation noise is that measurements can be
made in the presence of other random background noise
or interference and if further accuracy is required the
measurement is simply repeated and the results aver-
aged. True random background noise will average out
leaving a ‘cleaner’ sequence of sample values which
describe the impulse response. This is the basis behind
practical measurement systems.

Figure  4.19 Correlation is a process in which one sequence
of sample values is checked against another to see just how
similar both sequences are. A sinusoidal wave correlated with
itself (a process called auto correlation) will produce a similar
sinusoidal wave. By comparison a sequence of random sample
values will have an autocorrelation function which will be zero
everywhere except at the point where the samples are exactly
in phase, yielding a band-limited impulse.

Shift registers combined with feedback are also used in
error detecting and correction systems and the reader is

referred to other chapters for their implementation and
use.

Sampling and Quantising

It is not possible to introduce each element of this broad
topic without requiring the reader to have some fore-
knowledge of future topics. The above text has tacitly
admitted that you will wish to match the description of
the processes involved to a digitised audio signal
although we have pointed out that handling audio signals
in the digital domain is only an example of some of the
flexibility of digital signal processing.

The process of converting an analogue audio signal into
a sequence of sample values requires two key operations.
These are sampling and quantisation. They are not the
same operation, for while sampling means that we only
wish to consider the value of a signal at a fixed point in time
the act of quantising collapses a group of amplitudes to
one of a set of unique values. Changes in the analogue sig-
nal between sample points are ignored. For both of these
processes the practical deviations from the ideal process
are reflected in different ways in the errors of conversion.

Successful sampling depends on ensuring that the signal
is sampled at a frequency at least twice that of the highest
frequency component. This is Nyquist’s sampling the-
orem. Figure 4.20 shows the time domain view of the oper-
ation whilst Fig. 4.21 shows the frequency domain view.

Figure  4.20 (a) In the time domain the process of sampling is
like one of using a sequence of pulses, whose amplitude is
either 1 or 0 and multiplying it by the value of the sinusoidal
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waveform. A sample and hold circuit holds the sampled signal
level steady while the amplitude is measured (b) At a higher
frequency sampling is taking place approximately three times
per sinusoid input cycle. Once more it is possible to see that
even by simply joining the sample spikes that the frequency
information is still retained. (c) This plot shows the sinusoid
being under sample and on reconstituting the original signal
from the spikes the best fit sinusoid is the one shown in the
dashed line. This new signal will appear as a perfectly proper
signal to any subsequent process and there is no method for
abstracting such aliases from properly sampled signals. It is
necessary to ensure that frequencies greater than half of the
sampling frequency F

s
are filtered out before the input signal is

presented to a sampling circuit. This filter is known as an anti-
aliassing filter.

Figure  4.21 (a) The frequency domain view of the sampling
operation requires us to recognise that the spectrum of a per-
fectly shaped sampling pulse continues for ever. In practice sam-
pling waveforms do have finite width and practical systems do
have limited bandwidth. We show here the typical spectrum of a
musical signal and the repeated spectrum of the sampling pulse
using an extended frequency axis. Note that even modern musi-
cal signals do not contain significant energy at high frequencies
and, for example, it is exceedingly rare to find components in the
10 kHz region more than –30 dB below the peak level. (b) The
act of sampling can also be appreciated as a modulation process
since the incoming audio signal is being multiplied by the sam-
pling waveform. The modulation will develop sidebands which
are reflected either side of the carrier frequency (the sampling
waveform), with a set of sidebands for each harmonic of the
sampling frequency. The example shows the consequence of
sampling an audio bandwidth signal which has frequency com-
ponents beyond F

1
/2, causing a small but potentially significant

amount of the first lower sideband of the sampling frequency to
be folded or aliassed into the intended audio bandwidth. The
resulting distortion is not harmonically related to the originating
signal and it can sound truly horrid. The use of anti-alias filter
before sampling restricts the leakage of the sideband into the
audio signal band. The requirement is ideally for a filter with an
impossibly sharp rate of cutoff and in practice a small guard
band is allowed for tolerance and finite cut off rates. Realising
that the level of audio signal with a frequency around 20 kHz is
typically 60 dB below the peak signal level it is possible to per-
form practical filtering using seventh-order filters. However
even these filters are expensive to manufacture and they repre-
sent a significant design problem in their own right.

 

Sampling

Practical circuitry for sampling is complicated by the
need to engineer ways around the various practical
difficulties. The simple form of the circuit is shown in
Fig. 4.22. The analogue switch is opened for a very short
period t

ac
each 1/F

s
seconds. In this short period the

capacitor must charge (or discharge) to match the value
of the instantaneous input voltage. The buffer amplifier
presents this voltage to the input of the quantiser or ana-
logue to digital converter (ADC). There are several
problems. The series resistance of the switch sets a limit
on how large the storage capacitor can be whilst the input
current requirements of the buffer amplifier set a limit on
how low the capacitance can be. The imperfections of the
switch mean that there can be significant energy leaking
from the switching waveform as the switch is operated
and there is the problem of crosstalk from the audio sig-
nal across the switch when it is opened. The buffer ampli-
fier itself must be capable of responding to a step input
and settling to the required accuracy within a small frac-
tion of the overall sample period. The constancy or jitter
of the sampling pulse must be kept within very tight
tolerances and the switch itself must open and close in
exactly the same way each time it is operated. Finally the
choice of capacitor material is itself important because
certain materials exhibit significant dielectric absorption.

Figure  4.22 An elementary sample and hold circuit using a
fast low distortion semiconductor switch which is closed for a
short time to allow a small-valued storage capacitor to charge
up to the input voltage. The buffer amplifier presents the
output to the quantiser.

Theoverall requirement for accuracy depends greatly on
the acceptable signal to noise ratio (SNR) for the process
and this is much controlled by the resolution and accu-
racy of the quantiser or converter. For audio purposes we
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may assume that suitable values for F
s
will be in the range

44 kHz to 48 kHz. The jitter or aperture uncertainty will
need to be in the region of 120 picoseconds, acquisition
and settling time need to be around 1 µs and the
capacitor discharge rate around 1 V/s for a signal which
will be quantised to 16 bits if the error due to that cause is
not to exceed +/–0.5 LSB. The jitter performance is
complex to visualise completely because of the varying
amplitude and frequency component of the jitter itself.

At this stage you will need to be sure that you are con-
fident that you appreciate that the combined effect of the
anti-alias filtering and the proper implementation of the
sampling process mean that the sampled data contains
perfectly all of the detail up to the highest frequency
component in the signal permitted by the action of the
anti-alias filter.

Quantising

The sampled input signal must now be measured. The
dynamic range which can be expressed by an n bit num-
ber is approximately proportional to 2n and this is more
usually expressed in dB terms. The converters used in
test equipment such as DVMs are too slow for audio con-
version but it is worthwhile considering the outline of
their workings, Fig. 4.23. A much faster approach uses a
successive approximation register (SAR) and a digital to
analogue converter (DAC), Fig. 4.24.

Figure  4.23 The simplest ADC uses a ramp generator which
is started at the beginning of conversion. At the same time a
counter is reset and the clock pulses are counted. The ramp
generator output is compared with the signal from the sample
and hold and when the ramp voltage equals the input signal the
counter is stopped. Assuming that the ramp is perfectly linear
(quite difficult to achieve at high repetition frequencies) the
count will be a measure of the input signal. The problem
for audio bandwidth conversion is the speed at which the
counter must run in order to achieve a conversion within
approximately 20 µs. This is around 3.2768 GHz and the
comparator would need to be able to change state within 150 ps
with, in the worst case, less than 150 µV of differential voltage.
There have been many developments of this conversion
technique for instrumentation purposes.

Figure  4.24 The SAR operates with a DAC and a compara-
tor, initially reset to zero. At the first clock period the MSB is
set and the resulting output of the DAC is compared to the
input level. In the example given here the input level is greater
than this and so the MSB value is retained and, at the next
clock period, the next MSB is set. In this example the
comparator output indicates that the DAC output is too
high, the bit is set to 0 and the next lower bit is set. This is
carried out until all of the DAC bits have been tried. Thus
a 16 bit ADC would require only 17 clock periods (one is
needed for reset) in which to carry out a  onversion.

A very simple form of DAC is based on switching
currents into a virtual earth summing point. The currents
are derived from a R–2R ladder which produces binary
weighted currents, Fig. 4.25. The incoming binary data
directly controls a solid state switch which routes a
current either into the virtual earth summing point of the
output amplifier or into the local analogue ground. Since
the voltage across each of the successive 2R resistors is
halved at each stage the current which is switched is also
halved. The currents are summed at the input to the out-
put buffer amplifier. The limit to the ultimate resolution
and accuracy is determined partly by the accuracy of
adjustment and matching of the characteristics of the
resistors used and also by the care with which the con-
verter is designed into the surrounding circuitry. Imple-
mentation of a 16 bit converter requires that all of the
resistors are trimmed to within 0.0007 per cent (half of an
LSB) of the ideal value and, further, that they all maintain
this ratio over the operational temperature of the con-
verter. The buffer amplifier must be able to settle quickly
and it must not contribute to the output noise significantly.

There are many variations on the use of this technique
with one common approach being to split the conversion
into two stages. Typically a 16 bit converter would have
the top 8 most significant bits control a separate conver-
sion stage which sets either the voltage or the current
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with which the lower 8 LSBs operate. The approach has
to contend with the problem of ensuring that the
changeover point between the two stages remains
matched throughout the environmental range of the con-
verter. One solution to the problem of achieving an
accurate binary ratio between successive currents is to
use a technique called dynamic element balancing.

Figure  4.25 The basic form of the R–2R digital to analogue
converter is shown here implemented by ideal current
switches. The reference voltage can be an audio bandwidth
signal and the DAC can be used as a true four quadrant
multiplying converter to implement digitally controlled
analogue level and equalisation changes. Other forms of
switching currents are also used and these may not offer a true
multiplication facility.

Whereas sampling correctly executed loses no informa-
tion quantising inevitably produces an error. The level of
error is essentially dependent on the resolution with
which the quantising is carried out. Figure 4.26 illustrates
the point by showing a sinusoid quantised to 16 quantis-
ing levels. A comparison of the quantised output with the
original has been used to create the plot of the error in
the quantising. The error waveform of this example
clearly shows a high degree of structure which is strongly
related to the signal itself. The error can be referred to as
quantising distortion, granulation noise or simply quan-
tising noise.

One obvious non-linearity will occur when the input
signal amplitude drops just below the threshold for the
first quantising level. At this stage the quantising output
will remain at zero and all knowledge of the size of the
signal will be lost. The remedy is to add a small amount of
noise to the signal prior to quantising, Fig. 4.27. This
deliberate additional noise is known as dither noise. It

does reduce the dynamic range by an amount which
depends on its exact characteristics and amplitude but
the damage is typically 3 dB. One virtue is that as the
original input signal amplitude is reduced below the ±1
quantising level thresholds (q) the noise is still present
and therefore, by virtue of the intrinsic non-linearity of
the quantiser, so are the sidebands which contain
vestiges of the original input signal. Thus the quantiser
output must also contain information about the original
input signal level even though it is buried in the noise.
However, the noise is wide band and a spectral plot of the
reconstituted waveform will show an undistorted signal
component standing clear of the wide band noise.

Figure  4.26 The input sinusoid is shown here prior to sam-
pling as a dotted line superimposed on the staircase shape of
the quantised input signal. The two’s complement value of the
level has been shown on the left hand edge. The error signal is
the difference between the quantised value and the ideal value
assuming a much finer resolution. The error signal, or
quantising noise, lies in the range of ±1q. Consideration of the
mean square error leads to the expression for the rms value of
the quantising noise:

V
noise

= q/√(12)

where q = the size of a quantising level.
The maximum rms signal amplitude which can be described

is:

V
signal

= q 2n–1 / √2

Together the expression combine to give the expression for 
SNR (in dB):

SNR
dB

= 6.02n + 1.76

Unfortunately it is also quite a problem to design
accurate and stable quantisers. The problems include
linearity, missing codes, differential non-linearity and
non-monotonicity. Missing codes should be properly
considered a fault since they arise when a converter
either does not respond to or produce the relevant code.
A suitable test is a simple ramp. A powerful alternative
test method uses a sinusoidal waveform and checks
the amplitude probability density function. Missing, or
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misplaced codes, and non-monotonic behaviour can
show up readily in such a plot.

Linearity can be assessed overall by using a sinusoidal
test signal since the output signal will contain harmonics.
The performance of an ADC can be carried out in the
digital domain by direct use of the discrete fast Fourier
transform (DFFT). The DAC can be checked by driving
it with a computer-generated sequence and observing
the output in the analogue domain. The trouble with
using the simple harmonic distortion test is that it is not
easy to check the dynamic performance over the last
decade of bandwidth and for this reason the CCIR twin
tone intermodulation distortion (IMD) is much to be
preferred.

Figure  4.27 (a) Adding a small amount of random noise to
the signal prior to quantising can help to disguise the otherwise
highly correlated quantising noise. Aided by the binary
modulation action of the quantiser the sidebands of the noise
are spread across the whole audio band width and to a very
great degree their correlation with the original distortion signal
is broken up. In this illustration the peak to peak amplitude of
the noise has been set at ±1.5q.

Figure  4.27 (b) The quantiser maps the noisy signal onto one
of a range of unique levels as before.

Differential non-linearity is the random unevenness of
each quantisation level. This defect can be assessed by
measuring the noise floor in the presence of a signal. In a
good DAC the rms noise floor should be approximately
95 dB below the maximum rms level (assuming a modest
margin for dither). The output buffer amplifier will con-
tribute some noise but this should be at a fixed level and
not dependent on the DAC input sample values.

Figure  4.27 (c) You can compare the resulting quantising
noise with the original signal and this time you can see that the
noise waveform has lost the highly structured relationship
which is shown in Figure 4.26.

The basic ADC element simply provides an output
dependent on the value of the digital input. During the
period whilst a fresh sample is settling its output can be
indeterminate. Thus the output will usually be captured
by a sample and hold circuit as soon as the DAC has
stabilised. The sample and hold circuit is a zero order
hold circuit which imposes its own frequency response
on the output signal, Fig. 4.28, correction for which can
be accommodated within the overall reconstruction
filter. The final filter is used to remove the higher
components and harmonics of the zero order hold.

Figure  4.28 Finally the DAC output is fed to a zero-order
hold circuit which performs a similar operation to the sample
and hold circuit and thence to a reconstruction or output anti-
aliasing filter. The plot of the spectral shape of the zero-order
hold shows that there are frequency components, at decreasing
level, at harmonic intervals equal to F

s
.

Other forms of ADC and DAC

Flash converters, Fig. 4.29, function by using an array of
comparators, each set to trigger at a particular quantising
threshold. The output is available directly. These days
the technique is most commonly employed directly as
shown in digitising video waveforms. However, there is a
use for the technique in high quality oversampling con-
verters for audio signals.
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Figure  4.29 A chain of resistors provides a series of reference
voltages for a set of comparators whose other input is the input
signal. An 8 bit encoder will need 255 comparators. Their
output will drive an encoder which maps the output state of the
255 comparators onto an 8 bit word. The NMINV control line
is used to convert the output word from an offset binary count
to a two’s complement form. A 16 bit converter would require
an impracticably large number of comparators (65536) in
addition to posing serious difficulties to setting the 65536
resistor values to the required tolerance value. The technique
does have one virtue in speed and in not needing a sample and
hold amplifier to precede it.

One great benefit of operating with digital signals is
their robustness, they are, after all, construed as either 1
or 0 irrespective of the cable or optical fibre down which
they travel. Their disadvantage is that the digital signals
do cover a wide bandwidth. Since bandwidth is a valu-
able resource there has been much effort expended in
devising ways in which an apparently high quality signal
can be delivered using fewer bits. The telephone com-
panies were among the first to employ digital compression
and expansion techniques but the technology has been
used for non-telephonic audio purposes. In the A and µ
law converters, Fig. 4.30, the quantising steps, q, do not
have the same value. For low signal levels the quantising
levels are closely spaced and they become more widely
spaced at higher input levels. The decoder implements
the matching inverse conversion.

Another approach to providing a wide coding range
with the use of fewer bits than would result if a simple
linear approach were to be taken is exemplified in the

flying comma or floating point type of converter. In this
approach a fast converter with a limited coding range is
presented with a signal which has been adjusted in level
such that most of the converter’s coding range is used.
The full output sample value is determined by the com-
bination of the value of the gain setting and of the sample
value returned by the converter. The problem here is
that the change in gain in the gain stage is accompanied
by a change in background noise level and this too is
coded. The result is that the noise floor which accom-
panies the signal is modulated by the signal level and
this produces a result which does not meet the perform-
ance requirement for high quality audio. A more subtle
approach is exemplified in syllabic companders. The
NICAM approach, see Chapter 6, manages a modest
reduction from around 1 Mbs–1 to 704 kbs–1 and we see in
it an early approach to attempts to adapt the coding
process to the psychoacoustics of human hearing.

Figure  4.30 (a) The relationship between digital input word
and analogue output current is not linear. The sign bit is the
MSB and the next three bits are used to set the chord slope.
The lower 4 bits set the output steps within each chord. The
drawing shows the equivalent output for a linear 8 bit DAC.

The encoder will need to have the matching inverse
characteristic in order that the net transfer characteristic
is unity. The dynamic range of an 8 bit m or A law con-
verter is around 62 dB and this can be compared to the
48 dB which a linear 8 bit converter can provide. The use
of companding (compressing and then expanding the
coding range) could be carried in the analogue domain
prior to using a linear converter. The difficulty is then
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one of matching the analogue sections. This is an
approach which has been taken in some consumer video
equipment.

Delta sigma modulators made an early appearance in
digital audio effects processors for a short while. One of
the shortcomings of the plain delta modulator is the lim-
itation in the rate at which it can track signals with high
slew rates. As we have shown it, each pulse is worth one
unit of charge to the integrator. To make the integrator
climb faster the rate of charge can be increased so that
high slew rate signals can be tracked.

Oversampling techniques can be applied to both
ADCs and DACs. The oversampling ratio is usually
chosen as a power of 2 in order to make computation more
efficient. Figure 4.31 shows the idea behind the process for
either direction of conversion. The 4 × oversampling
shown is achieved by adding samples with zero value at
each new sample point. At this stage of the process the
spectrum of the signal will not have been altered and thus
there are still the aliases at multiples of F

s
. The final stage

is to filter the new set of samples with a low-pass filter set
to remove the components between the top of the audio
band and the lower sideband of the 4 × F

s
component.

Figure  4.31 The oversampling process adds zero valued
dummy samples to the straight sampled signal (a). If
oversampling is being carried out in the DAC direction then
the digital sequence of samples is treated as if these extra
dummy samples had been added in. The sequence is then
filtered using an interpolation filter and this creates useful
values for the dummy samples.

The process effectively transfers the anti-alias filter
from the analogue to the digital domain with the attend-
ant advantages of digital operation. These include a near
ideal transfer function, low ripple in the audio band, low
group delay distortion, wide dynamic range, exactly

repeatable manufacture and freedom from a wide range
of analogue component and design compromises. The
four times up-sampling process spreads the quantisation
noise over four times the spectrum thus only 1/4 of the
noise power now resides in the audio band. If we assume
that the noise spectrum is uniform and that dither has
been judiciously applied this is equivalent to obtaining a
1 bit enhancement in dynamic range within the audio
bandwidth in either digital or analogue domains. This
performance can be further improved by the process of
noise shaping.

Figure  4.31 (b) at the new sample rate (here shown as 4 × F
s
).

The spectrum of the signal now extends to 4 × F
s
although

there is only audio content up to F
s
/2. Thus when the signal is

passed to the DAC element (an element which will have to be
able to work at the required oversampling speed) the resulting
audio spectrum can be filtered simply from the nearest
interfering frequency component which will be at 4 × F

s
. Note

that the process of interpolation does not add information.
If the oversampling is being carried out in the ADC

direction the analogue audio signal itself will be sampled and
quantised at the higher rate. The next stage requires the reduc-
tion of the sequence of data by a factor of four. First the data is
filtered in order to remove components in the band between
the top of the required audio band and the lower of the 4 × F

s
sideband and then the data sequence can be simply sub-
sampled (only one data word out of each four is retained).

The information capacity of a communication channel
is a function of the SNR and the available bandwidth.
Thus there is room for trading one against the other. The
higher the oversampling ratio the wider is the bandwidth
in which there is no useful information. If samples were
to be coarsely quantised it should be possible to place the
extra quantisation noise in part of the redundant spec-
trum. The process of relocating the noise in the redun-
dant spectrum and out of the audio band is known as
noise shaping and it is accomplished using a recursive fil-
ter structure (the signal is fed back to the filter). Practical
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noise shaping filters are high order structures which
incorporate integrator elements in feedback path along
with necessary stabilisation.

The process of oversampling and noise shaping can be
taken to an extreme and the implementation of this
approach is available in certain DACs for compact disc
systems. The audio has been oversampled by 256x in the
Philips bitstream device, 758x in the Technic’s MASH
device and 1024x in Sony’s device. The output is in the
form of a pulse train modulated either by its density
(PDM), by its width (PWM) or by its length (PLM). High
oversampling ratios are also used in ADCs which are
starting to appear on the market at the current time.

Transform and Masking Coders

We indicated very early on that there may be some
advantage in terms of the reduction in data rate to taking
the Fourier transform of a block of audio data and trans-
mitting the coefficient data. The use of a technique
known as the discrete cosine transform (DCT) is similar
in concept and is used in the AC-2 system designed by
Dolby Laboratories. This system can produce a high
quality audio signal with 128 kb per channel.

The MUSICAM process also relies on a model of the
human ear’s masking processes. The encoder receives a
stream of conventionally encoded PCM samples which
are then divided into 32 narrow bands by filtering. The
allocation of the auditive significance of the contribution
that each band can make to the overall programme is
then carried out prior to arranging the encoded data in
the required format. The principle in this encoder is
similar to that planned for the Philips digital compact
cassette (DCC) system.

The exploitation of the masking thresholds in human
hearing lies behind many of the proposed methods of
achieving bit rate reduction. One significant difference
between them and conventional PCM converters is the
delay between applying an analogue signal and the deliv-
ery of the digital sample sequence. A similar delay is
involved when the digital signal is reconstituted. The
minimum delay for a MUSICAM encoder is in the
region of 9 ms to 24 ms depending on how it is used.
These delays do not matter for a programme which is
being replayed but they are of concern when the coders
are being used to provide live linking programme mater-
ial in a broadcast application.

A second, potentially more damaging, problem with
these perceptual encoders is that there has been insuffi-

cient work carried out on the way in which concatena-
tions of coders will affect the quality of the sound passing
through. Though this problem affects the broadcaster
more, the domestic user of such signals may also be
affected. Be sure that perceptual coding techniques must
remove data from the original and this is data which can-
not be restored. Thus a listener who wishes to maintain
the highest quality of audio reproduction may find that
the use of his pre-amplifier’s controls or room equaliser
provide sufficient change to an encoded signal that the
original assumptions concerning masking powers of the
audio signal may no longer be valid. Thus the reconsti-
tuted analogue signal may well be accompanied by
unwelcome noise.
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The compact disc has changed audio almost beyond
recognition in the last few years, but clear accounts of the
system have been few. Ken Clements explains in this
chapter the nature of the system and the production of
discs, building on the introduction to digital principles of
Chapter 4.

Introduction

When the compact disc (CD) first appeared on the mar-
ket in 1982, it was a result of much research that ori-
ginated back to the mid 1970s. It is fair to say that the
compact disc was developed as the result of proposals
from a number of manufacturers for a digital audio disc,
after earlier joint primary development between Philips
and Sony, with Philips providing the optical disc technol-
ogy, and Sony contributing from their experience in
error correction techniques.

In fact prototype players were believed to have been
tested around 1977, and in 1979, utilising the combined
auspicious talents of Philips and Sony, these two com-
panies agreed in principle to combine their own
specialised efforts.

Agreement towards a signal format and the type of
disc material were adopted after discussions in 1980, of
the Digital Audio Disc Committee, a group representing
over 35 manufacturers; the compact disc digital audio
system of today was effectively given birth.

Further development continued with respect to the
necessary semi-conductor technology that was required,
to enable the joint launch of Philips and Sony compact
disc players in 1982.

An interesting story with respect to a prototype Sony
player at a major audio show relates to this particular
prototype player being demonstrated in all its glory on
an impressive plinth. The size of the player was in fact
remarkably small in view of the technology involved,
especially as the LSI semiconductor devices of today
were not then available. Enquiries from surrounding
onlookers regarding as to how this type of technology

had been achieved, were only answered by knowing nods
and smiles. The one question that was not asked was
‘What was in the plinth?’, which apparently contained
the decoding, error correction, and digital to analogue
conversion circuits, in the form of a massive number of
discrete devices, which were to be developed into the
LSI components to finally appear in the first generation
players.

As various generations of compact disc players have
appeared, whether for the domestic hi-fi or the in-car
markets, numerous improvements, innovations and
developments have continually taken place, but what-
ever those various developments may have been, the
compact disc itself still remains in the same original
format.

The Compact Disc . . . Some Basic Facts

There are two sizes of compact disc, i.e. 8 cm and 12 cm,
with the starting speed of either size of disc being in the
region of 486 to 568 rpm. and the scanning of the disc
commencing from the centre. As the compact disc con-
tinues to be played towards the outer edge of the disc, the
actual rotation speed slows down as a result of maintain-
ing a constant surface speed of the disc passing a laser
beam which retrieves the data information from the disc.

The constant surface speed of the compact disc passing
the laser beam is in the region of 1.2 to 1.4 metres per sec-
ond, and this aspect of driving a compact disc is referred
to as constant linear velocity (CLV), whereas the ori-
ginal vinyl record having a fixed speed of 331/3 rpm was
referred to as constant angular velocity (CAV).

The important difference between the two types of
drive is related to the fact that more data or information
can be effectively ‘packed’ onto a CLV disc than a CAV
disc.

Again comparison to the original vinyl record reveals
that the surface speed of the record at the outer edge is
much faster than at the centre indicating that the ana-
logue audio information is effectively more ‘stretched
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out’ at the outer edge compared to that nearer the centre.
The normally accepted maximum playing time for the 12
cm compact disc is in the region of 74 minutes, whilst the
maximum playing time for the 8 cm disc is around 20 min-
utes, but by pushing the limits of the manufacturing tol-
erances increased maximum playing times can become
possible.

The finishing speeds of the two sizes of disc are approxi-
mately 300 to 350 rpm for the 8 cm disc, and 196 to 228 rpm
for the 12 cm disc, with the actual finishing speed being
related to whichever surface speed was chosen, within the
range of 1.2 to 1.4 metres per second, at the time of
recording the disc. The information to be placed on a
compact disc is in the form of digital data, i.e. 0s and 1s, to
be contained in a series of ‘pits’ or ‘bumps’ placed along a
fine helical or spiral track originating from the centre of
the disc. These pits or bumps vary in length, depending on
when the 1s appear in the digital data stream, with the
start or finish of a pit or bump being the moment when a
digital 1 occurs. The 0s in the data stream are in effect not
recorded onto the compact disc, but are retrieved within a
decoder section of the compact disc player.

The track dimensions on the compact disc can appear
somewhat mind-boggling when trying to find a suitable
physical comparison with a track width of 0.5 µm and
a track spacing or pitch of 1.6 µm. The thickness of
a human hair could contain approximately 30 tracks of a

compact disc, whilst the actual track length on a max-
imum play 12 cm disc could extend to more than three
miles. Another interesting comparison is that if one of
the pits that represents a small element of digital infor-
mation, were to be enlarged to the size of a grain of rice,
then the equivalent diameter of a compact disc would be
in the region of half a mile.

The Compact Disc . . . What Information It Contains

The audio analogue information to be recorded onto the
disc is regularly sampled at a specific rate in an analogue
to digital convertor, with each sample being turned into
digital data in the form of 16-bit binary data words.

There are 65536 different combinations of the 16-bit
binary code from all the 0s through to all the 1s, and the
sampling frequency used for the compact disc system is
44.1 kHz.

With a stereo system of recording there are two ana-
logue to digital convertors, with one for the left channel
and one for the right. The process of sampling the ana-
logue information is referred to as quantisation, and the
overall operation can produce certain effects as quant-
isation errors and aliasing noise.
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Figure 5.1 Basic compact disc system recording process.
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Quantisation Errors

Whenever an analogue signal is sampled, the sampling
frequency represents the actual times of measuring
the signal, whereas quantisation represents the level
of the signal at the sample time. Unfortunately whatever
the length of the data word that portrays or depicts a
specific sample of the analogue signal, quantisation errors
occur when the level of the sampled signal at the moment
of sampling, lies between two quantisation levels.

As an example consider a portion of an analogue sig-
nal, which for convenience of description is converted
into a 4-bit data signal.

The analogue values shown in Fig. 5.2 each relate to a
specific 4-bit data word, also the sampling points indicate
the moment when the waveform is sampled in order to
determine the relevant 4-bit data word. The example
shown indicates that at the moment of sampling, the
instantaneous value of the waveform lies between two
specific data words, and thus whichever data word is
selected contains a quantisation error, which, in turn,
reflects an analogue error when that digital information
is converted back into analogue at a later stage.

This problem is related to the specific frequency of the
analogue signal, and also the length of the data words.

Aliasing Noise

During the process of recording analogue information
onto the compact disc, the audio frequencies are first of
all passed through a low-pass filter before being applied
to the analogue to digital convertor as shown in Fig. 5.3
for the left audio channel. The purpose of this filter is to
remove all audio frequencies above 20 kHz. When the
audio signal is converted from analogue to digital, the

signal is sampled at regular intervals, and the value that is
obtained at each sample interval is in turn converted into
a 16-bit digital signal.

The sampling frequency for compact disc is 44.1 kHz,
and is the standard determined to provide the lowest
acceptable sampling frequency that enables the audio
spectrum of 0–20 kHz to be reproduced as faithfully as
possible, following a criterion that was stated by Nyquist,
working in the Bell Telephone Laboratories in the USA
in 1928. It was he who stated words to the effect that if an
analogue signal is sampled, providing you sample that
signal at a rate of at least twice the highest frequency in
the bandwidth that is being used, it is possible faithfully
to reproduce all the frequencies within that bandwidth.

Figure 5.3 Low-pass filter and analogue to digital conversion.

Thus with CD, the audio bandwidth being from 0–20
kHz, the logical sampling frequency would be 40 kHz,
but to ensure that effects such as aliasing are minimised,
the standard was set at 44.1 kHz.

As previously mentioned, the audio signal is first fil-
tered via a low-pass filter to remove frequencies in excess
of 20 kHz, the reason for this process being to minimise
the effect of aliasing, which can be caused when frequen-
cies above 20 kHz are passed through to the D to A con-
vertor. The sampling frequency of the D to A convertor
can, in effect, sample frequencies above the audio range
to produce resultant frequencies which can occur within
the audio range (see Fig. 5.4).
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Figure 5.2 Quantisation errors.
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Consider a sampling frequency in the D to A conver-
tor of 44 kHz: if a frequency of, say, 33 kHz, as a result of
harmonics outside of the normal listening range from a
particular musical instrument, were to be present and
therefore sampled, a resultant aliasing frequency of 11
kHz would become apparent. In fact as these harmonics
approached the sampling frequency, a range of descend-
ing frequencies could be present.

A similar effect of creating something that was not
there in the first place can be recalled in those early West-
ern movies, when as the wagons began to roll the wheels
appeared at first to go forward, and whilst the wagon
increased in speed, the wheels suddenly seemed to throw
themselves into reverse, with the wagon still maintaining
its forward direction.

As the analogue information is processed into digital
data, in the form of 16-bit data words, there is in effect a
‘natural’ clock frequency regarding this data information,
related to the sampling frequency and the number of bits
in a data word. For the analogue to digital convertor pro-
cessing either channel of the stereo audio information
this clock frequency is 44.1 kHz × 16 = 705.6 kHz.

During the process of preparing the analogue infor-
mation for recording onto the compact disc, and after

each of the left and right analogue signals have been sam-
pled and converted into a series of 16-bit data words,
there are now effectively two separate channels of data
information which have to be placed onto what will
become a single track on the compact disc. This is
achieved by passing the separate left and right data
words into a multiplexer (Fig. 5.5), the output of which is
a series of alternate left and right data words, with the left
data being the first data word from the output, and thus
the first audio data word to appear from the compact
disc.

It is a requirement of the compact disc specification
that the first audio information data word to be laid on
the CD track is a left data word. This is to enable the
decoder within the CD player to ‘know’ that the first
audio data word output from the decoder will be a left
data word and that data word will be ‘directed’ towards
the left audio channel for subsequent processing.
Accordingly the next data word will be a right data word
which will in turn be ‘directed’ towards the right audio
channel.

As a result of this alternating procedure, the natural
clock frequency of the data stream must be increased in
order that the audio information can be maintained

70 Compact  Disc Technology

Figure 5.4 Frequency spectrum showing the effects of aliasing if the sampling frequency is too low.

Figure 5.5 Multiplexing the left and right channels.
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within the correct time scale. The bit or clock frequency is
increased by two times to 705.6 kHz × 2 = 1.411200 MHz.

Error Correction

Whilst there are benefits to be gained from the process of
digital audio recording as used with the compact disc,
such as the improvements in the dynamic range, signal to
noise ratio and also stereo separation when compared to
the old-fashioned vinyl analogue recordings, problems
do arise when some of the data information becomes
corrupted for some reason. Corruption of the digital data
can occur during the manufacturing process of a compact
disc, or as a result of improper care of the disc arising in
scratches and dirt in various forms becoming present on
the surface of the disc; these effects can cause incorrect
data words which in turn would provide an unsuitable
output (see Fig. 5.6).

Figure 5.6 Effect of an erroneous data word.

Unfortunately the compact disc is not as indestructible
as one was first led to believe, and in fact the treatment of
a compact disc should be on a par to the treatment of a
vinyl long playing record: those original ‘raspberry jam’
demonstrations when compact disc was first unveiled,
have a lot to answer for.

The main physical advantage with compact disc is that
it does not wear in use as there is no mechanical ‘stylus’
touching the surface of the disc, the data being read from
the disc via a reflected beam of laser light.

So how does error correction take place? Basically
extra information, such as parity bits, is added to the data
steam and eventually recorded onto the compact disc.

When the disc is being played in the CD Player, the
extra information such as the parity bits, assists in identi-
fying any defective words as the data stream is being
processed. The error correction stage within the CD
player applies certain types of correction depending
upon how much error is present. Overall this is an
extremely complex process, for which there are excellent
references available which can provide the enquiring
mind more than enough information in that area: suffice
to say, by the addition of this extra information, it is pos-
sible within the CD player to identify and endeavour to

‘correct’ the errors, if they are within certain criteria, or
the audio output can be muted if those errors exceed
those criteria (see Fig. 5.7).

Figure 5.7 The error correction process.

If the errors prove to be too much of a ‘handful’ the CD
player will usually ‘throw in the towel’ and shut down as
far as the operation of that particular disc is concerned.

How are the Errors Corrected?

It is useful at this stage to consider, in a very basic form,
how the errors are effectively ‘corrected’ within the CD
player.

Consider the sampled section of the analogue signal,
compared to the same sample when one of the data
words has gone on ‘walkabout’, which could provide an
incorrect output (Fig. 5.8).

Figure 5.8 Comparison of good and faulty data word areas.

The overall processing of the digital information
within compact disc technology is very much a complex
mathematical operation but one of the aims of this book
is to minimise the mathematical content, and endeavour
to consider as much of the technology in a more ‘low key’
approach, and fortunately this approach can be applied
to the principles of error correction. Within the compact
disc player there are three main methods of overcoming
errors as they occur, and depending upon how much
error occurs at a specific moment in time.
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Muting

It is quite a logical concept that, when an error occurs, the
result of that error would, in real terms, be a different
level data word, which in turn would produce an undesir-
able sound or ‘glitch’ from the output. Again it would be
logical to mute the sound output when an error has been
identified, so that the recipient does not hear undesirable
sounds; unfortunately life rarely follows a logical path.

Consider the sampled signal and the application of
muting when the error occurs. If the portion of the ana-
logue waveform shown in Fig. 5.9 is the motion of the
loudspeaker as it responds to the audio signal, then when
the muting is applied, a bigger and better ‘glitch’ could
occur that would probably be even more undesirable
than the original error if that had been allowed to be
reproduced. In fact history reveals that in the early
design stages of compact disc, when this form of error
correction was applied at high output levels, the final
effect proved detrimental to loudspeakers whereby
the speech coil and the cone parted company quite
effectively. However muting does play its part in the
error correction process, and is normally applied at the
times when an extensive series of errors occur, and other
methods prove unacceptable.

Previous word hold

Though many of the operations that take place when
manipulating the digital information, whether when
putting that information onto the disc or in the digital
processing within the CD player, a substantial amount of
memory circuits are used, especially within the CD
player itself. In fact as the audio data is being processed
within the player, there is a period of time when all the
digital audio information is sequentially held in memory
for a brief period of time. It could therefore be logical to
replace an ‘iffy’ data word by the nearest one that is simi-
lar in value (Fig. 5.10). When the original analogue signal
is sampled, and each sample turned into a 16-bit word,

there are in fact 65536 different combinations of the
16-bit code from all the 0s to all the 1s. Thus it is reasonable
to accept that the previous data word to the error word
could be approximately 1/65000 different in level to the
original correct data word, and as again it is quite logical to
assume that there is no person in existence that is capable
of determining those differences in sound levels, then
previous word hold is an acceptable substitute.

Figure 5.10 Error correction/concealment – previous word
hold.

Linear interpolation

The previous word hold method of error correction can
be further improved with linear interpolation, where it is
possible to compare the data word before the error word
and the data word after the error word and by taking the
average of the sum of these two words and using this
as the substitute for the error word, it is possible to
achieve a more accurate assumption of the missing word
(Fig. 5.11).

Figure 5.11 Error correction/concealment – linear
interpolation.

Interleaving

Interleaving is an extremely complex process and is com-
plementary to the error correction process, where the
basic operation is in effect, to ‘jumble up’ the audio data
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Figure 5.9 Error correction/concealment – muting.
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words on the compact disc in a defined arrangement, and
to re-arrange those data words back into their original
order within the compact disc player before the process
of restoring the digital data back into the original ana-
logue information.

The interleaving process is achieved by inserting the
data words into a series of delays. These delays are in
multiples of one sampling period or data word in length
and are in the form of random access memory (RAM),
where they are initially stored and then extracted from
that memory in a strictly defined sequence. This in effect
actually causes data words to be delayed by varying
amounts, which in turn causes the data words to be
effectively ‘jumbled up’ on the disc, and providing these
data words are ‘unjumbled’ within the CD player in the
reverse manner the data words will re-appear in the
correct sequence.

Figure 5.12 illustrates the basic concept of the inter-
leaving process. During the recording process the serial
data words are turned into parallel data words by the
first serial to parallel convertor and then passed into
each delay with the result that the output is the data
words appearing at differing times. These are converted
back into serial data by the subsequent parallel to serial
convertor before eventually arriving onto the compact
disc.

Within the CD player this process is reversed through
a series of delays which are set in the reverse order, and it
is this operation which effectively ‘restructures’ the data
sequence back into the original order.

Control Word

After the error correction and interleaving processes, it
is necessary to insert an extra 8-bit data word, which is
referred to as the control word, or sub-code to give it
another title, with another multiplexer performing this
task at regular and specific intervals, (Fig. 5.13).

Figure 5.13 The control word.

The purpose of the control word is to provide disc
identification information, and each of the 8 bits that
comprise the control word have their own unique identi-
fication. The 8 bits or the control word are labelled with
letters P to W.

As the data information is ‘laid’ along the track on the
compact disc, the control word is inserted immediately
before a group or block of audio data information, and
immediately after a ‘sync. word’, the purpose of which is
described later.
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Figure 5.12 Basic interleaving/de-interleaving process.
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As the disc rotates within the CD player, the control
word is identified within the processing circuits of the
player, each bit, with its own identification, is inserted
into a specific memory, and the relevant memory is
analysed at regular intervals to determine the data infor-
mation that has been ‘built up’ over a period of time,
which is in effect after 98 control words have been stored.

Only the P and Q bits are in general use with CD play-
ers, whilst the R through to W bits are intended for use
with computer displays, and the relevant software to dis-
play graphics, such as the words of the song being sung on
the disc, a new concept of ‘Singalong-a-Max’, though not
to be confused with Karaoke. The R through to W bits of
the control word are not in general use with the domestic
disc player.

The P bit is used to ‘inform’ the CD player that the
music from the disc is about to commence, and enables
the internal muting circuits on some of the early CD play-
ers to be switched off enabling the analogue information
to be applied to the audio circuits. The later and more
sophisticated players tend to release the mute circuits in
relation to the availability of the data ready for audio
processing.

The Q bit contains an extensive range of information
including the following:

(a) total playing time
(b) total number of music tracks
(c) individual music track identification
(d) elapsed playing time for each music track
(e) end of playing area information to enable the player

to be stopped
(f) de-emphasis information: a requirement by the

recording authorities to be able to apply additional
emphasis on any specific track and therefore enable
the relative de-emphasis circuits to be switched in or
out accordingly.

Other information can be available such as copyright,

catalogue number, as well as recording date and serial
number, none of which is used within most domestic
players currently available.

The total playing time and the total number of music
tracks comprise the table of contents (TOC) information
which all CD players require to ‘know’ before commen-
cing to play a compact disc. The control word is processed
within the decoder section of the compact disc player.

Eight to Fourteen Modulation

After the process of interleaving the data, and after
adding the control word, the next major operation is the
technique of eight to fourteen modulation (EFM).

Within this stage of operation during recording
processes onto compact disc, the 16-bit data words are
changed into two 8-bit data words, and each 8-bit data
word is then changed into a 14-bit symbol (Fig. 5.14).
The term symbol is used to differentiate between a data
word of 8 or 16 bits, and its transformation into a 14-bit
word or symbol.

To appreciate the reasons for the technique of eight to
fourteen modulation, it is useful to determine the prob-
lems that can occur when the data is actually put onto the
compact disc, and therefore the basic process of disc
manufacture is now worth considering.

Compact Disc Construction

When a compact disc is manufactured, a disc of glass, of
extremely high precision, is coated with a photo-resist
material, which is sensitive to laser light (Fig. 5.15). This
glass disc is placed into the recording machinery
(Fig. 5.16) at the time of manufacture to expose a fine
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Figure 5.14 Eight to fourteen modulation.
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helical track onto the photo resist material, the width of
the track being 0.5 µm.

Figure 5.15 Glass mastering disk.

The laser exposes the photo-resist surface with a 0.5 µm
width spiral track, as the disc rotates, commencing from
the centre and working towards the outer edge. The laser
beam is operated in relation to the data information,
whereby the laser is switched on and off as the 1s
information appears, creating a track of exposed photo-
resist material which comprises a series of dashes, the
length of which and the intervals between which are
related to when the 1s occur. No 0s are recorded onto the
disc, they are re-generated within the CD player.

Whenever a 1 occurs in the digital data, the laser beam
recording the information onto the photo-resist surface
alternately switches ON and OFF as each 1 occurs,

exposing the photo-resist surface of the disc and creating
a series of ‘dashes’ 0.5 µm wide, the length being depend-
ent on the period or distance between the 1s.

On completion of the recording process, the unex-
posed photo-resist material is chemically removed, leav-
ing a helical track across the surface of the glass disc,
which becomes the master to produce the injection
moulding formers for the mass production of the resul-
tant compact disc. The playing surface of a compact disc
is a thin layer of a special injection moulded plastic mate-
rial, which is indented from the non-playing side, with a
series of ‘pits’, (Fig. 5.17).

The data stream shown in Fig. 5.18 to illustrate how a
disc is manufactured ‘conveniently’ has no consecutive
1s in the data stream; of course the digital data can com-
prise any combination of 0s and 1s, and instances will fre-
quently occur when there will be long series of 0s or 1s.

When a series of 1s occurs (Fig. 5.19) the following
problems can arise:

(a) the frequency rate will increase;
(b) the ‘pit’ length becomes too short, and would be

shorter than the track width;
(c) the high 1s rate can be integrated within the servo

circuits to create varying DC levels which can cause
the servo circuits to become unstable.
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Figure 5.16 Basic mechanical arrangement for disc recording.

Figure 5.17 Enlarged side view of compact disc, showing pits indented into the back of the playing surface.
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Figure 5.19 A long sequence of 1s.

When a series of 0s occurs the following problems can
arise:

(a) Without any 1s occurring at regular intervals, the
lock of the phase lock loop (PLL) controlling the
voltage controlled oscillator (VCO) within the CD
player decoder circuit can become unstable.

(b) If a long series of 0s causes long distances between
the pits or bumps, the ‘trackability’ of the player can
be affected due to long distances without any track
being present (Fig. 5.20)

To overcome these problems the method of eight to
fourteen modulation was devised, and is purely a process
of being able to effectively transfer the digital data onto
the compact disc without any of the problems that have
been previously outlined.

When a 16-bit word is prepared for the eight to four-
teen modulation process, the 16-bit word is split into two

8-bit words; this stage is easily achieved by taking the first
8 bits followed by the second 8 bits. Of the 8-bit sequence
of data there are 256 different combinations, from all the
0s through to all the 1s.

With the 14-bit code there are 16 364 possible combin-
ations, from all the 0s to all the 1s. However there are 267
of these combinations that satisfy the following criteria:

No two 1s are consecutive
A minimum of two 0s exist between two 1s
A maximum of ten 0s exist between two 1s

Of the 267 combinations that satisfy the above criteria,
256 have been specifically selected, and put, in effect,
into a ‘look-up’ table. Each 8-bit combination is then
‘paired’ with a specific 14-bit code, of which three ex-
amples are shown below:

0 0 0 0 0 0 1 0 = 1 0 0 1 0 0 0 0 1 0 0 0 0 0
0 1 0 1 1 0 0 1 = 1 0 0 0 0 0 0 0 0 0 0 1 0 0
1 1 1 1 1 1 0 0 = 0 1 0 0 0 0 0 0 0 1 0 0 1 0

The new 14-bit ‘symbols’ now represent the original data
information when ‘embodied’ onto the compact disc, and
when this information is retrieved from the disc within
the CD player, another ‘look-up’ table enables the 14-bit
data to be transferred back into the original 8-bit code,
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Figure 5.18 The sequence of dashes created where the laser beam has been switched on.

Figure 5.20 A long sequence of 0s.
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and two 8-bit ‘words’ together now comprise the original
16-bit word that was developed in the beginning.

The Eight to Fourteen Modulation Process (Fig. 5.21)

Consider the following 16-bit word
0 1 1 1 1 0 1 0 0 1 1 1 1 1 0 0

Figure 5.21 The eight to fourteen modulator.

which is split into two 8-bit words

0 1 1 1 1 0 1 0 0 1 1 1 1 1 0 0
and fed into the eight to fourteen modulator, where they
are converted into two 14-bit symbols:

1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0

Again consider the following 16-bit word

0 1 1 1 1 0 1 0 0 1 1 1 1 1 0 0
split into two 8-bit words

0 1 1 1 1 0 1 0 0 1 1 1 1 1 0 0

and fed into the eight to fourteen modulator (Fig. 5.22).

Figure 5.22 Details of eight to fourteen modulation on a
typical word.

Coupling Bits

From the above process, it can be observed that three
extra bits have been inserted between each 14-bit ‘sym-

bol’, which are referred to as coupling bits. The purpose
of these extra bits is to allow for the fact that throughout
the eight to fourteen modulation process, it could not be
guaranteed that when one 14-bit symbol ended in a 1,
that the next 14-bit symbol would not commence in a 1,
therefore disrupting the achievements gained with this
process.

The extra bits are inserted under ‘computer control’
by analysing subsequent symbols in order that the rele-
vant extra bits enable the required criteria to be main-
tained. In fact these extra bits are identified within the
processing circuits of the CD player and then literally
‘thrown away’ as they fulfil no further function.

Pit Lengths

As a result of the eight to fourteen modulation process,
there are only nine different ‘pit’ lengths to carry all the
necessary digital data and information for effective CD
player operation.

Reference is made in Fig. 5.23 to the final clock fre-
quency of 4.3218 MHz, which is the final ‘clock’ rate for
the data on compact disc, and will be referred to later.

Figure 5.23 (a) The nine possible pit lengths.
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Sync. Word

The final information to be inserted in the recording
sequence is the sync. word, which is used in the compact
disc player, as the ‘start point’ for the data to commence
the necessary processing, and also as a signal to be com-
pared for the disc speed control circuits.

The sync. signal is uniquely different to all other data
information on compact disc, and comprises a 24-bit
word as follows (Fig. 5.24):

1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0

The diagram showing how the track is laid down (Fig.
5.25) indicates how the data is positioned within one
frame.

The path of the original analogue signal from its humble
beginnings through to becoming an almost insignificant
part of a ‘pit’ or ‘bump’, depending upon which way you

are looking at the disc, or even the space between, has now
been completed.
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Figure 5.23 (b) comparison of pit lengths.

Figure 5.24 The sync. word.
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Compact disc technology is a very complex process,
and it is often a wonder that the technology works as well
as it does, especially when installed in a motor vehicle
bumping along some of the ‘better’ highways.

Many engineers have been known to almost run the
other way when it comes to compact disc player sevicing,
but with a reasonable amount of knowledge they do not
constitute a major problem, and having considered some
of the basic concepts of the compact disc, it is now

worthwhile considering a typical compact disc player and
its basic operation.

The block diagram of the compact disc player is shown
at Fig. 5.26. The main function of the unit is to play the
compact disc at the relevant speed and retrieve the digit-
al data from the disc by means of a reflected laser beam,
and reproduce that digital data back into the original
analogue form as accurately as possible.

Much of a compact disc player comprises various servo
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Figure 5.25 Basic compact disc system track detail.

Figure 5.26 Compact disc player – basic block diagram.
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systems that enable the laser beam to be accurately
focused onto the surface of the disc and simultaneously
track the laser beam across the surface of the disc, whilst
it is rotated at the correct speed.

All compact disc players are required to operate in a
specific manner, the sequence of which is controlled by
some form of system control. Most of the electronic
operations take place within large-scale integrated cir-
cuits, which despite their complexity, are usually
extremely reliable.

Mechanical operations are relatively simple and are
limited to motors to drive the disc, optical assembly and 
the loading and unloading mechanism, and a pair of coils
which enable the lens within the optical assembly to
move vertically and laterally.

Optical Assembly

A typical optical assembly arrangement is outlined in
Fig. 5.27, and is of the three beam type, which is typical of
optical assemblies in most CD players.

Reference to the diagram indicates that an optical
assembly, or pick-up unit, can comprise a fair number of
components, each of which are identified and described
as follows:

Laser and photo diode assembly

The laser diode (LD) emits a single beam of low power
infra-red laser light, the power of which is maintained at a
stabilised power level in conjunction with the photo diode
(PD) and an automatic power control (APC) circuit.

The laser output power of a typical optical assembly
within the domestic range of compact disc player is usu-
ally in the region of 0.12 mW (120 microwatts).

Diffraction grating

Most optical assemblies used in current compact disc play-
ers are of the three beam type, where the main beam is
used for data retrieval from the disc, as well as maintaining
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Figure 5.27 Optical assembly.
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focus of the laser beam onto the compact disc, and the
other two beams, side beams, provide the tracking
information. The diffraction grating, a very small lens
similar to the much larger ‘add on’ lens used in photog-
raphy to provide multiple images, enables the required
three beams to be obtained from the single laser beam.

Polarised prism

This prism enables the direct laser light to be passed
through to the compact disc, whilst the reflected light
from the disc is deflected towards the PD array. The
reflective surface of the prism is polarised to ensure that
the reflected light is efficiently passed to the PD array.

Collimation lens

This lens together with the objective lens ensures that the
correct focal length of the optical assembly is achieved.

Quarter-wave plate (polarising filter)

This filter causes the optical polarisation of the direct
laser beam compared to the reflected laser light from the
disc to differ by 90 degrees and ensures that the reflected
light is of the correct polarisation to be efficiently
deflected by the polarised prism towards the PD array.

Objective lens

This lens can be observed on the optical assembly and is
capable of moving vertically to enable focus to be
achieved onto the compact disc, and moving laterally to
allow the laser beam to track across the disc. To enable
the lateral and vertical movements to be achieved, a pair
of coils, one for each operation, are attached to the lens
and operated by the relevant servo control circuits.

Photo detector (PD) array

This unit comprises six photo diodes arranged as shown
in Fig. 5.28. These diodes are used to retrieve the digital
information from the compact disc, to develop the
signals for focusing the laser beam onto the disc and to
enable the laser beam to track across the disc.

The photo diodes are connected to separate circuits to
process the data retrieval, focus and tracking operations.
To obtain the required signal for the focus operation the
A, B, C, and D photo diodes are connected in a certain

manner to obtain the required signal in conjunction with
the effect of the cylindrical lens.

Figure 5.28 Photo detector array.

Cylindrical lens

The purpose of this lens is to enable the focus signal to be
developed. When the laser beam is in focus on the com-
pact disc, a circular beam of laser light, the centre beam,
will land equally on the surface of the centre four photo
diodes A, B, C, and D. Should the laser beam go out of
focus in one direction or the other (Fig. 5.29), the cylin-
drical lens will distort the beam into an ellipse, which will
effect the diagonal photo diodes A and D or B and D,
depending upon which direction the mis-focus has
occurred.

Figure 5.29 A method of developing the focus error signal.

Other methods of determining the focus error signal
have made their appearance during the development of
compact disc players, but the method described above is
typical of many of the optical assemblies currently in use.

Another method that made a brief appearance with
manufacturers was the critical angle prism (Fig. 5.30)
that made use of an optical phenomenon where by a
focused beam of light moved fractionally sideways when
reflected through a prism, with the angle of the reflected
surface set at a specific angle. This system was usually
associated with single-beam optical assemblies, but usu-
ally involved more complicated electronic circuitry to
develop the separate focus and tracking error signals.

The signals from the photo diode array are processed
to produce three basic signals, which comprise the data
from the disc, plus the focus and the tracking signals. The
basic circuit illustrated in Fig. 5.31 is normally contained
within an integrated circuit, with the relevant outputs as
indicated.
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Figure 5.30 Critical angle prism (angle of prism surface to
reflected laser beam = 42 degrees).

PD array outputs

The six photo diode elements provide outputs which are
related to reflected information from the playing surface
of the compact disc, with the four centre elements, A, B,
C, and D, being connected diagonally to form two pairs
of A and D as well as B and C. These two pairs are fed to
the focus error amplifier and also the summation ampli-
fier. Photo diode elements E and F are each fed to the
tracking error amplifier. (See Fig. 5.31.)

Figure 5.31 PD array signal processing.

Focus error amplifier

This circuit amplifies the two pairs of signals from the A,
B, C, and D elements, and then the signals are passed to
a differential amplifier to provide the focus error output,
the value and polarity of which is related to the amount
and direction of focus error.

When the in-focus situation is achieved, the focus error
signal will be zero, but when mis-focus occurs, then,
depending upon the direction that the out of focus situ-
ation arises, the polarity of the signal will be either
positive or negative with respect to zero, and the amount
or level of the signal will relate to the extent of the
mis-focus.

Tracking error amplifier

The outputs from the E and F elements are used for
tracking purposes only. As the compact disc rotates, the
helical track on the disc causes different amounts of
reflectivity from the surface of the disc: this, in turn,
develops an output from the differential amplifier which
produces the tracking error signal, a signal or voltage, the
value and polarity of which will be related to the amount
and direction of tracking error.

Summation amplifier

The input to this amplifier comprises the two pairs of out-
puts from the A, B, C, and D elements. These two pairs of
signals are summed or added together within this ampli-
fier to produce an output which is the sum of the four
centre elements added together. This signal is usually
referred to as the RF signal or eye pattern waveform (Fig.
5.32) and comprises the data information from the com-
pact disc which is to be further processed in order that the
original analogue audio information may be obtained.

Figure 5.32 Eye pattern waveform. Resultant signal due to
the variations in intensity of reflected laser beam light from the
playing surface or ‘pits’ on the compact disc. (T = one cycle of
4.3218 MHz).

The output from this amplifier is fed via a capacitor to
three more circuits. The purpose of the capacitor is
twofold; firstly to isolate any DC content from the sum-
mation amplifier and to produce an RF output signal,
comprising frequencies within the range of 196 to 720
kHz with the level varying either side of zero depending
upon the reflectivity of the laser beam from the playing
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surface of the compact disc. Secondly, the waveform
resulting from the reflected signals from the disc does not
tend to be symmetrical due to variations during disc
manufacture, as well as the actual shape of the pits or
bumps on the disc. Here the capacitor tends to ensure
that the waveform is reasonably symmetrical either side
of the zero line, and therefore as the waveform effect-
ively crosses the zero line, can indicate that a ‘1’ is pre-
sent within the data stream.

The RF or eye pattern waveform is characteristic of
any compact disc player and virtually any type of com-
pact disc. The period lengths are related to the differing
lengths of the ‘pits’ or ‘bumps’ on the playing surface of
the disc, which in turn are related to the final clock fre-
quency as a result of all the various processing of the data
that takes place prior to the recording of the data onto
the compact disc.

The shortest period in the waveforms are the result of
the shortest pit length or space between pits, and is
equivalent to three cycles of the final clock frequency of
4.3218 MHz. Each period length thereafter is equal to
the next pit length and therefore a further cycle of the
final clock frequency.

EFM comparator

The RF signal from the capacitor is now passed to the
EFM comparator, where it is effectively amplified to
provide a square wave output with clean or steep leading
and trailing edges. It is extremely important to obtain a
square output as the leading and trailing edges indicate
when a ‘1’ occurs within the data stream.

During the manufacturing process of the compact disc
in the injection mould or ‘pressing’ stage, variations in
quality can occur during the lifetime of a specific mould
as it begins to wear with each successive ‘pressing’, caus-
ing the edges of the pits or bumps to become less defined
(Fig. 5.33). This can result in problems within the com-
pact disc player of identifying when a pit starts or com-
mences, and thus impair its ability to produce a ‘1’ at the
correct point in time.

Figure 5.33 How poor quality pressing can effect pit shapes.

The EFM comparator within most CD players has two
inputs, one being the RF signal, and the other being the

ASY (asymmetry) voltage or reference voltage, which is
related to the timing of the EFM, or squared RF signal
waveform, compared with a phase locked clock (PLCK)
within the decoder, which after filtering, produces a refer-
ence voltage (ASY) for the EFM comparator to operate.
The resultant output from the comparator is now passed
to the decoder for further processing, to eventually enable
the required 16-bit data words to be obtained for conver-
sion back into their original analogue counterparts.

FOK amplifier

When a compact disc is inserted into the player, it is
necessary for the focus servo initially to operate the
objective lens to achieve focus onto the playing surface
of the disc. This is achieved by causing the lens to elevate
up and down, usually two or three times, and when focus
has been achieved, which is related to a maximum RF
signal from the disc, a HIGH output will be obtained
from the FOK amplifier (focus OK), which in turn
communicates to the relevant control circuits that focus
has been achieved.

In many players the FOK signal is also used to inform
the control circuits of the player that a disc is present and
ready for playing.

Mirror amplifier

The tracking servo enables the laser beam to move grad-
ually across the playing surface of the compact disc by a
combination of moving the objective sideways as well as
physically moving the complete optical assembly.

It is possible for the servo to allow the laser beam to
track between the tracks containing the digital informa-
tion, therefore it is essential for the tracking servo to
‘know’ that it is tracking correctly along the data track.

The mirror signal enables the control circuits to be
aware that incorrect tracking may be occurring, and this
is determined by the fact that this signal will be LOW
when actually ‘on track’ and HIGH when ‘off track’. If
this signal stays HIGH beyond a defined period of time,
the control circuit will effectively give the tracking servo
a ‘kick’ until the mirror signal maintains a LOW level,
thereby indicating an ‘on track’ condition.

The mirror signal is also used when track jumping
takes place when a new music track on the disc is selected
by the operator. The start of the required music track is
computed within the player and the optical assembly tra-
verses across the disc whilst simultaneously counting
individual tracks as they are crossed.
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Servo Circuits

Within most compact disc players there are usually four
individual servo systems:

Focus servo – To maintain the laser beam ‘in-focus’ on
the playing surface of the compact disc, by the vertical
movement of the objective 1 lens.

Tracking servo – To enable the laser beam to track
across the playing surface of the compact disc by the
sideways movement of the objective lens.

Carriage servo – Fractionally to move the optical
assembly when the objective lens begins to reach the
limits of its operation. This servo works in conjunction
with the tracking servo, and is often described as either
the sled servo or slider servo.

Spindle servo – The speed of the disc is related to the
position of the laser beam, and therefore the optical
assembly, as it obtains the data information from the
compact disc. The data rate from the compact disc is
compared to an internal reference within the compact
disc player, usually a crystal frequency source for sta-
bility, with a resultant signal to enable the compact
disc to rotate at the correct speed, which is in the
region of 500 rpm at the centre or start of the disc,
decreasing to around 180 rpm at the end of a 12 cm
compact disc. As the data is processed within the
decoder, the 16-bit data words are briefly stored in a
random access memory (RAM), and then taken out of
the memory as required. This operation is linked to the
crystal clock that drives the disc at the approximately
correct speed, and as the data is removed from the
memory, the disc speed will increase and decrease to
maintain a certain amount of data within the RAM.
This servo is frequently referred to as the disc servo or
occasionally as the turntable servo.

Focus servo (Fig. 5.34)

The focus servo amplifies the focus error signal and
applies the signal to the focus coil which is attached to the
objective lens, to enable it to move vertically to maintain
focus on the playing surface of the compact disc.

Figure 5.34 Focus servo.

The system control circuit controls the operation of
the servo, ensuring that it operates at the correct time
usually after the laser has been switched on. The first
operation is to cause the lens to move vertically in order
to search for the correct focal point; having achieved this,
and when the FOK signal has been received, the servo
will then be allowed to operate normally maintaining the
required ‘in-focus’ condition. During the focus search
sequence the first amplifier stage is normally switched off
to prevent the developing focus error signal from coun-
teracting the search operation.

Tracking servo (Fig. 5.35)

The tracking servo has many similarities to the focus
servo, but its function is to enable the tracking error sig-
nal to be amplified and passed to the tracking coil, which
in turn is attached to the objective lens to enable the rel-
evant sideways movement to maintain the tracking
requirement across the playing surface of the compact
disc.

Figure 5.35 Tracking servo.

The objective lens has only a limited amount of lateral
or sideways movement, approximately 2 mm, but as the
movement increases laterally this can be interpreted as
an increasing output from the tracking circuit which can
be used to drive the carriage servo when necessary.

Again the system control circuits control the operation
of the tracking servo, enabling the servo to commence
the tracking function when the compact disc is rotating,
which on many players commences after the laser has
been switched on and the focus servo has, in turn, com-
menced its own operation.

Carriage servo (Fig. 5.36)

The function of the carriage servo is to move the optical
assembly gradually across the surface of the compact disc
by driving the carriage motor which, in turn, is mechan-
ically connected via a long threaded drive to the optical
assembly. The gearing ratio is extremely high with the
effect that it can take up to 75 minutes, depending on the
playing time of the compact disc, to enable the optical
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assembly to cover the playing area of the disc, which can
be in the region of 4.5 cm.

Figure 5.36 Carriage servo

As the objective lens moves laterally, up to approxi-
mately 1 mm of movement, in conjunction with the track-
ing servo, the increasing signal to the tracking coil is
passed to the carriage servo where it is amplified. When
the output voltage has reached a level sufficient to oper-
ate the carriage motor, the motor operates to move the
optical assembly a very small amount. Simultaneously
the objective lens centralises its position again, with the
resultant decrease in the signal to the tracking coil stop-
ping the carriage motor, until the level has increased
again to repeat the process. This procedure continues
until the disc has completed the playing sequence.

Some compact disc players utilise a linear drive motor
system instead of a conventional motor, with a similar if
not more complicated operating process. Again the
servo is controlled by the system control circuit, which
allows the carriage servo to come into operation when
the tracking servo is functioning, but also signals can be
developed from the control circuit which drives the
motor during track location sequences when searching

for selected music tracks on the disc, as well as returning
the optical assembly back to the centre or start position
on completion of playing the compact disc, in readiness
for playing another.

Spindle servo

This servo is required to rotate the compact disc at the cor-
rect speed within the range of approximately 500 to 180
rpm. The data retrieved from the disc is compared to an
internal reference within the compact disc player to pro-
duce a control voltage which drives the disc at the correct
speed compatible with the correct data rate from the disc.

The effective clock frequency from the disc is 4.3218
MHz, with 588 bits of the digital information comprising
one frame of information. Dividing 4.3218 MHz by 588
provides a frame or sync. frequency of 7.35 kHz.

The majority of the spindle servo circuitry is contained
within the decoder, and despite its apparent complexity,
its operation proves to be extremely reliable in the
majority of compact disc players. When the compact disc
is operating normally the disc runs at a speed which
enables the surface speed passing the laser beam to be in
the region of 1.2 to 1.4 metres per second. As the optical
assembly tracks towards the outer edge of the disc the
disc will appear to slow down as it maintains a constant
linear velocity (CLV) of 1.2–1.4 m/s, which in effect is
maintaining a constant data rate from the disc. A simpli-
fied block diagram of the spindle motor is illustrated in
Fig. 5.37, with the four important sections being a crystal
reference oscillator, a phase locked loop voltage con-
trolled oscillator, together with rough and fine servos.
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Essentially the reference crystal oscillator is the ‘mas-
ter reference’ with respect to the overall operation of the
spindle servo. In most compact disc players the disc com-
mences spinning once the laser has been switched on and
focus has been achieved. The system control circuit
‘kick’ starts the motor, via the MON (motor ON) signal,
and as the motor gathers speed a period occurs during
which the effective data rate coming from the disc (the
EFM signal) approaches 4.3218 MHz. The EFM infor-
mation is passed to various sections but one particular
path is via a phase comparator to enable a voltage con-
trolled oscillator to produce an output frequency of
8.6436 MHz, which is twice the effective frequency from
the disc, to enable improved frequency lock and stability
of the VCO.

The VCO frequency is divided by two to produce the
CD clock frequency which is passed to the VCO timing
circuits to produce two frequencies of 612.5 Hz and
1.8375 MHz. At the same time the ‘master reference’ fre-
quency of 8.4672 MHz is passed to the crystal oscillator
timing circuits to produce the same two frequencies. The
higher frequency of 1.8375 MHz is used to control the
rough speed of the motor, whilst the lower frequency of
612.5 Hz becomes the phase or fine speed control.

The outputs from the coarse and fine servos are passed
to the CLV control and then on to the motor control to
provide the necessary signals to drive the spindle motor
at the correct speed.

The MDS and MDP provide the required motor speed
and phase signals, with the MON providing the motor
on/off control. The FSW signal controls the operation of
a filter circuit within the motor drive circuit to enable its
sensitivity to be varied to provide improved motor con-
trol, with a lower sensitivity whilst the motor is running
up to speed, and a higher sensitivity once the motor has
achieved the correct speed during normal playing of the
compact disc.

As the data is extracted from the disc, it is initially neces-
sary to identify the sync. signal, in order to identify the
14-bit symbols that immediately follow. These symbols
are now converted back into the original 8-bit words, and
the restructured 16-bit words are fed to the random
access memory (RAM) for the purpose of error correc-
tion and re-assembling the data words back into their
correct order (de-interleaving).

Within the RAM there are defined upper and lower
limits of acceptable data storage, identifiable by the
RAM address lines, and should the storage fall below the
lower acceptable level the disc is momentarily increased
in speed, effectively to top up the RAM to within the
accepted limits. Likewise, as the upper limit is reached
then the disc speed is momentarily decreased to prevent
overloading the memory, with subsequent loss of infor-
mation. This fractional variation in speed is achieved by

altering part of the dividing function within the crystal
oscillator timing circuit to slightly alter the phase servo
control to increase or decrease the speed accordingly.

Many references are made to the fact that the wow and
flutter of compact disc is virtually immeasurable, whilst
from the foregoing it is fairly obvious that the spindle
motor suffers excessive wow and flutter, but the fact that
the data is clocked through the random access memory at
a rate linked to the crystal reference oscillator, the stabil-
ity of which may be measured in so many parts per mil-
lion, reduces wow and flutter to this same order of
magnitude.

The Decoder

Much of the spindle servo circuitry is usually contained
within the decoder, but despite its apparently small size
as component within the compact disc player, usually
about the size of a standard postage stamp, it is fair to say
that the decoder does quite a lot of work, with the sup-
port of a small amount of external circuitry.

Figure 5.38 illustrates the main features of the decoder
section of a compact disc player. Most of the decoder sec-
tion of a compact disc player is contained within an inte-
grated circuit, the size of which is comparable to that of a
postage stamp.

Once the data from the disc has been initially processed
from the original pits or bumps, the data is identified as
the eight to fourteen modulation (EFM) signal and thus
becomes the input to the decoder. Amongst the many
processes that now takes place, this signal is used to phase
lock a voltage controlled oscillator (VCO), usually oper-
ating at 8.64 MHz, twice the effective compact disc clock
frequency. The sync signal is removed within the 23-bit
shift register, and passed to the frame sync circuits, with
the main bulk of the data now passing to the EFM
demodulator. Within the EFM demodulator, the 14-bit
symbols are restored to their original 8-bit counterparts,
with the three coupling bits being virtually discarded.
With the exception of the 8-bit control word, the remain-
ing 8-bit data words are now paired together to form the
original 16-bit data words that are in effect the digital
samples of the original analogue information, but in a
‘jumbled up’ condition as a result of the interleaving
process.

De-interleaving takes place with the use of the random
access memory, with error correction being applied
using interpolation and relevant substitutions from the
RAM as applicable, resulting from the error correction
information contained within the CRCC data from the
disc. The 8-bit control word is detected by the sub-code
detector, with the P and Q bits being utilised accordingly.

86 Compact  Disc Technology

chp5.ian  4/7/98 2:58 PM  Page 86



System control plays its own part in the operation of
the CD player by ‘kick starting’ the disc and detecting
that data is being retrieved from the disc. If any errors are
being detected the system control will make decisions as
to the type of correction to be applied, and if too many
errors occur will, in due course, stop the operation of the
player. An interface is also present to link up to the focus
and tracking servos to ensure their correct operation.

The final digital data for processing into analogue can
be either in serial or parallel form, with serial data being
the normal requirement for domestic CD players, and is
usually fed in modern players to a digital filter for the
next stage of processing.

The complete decoder operation is strictly controlled
by the crystal control circuit which acts as a master refer-
ence for the majority of the decoder functions.

Digital Filtering and Digital to Analogue Conversion

When the digital data has been converted back into its
original analogue form, it is necessary to pass the ana-
logue signals through a filter network to remove any
effects of the sampling frequency, 44.1 kHz, which would
appear as interference in the form of aliasing noise in the
analogue output circuits. In order that the effects of the
interference are minimised it is essential that the first
subharmonic of the sampling frequency, 22.05 kHz is
removed to ensure that any effects from 44.1 kHz will be
minimal (Fig. 5.39). However the filter cut-off character-
istics must operate from 20 kHz to 20.05 kHz, a cut-off

rate which is not possible with conventional inductive,
capacitive, resistive filters without degrading the ana-
logue top-end frequency response, which was a problem
with the earlier compact disc players.

Figure 5.39 Problems with conventional sampling at
Fs = 44.1 kHz.

Many developments have occurred within compact
disc players with respect to improvements in the digital
to analogue conversion and filtering stages, and whilst fil-
tering is an area to be improved, it is worthwhile consider-
ing the restructuring of the analogue information from
the digital data from the compact disc (Fig. 5.40).

As can be seen from Fig. 5.40 another problem occurs
with respect to quantisation noise, whereby noise pulses
can occur at the sampling points, which though at 44.1
kHz, can still cause effects to decrease the signal to noise
ratio of the CD player.
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A method of overcoming both of these problems, i.e.
reduction in the high frequency response in order to
overcome aliasing noise and the effect of quantisation
noise, is to introduce the technique of oversampling. But
it must be remembered that the digital data on the com-
pact disc is effectively 16-bit data words at a sampling fre-
quency of 44.1 kHz and therefore cannot be altered,
whereas techniques within the CD player can.

By the use of additional memory, delaying and multi-
plication techniques it is possible to make acceptable
predictions of a data word that can be included between
any two of the sampling points described in Fig. 5.40.

A simple method of describing the achievement of an
additional data word which can be effectively ‘fitted in
between’ two original samples is by interpolation, i.e.
add two consecutive data words together, divide by two
and fit the result in between the two original samples.
Two important factors emerge from this concept:

1. The sampling frequency must double in frequency to
88.2 kHz.

2. Quantisation noise will reduce, thereby improving
the signal to noise ratio.

The effective doubling of the sampling frequency
ensures that a conventional filter can be used to remove
the first sub-harmonic, which is now 44.1 kHz, with the
effect of improving the high frequency response of the
CD player.

Figures 5.41 (a) and (b) illustrate the effect of two
times and four times oversampling techniques, though
many players utilise even higher sampling frequencies,
especially in the realms of bit stream digital to analogue
methods which will be highlighted later.

Figure 5.41 Oversampling: (a) two times oversampling.
Fs = 88.2 kHz: (b) four times oversampling, Fs = 176.4 kHz.
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The frequency response of the filtering circuits in the
output stages is illustrated in Fig. 5.42, where a new sam-
pling frequency of four times the standard used on the
compact disc, i.e. 176.4 kHz, enables a more conven-
tional filter with less steep characteristics, to be designed.

Digital filtering

The increases in the sampling frequencies can be
achieved by multiplication and delaying techniques as
illustrated in Fig. 5.43.

From Fig. 5.42 it may be appreciated with the concept
of four times oversampling it is possible to obtain three
extra digitally produced data words, which are in fact

predictions, to be inserted between any two actual sam-
ples from the compact disc.

With the technique of delaying the original 16-bit data
words, and then multiplying each resultant word four
times, each multiplication being a different co-efficient, a
resultant series of 28-bit words are produced. By sum-
ming a complete sequence or group of these resultant
28-bit words, a weighted average of a large number of
samples can be achieved, and whilst this description
relates to four times oversampling, further improve-
ments can be achieved using eight times oversampling,
where the sampling frequency now becomes 352.8 kHz.

The resultant 28-bit data words are passed to noise
shaping circuits where further improvements in the sig-
nal to noise ratio can be achieved.
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Noise shaping

Noise shaping circuits (Fig. 5.44) can be used to improve
the signal to noise ratio, by utilising the fact that the noise
level of the signal is contained within the least significant
bit area, and by extracting the 12-least significant bits and
delaying them by one sampling period and then subtract-
ing the resultant from the input signal, the output com-
prises the 16 most significant bits. Figure 5.42 provides an
example of this concept, and can be identified as a single
integration type of noise shaping circuit.

More complex types are available comprising double
integration or even multi-stage noise shaping (MASH)
circuits, all of which are progressions in the evolution, by
various manufacturers, of the processing of the original
16-bit data words coming from the compact disc. The
basic concept of these will be covered at a later stage.

The 16-bit data words from the noise shaping circuit
can now be passed to the digital to analogue convertor for
restoring back into the original analogue information.

Digital to analogue conversion

The 16-bit data words are passed to the D to A convertor
where the data information in terms of 0s and 1s controls
internal switches to enable a current to be produced that

ideally relates to the original analogue value of the signal
when it was first recorded onto compact disc.

The simplified diagram (Fig. 5.45) illustrates a series of
current generators, each of which provide a current that
is equal to half of the current provided by its left-hand
counterpart. The left-hand current generator will pro-
vide half of the total value of current available.

Figure 5.45 Digital to analogue conversion by current
switching.

The 16-bit data word is passed into the circuit, and
whenever a 1 occurs within the word, the relevant switch
S1–S16 will close, and the sum of the currents related to
where the 1s occur will pass the current to voltage con-
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vertor to provide an output which should be equivalent
to the original analogue value at the moment of sampling
or quantisation during the recording process.

Each subsequent data word will therefore enable the
original analogue signal to be sequentially restructured,
and therefore the speed of operation is related to the
sampling frequency of the data words being applied.
However D to A convertors suffer from inherent prob-
lems that can cause discrepancies in the output signal in
the form of non-linearity errors, zero cross-over distor-
tion and glitches.

Non-linearity errors

Each current generator is usually formed by a resistive
network to enable a specific current to flow, and it is
essential for each generator to be a specific fraction of the
one next to it. Thus if the MSB current generator is
designed to provide half of the total current required,
then the next generator must provide half of that value
and so forth. Any variations of these tolerances will not
enable a faithful reproduction of the original analogue
signal to be achieved.

Zero cross-over distortion

When the analogue signal is operating within its positive
half cycle the 16-bit digital data will be the complement
of its opposite negative value, thus as the analogue signal
traverses the zero cross-over point the sequence of bits
will be reversed. The MSB during the positive half cycle
is always a 0, whilst during the negative half cycle the
MSB will always be a 1. Therefore with low level signals
and any non-linearity within the LSB area of the D to A
convertor, distortion of the signal output can be caused.

Glitches

These are caused when any of the switches do not oper-
ate at the precise moment of the occurrence of each rele-
vant bit, with the result that an incorrect output can be
momentarily achieved.

To overcome some of these problems, 18-bit and 20-
bit D to A convertors have been designed which enable a
more faithful replication of the original signal to be
achieved. Eighteen or 20-bit data words can be derived
from the digital filtering or oversampling process, but
whether it be a 16, 18 or even 20-bit D to A convertor,
accurate manufacture of these items for the domestic
compact disc player can prove extremely expensive.

Another method of digital to analogue conversion

proving to be extremely popular with modern players is
the bit stream or one bit system.

As previously mentioned there has been a gradual
evolution, by various manufacturers, regarding the pro-
cessing of the digital data back into its original analogue
form as accurately as possible, and noise shaping is an
essential pre-requisite.

Multi-stage noise shaping

The digital input from the digital filter can be in the
order of 16-bit data words at a sampling frequency of
eight times the original sampling frequency (i.e. 8F

s
=

8 × 44.1 kHz = 352.8 kHz). This implies that there are
seven interpolated samples between any two data words
from the compact disc. The multi-stage noise shaping
circuit now processes the digital input at a much higher
rate, in the order of 32 times the original sampling fre-
quency (i.e. 32F

s
= 44.1 kHz × 32 = 1.411 MHz); it

would appear at this stage that frequencies are becom-
ing inordinately high when compared to the original
sampling frequency. But the implication now is that at
32F

s
there must be 31 interpolated samples between any

two data words from the disc, and as a result of this it is
now not necessary to maintain such a high number of
bits in each data word. In fact the output from the
MASH circuit (Fig. 5.46) is in 4-bit form, which will pro-
vide sufficient detail to effectively indicate the analogue
content in due course.

Figure 5.46 Multistage noise shaping.

The 4-bit output is passed to a pulse width modulator,
in which 11 of the possible 4-bit combinations are used to
provide 11 different pulse widths, the width of these
pulses being related to the analogue information. By
passing these varying pulse widths to a low-pass filter, or
integrator, the required analogue output is obtained.
(See Fig. 5.47.)

Whilst a high clock frequency is used, timing circuits
will provide the relevant clock frequencies for the
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different circuits. The output from the pulse width
modulator is described as 1-bit information insomuch
that it is a series of single pulses the width of which is
varying, up to eleven different widths, and is therefore
not a stream of data.

Figure 5.47 Pulse width modulation.

Passing the information through a low-pass filter
enables the original analogue information to be
retrieved with much greater accuracy and simplicity
compared to the more conventional method of digital to
analogue conversion, and therefore the problems of non-
linearity, zero cross-over distortion, and glitches are
resolved. There is, however, one main problem with this
method and that is jitter (Fig. 5.48), which is related to
the accuracy of the actual start and finishing points of
each pulse width, and which can effect the final sound
quality. This can be quite effectively resolved by a fur-
ther development of the bit stream concept with the
introduction of pulse density modulation, instead of
pulse width modulation. In effect, a varying series of very
high frequency pulses (384 F

s
i.e. 16.934 MHz), are used,

and again, passing these through the low-pass filter pro-
duces the desired analogue output.

Figure 5.48 1 bit pulses, locked to the clock, but varying 
in width.

With the pulse density concept the circuit arrange-
ment is virtually identical, the main difference being that
instead of producing varying pulse widths, suffering from

possible jitter, a stream of 384 F
s
pulses is used, the num-

ber or density of which will relate to the original ana-
logue output from the low-pass filter. (See Fig. 5.49.)

The pulse density modulation or bit stream principle is
virtually the latest technology being utilised within com-
pact disc players and it is difficult to see where further
developments can occur. No doubt the Sony MiniDisc
will be the next development as a source of permanent
recorded material for domestic use, with the probability
of digital audio tape (DAT) and/or digital compact cas-
sette (DCC) being the main future concerning owner
recordable material until the compact disc recorder
makes its long awaited appearance for general domestic
use.

Figure 5.49 Pulse density modulation.

This compact disc technology section is intended for
the reader to achieve an appreciation of most of the con-
cepts being used with this particular aspect of recorded
media, providing an overall view without emphasising
any particular manufacturers methods or techniques.
For any reader wishing to pursue any particular topic in
greater depth there is available a wide range of publica-
tions of which a brief selection is offered below.
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In the previous chapters the conversion from analogue
signals into the digital domain was discussed. Once such
a conversion has taken place, audio has become data,
and a digital audio recorder is no more than a data
recorder adapted to record samples from convertors.
Provided that the original samples are reproduced with
their numerical value unchanged and with their original
timebase, a digital recorder causes no loss of information
at all. The only loss of information is due to the conver-
sion processes unless there is a design fault or the equip-
ment needs maintenance. In this chapter John
Watkinson explains the various techniques needed to
record audio data.

Types of Media

There is considerably more freedom of choice of digital
media than was the case for analogue signals, and digital
media take advantage of the research expended in com-
puter recording.

Digital media do not need to be linear, nor do they
need to be noise-free or continuous. All they need to do
is allow the player to be able to distinguish some replay
event, such as the generation of a pulse, from the lack of
such an event with reasonable rather than perfect reli-
ability. In a magnetic medium, the event will be a flux
change from one direction of magnetisation to another.
In an optical medium, the event must cause the pickup to
perceive a change in the intensity of the light falling on
the sensor. In CD, the contrast is obtained by interfer-
ence. In some discs it will be through selective absorption
of light by dyes. In magneto-optical discs the recording
itself is magnetic, but it is made and read using light.

Magnetic recording

Magnetic recording relies on the hysteresis of certain
magnetic materials. After an applied magnetic field is

removed, the material remains magnetised in the same
direction. By definition the process is non-linear, and
analogue magnetic recorders have to use bias to linearise
it. Digital recorders are not concerned with the non-
linearity, and HF bias is unnecessary.

Figure 6.1 shows the construction of a typical digital
record head, which is just like an analogue record head. A
magnetic circuit carries a coil through which the record
current passes and generates flux. A non-magnetic gap
forces the flux to leave the magnetic circuit of the head
and penetrate the medium. The current through the head
must be set to suit the coercivity of the tape, and is
arranged to almost saturate the track. The amplitude of
the current is constant, and recording is performed by
reversing the direction of the current with respect to
time. As the track passes the head, this is converted to the
reversal of the magnetic field left on the tape with respect
to distance. The recording is actually made just after the
trailing pole of the record head where the flux strength
from the gap is falling. The width of the gap is generally
made quite large to ensure that the full thickness of the
magnetic coating is recorded, although this cannot be
done if the same head is intended to replay.

Figure 6.1 A typical ferrite head-windings are placed on
alternate sides to save space, but parallel magnetic circuits
have high crosstalk.
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Figure 6.2 shows what happens when a conventional
inductive head, i.e. one having a normal winding, is used
to replay the track made by reversing the record current.
The head output is proportional to the rate of change of
flux and so only occurs at flux reversals. The polarity of
the resultant pulses alternates as the flux changes and
changes back. A circuit is necessary which locates the
peaks of the pulses and outputs a signal corresponding to
the original record current waveform.

The head shown in Fig. 6.2 has the frequency response
shown in Fig. 6.3. At DC there is no change of flux and no
output. As a result inductive heads are at a disadvantage
at very low speeds. The output rises with frequency until
the rise is halted by the onset of thickness loss. As the fre-
quency rises, the recorded wavelength falls and flux from
the shorter magnetic patterns cannot be picked up so far
away. At some point, the wavelength becomes so short
that flux from the back of the tape coating cannot reach
the head and a decreasing thickness of tape contributes
to the replay signal. In digital recorders using short wave-
lengths to obtain high density, there is no point in using
thick coatings. As wavelength further reduces, the fa-
miliar gap loss occurs, where the head gap is too big to
resolve detail on the track.

Figure 6.2 Basic digital recording. At (a) the write current in
the head is reversed from time to time, leaving a binary magnet-
isation pattern shown at (b) When replayed, the waveform at
(c) results because an output is only produced when flux in the
head changes. Changes are referred to as transitions.

Figure 6.3 The major mechanisms defining magnetic 
channel bandwidth.

As can be seen, the frequency response is far from
ideal, and steps must be taken to ensure that recorded
data waveforms do not contain frequencies which suffer
excessive losses.

A more recent development is the magneto-resistive
(MR) head. This is a head which measures the flux on the
tape rather than using it to generate a signal directly.
Flux measurement works down to DC and so offers
advantages at low tape speeds. Unfortunately flux meas-
uring heads are not polarity conscious and if used
directly they sense positive and negative flux equally, as
shown in Fig. 6.4. This is overcome by using a small extra
winding carrying a constant current. This creates a
steady bias field which adds to the flux from the tape. The
flux seen by the head now changes between two levels
and a better output waveform results.

Figure 6.4 The sensing element in a magneto-resistive head is
not sensitive to the polarity of the flux, only the magnitude. At
(a) the track magnetisation is shown and this causes a bidirec-
tional flux variation in the head as at (b) resulting in the mag-
nitude output at (c) However, if the flux in the head due to the
track is biased by an additional field, it can be made unipolar as
at (d) and the correct output waveform is obtained.

Recorders which have low head-to-medium speed,
such as DCC (Digital Compact Cassette) use MR heads,
whereas recorders with high speeds, such as DASH
(digital audio stationary head), RDAT (rotary head
digital audio tape) and magnetic disc drives use inductive
heads.

Heads designed for use with tape work in actual con-
tact with the magnetic coating. The tape is tensioned to
pull it against the head. There will be a wear mechanism
and need for periodic cleaning.

In the hard disc, the rotational speed is high in order to
reduce access time, and the drive must be capable of stay-
ing on line for extended periods. In this case the heads do
not contact the disc surface, but are supported on a
boundary layer of air. The presence of the air film causes
spacing loss, which restricts the wavelengths at which the
head can replay. This is the penalty of rapid access.
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Digital audio recorders must operate at high density in
order to offer a reasonable playing time. This implies
that the shortest possible wavelengths will be used. Fig-
ure 6.5 shows that when two flux changes, or transitions,
are recorded close together, they affect each other on
replay. The amplitude of the composite signal is reduced,
and the position of the peaks is pushed outwards. This is
known as inter-symbol interference, or peak-shift distor-
tion and it occurs in all magnetic media.

Figure 6.5 (a) Peak shift distortion can be reduced by (b)
equalization in replay or (c) precompensation.

The effect is primarily due to high frequency loss and it
can be reduced by equalisation on replay, as is done in
most tapes, or by pre-compensation on record as is done
in hard discs.

Optical discs

Optical recorders have the advantage that light can be
focused at a distance whereas magnetism cannot. This
means that there need be no physical contact between
the pickup and the medium and no wear mechanism.

In the same way that the recorded wavelength of a
magnetic recording is limited by the gap in the replay
head, the density of optical recording is limited by the
size of light spot which can be focused on the medium.
This is controlled by the wavelength of the light used and
by the aperture of the lens. When the light spot is as small
as these limits allow, it is said to be diffraction limited.
The recorded details on the disc are minute, and could
easily be obscured by dust particles. In practice the infor-
mation layer needs to be protected by a thick transparent
coating. Light enters the coating well out of focus over a
large area so that it can pass around dust particles, and
comes to a focus within the thickness of the coating.
Although the number of bits per unit area is high in optic-
al recorders the number of bits per unit volume is not as
high as that of tape because of the thickness of the coat-
ing.

Figure 6.6 shows the principle of readout of the com-
pact disc which is a read-only disc manufactured by
pressing. The track consists of raised bumps separated by
flat areas. The entire surface of the disc is metallised, and
the bumps are one quarter of a wavelength in height. The
player spot is arranged so that half of its light falls on top
of a bump, and half on the surrounding surface. Light
returning from the flat surface has travelled half a wave-
length further than light returning from the top of the
bump, and so there is a phase reversal between the two
components of the reflection. This causes destructive
interference, and light cannot return to the pickup. It
must reflect at angles which are outside the aperture of
the lens and be lost. Conversely, when light falls on the
flat surface between bumps, the majority of it is reflected
back to the pickup. The pickup thus sees a disc appar-
ently having alternately good or poor reflectivity.

Figure 6.6 CD readout principle and dimensions. The
presence of a bump causes destructive interference in the
reflected light.

Some discs can be recorded once, but not subsequently
erased or re-recorded. These are known as WORM
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(write once read mostly) discs. One type of WORM disc
uses a thin metal layer which has holes punched in it on
recording by heat from a laser. Others rely on the heat
raising blisters in a thin metallic layer by decomposing
the plastic material beneath. Yet another alternative is a
layer of photo-chemical dye which darkens when struck
by the high powered recording beam. Whatever the
recording principle, light from the pickup is reflected
more or less, or absorbed more or less, so that the pickup
once more senses a change in reflectivity. Certain
WORM discs can be read by conventional CD players
and are thus called recordable CDs, whereas others will
only work in a particular type of drive.

Magneto-optical discs

When a magnetic material is heated above its Curie tem-
perature, it becomes demagnetised, and on cooling will
assume the magnetisation of an applied field which
would be too weak to influence it normally. This is the
principle of magneto-optical recording used in the Sony
MiniDisc. The heat is supplied by a finely focused laser,
the field is supplied by a coil which is much larger.

Figure 6.7 assumes that the medium is initially
magnetised in one direction only. In order to record, the
coil is energised with the waveform to be recorded. This
is too weak to influence the medium in its normal state,
but when it is heated by the recording laser beam the
heated area will take on the magnetism from the coil
when it cools. Thus a magnetic recording with very small
dimensions can be made.

Figure 6.7 The thermomagneto-optical disk uses the heat
from a laser to allow a magnetic field to record on the disk.

Readout is obtained using the Kerr effect, which is the
rotation of the plane of polarisation of light by a mag-
netic field. The angle of rotation is very small and needs a

sensitive pickup. The recording can be overwritten by
reversing the current in the coil and running the laser
continuously as it passes along the track.

A disadvantage of magneto-optical recording is that
all materials having a Curie point low enough to be use-
ful are highly corrodible by air and need to be kept under
an effectively sealed protective layer.

All optical discs need mechanisms to keep the pickup
following the track and sharply focused on it, and these
will be discussed in the chapter on CD and need not be
treated here.

The frequency response of an optical disc is shown in
Figure 6.8. The response is best at DC and falls steadily to
the optical cut-off frequency. Although the optics work
down to DC, this cannot be used for the data recording.
DC and low frequencies in the data would interfere with
the focus and tracking servos. In practice the signal from
the pickup is split by a filter. Low frequencies go to the
servos, and higher frequencies go to the data circuitry.
As a result the data channel has the same inability to han-
dle DC as does a magnetic recorder, and the same tech-
niques are needed to overcome it.

Figure 6.8 Frequency response of laser pickup. Maximum
operating frequency is about half of cut-off frequency F

c
.

Recording Media Compared

Of the various media discussed so far, it might be thought
that one would be the best and would displace all the
others. This has not happened because there is no one
best medium; it depends on the application.

Random access memory (RAM) offers extremely short
access time, but the volume of data generated by digital
audio precludes the use of RAM for anything more than a
few seconds because it would be too expensive. In add-
ition loss of power causes the recording to be lost.

Tape has the advantage that it is thin and can be held
compactly on reels. However, this slows down the access
time because the tape has to be wound, or shuttled, to the
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appropriate place. Tape is, however, inexpensive, long
lasting and is appropriate for archiving large quantities
of data.

On the other hand, discs allow rapid access because
their entire surface is permanently exposed and the pos-
itioner can move the heads to any location in a matter of
milliseconds. The capacity is limited compared to tape
because in the case of magnetic discs there is an air gap
between the medium and the head. Exchangeable discs
have to have a certain minimum head flying height below
which the risk of contamination and a consequent head
crash is too great. In Winchester technology the heads and
disc are sealed inside a single assembly and contamin-
ants can be excluded. In this case the flying height can be
reduced and the packing density increased as a conse-
quence. However, the disc is no longer exchangeable. In
the case of optical discs the medium itself is extremely
thick and multiple platter drives are impracticable
because of the size of the optical pickup.

If the criterion is access time, discs are to be preferred.
If the criterion is compact storage, tape is to be preferred.
In computers, both technologies have been used in a
complementary fashion for many years. In digital audio
the same approach could be used, but to date the steps
appear faltering.

In tape recording, the choice is between rotary and sta-
tionary heads. In a stationary head machine, the narrow
tracks required by digital recordings result in heads with
many parallel magnetic circuits, each of which requires
its own read and write circuitry. Gaps known as guard
bands must be placed between the tracks to reduce
crosstalk. Guard bands represent wasted tape.

In rotary head machines, the tracks are laid down by a
small number of rapidly rotating heads and less read/write
circuitry is required. The space between the tracks is con-
trolled by the linear tape speed and not by head geometry
and so any spacing can be used. If azimuth recording is
used, as described on page 108 no guard bands are neces-
sary. A further advantage of rotary head recorders is that
the high head to tape speed raises the frequency of the off-
tape signals, and with a conventional inductive head this
results in a larger playback signal compared to the ther-
mal noise from the head and the preamplifiers.

As a result the rotary head tape recorder offers the
highest storage density yet achieved, despite the fact that
available formats are not yet in sight of any fundamental
performance limits.

Some Digital Audio Processes Outlined

Whilst digital audio is a large subject, it is not necessarily
a difficult one. Every process can be broken down into

smaller steps, each of which is relatively easy to assimi-
late. The main difficulty with study is not following the
simple step, but to appreciate where it fits in the overall
picture. The next few sections illustrate various import-
ant processes in digital audio and show why they are nec-
essary. Such processes are combined in various ways in
real equipment.

The sampler

Figure 6.9 consists of an ADC which is joined to a DAC
by way of a quantity of random access memory (RAM).
What the device does is determined by the way in which
the RAM address is controlled. If the RAM address
increases by one every time a sample from the ADC is
stored in the RAM, a recording can be made for a short
period until the RAM is full. The recording can be played
back by repeating the address sequence at the same clock
rate but reading data from the memory into the DAC.
The result is generally called a sampler. By running the
replay clock at various rates, the pitch and duration of
the reproduced sound can be altered. At a rate of one
million bits per second, a megabyte of memory gives only
eight seconds’ worth of recording, so clearly samplers
will be restricted to a fairly short playing time.

Figure 6.9 In the digital sampler, the recording medium is a
random access memory (RAM). Recording time available is
short compared to other media, but access to the recording is
immediate and flexible as it is controlled by addressing the
RAM.

Using data reduction, the playing time of a RAM based
recorder can be extended. Some telephone answering
machines take messages in RAM and eliminate the cas-
sette tape. For pre-determined messages read only mem-
ory (ROM) can be used instead as it is non-volatile.
Announcements in aircraft, trains and elevators are one
application of such devices.

The programmable delay

If the RAM of Fig. 6.9 is used in a different way, it can be
written and read at the same time. The device then
becomes an audio delay. Controlling the relationship
between the addresses then changes the delay. The
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addresses are generated by counters which overflow to
zero after they have reached a maximum count. As a
result the memory space appears to be circular as shown
in Fig. 6.10. The read and write addresses are driven by a
common clock and chase one another around the circle.
If the read address follows close behind the write
address, the delay is short. If it just stays ahead of the
write address, the maximum delay is reached. Program-
mable delays are useful in TV studios where they allow
audio to be aligned with video which has been delayed in
various processes. They can also be used in auditoria to
align the sound from various loudspeakers.

Figure 6.10 TBC memory is addressed by a counter which
periodically overflows to give a ring structure. Memory allows
read side to be non-synchronous with write side.

In digital audio recorders, a device with a circular mem-
ory can be used to remove irregularities from the replay
data rate. The offtape data rate can fluctuate within limits
but the output data rate can be held constant. A memory
used in this way is called a timebase corrector. All digital
recorders have timebase correctors to eliminate wow and
flutter.

Time compression

When samples are converted, the ADC must run at a
constant clock rate and it outputs an unbroken stream of
samples. Time compression allows the sample stream to
be broken into blocks for convenient handling.

Figure 6.11 shows an ADC feeding a pair of RAMs.
When one is being written by the ADC, the other can be
read, and vice versa. As soon as the first RAM is full, the
ADC output switched to the input of the other RAM so
that there is no loss of samples. The first RAM can then be
read at a higher clock rate than the sampling rate. As a
result the RAM is read in less time than it took to write it,
and the output from the system then pauses until the se-
cond RAM is full. The samples are now time-compressed.
Instead of being an unbroken stream which is difficult to
handle, the samples are now arranged in blocks with con-
venient pauses in between them. In these pauses numer-
ous processes can take place. A rotary head recorder
might switch heads; a hard disc might move to another
track. On a tape recording, the time compression of the
audio samples allows time for synchronising patterns,
subcode and error-correction words to be recorded.

In digital audio recorders which use video cassette
recorders (VCRs) time compression allows the continu-
ous audio samples to be placed in blocks in the unblanked
parts of the video waveform, separated by synchronising
pulses.

Subsequently, any time compression can be reversed
by time expansion. Samples are written into a RAM at the
incoming clock rate, but read out at the standard sampling
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Figure 6.11 In time compression, the unbroken real-time stream of samples from an ADC is broken up into discrete blocks. This is
accomplished by the configuration shown here. Samples are written into one RAM at the sampling rate by the write clock. When
the first RAM is full, the switches change over, and writing continues into the second RAM whilst the first is read using a higher
frequency clock. The RAM is read faster than it was written and so all of the data will be output before the other RAM is full. This
opens spaces in the data flow which are used as described in the text.
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rate. Unless there is a design fault, time compression is
totally inaudible. In a recorder, the time-expansion stage
can be combined with the timebase-correction stage so
that speed variations in the medium can be eliminated at
the same time. The use of time compression is universal
in digital audio recording. In general the instantaneous
data rate at the medium is not the same as the rate at the
convertors, although clearly the average rate must be the
same.

Another application of time compression is to allow
more than one channel of audio to be carried on a single
cable. If, for example, audio samples are time com-
pressed by a factor of two, it is possible to carry samples
from a stereo source in one cable.

In digital video recorders both audio and video data
are time compressed so that they can share the same
heads and tape tracks.

Synchronisation

In addition to the analogue inputs and outputs, con-
nected to convertors, many digital recorders have digital
inputs which allow the convertors to be bypassed. This
mode of connection is desirable because there is no loss
of quality in a digital transfer. Transfer of samples
between digital audio devices is only possible if both use
a common sampling rate and they are synchronised. A
digital audio recorder must be able to synchronise to the
sampling rate of a digital input in order to record the
samples. It is frequently necessary for such a recorder to

be able to play back locked to an external sampling rate
reference so that it can be connected to, for example, a
digital mixer. The process is already common in video
systems but now extends to digital audio.

Figure 6.12 shows how the external reference locking
process works. The timebase expansion is controlled by
the external reference which becomes the read clock for
the RAM and so determines the rate at which the RAM
address changes. In the case of a digital tape deck, the
write clock for the RAM would be proportional to the
tape speed. If the tape is going too fast, the write address
will catch up with the read address in the memory,
whereas if the tape is going too slow the read address will
catch up with the write address. The tape speed is con-
trolled by subtracting the read address from the write
address. The address difference is used to control the
tape speed. Thus if the tape speed is too high, the mem-
ory will fill faster than it is being emptied, and the address
difference will grow larger than normal. This slows down
the tape.

Thus in a digital recorder the speed of the medium is
constantly changing to keep the data rate correct.
Clearly this is inaudible as properly engineered timebase
correction totally isolates any instabilities on the
medium from the data fed to the convertor.

In multitrack recorders, the various tracks can be syn-
chronised to sample accuracy so that no timing errors can
exist between the tracks. In stereo recorders image shift
due to phase errors is eliminated.

In order to replay without a reference, perhaps to pro-
vide an analogue output, a digital recorder generates a
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Figure 6.12 In a recorder using time compression, the samples can be returned to a continuous stream using RAM as a timebase
corrector (TBC). The long-term data rate has to be the same on the input and output of the TBC or it will lose data. This is
accomplished by comparing the read and write addresses and using the difference to control the tape speed. In this way the tape
speed will automatically adjust to provide data as fast as the reference clock takes it from the TBC.
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sampling clock locally by means of a crystal oscillator.
Provision will be made on professional machines to
switch between internal and external references.

Error correction and concealment

As anyone familiar with analogue recording will know,
magnetic tape is an imperfect medium. It suffers from
noise and dropouts, which in analogue recording are
audible. In a digital recording of binary data, a bit is
either correct or wrong, with no intermediate stage.
Small amounts of noise are rejected, but inevitably,
infrequent noise impulses cause some individual bits to
be in error. Dropouts cause a larger number of bits in
one place to be in error. An error of this kind is called a
burst error. Whatever the medium and whatever the
nature of the mechanism responsible, data are either
recovered correctly, or suffer some combination of
bit errors and burst errors. In compact disc, random
errors can be caused by imperfections in the moulding
process, whereas burst errors are due to contamination
or scratching of the disc surface.

The audibility of a bit error depends upon which bit of
the sample is involved. If the LSB of one sample was in
error in a loud passage of music, the effect would be
totally masked and no-one could detect it. Conversely, if
the MSB of one sample was in error in a quiet passage,
no-one could fail to notice the resulting loud transi-
ent. Clearly a means is needed to render errors from
the medium inaudible. This is the purpose of error
correction.

In binary, a bit has only two states. If it is wrong, it is
only necessary to reverse the state and it must be right.
Thus the correction process is trivial and perfect. The
main difficulty is in identifying the bits which are in error.
This is done by coding the data by adding redundant bits.
Adding redundancy is not confined to digital technology,
airliners have several engines and cars have twin braking
systems. Clearly the more failures which have to be han-
dled, the more redundancy is needed. If a four-engined
airliner is designed to fly normally with one engine failed,
three of the engines have enough power to reach cruise
speed, and the fourth one is redundant. The amount of
redundancy is equal to the amount of failure which can
be handled. In the case of the failure of two engines, the
plane can still fly, but it must slow down; this is graceful
degradation. Clearly the chances of a two-engine failure
on the same flight are remote.

In digital audio, the amount of error which can be cor-
rected is proportional to the amount of redundancy and
within this limit the samples are returned to exactly
their original value. Consequently corrected samples
are inaudible. If the amount of error exceeds the

amount of redundancy, correction is not possible, and,
in order to allow graceful degradation, concealment will
be used. Concealment is a process where the value of a
missing sample is estimated from those nearby. The
estimated sample value is not necessarily exactly the
same as the original, and so under some circumstances
concealment can be audible, especially if it is frequent.
However, in a well designed system, concealments
occur with negligible frequency unless there is an actual
fault or problem.

Concealment is made possible by re-arranging or shuf-
fling the sample sequence prior to recording. This is
shown in Fig. 6.13 where odd-numbered samples are sep-
arated from even-numbered samples prior to recording.
The odd and even sets of samples may be recorded in dif-
ferent places, so that an uncorrectable burst error only
affects one set. On replay, the samples are recombined
into their natural sequence, and the error is now split up
so that it results in every other sample being lost. The
waveform is now described half as often, but can still be
reproduced with some loss of accuracy. This is better
than not being reproduced at all even if it is not perfect.
Almost all digital recorders use such an odd/even shuffle
for concealment. Clearly if any errors are fully cor-
rectable, the shuffle is a waste of time; it is only needed if
correction is not possible.

Figure 6.13 In cases where the error correction is inadequate,
concealment can be used provided that the samples have been
ordered appropriately in the recording. Odd and even samples
are recorded in different places as shown here. As a result an
uncorrectable error causes incorrect samples to occur singly,
between correct samples. In the example shown, sample 8 is
incorrect, but samples 7 and 9 are unaffected and an approxi-
mation to the value of sample 8 can be had by taking the aver-
age value of the two. This interpolated value is substituted for
the incorrect value.

In high density recorders, more data are lost in a given
sized dropout. Adding redundancy equal to the size of a
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dropout to every code is inefficient. Figure 6.14(a) shows
that the efficiency of the system can be raised using
interleaving. Sequential samples from the ADC are
assembled into codes, but these are not recorded in their

Figure 6.14 (a) Interleaving is essential to make error correc-
tion schemes more efficient. Samples written sequentially in
rows into a memory have redundancy P added to each row. The
memory is then read in columns and the data are sent to the
recording medium. On replay the non-sequential samples from
the medium are de-interleaved to return them to their normal
sequence. This breaks up the burst error (shaded) into one error
symbol per row in the memory, which can be corrected by the
redundancy P.

natural sequence. A number of sequential codes are
assembled along rows in a memory. When the memory is
full, it is copied to the medium by reading down columns.
On replay, the samples need to be de-interleaved to
return them to their natural sequence. This is done by
writing samples from tape into a memory in columns, and
when it is full, the memory is read in rows. Samples read
from the memory are now in their original sequence so
there is no effect on the recording. However, if a burst

error occurs on the medium, it will damage sequential
samples in a vertical direction in the de-interleave mem-
ory. When the memory is read, a single large error is
broken down into a number of small errors whose size is
exactly equal to the correcting power of the codes and
the correction is performed with maximum efficiency.

An extension of the process of interleave is where the
memory array has not only rows made into codewords,
but also columns made into codewords by the addition
of vertical redundancy. This is known as a product code.
Figure 6.14(b) shows that in a product code the
redundancy calculated first and checked last is called the
outer code, and the redundancy calculated second and
checked first is called the inner code. The inner code is
formed along tracks on the medium. Random errors due
to noise are corrected by the inner code and do not
impair the burst correcting power of the outer code.
Burst errors are declared uncorrectable by the inner
code which flags the bad samples on the way into the
de-interleave memory. The outer code reads the error
flags in order to locate the erroneous data. As it does not
have to compute the error locations, the outer code can
correct more errors.

An alternative to the product block code is the convo-
lutional cross interleave, shown in Fig. 6.14(c). In this
system, the data are formed into an endless array and the
code words are produced on columns and diagonals. The
compact disc and DASH formats use such a system
because it needs less memory than a product code.

The interleave, de-interleave, time-compression and
timebase-correction processes cause delay and this is evi-
dent in the time taken before audio emerges after start-
ing a digital machine. Confidence replay takes place later
than the distance between record and replay heads
would indicate. In DASH format recorders, confidence
replay is about one-tenth of a second behind the input.
Synchronous recording requires new techniques to over-
come the effect of the delays.

The presence of an error-correction system means that
the audio quality is independent of the tape/head quality
within limits. There is no point in trying to assess the
health of a machine by listening to it, as this will not
reveal whether the error rate is normal or within a
whisker of failure. The only useful procedure is to moni-
tor the frequency with which errors are being corrected,
and to compare it with normal figures. Professional digital
audio equipment should have an error rate display.

Some people claim to be able to hear error correction
and misguidedly conclude that the above theory is
flawed. Not all digital audio machines are properly engin-
eered, however, and if the DAC shares a common
power supply with the error correction logic, a burst
of errors will raise the current taken by the logic, which
loads the power supply and can interfere with the
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operation of the DAC. The effect is harder to eliminate
in small battery powered machines where space for
screening and decoupling components is hard to find, but
it is only a matter of design: there is no flaw in the theory.

Channel coding

In most recorders used for storing digital information,
the medium carries a track which reproduces a single
waveform. Clearly data words representing audio sam-
ples contain many bits and so they have to be recorded

serially, a bit at a time. Some media, such as CD, only
have one track, so it must be totally self contained. Other
media, such as digital compact cassette (DCC) have
many parallel tracks. At high recording densities, phys-
ical tolerances cause phase shifts, or timing errors,
between parallel tracks and so it is not possible to read
them in parallel. Each track must still be self-contained
until the replayed signal has been timebase corrected.

Recording data serially is not as simple as connecting
the serial output of a shift register to the head. In digital
audio, a common sample value is all zeros, as this cor-
responds to silence. If a shift register is loaded with all
zeros and shifted out serially, the output stays at a
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Figure 6.14 At (c) convolutional interleave is shown. Instead of assembling samples in blocks, the process is continuous and uses
RAM delays. Samples are formed into columns in an endless array. Each row of the array is subject to a different delay so that after
the delays, samples in a column are available simultaneously which were previously on a diagonal. Code words which cross one
another at an angle can be obtained by generating redundancy before and after the delays.

Figure 6.14 (b) In addition to the redundancy P on rows, inner redundancy Q is also generated on columns. On replay, the Q code
checker will pass on flags F if it finds an error too large to handle itself. The flags pass through the de-interleave process and are used
by the outer error correction to identify which symbol in the row needs correcting with P redundancy. The concept of crossing two
codes in this way is called a product code.

(b)
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constant low level, and nothing is recorded on the track.
On replay there is nothing to indicate how many zeros
were present, or even how fast to move the medium.
Clearly serialised raw data cannot be recorded directly, it
has to be modulated in to a waveform which contains an
embedded clock irrespective of the values of the bits in
the samples. On replay a circuit called a data separator
can lock to the embedded clock and use it to separate
strings of identical bits.

The process of modulating serial data to make it self-
clocking is called channel coding. Channel coding also
shapes the spectrum of the serialised waveform to make
it more efficient. With a good channel code, more data
can be stored on a given medium. Spectrum shaping is
used in CD to prevent the data from interfering with the
focus and tracking servos, and in RDAT to allow re-
recording without erase heads.

A self-clocking code contains a guaranteed minimum
number of transitions per unit time, and these transitions
must occur at multiples of some basic time period so that
they can be used to synchronise a phase locked loop. Fig-
ure 6.15 shows a phase locked loop which contains an
oscillator whose frequency is controlled by the phase
error between input transitions and the output of a
divider. If transitions on the medium are constrained to
occur at multiples of a basic time period, they will have a
constant phase relationship with the oscillator, which can
stay in lock with them even if they are intermittent. As
the damping of the loop is a low-pass filter, jitter in the
incoming transitions, caused by peak-shift distortion or
by speed variations in the medium will be rejected and
the oscillator will run at the average frequency of the off-
tape signal. The phase locked loop must be locked before
data can be recovered, and to enable this, every data
block is preceded by a constant frequency recording
known as a preamble. The beginning of the data is iden-
tified by a unique pattern known as a sync. pattern.

Figure 6.15 A typical phase-locked loop where the VCO is
forced to run at a multiple of the input frequency. If the
input ceases, the output will continue for a time at the same
frequency until it drifts.

Irrespective of the channel code used, transitions
always occur separated by a range of time periods which
are all multiples of the basic clock period. If such a replay
signal is viewed on an oscilloscope a characteristic display
called an eye pattern is obtained. Figure 6.16 shows an eye
pattern, and in particular the regular openings in the
trace. A decision point is in the centre of each opening,
and the phase locked loop acts to keep it centred laterally,
in order to reject the maximum amount of jitter. At each
decision point along the time axis, the waveform is above
or below the point, and can be returned to a binary signal.

Figure 6.16 At the decision points, the receiver must make
binary decisions about the voltage of the signal, whether it is
above or below the slicing level. If the eyes remain open, this
will be possible in the presence of noise and jitter.

Occasionally noise or jitter will cause the waveform to
pass the wrong side of a decision point, and this will result
in an error which will require correction.

Figure 6.17 shows an extremely simple channel code
known as FM (frequency modulation) which is used for
the AES/EBU digital interface and for recording time
code on tape.

Figure 6.17 FM channel code, also known as Manchester
code or bi-phase mark (BMC) is used in AES/EBU interface
and for timecode recording. The waveform is encoded as
shown here. See text for details.

Every bit period begins with a transition, irrespective of
the value of the bit. If the bit is a one, an additional
transition is placed in the centre of the bit period. If the bit
is a zero, this transition is absent. As a result, the wave-
form is always self-clocking irrespective of the values of
the data bits. Additionally, the waveform spends as much
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time in the low state as it does in the high state. This means
that the signal has no DC component, and it will pass
through capacitors, magnetic heads and transformers
equally well. However simple FM may be, it is not very
efficient because it requires two transitions for every bit
and jitter of more than half a bit cannot be rejected.

More recent products use a family of channel codes
known as group codes. In group codes, groups of bits,
commonly eight, are associated together into a symbol
for recording purposes. Eight-bit symbols are common
in digital audio because two of them can represent a
16-bit sample. Eight-bit data have 256 possible combin-
ations, but if the waveforms obtained by serialising them
are examined, it will be seen that many combinations are
unrecordable. For example all ones or all zeros cannot be
recorded because they contain no transitions to lock the
clock and they have excessive DC content. If a larger
number of bits is considered, a greater number of com-
binations is available. After the unrecordable combin-
ations have been rejected, there will still be 256 left which
can each represent a different combination of eight bits.
The larger number of bits are channel bits; they are not
data because all combinations are not recordable. Chan-
nel bits are simply a convenient way of generating
recordable waveforms. Combinations of channel bits are
selected or rejected according to limits on the maximum
and minimum periods between transitions. These
periods are called run-length limits and as a result group
codes are often called run-length-limited codes.

In RDAT, an 8/10 code is used where 8 data bits are
represented by 10 channel bits. Figure 6.18 shows that
this results in jitter rejection of 80% of a data bit period:
rather better than FM. Jitter rejection is important in
RDAT because short wavelengths are used and peak
shift will occur. The maximum wavelength is also
restricted in RDAT so that low frequencies do not occur.

Figure 6.18 In RDAT an 8/10 code is used for recording.
Each eight data bits are represented by a unique waveform
generated by ten channel bits. A channel bit one causes a
transition to be recorded. The transitions cannot be closer
than 0.8 of a data bit, and this is the jitter resistance. This is
rather better than FM which has a jitter window of only 0.5 bits.

In CD, an 8/14 code is used where 8 data bits are repre-
sented by 14 channel bits. This only has a jitter rejection
of 8/14 of a data bit, but this is not an issue because the
rigid CD has low jitter. However, in 14 bits there are 16K
combinations, and this is enough to impose a minimum
run length limit of three channel bits. In other words
transitions on the disc cannot occur closer than 3 channel
bits apart. This corresponds to 24/14 data bits. Thus the
frequency generated is less than the bit rate and a result
is that more data can be recorded on the disc than would
be possible with a simple code.

Hard Disc Recorders

The hard disc recorder stores data on concentric tracks
which it accesses by moving the head radially. Rapid
access drives move the heads with a moving coil actuator,
whereas lower cost units will use stepping motors which
work more slowly. The radial position of the head is
called the cylinder address, and as the disc rotates, data
blocks, often called sectors, pass under the head. To
increase storage capacity, many discs can be mounted on
a common spindle, each with its own head. All the heads
move on a common positioner. The operating surface
can be selected by switching on only one of the heads.
When one track is full, the drive must select another
head. When every track at that cylinder is full, the drive
must move to another cylinder. The drive is not forced to
operate in this way; it is equally capable of obtaining data
blocks in any physical sequence from the disc.

Clearly while the head is moving it cannot transfer
data. Using time compression to smooth out the irregu-
lar data transfer, a hard disc drive can be made into an
audio recorder with the addition of a certain amount of
memory.

Figure 6.19 shows the principle. The instantaneous data
rate of the disc drive is far in excess of the sampling rate at
the convertor, and so a large time-compression factor can
be used. The disc drive can read a block of data from disc,
and place it in the timebase corrector in a fraction of the
real time it represents in the audio waveform. As the time-
base corrector steadily advances through the memory, the
disk drive has time to move the heads to another track
before the memory runs out of data. When there is suffi-
cient space in the memory for another block, the drive is
commanded to read, and fills up the space. Although the
data transfer at the medium is highly discontinuous, the
buffer memory provides an unbroken stream of samples
to the DAC and so continuous audio is obtained.

Recording is performed by using the memory to
assemble samples until the contents of one disc block are
available. These are then transferred to disc at high data
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rate. The drive can then reposition the head before the
next block is available in memory.

Figure 6.19 During an audio replay sequence, the silo is
constantly emptied to provide samples, and is refilled in
blocks by the drive.

An advantage of hard discs is that access to the audio is
much quicker than with tape, as all of the data are avail-
able within the time taken to move the head. This speeds
up editing considerably.

After a disc has been in use for some time, the free
blocks will be scattered all over the disc surface. The
random access ability of the disc drive means that a
continuous audio recording can be made on physically
discontinuous blocks. Each block has a physical address,
known as the block address, which the drive controller
can convert into cylinder and head selection codes to
locate a given physical place on the medium. The size of
each block on the disc is arranged to hold the number of
samples which arrive during a whole number of time-
code frames. It is then possible to link each disc block
address used during a recording with the time code at
which it occurred. The time codes and the corresponding
blocks are stored in a table. The table is also recorded on
the disc when the recording is completed.

In order to replay the recording, the table is retrieved
from the disc, and a time code generator is started at the
first code. As the generator runs, each code is generated
in sequence, and the appropriate data block is read from
the disc and placed in memory, where it can be fed to the
convertor.

If it is desired to replay the recording from elsewhere
than the beginning, the time code generator can be
forced to any appropriate setting, and the recording will
play from there. If an external device, such as a video-
recorder, provides a time code signal, this can be used
instead of the internal time code generator, and the
machine will automatically synchronise to it.

The transfer rate and access time of the disc drive is
such that if sufficient memory and another convertor are
available, two completely independent playback
processes can be supplied with data by the same drive.
For the purpose of editing, two playback processes can
be controlled by one time code generator. The time code
generator output can be offset differently for each

process, so that they can play back with any time rela-
tionship. If it is required to join the beginning of one
recording to the end of another, the operator specifies
the in-point on the second recording and the out-point
on the second recording. By changing the time code off-
sets, the machine can cause both points to occur simul-
taneously in the data accessed from the disc and played
from memory. In the vicinity of the edit points, both
processes are providing samples simultaneously and a
crossfade of any desired length can be made between
them.

The arrangement of data on the disc surface has a
bearing on the edit process. In the worst case, if all the
blocks of the first recording were located at the outside of
the disc and all of the blocks of the second recording were
located at the inside, the positioner would spend a lot of
time moving. If the blocks for all recordings are scattered
over the entire disc surface, the average distance the
positioner needs to move is reduced.

The edit can be repeated with different settings as
often as necessary without changing the original record-
ings. Once an edit is found to be correct, it is only neces-
sary to store the handful of instructions which caused it to
happen, and it can be executed at any time in the future
in the same way. The operator has the choice of archiving
the whole disc contents on tape, so different edits can be
made in the future, or simply recording the output of the
current edit so that the disc can be freed for another job.

The rapid access and editing accuracy of hard disc sys-
tems make them ideal for assembling sound effects to
make the sound tracks of motion pictures.

The use of data reduction allows the recording time of
a disc to be extended considerably. This technique is
often used in plug-in circuit boards which are used to con-
vert a personal computer into a digital audio recorder.

The PCM Adaptor

The PCM adaptor was an early solution to recording the
wide bandwidth of PCM audio before high density
digital recording developed. The video recorder offered
sufficient bandwidth at moderate tape consumption.
Whilst they were a breakthrough at the time of their
introduction, by modern standards PCM adaptors are
crude and obsolescent, offering limited editing ability
and slow operation.

Figure 6.20 shows the essential components of a digital
audio recorder using this technique. Input analogue
audio is converted to digital and time compressed to fit
into the parts of the video waveform which are not
blanked. Time compressed samples are then odd-even
shuffled to allow concealment. Next, redundancy is

Digital Audio Recording 105

chp6.ian  4/6/98 5:20 PM  Page 105



added and the data are interleaved for recording. The
data are serialised and set on the active line of the video
signal as black and white levels shown in Fig. 6.21. The
video is sent to the recorder, where the analogue FM
modulator switches between two frequencies represent-
ing the black and white levels, a system called frequency
shift keying (FSK). This takes the place of the channel
coder in a conventional digital recorder.

Figure 6.20 Block diagram of PCM adaptor. Note the dub
connection needed for producing a digital copy between two
VCRs.

Figure 6.21 Typical line of video from PCM-1610. The con-
trol bit conveys the setting of the pre-emphasis switch or the
sampling rate depending on position in the frame. The bits are
separated using only the timing information in the sync pulses.

On replay the FM demodulator of the video recorder
acts to return the FSK recording to the black/white video
waveform which is sent to the PCM adaptor. The PCM
adaptor extracts a clock from the video sync. pulses and
uses it to separate the serially recorded bits. Error cor-
rection is performed after de-interleaving, unless the
errors are too great, in which case concealment is used
after the de-shuffle. The samples are then returned to the
standard sampling rate by the timebase expansion
process, which also eliminates any speed variations from
the recorder. They can then be converted back to the
analogue domain.

In order to synchronise playback to a reference and to
simplify the circuitry, a whole number of samples is
recorded on each unblanked line. The common sampling
rate of 44.1 kHz is obtained by recording three samples
per line on 245 active lines at 60 Hz. The sampling rate is
thus locked to the video sync. frequencies and the tape is
made to move at the correct speed by sending the video
recorder syncs which are generated in the PCM adaptor.

An Open Reel Digital Recorder

Figure 6.22 shows the block diagram of a machine of this
type. Analogue inputs are converted to the digital
domain by converters. Clearly there will be one conver-
tor for every audio channel to be recorded. Unlike an
analogue machine, there is not necessarily one tape track
per audio channel. In stereo machines the two channels
of audio samples may be distributed over a number of
tracks each in order to reduce the tape speed and extend
the playing time.

The samples from the convertor will be separated into
odd and even for concealment purposes, and usually one
set of samples will be delayed with respect to the other
before recording. The continous stream of samples from
the convertor will be broken into blocks by time com-
pression prior to recording. Time compression allows the
insertion of edit gaps, addresses and redundancy into the
data stream. An interleaving process is also necessary to
re-order the samples prior to recording. As explained
above, the subsequent de-interleaving breaks up the
effects of burst errors on replay.

The result of the processes so far is still raw data, and
these will need to be channel coded before they can be
recorded on the medium. On replay a data separator
reverses the channel coding to give the original raw data
with the addition of some errors. Following de-inter-
leave, the errors are reduced in size and are more readily
correctable. The memory required for de-interleave may
double as the timebase correction memory, so that vari-
ations in the speed of the tape are rendered indetectible.
Any errors which are beyond the power of the correction
system will be concealed after the odd-even shift is
reversed. Following conversion in the DAC an analogue
output emerges.

On replay a digital recorder works rather differently to
an analogue recorder, which simply drives the tape at
constant speed. In contrast, a digital recorder drives the
tape at constant sampling rate. The timebase corrector
works by reading samples out to the convertor at con-
stant frequency. This reference frequency comes typ-
ically from a crystal oscillator. If the tape goes too fast,
the memory will be written faster than it is being read,
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and will eventually overflow. Conversely, if the tape goes
too slow, the memory will become exhausted of data. In
order to avoid these problems, the speed of the tape is
controlled by the quantity of data in the memory. If the
memory is filling up, the tape slows down, if the memory
is becoming empty, the tape speeds up. As a result, the
tape will be driven at whatever speed is necessary to
obtain the correct sampling rate.

Rotary Head Digital Recorders

The rotary head recorder borrows technology from
videorecorders. Rotary heads have a number of
advantages over stationary heads. One of these is
extremely high packing density: the number of data
bits which can be recorded in a given space. In a digital
audio recorder packing density directly translates into
the playing time available for a given size of the medium.

In a rotary head recorder, the heads are mounted in a
revolving drum and the tape is wrapped around the sur-
face of the drum in a helix as can be seen in Fig. 6.23. The
helical tape path results in the heads traversing the tape
in a series of diagonal or slanting tracks. The space
between the tracks is controlled not by head design but
by the speed of the tape and in modern recorders this
space is reduced to zero with corresponding improve-
ment in packing density.

The added complexity of the rotating heads and
the circuitry necessary to control them is offset by the
improvement in density. The discontinuous tracks of the
rotary head recorder are naturally compatible with time
compressed data. As Fig. 6.24 illustrates, the audio

samples are time compressed into blocks each of which
can be contained in one slant track.

Figure 6.23 Rotary head recorder. Helical scan records long
diagonal tracks.

Figure 6.24 The use of time compression reduces the wrap
angle necessary, at the expense of raising the frequencies in the
channel.

In a machine such as RDAT (rotary head digital audio
tape) there are two heads mounted on opposite sides
of the drum. One rotation of the drum lays down two
tracks. Effective concealment can be had by recording
odd numbered samples on one track of the pair and even
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Figure 6.22 Block diagram of one channel of a stationary head digital audio recorder. See text for details of the function of each
block. Note the connection from the timebase corrector to the capstan motor so that the tape is played at such a speed that the 
TBC memory neither underflows nor overflows.
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numbered samples on the other. Samples from the two
audio channels are multiplexed into one data stream
which is shared between the two heads.

As can be seen from the block diagram shown in Fig.
6.25 a rotary head recorder contains the same basic steps
as any digital audio recorder. The record side needs
ADCs, time compression, the addition of redundancy for
error correction, and channel coding. On replay the
channel coding is reversed by the data separator, errors
are broken up by the de-interleave process and corrected
or concealed, and the time compression and any fluctu-
ations from the transport are removed by timebase cor-
rection. The corrected, time stable, samples are then fed
to the DAC.

One of the reasons for the phenomenal recording den-
sity at which RDAT operates is the use of azimuth
recording. In this technique, alternate tracks on the tape
are laid down with heads having different azimuth
angles. In a two-headed machine this is easily accommo-
dated by having one head set at each angle. If the correct
azimuth head subsequently reads the track there is no
difficulty, but as Fig. 6.26 shows, the wrong head suffers a
gross azimuth error.

Azimuth error causes phase shifts to occur across the
width of the track and, at some wavelengths, this will
result in cancellation except at very long wavelengths

where the process is no longer effective. The use of 8/10
channel coding in RDAT ensures that no low frequen-
cies are present in the recorded signal and so this charac-
teristic of azimuth recording is not a problem. As a result
the pickup of signals from the adjacent track is effect-
ively prevented, and the tracks can be physically touch-
ing with no guard bands being necessary.

Figure 6.26 In azimuth recording (a), the head gap is tilted. If
the track is played with the same head, playback is normal, but
the response of the reverse azimuth head is attenuated (b).

As the azimuth system effectively isolates the tracks
from one another, the replay head can usefully be made
wider than the track. A typical figure is 50 per cent wider.
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Tracking error of up to +/– 25 per cent of the track width
then causes no loss of signal quality.

In practice the same heads can also be used for record-
ing, even though they are too wide. As can be seen in Fig.
6.27, the excess track width is simply overwritten during
the next head sweep. Erase heads are unnecessary, as the
overlapping of the recorded tracks guarantees that the
whole area of a previous recording is overwritten. A fur-
ther advantage of the system is that more than one track
width can be supported by the same mechanism simply
by changing the linear tape speed. Pre-recorded tapes
made by contact duplication have lower coercivity coat-
ings, and to maintain the signal level the tracks are simply
made wider by raising the tape speed. Any RDAT
machine can play such a recording without adjustment.

Figure 6.27 In azimuth recording, the tracks can be made
narrower than the head pole by overwriting the previous track.

In any rotary head recorder, some mechanism is neces-
sary to synchronise the linear position of the tape to the
rotation of the heads, otherwise the recorded tracks can-
not be replayed. In a conventional video recorder, this is
the function of the control track which requires an add-
itional, stationary, head. In RDAT the control track is
dispensed with, and tracking is obtained by reading pat-
terns in the slant tracks with the normal playback heads.

Figure 6.28 shows how the system works. The tracks
are divided into five areas. The PCM audio data are in
the centre, and the subcode data are at the ends. The
audio and subcode data are separated by tracking pat-
terns. The tracking patterns are recorded and played
back along with the data. The tracking is measured by
comparing the level of a pilot signal picked up from the
tracks on each side of the wanted track. If the replay head
drifts towards one side, it will overlap the next track on
that side by a greater amount and cause a larger pilot sig-
nal to be picked up. Pilot pick-up from the track on the
opposite side will be reduced. The difference between
the pilot levels is used to change the speed of the capstan
which has the effect of correcting the tracking.

Ordinarily, azimuth effect prevents the adjacent tracks
being read, but the pilot tones are recorded with a wave-
length much longer than that of the data. They can then
be picked up by a head of the wrong azimuth.

The combination of azimuth recording, an active
tracking system and high coercivity tape (1500 Oersteds
compared to 200 Oersteds for analogue audio tape)
allows the tracks to be incredibly narrow. Heads of 20
micrometres width, write tracks 13 micrometres wide.

About ten such tracks will fit in the groove of a vinyl disc.
Although the head drum spins at 2000 rpm, the tape
speed needed is only 8.15 millimetres per second.

Figure 6.28 (a) A correctly tracking head produces pilot-tone
bursts of identical amplitude. (b) The head is off-track, and the
first pilot burst becomes larger, whereas the second becomes
smaller. This produces the tracking error.

The subcode of RDAT functions in a variety of ways.
In consumer devices, the subcode works in the same way
as in CD, having a table of contents and flags allowing
rapid access to the beginning of tracks and carrying sig-
nals to give a playing time readout.

In professional RDAT machines, the subcode is used
to record timecode. A timecode format based on hours,
minutes, seconds and DAT frames (where a DAT frame
is one drum revolution) is recorded on the tape, but suit-
able machines can convert the tape code to any video,
audio or film time code and operate synchronised to a
timecode reference. As the heads are wider than the
tracks, a useful proportion of the data can be read even
when the tape is being shuttled. The subcode data are
repeated many times so that they can be read at any
speed. In this way an RDAT machine can chase any
other machine and remain synchronised to it.

Whilst there is nothing wrong with the performance of
RDAT, it ran into serious political problems because its
ability to copy without loss of quality was seen as a threat
by copyright organisations. Launch of RDAT as a con-
sumer product was effectively blocked until a system
called SCMS (serial copying management system) was
incorporated. This allows a single generation of RDAT
copying of copyright material. If an attempt is made to
copy a copy, a special flag on the copy tape defeats
recording on the second machine.
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In the mean time, RDAT found favour in the profes-
sional audio community where it offered exceptional
sound quality at a fraction of the price of professional
equipment. Between them the rapid access of hard disc
based recorders and the low cost of RDAT have effect-
ively rendered ¼inch analogue recorders and stereo
open reel digital recorders obsolete.

Digital Compact Cassette

Digital compact cassette (DCC) is a consumer stationary
head digital audio recorder using data reduction.
Although the convertors at either end of the machine
work with PCM data, these data are not directly recorded,
but are reduced to one quarter of their normal rate by
processing. This allows a reasonable tape consumption
similar to that achieved by a rotary head recorder. In a
sense the complexity of the rotary head transport has
been exchanged for the electronic complexity of the data
reduction and subsequent expansion circuitry.

Figure 6.29 shows that DCC uses stationary heads in a
conventional tape transport which can also play ana-
logue cassettes. Data are distributed over nine parallel
tracks which occupy half the width of the tape. At the end
of the tape the head rotates about an axis perpendicular
to the tape and plays the other nine tracks in reverse. The
advantage of the conventional approach with linear
tracks is that tape duplication can be carried out at high
speed. This makes DCC attractive to record companies.

Figure 6.29 In DCC audio and auxiliary data are recorded on
nine parallel tracks along each side of the tape as shown at (a)
The replay head shown at (b) carries magnetic poles which
register with one set of nine tracks. At the end of the tape, the
replay head rotates 180 degrees and plays a further nine tracks
on the other side of the tape. The replay head also contains a
pair of analogue audio magnetic circuits which will be swung
into place if an analogue cassette is to be played.

However, reducing the data rate to one quarter and
then distributing it over nine tracks means that the
frequency recorded on each track is only about 1/32 that
of a PCM machine with a single head. At such a low
frequency, conventional inductive heads which generate

a voltage from flux changes cannot be used, and DCC has
to use active heads which actually measure the flux on the
tape at any speed. These magneto-resistive heads are
more complex than conventional inductive heads, and
have only recently become economic as manufacturing
techniques have been developed.

As was introduced in Chapter 4, data reduction relies
on the phenomenon of auditory masking and this effec-
tively restricts DCC to being a consumer format. It will
be seen from Fig. 6.30 that the data reduction unit adja-
cent to the input is complemented by the expansion unit
or decoder prior to the DAC. The sound quality of a
DCC machine is not a function of the tape, but depends
on the convertors and on the sophistication of the data
reduction and expansion units.

Editing Digital Audio Tape

Digital recordings are simply data files and editing digital
audio should be performed in the same way that a word
processor edits text. No word processor attempts to edit
on the medium, but brings blocks of data to a computer
memory where it is edited before being sent back for
storage.

In fact this is the only way that digital audio recordings
can be edited, because of the use of interleave and error
correction.

Interleave re-orders the samples on the medium, and
so it is not possible to find a physical location on the
medium which linearly corresponds to the time through
the recording. Error correction relies on blocks of sam-
ples being coded together. If part of a block is changed,
the coding will no longer operate.

Figure 6.30 In DCC, the PCM data from the convertors is
reduced to one quarter of the original rate prior to distribution
over eight tape tracks (plus an auxiliary data track). This allows
a slow linear tape speed which can only be read with an MR
head. The data reduction unit is mirrored by the expansion unit
on replay.

Figure 6.31 shows how an audio edit is performed.
Samples are played back, de-interleaved and errors are
corrected. Samples are now available in their natural

(a) (b)
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real-time sequence and can be sent to a cross-fader
where external material can be inserted. The edited sam-

ples are then re-coded and interleaved before they can
be re-recorded. De-interleave and interleave cause
delay, and by the time these processes have been per-
formed, the tape will have moved further through the
machine. In simple machines, the tape will have to be
reversed, and the new data recorded in a second pass. In
more sophisticated machines, an edit can be made in a
single pass because additional record heads are placed
further down the tape path.

In a stationary head machine, these are physically dis-
placed along the head block. In a rotary head machine,
the extra heads are displaced along the axis of the drum.

Displaced heads also allow synchronous recording to
be performed on multitrack digital audio recorders.

Some stationary head digital formats allow editing by
tape cutting. This requires use of an odd-even sample
shift and concealment to prevent the damaged area of
the tape being audible. With electronic editing, now
widely available, tape-cut editing is obsolete as it does
not offer the ability to preview or trim the result and
causes damage to the medium. The glue on the splicing
tape tends to migrate in storage and cause errors.
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Figure 6.31 Editing a convolutionally interleaved recording.
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resulting (c) in an interleaved edit on the tape.
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No matter what method is used for a mass-produced
recording, virtually all records start as tape masters, and
a very substantial proportion of recordings are sold in
cassette form. John Linsley Hood explains here the com-
plexity of modern tape and cassette recording just prior
to the start of DAT.

The Basic System

In principle, the recording of an alternating electrical sig-
nal as a series of magnetic fluctuations on a continuous
magnetisable tape would not appear to be a difficult mat-
ter, since it could be done by causing the AC signal to
generate corresponding changes in the magnetic flux
across the gap of an electromagnet, and these could then
be impressed on the tape as it passes over the recording
electromagnet head.

In practice, however, there are a number of problems,
and the success of tape recording, as a technique,
depends upon the solution of these, or, at least, on the
attainment of some reasonable working compromise.
The difficulties which exist, and the methods by which
these are overcome, where possible, are considered here
in respect of the various components of the system.

The Magnetic Tape

This is a thin continuous strip of some durable plastics
base material, which is given a uniform coating of a mag-
netisable material, usually either ‘gamma’ ferric oxide
(Fe

2
O

3
), chromium dioxide (CrO

2
), or, in some recently

introduced tapes, of a metallic alloy, normally in powder
form, and held by some suitable binder material. Various
‘dopants’ can also be added to the coating, such as cobalt,
in the case of ferric oxide tapes, to improve the magnetic
characteristics.

To obtain a long playing time it is necessary that the
total thickness of the tape shall be as small as practicable,
but to avoid frequency distortion on playback it is essen-
tial that the tape shall not stretch in use. It is also import-
ant that the surface of the tape backing material shall be
hard, smooth and free from lumps of imperfectly
extruded material (known as ‘pollywogs’) to prevent
inadvertent momentary loss of contact between the tape
and the recording or play-back heads, which would cause
‘drop-outs’ (brief interruptions in the replayed signal).
The tape backing material should also be unaffected, so
far as is possible, by changes in temperature or relative
humidity.

For cassette tapes, and other systems where a backup
pressure pad is used, the uncoated surface is chosen to
have a high gloss. In other applications a matt finish will
be preferred for improved spooling.

The material normally preferred for this purpose, as
the best compromise between cost and mechanical char-
acteristics, is biaxially oriented polyethylene terephthal-
ate film (Melinex, Mylar, or Terphan). Other materials
may be used as improvements in plastics technology alter
the cost/performance balance.

The term ‘biaxial orientation’ implies that these mater-
ials will be stretched in both the length and width direc-
tions during manufacture, to increase the surface
smoothness (gloss), stiffness and dimensional stability
(freedom from stretch). They will normally also be sur-
face treated on the side to which the coating is to be
applied, by an electrical ‘corona discharge’ process, to
improve the adhesion of the oxide containing layer. This
is because it is vitally important that the layer is not shed
during use as it would contaminate the surface or clog up
the gaps in the recorder heads, or could get into the
mechanical moving parts of the recorder.

In the tape coating process the magnetic material is
applied in the form of a dope, containing also a binder, a
solvent and a lubricant, to give an accurately controlled
coating thickness. The coated surface is subsequently
polished to improve tape/head contact and lessen head
wear. The preferred form of both ferric oxide and
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chromium dioxide crystals is needle-shaped, or ‘acicu-
lar’, and the best characteristic for audio tapes are given
when these are aligned parallel to the surface, in the
direction of magnetisation. This is accomplished during
manufacture by passing the tape through a strong, uni-
directional magnetic field, before the coating becomes
fully dry. This aligns the needles in the longitudinal direc-
tion. The tape is then demagnetized again before sale.

Chromium dioxide and metal tapes both have superior
properties, particularly in HF performance, resistance to
‘print through’ and deterioration during repeated play-
ings, but they are more costly. They also require higher
magnetic flux levels during recording and for bias and
erase purposes, and so may not be suitable for all
machines.

The extra cost of these tape formulations is normally
only considered justifiable in cassette recorder systems,
where reproduction of frequencies in the range 15–20
kHz, especially at higher signal levels, can present diffi-
culties.

During the period in which patent restrictions limited
the availability of chromium dioxide tape coatings, some
of the manufacturers who were unable to employ these
formulations for commercial reasons, put about the story
that chromium dioxide tapes were more abrasive than
iron oxide ones. They would, therefore, cause more
rapid head wear. This was only marginally true, and now
that chromium dioxide formulations are more widely
available, these are used by most manufacturers for their
premium quality cassette tapes.

Composite ‘ferro-chrome’ tapes, in which a thinner
surface layer of a chromium dioxide formulation is
applied on top of a base ferric oxide layer, have been
made to achieve improved HF performance, but without
a large increase in cost.

In ‘reel-to-reel’ recorders, it is conventional to relate
the tape thickness to the relative playing time, as ‘Stand-
ard Play’, ‘Double Play’ and so on. The gauge of such
tapes is shown in Table 7.1. In cassette tapes, a more
straight forward system is employed, in which the total
playing time in minutes is used, at the standard cassette
playing speed. For example, a C60 tape would allow 30
minutes playing time, on each side. The total thicknesses
of these tapes are listed in Table 7.2.

Table 7.1 Tape thicknesses (reel-to-reel)

Tape Thickness (in)

‘Standard play’ 0.002
‘Long play’ 0.0015
‘Double play’ 0.001
‘Triple play’ 0.00075
‘Quadruple play’ 0.0005

For economy in manufacture, tape is normally coated
in widths of up to 48 in. (1.2 m), and is then slit down to
the widths in which it is used. These are 2 in. (50.8 mm)
1 in. (25.4 mm) 0.5 in. (12.7 mm) and 0.25 in. (6.35 mm)
for professional uses, and 0.25 in. for domestic reel-to-
reel machines. Cassette recorders employ 0.15 in.
(3.81 mm) tape.

High-speed slitting machines are complex pieces of
precision machinery which must be maintained in good
order if the slit tapes are to have the required parallelism
and constancy of width. This is particularly important in
cassette machines where variations in tape width can
cause bad winding, creasing, and misalignment over the
heads.

For all of these reasons, it is highly desirable to employ
only those tapes made by reputable manufacturers,
where these are to be used on good recording equipment,
or where permanence of the recording is important.

Table 7.2 Tape thicknesses (cassette)

Tape Thickness (µm)

C60 18 (length 92m)
C90 12 (length 133m)
C120 9 (length 184m)

Tape base thicknesses 12µm, 8µm and 6µm
respectively.

The Recording Process

The magnetic materials employed in tape coatings are
chosen because they possess elemental permanent mag-
nets on a sub-microscopic or molecular scale. These tiny
magnetic elements, known as ‘domains’, are very much
smaller than the grains of spherical or needle-shaped
crystalline material from which oxide coatings are made.

Care will be taken in the manufacture of the tape to try
to ensure that all of these domains will be randomly ori-
ented, with as little ‘clumping’ as possible, to obtain as
low a zero-signal-level noise background as practicable.
Then, when the tape passes over a recording head, shown
schematically in Fig. 7.1, these magnetic domains will be
realigned in a direction and to an extent which depend on
the magnetic polarity and field strength at the trailing
edge of the recording head gap.

This is where first major snag of the system appears.
Because of the magnetic inertia of the material, small
applied magnetic fields at the recording head will have
very little effect in changing the orientation of the
domains. This leads to the kind of characteristic shown in
Fig. 7.2, where the applied magnetising force (H), is
related to the induced flux density in the tape material, (B).
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Figure 7.1 The alignment of magnetic domains as the 
magnetic tape passes over the recording head.

If a sinusoidal signal is applied to the head, and the flux
across the recording head gap is related to the signal volt-
age, as shown in Fig. 7.2, the remanent magnetic flux
induced in the tape – and the consequent replayed signal
– would be both small in amplitude and badly distorted.

Figure 7.2 The effect of the B-H non-linearity in magnetic
materials on the recording process.

This problem is removed by applying a large high-
frequency signal to the recording head, simultaneously
with the desired signal. This superimposed HF signal is
referred to as ‘HF bias’ or simply as ‘bias’, and will be
large enough to overcome the magnetic inertia of the
domains and take the operating region into the linear
portion of the BH curve.

Several theories have been offered to account for the
way in which ‘HF bias’ linearises the recording process.
Of these the most probable is that the whole composite
signal is in fact recorded but that the very high frequency
part of it decays rapidly, due to self cancellation, so that
only the desired signal will be left on the tape, as shown
in Fig. 7.3.

Figure 7.3 The linearising effect of superimposed HF bias on
the recording process.

When the tape is passed over the replay head – which
will often be the same head which was used for recording
the signal in the first place – the fluctuating magnetic flux
of the tape will induce a small voltage in the windings of
the replay head, which will then be amplified electron-
ically in the recorder. However, both the recorded signal,
and the signal recovered from the tape at the replay head
will have a non-uniform frequency response, which will
demand some form of response equalisation in the
replay amplifier.

Sources of Non-Uniformity in Frequency Response

If a sinusoidal AC signal of constant amplitude and fre-
quency is applied to the recording head and the tape is
passed over this at a constant speed, a sequence of mag-
netic poles will be laid down on the tape, as shown
schematically in Fig. 7.4, and the distance between like
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poles, equivalent to one cycle of recorded signal, is
known as the recorded wavelength. The length of this
can  be calculated from the applied frequency and the
movement, in unit time of the tape, as ‘

 

λ’, which is equal
to tape velocity (cm/s) divided by frequency (cycles/s)
which will give wavelength (λ) in cm.

Figure 7.4 The effect of recorded wavelength on replay head
output.

This has a dominant influence on the replay character-
istics in that when the recorded wavelength is equal to
the replay head gap, as is the case shown at the replay
head in Fig. 7.4, there will be zero output. This situation
is worsened by the fact that the effective replay head gap
is, in practice, somewhat larger than the physical separ-
ation between the opposed pole pieces, due to the spread
of the magnetic field at the gap, and to the distance
between the head and the centre of the magnetic coating
on the tape, where much of the HF signal may lie.

Additional sources of diminished HF response in the
recovered signal are eddy-current and other magnetic
losses in both the recording and replay heads, and ‘self-
demagnetisation’ within the tape, which increases as the
separation between adjacent N and S poles decreases.

If a constant amplitude sine-wave signal is recorded on
the tape, the combined effect of recording head and tape
losses will lead to a remanent flux on the tape which is of
the form shown in Fig. 7.5. Here the HF turnover fre-
quency (F

t
) is principally dependent on tape speed.

Figure 7.5 Effect of tape speed on HF replay output.

Ignoring the effect of tape and record/replay head
losses, if a tape, on which a varying frequency signal has
been recorded, is replayed at a constant linear tape
speed, the signal output will increase at a linear rate with
frequency. This is such that the output will double for
each octave of frequency. The result is due to the phys-
ical laws of magnetic induction, in which the output volt-
age from any coil depends on the magnetic flux passing
through it, according to the relationship V = L.dB/dt.
Combining this effect with replay head losses leads to the
kind of replay output voltage characteristics shown in
Fig. 7.6.

Figure 7.6 The effect of recorded wavelength and replay
head gap width on replay signal voltage.

At very low frequencies, say below 50 Hz, the record-
ing process becomes inefficient, especially at low tape
speeds. The interaction between the tape and the profile
of the pole faces of the record/replay heads leads to a
characteristic undulation in the frequency response of
the type shown in Fig. 7.7 for a good quality cassette
recorder.

Figure 7.7 Non-uniformity in low-frequency response due to
pole-piece contour effects.
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Record/Replay Equalisation

In order to obtain a flat frequency response in the
record/replay process, the electrical characteristics of the
record and replay amplifiers are modified to compensate
for the non-linearities of the recording process, so far as
this is possible. This electronic frequency response
adjustment is known as ‘equalisation’, and is the subject
of much misunderstanding, even by professional users.

This misunderstanding arises because the equalisation
technique is of a different nature to that which is used in
FM broadcast receivers, or in the reproduction of LP
gramophone records, where the replay de-emphasis at
HF is identical in time-constant (turnover frequency)
and in magnitude, but opposite in sense to the pre-
emphasis employed in transmission or recording.

By contrast, in tape recording it is assumed that the
total inadequacies of the recording process will lead to a
remanent magnetic flux in the tape following a recording
which has been made at a constant amplitude which has
the frequency response characteristics shown in Fig. 7.8,
for various tape speeds. This remanent flux will be as
specified by the time-constants quoted for the various
international standards shown in Table 7.3.

These mainly refer to the expected HF roll-off, but in
some cases also require a small amount of bass pre-
emphasis so that the replay de-emphasis – either electron-
ically introduced, or inherent in the head response – may
lessen ‘hum’ pick-up, and improve LF signal-to-noise
(S/N) ratio.

The design of the replay amplifier must then be chosen
so that the required flat frequency response output
would be obtained on replaying a tape having the flux
characteristics shown in Fig. 7.8.

This will usually lead to a replay characteristic of the
kind shown in Fig. 7.9. Here a –6 dB/octave fall in output,

with increasing frequency, is needed to compensate for
the increasing output during replay of a constant
recorded signal – referred to above – and the levelling
off, shown in curves a–d, is simply that which is needed
to correct for the anticipated fall in magnetic flux density
above the turn-over frequency, shown in Fig. 7.8 for vari-
ous tape speeds.

Figure 7.9 Required replay frequency response, for different
tape speeds.

However, this does not allow for the various other
head losses, so some additional replay HF boost, as
shown in the curves e-h, of Fig. 7.9, is also used.

The recording amplifier is then designed in the light of
the performance of the recording head used, so that the
remanent flux on the tape will conform to the specifica-
tions shown in Table 7.3, and as illustrated in Fig. 7.8.
This will generally also require some HF (and LF) pre-
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Figure 7.8 Assumed remanent magnetic flux on tape for various tape speeds, in cm/s.
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emphasis, of the kind shown in Fig. 7.10. However, it
should be remembered that, especially in the case of
recording amplifier circuitry the component values
chosen by the designer will be appropriate only to the
type of recording head and tape transport mechanism –
in so far as this may influence the tape/head contact –
which is used in the design described.

Because the subjective noise level of the system is
greatly influenced by the amount of replay HF boost
which is employed, systems such as reel-to-reel recorders,
operating at relatively high-tape speeds, will sound less
‘hissy’ than cassette systems operating at 1.875 in/s
(4.76 cm/s), for which substantial replay HF boost is nec-
essary. Similarly, recordings made using Chromium diox-
ide tapes, for which a 70 µs HF emphasis is employed, will
sound less ‘hissy’ than with Ferric oxide tapes equalised at
120 µs, where the HF boost begins at a lower frequency.

Table 7.3 Frequency correction standards

Tape speed Standard Time constants (µs) –3 dB@ +3 dB@
HF LF HF (kHz) LF (Hz)

15 in/s NAB 50 3180 3.18 50
(38.1 cm/s) IEC 35 — 4.55 — 

DIN 35 — 4.55 — 
7

 

½ in/s NAB 50 3180 3.18 50
(19.05 cm/s) IEC 70 — 2.27 — 

DIN 70 — 2.27 — 
3¾ in/s NAB 90 3180 1.77 50
(9.53 cm/s) IEC 90 3180 1.77 50

DIN 90 3180 1.77 50
1⅞ in/s DIN (Fe) 120 3180 1.33 50
(4.76 cm/s) (CrO

2
) 70 3180 2.27 50

Head Design

 

Record/replay heads

Three separate head types are employed in a conven-
tional tape recorder for recording, replaying and erasing.
In some cases, such as the less expensive reel-to-reel and
cassette recorders, the record and replay functions will
be combined in a single head, for which some design
compromise will be sought between the different func-
tions and design requirements.

In all cases, the basic structure is that of a ring electro-
magnet, with a flattened surface in which a gap has been
cut, at the position of contact with the tape. Convention-
ally, the form of the record and replay heads is as shown
in Fig. 7.11, with windings symmetrically placed on the
two limbs, and with gaps at both the front (tape side) and
the rear. In both cases the gaps will be filled with a thin
shim of low magnetic permeability material, such as gold,
copper or phosphor bronze, to maintain the accuracy of
the gap and the parallelism of the faces.

Figure 7.11 General arrangement of cassette recorder stereo
record/replay head using Ferrite pole pieces.
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Figure 7.10 Probable recording frequency response in cassette recorder required to meet flux characteristics shown in Fig. 7.8.
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The pole pieces on either side of the front gap are
shaped, in conjunction with the gap filling material, to
concentrate the magnetic field in the tape, as shown
schematically in Fig. 7.12, for a replay head, and the
material from which the heads are made is chosen to
have as high a value of permeability as possible, for
materials having adequate wear resistance.

The reason for the choice of high permeability core
material is to obtain as high a flux density at the gap as
possible when the head is used for recording, or to obtain
as high an output signal level as practicable (and as high
a resultant S/N ratio) when the head is used in the replay
mode. High permeability core materials also help to con-
fine the magnetic flux within the core, and thereby
reduce crosstalk.

Figure 7.12 Relationship between pole-pieces and magnetic
flux in tape.

With most available ferromagnetic materials, the per-
meability decreases with frequency, though some fer-
rites (sintered mixes of metallic oxides) may show the
converse effect. The rear gap in the recording heads is
used to minimise this defect. It also makes the recording
efficiency less dependent on intimacy of the tape to head
contact. In three-head machines, the rear gap in the
replay head is often dispensed with, in the interests of the
best replay sensitivity.

Practical record/replay heads will be required to pro-
vide a multiplicity of signal channels on the tape: two or
four, in the case of domestic systems, or up to 24 in the
case of professional equipment. So a group of identical
heads will require to be stacked, one above the other
and with the gaps accurately aligned vertically to obtain
accurate time coincidence of the recorded or replayed
signals.

It is, of course, highly desirable that there should be very
little interaction, or crosstalk, between these adjacent
heads, and that the recording magnetic field should be
closely confined to the required tape track. This demands
very careful head design, and the separation of adjacent
heads in the stack with shims of low permeability material.

To preserve the smoothness of the head surface in con-
tact with the tape, the non-magnetic material with which
the head gap, or the space between head stacks, is filled is
chosen to have a hardness and wear resistance which
matches that of the head alloy. For example, in Permal-
loy or Super Permalloy heads, beryllium copper or phos-
phor bronze may be used, while in Sendust or ferrite
heads, glass may be employed.

118 Tape Recording

Table 7.4 Magnetic materials for recording heads

Material Mumetal Permalloy Super Sendust Ferrite Hot Pressed
Permalloy (Hot pressed) Ferrite

Composition 75 Ni 79 Ni 79 Ni 85 Fe Mn Mn
2Cr 4 Mo 5 Mo 10 Si Ni Ni
5Cu 18 Fe 17 Fe 16 Fe 5 Al Fe oxides Fe oxides

Zn Zn

Treatment 1100°C 1100°C 1300°C 800°C 500 kg/cm2

in hydrogen in hydrogen in hydrogen in hydrogen

Permeability 50000 25000 200000* 50000* 1200 20000
1 KHz

Max flux density 7200 16000 8700 > 5000* 4000 4000
(gauss)

Coercivity 0.03 0.05 0.004 0.03 0.5 0.015
(oersteds)

Conductivity High High High High Very low Very low

Vickers 118 132 200* 280* 400 700
hardness

(*Depends on manufacturing process.)
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The characteristics of the various common head ma-
terials are listed in Table 7.4. Permalloy is a nickel, iron,
molybdenum alloy, made by a manufacturing process
which leads to a very high permeability and a very low
coercivity. This term refers to the force with which the
material resists demagnetisation: ‘soft’ magnetic mater-
ials have a very low coercivity, whereas ‘hard’ magnetic
materials, i.e. those used for ‘permanent’ magnets, have
a very high value of coercivity.

Super-Permalloy is a material of similar composition
which has been heat treated at 1200–1300° C in hydro-
gen, to improve its magnetic properties and its resistance
to wear. Ferrites are ceramic materials, sintered at a high
temperature, composed of the oxides of iron, zinc, nickel
and manganese, with suitable fillers and binders. As with
the metallic alloys, heat treatment can improve the per-
formance, and hot-pressed ferrite (typically 500 Kg/cm2

at 1400° C) offers both superior hardness and better
magnetic properties.

Sendust is a hot-pressed composite of otherwise
incompatible metallic alloys produced in powder form. It
has a permeability comparable to that of Super Permal-
loy with a hardness comparable to that of ferrite.

In the metallic alloys, as compared with the ferrites, the
high conductivity of the material will lead to eddy-
current losses (due to the core material behaving like a
short-circuited turn of winding) unless the material is
made in the form of thin laminations, with an insulating
layer between these. Improved HF performance requires
that these laminations are very thin, but this, in turn,
leads to an increased manufacturing cost, especially since
any working of the material may spoil its performance.
This would necessitate re-annealing, and greater prob-
lems in attaining accurate vertical alignment of the pole
piece faces in the record/replay heads. The only general
rule is that the better materials will be more expensive to
make, and more difficult to fabricate into heads.

Because it is only the trailing edge of the record head
which generates the remanent flux on the tape, the gap in
this head can be quite wide; up to 6–10 microns in typical
examples. On the other hand, the replay head gap should
be as small as possible, especially in cassette recorders,
where high quality machines may employ gap widths of
one micron (0.00004 in.) or less.

The advantage of the wide recording head gap is that it
produces a field which will penetrate more fully into the
layer of oxide on the surface of the tape, more fully utilis-
ing the magnetic characteristics of the tape material. The
disadvantage of the narrow replay gap, needed for good
HF response, is that it is more difficult for the alternating
zones of magnetism on the recorded tape to induce
changes in magnetic flux within the core of the replay
head. Consequently the replay signal voltage is less, and
the difficulty in getting a good S/N ratio will be greater.

Other things being equal, the output voltage from the
replay head will be directly proportional to the width of
the magnetic track and the tape speed. On both these
counts, therefore, the cassette recorder offers an inferior
replay signal output to the reel-to-reel system.

The erase head

This is required to generate a very high frequency alter-
nating magnetic flux within the tape coating material. It
must be sufficiently intense to take the magnetic material
fully into saturation, and so blot out any previously
existing signal on the tape within the track or tracks
concerned.

The design of the head gap or gaps should allow the
alternating flux decay slowly as the tape is drawn away
from the gap, so that the residual flux on the tape will fall
to zero following this process.

Because of the high frequencies and the high currents
involved, eddy-current losses would be a major problem
in any laminated metal construction. Erase heads are
therefore made from ferrite materials.

A rear air gap is unnecessary in an erase head, since it
operates at a constant frequency. Also, because saturat-
ing fields are used, small variations in the tape to head
contact are less important.

Some modern cassette tape coating compositions have
such a high coercivity and remanence (retention of
impressed magnetism) that single gap heads may not
fully erase the signal within a single pass. So dual gap
heads have been employed, particularly on machines
offering a ‘metal tape’ facility. This gives full erasure, (a
typical target value of –70 dB being sought for the
removal of a fully recorded signal), without excessive
erase currents being required, which could lead to over-
heating of the erase head.

It is important that the erase head should have an
erase field which is closely confined to the required
recorded tracks, and that it should remain cool. Other-
wise unwanted loss of signal or damage to the tape may
occur when the tape recording is stopped during the
recording process, by the use of the ‘pause’ control.

In some machines provision is made for switching
off the erase head, so that multiple recordings may be
overlaid on the same track. This is an imperfect answer to
this requirement, however, since every subsequent
recording pass will erase pre-existing signals to some
extent.

This facility would not be practicable on inexpensive
recorders, where the erase head coil is used as the oscil-
lator coil in the erase and ‘bias’ voltage generator circuit.
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Recording Track Dimensions

These conform to standards laid down by international
agreements, or, in the case of the Philips compact cas-
sette, within the original Patent specifications, and are as
shown in Fig. 7.13.

Figure 7.13 Tape track specifications. (All dimensions in mm.)

HF Bias

Basic bias requirements

As has been seen, the magnetic recording process would
lead to a high level of signal distortion, were it not for the
fact that a large, constant amplitude, HF bias waveform
is combined with the signal at the recording head. The
basic requirement for this is to generate a composite
magnetic flux, within the tape, which will lie within the
linear range of the tape’s magnetic characteristics, as
shown in Fig. 7.3.

However, the magnitude and nature of the bias signal
influences almost every other aspect of the recording
process. There is no value for the applied ‘bias’ current
which will be the best for all of the affected recording
characteristics. It is conventional, and correct, to refer to
the bias signal as a current, since the effect on the tape is
that of a magnetising force, defined in ‘ampere turns’.
Since the recording head will have a significant inductance
– up to 0.5 H in some cases – which will offer a substantial
impedance at HF, the applied voltage for a constant flux
level will depend on the chosen bias frequency.

The way in which these characteristics are affected is
shown in Fig. 7.14 and 7.15, for ferric and chrome tapes.
These are examined separately below, together with some
of the other factors which influence the final performance.

Figure 7.14 The influence of bias on recording characteristics.
(C60/90 and C120 Ferric tapes.)

Figure 7.15 The influence of bias on recording characteristics.
(C90 Chrome tape.)

HF bias frequency

The particular choice of bias frequency adopted by the
manufacturer will be a compromise influenced by his
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own preferences, and his performance intentions for the
equipment.

It is necessary that the frequency chosen shall be suffi-
ciently higher than the maximum signal frequency which
is to be recorded that any residual bias signal left on the
tape will not be reproduced by the replay head or ampli-
fier, where it could cause overload or other undesirable
effects.

On the other hand, too high a chosen bias frequency
will lead to difficulties in generating an adequate bias
current flow through the record head. This may lead to
overheating in the erase head.

Within these overall limits, there are other considera-
tions which affect the choice of frequency. At the lower
end of the usable frequency range, the overall efficiency
of the recording process, and the LF S/N ratio is some-
what improved. The improvement is at the expense of
some erasure of the higher audio frequencies, which
increases the need for HF pre-emphasis to achieve a ‘flat’
frequency response. However, since it is conventional to
use the same HF signal for the erase head, the effective-
ness of erasure will be better for the same erase current.

At the higher end of the practicable bias frequency
range, the recorded HF response will be better, but the
modulation noise will be less good. The danger of satur-
ation of the recording head pole-piece tips will be
greater, since there is almost invariably a decrease in per-
meability with increasing frequency. This will require
more care in the design of the recording head.

Typically, the chosen frequency for audio work will be
between four and six times the highest frequency which
it is desired to record: it will usually be in the range
60–120 kHz, with better machines using the higher values.

HF bias waveform

The most important features of the bias waveform are its
peak amplitude and its symmetry. So although other
waveforms, such as square waves, will operate in this
mode quite satisfactorily, any inadvertent phase shift in
the harmonic components would lead to a change in the
peak amplitude, which would affect the performance.

Also, it is vitally important that the HF ‘bias’ signal
should have a very low noise component. In the compos-
ite signal applied to the record head, the bias signal may
be 10–20 times greater than the audio signal to be
recorded. If, therefore, the bias waveform is not to
degrade the overall S/N ratio of the system, the noise
content of the bias waveform must be at least 40 times
better than that of the incoming signal.

The symmetry of the waveform is required so that
there is no apparent DC or unidirectional magnetic com-
ponent of the resultant waveform, which could magnet-

ise the record head and impair the tape modulation
noise figure. An additional factor is that a symmetrical
waveform allows the greatest utilisation of the linear
portion of the tape magnetisation curve.

For these reasons, and for convenience in generating
the erase waveform, the bias oscillator will be designed
to generate a very high purity sine wave. Then the subse-
quent handling and amplifying circuitry will be chosen to
avoid any degradation of this.

Maximum output level (MOL)

When the tape is recorded with the appropriate bias sig-
nal, it will have an effective ‘B-H’ characteristic of the
form shown in Fig. 7.16. Here it is quite linear at low sig-
nal levels, but will tend to flatten-off the peaks of the
waveform at higher signal levels. This causes the third
harmonic distortion, which worsens as the magnitude of
the recorded signal increases, and effectively sets a max-
imum output level for the recorder/tape combination.

Figure 7.16 Relationship between remanent flux (‘B’), and
applied magnetic field at 315 Hz in a biased tape, showing 
linearisation and overload effects.

This is usually quoted as ‘MOL (315 Hz)’, and is
defined as the output level, at 315 Hz. It is given some ref-
erence level, (usually a remanent magnetic flux on the
tape of 250 nano Webers/m, for cassette tapes), at which
the third harmonic distortion of the signal reaches 3 per-
cent. The MOL generally increases with bias up to some
maximum value, as shown in Fig. 7.14 and 7.15.
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The optimum, or reference bias

Since it is apparent that there is no single best value for
the bias current, the compromise chosen for cassette
recorders is usually that which leads to the least difficulty
in obtaining a flat frequency response. Lower values of
bias give better HF performance but worse characteris-
tics in almost all other respects, so the value chosen is that
which leads to a fall in output, at 10 kHz in the case of cas-
settes of 12 dB in comparison with the output at 315 Hz.

In higher tape speed reel-to-reel recorders, the speci-
fied difference in output level at 315 Hz and 12.5 kHz
may be only 2.5 dB. Alternatively, the makers recom-
mended ‘reference’ bias may be that which gives the low-
est value of THD at 1 kHz.

Sensitivity

This will be specified at some particular frequency, as
‘S-315 Hz’ or ‘S-10 kHz’ depending on the frequency
chosen. Because of self-erasure effects, the HF com-
ponents of the signal are attenuated more rapidly with
increasing HF ‘bias’ values than the LF signals. On the
other hand, HF signals can act, in part, as a bias waveform,
so some recorders employ a monitoring circuit which
adjusts the absolute value of the bias input, so that it is
reduced in the presence of large HF components in the
audio signal.

This can improve the HF response and HF output
level for the same value of harmonic distortion in com-
parison with a fixed bias value system.

Total harmonic distortion ( THD)

This is generally worsened at both low and high values of
‘bias’ current. At low values, this is because inadequate
bias has been used to straighten out the kink at the centre
of the ‘B-H’ curve, which leaves a residue of unpleasant,
odd harmonic, crossover-type distortion. At high values,
the problem is simply that the bias signal is carrying
the composite recording waveform into regions of tape
saturation, where the B-H curve flattens off.

Under this condition, the distortion component is
largely third harmonic, which tends to make the sound
quality rather shrill. As a matter of practical convenience,
the reference bias will be chosen to lie somewhere near
the low point on the THD/bias curve. The formulation
and coating thickness adopted by the manufacturer
can be chosen to assist in this, as can be seen by the
comparison between C90 and C120 tapes in Fig. 7.14.

The third harmonic distortion for a correctly biased
tape will increase rapidly as the MOL value is

approached. The actual peak recording values for which
the recorder VU or peak recording level meters are set is
not, sadly, a matter on which there is any agreement
between manufacturers, and will, in any case, depend on
the tape and the way in which it has been biased.

Noise level

Depending on the tape and record head employed, the
residual noise level on the tape will be influenced by
the bias current and will tend to decrease with increasing
bias current values. However, this is influenced to a
greater extent by the bias frequency and waveform
employed, and by the construction of the erase head.

The desired performance in a tape or cassette recorder
is that the no-signal replay noise from a new or bulk
erased tape should be identical to that which arises from
a single pass through the recorder, set to record at zero
signal level.

Aspects of recording and replay noise are discussed
more fully below.

Saturation output level (SOL)

This is a similar specification to the MOL, but will gener-
ally apply to the maximum replay level from the tape at a
high frequency, usually 10 kHz, and decreases with
increasing bias at a similar rate to that of the HF sensitiv-
ity value.

The decrease in HF sensitivity with increasing bias
appears to be a simple matter of partial erasure of short
recorded wavelength signals by the bias signal. However,
in the case of the SOL, the oscillation of the domains
caused by the magnetic flux associated with the bias
current appears physically to limit the ability of short
wavelength magnetic elements to coexist without self-
cancellation.

It is fortunate that the energy distribution on most
programme material is high at LF and lower middle fre-
quencies, but falls off rapidly above, say, 3 kHz, so HF
overload is not normally a problem. It is also normal
practice to take the output to the VU or peak signal
metering circuit from the output of the recording ampli-
fier, so the effect of pre-emphasis at HF will be taken into
account.

Bias level setting

This is a difficult matter in the absence of appropriate
test instruments, and will require adjustment for every
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significant change in tape type, especially in cassette
machines, where a wide range of coating formulations is
available.

Normally, the equipment manufacturer will provide a
switch selectable choice of pre-set bias values, labelled in
a cassette recorder, for example, as types ‘1’ (all ferric
oxide tapes, used with a 120 µs equalisation time con-
stant), ‘2’ (all chromium dioxide tapes, used with a 70 µs
equalisation), ‘3’ (dual coated ‘ferro-chrome’ tapes, for
70 µs equalisation) and ‘4’ (all ‘metal’ tapes), where the
machine is compatible with these.

Additionally, in the higher quality (three-head)
machines, a test facility may be provided, such as a built-
in dual frequency oscillator, having outputs at 330 Hz
and 8 kHz, to allow the bias current to be set to provide
an identical output at both frequencies on replay. In
some recent machines this process has been automated.

The Tape Transport Mechanism

The constancy and precision of the tape speed across the
record and replay heads is one of the major criteria for
the quality of a tape recorder mechanism. Great care is
taken in the drive to the tape ‘capstans’ to smooth out
any vibration or flutter generated by the drive motor or
motors. The better quality machines will employ a dual-
capstan system, with separate speed or torque controlled
motors, to drive the tape and maintain a constant tension
across the record and replay heads, in addition to the
drive and braking systems applied to the take-up and
unwind spools.

This requirement can make some difficulties in the case
of cassette recorder systems, in which the design of the
cassette body allows only limited access to the tape. In this
case a dual-capstan system requires the use of the erase
head access port for the unwind side capstan, and forces
the use of a narrowed erase head which can be fitted into
an adjacent, unused, small slot in the cassette body.

The use of pressure pads to hold the tape against the
record or replay heads is considered by many engineers
to be an unsatisfactory practice, in that it increases the
drag on the tape, and can accelerate head wear. In reel-
to-reel recorders it is normally feasible to design the tape
layout and drive system so that the tape maintains a con-
stant and controlled position in relation to the heads, so
the use of pressure pads can be avoided.

However, in the case of cassettes where the original
patent specification did not envisage the quality of per-
formance sought and attained in modern cassette decks,
a pressure pad is incorporated as a permanent part of the
cassette body. Some three-head cassette machines, with
dual capstan drive, control the tape tension at the record

and replay position so well that the inbuilt pressure pad is
pushed away from the tape when the cassette is inserted.

An essential feature of the maintenance of any tape or
cassette recorder is the routine cleaning of the capstan
drive shafts, and pinch rollers, since these can attract
deposits of tape coating material, which will interfere
with the constancy of tape drive speed.

The cleanliness of the record/replay heads influences
the closeness of contact between the tape and the head
gap, which principally affects the replay characteristics,
and reduces the replay HF response.

Transient Performance

The tape recording medium is unique as the maximum
rate of change of the reproduced replay signal voltage is
determined by the speed with which the magnetised tape
is drawn past the replay head gap. This imposes a fixed
‘slew-rate’ limitation on all reproduced transient signal
voltages, so that the maximum rate of change of voltage
cannot exceed some fixed proportion of its final value.

In this respect it differs from a slew-rate-limited elec-
tronic amplifier, in which the effective limitation is signal
amplitude dependent, and may not occur on small signal
excursions even when it will arise on larger ones.

Slew-rate limitation in electronic amplifiers is, how-
ever, also associated with the paralysis of the amplifier
during the rate-limited condition. This is a fault which
does not happen in the same way with a replayed mag-
netic tape signal, within the usable region of the B-H
curve. Nevertheless, it is a factor which impairs the repro-
duced sound quality, and leads to the acoustic superiority
of high tape speed reel-to-reel machines over even the
best of cassette recorders, and the superiority of replay
heads with very narrow head gaps, for example in three-
head machines, in comparison with the larger, compro-
mise form, gaps of combined record/replay heads.

It is possibly also, a factor in the preference of some
audiophiles for direct-cut discs, in which tape mastering
is not employed.

A further source of distortion on transient waveforms
arises due to the use of HF emphasis, in the recording
process and in replay, to compensate for the loss of high
frequencies due to tape or head characteristics.

If this is injudiciously applied, this HF boost can lead to
‘ringing’ on a transient, in the manner shown, for a square-
wave in Fig. 7.17. This impairs the audible performance of
the system, and can worsen the subjective noise figure of
the recorder. It is therefore sensible to examine the
square-wave performance of a tape recorder system fol-
lowing any adjustment to the HF boost circuitry, and
adjust these for minimum overshoot.
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Figure 7.17 ‘Ringing’ effects, on a 1 KHz square-wave, due to
excessive HF boost applied to extend high-frequency response.

Tape Noise

Noise in magnetic recording systems has two distinct
causes: the tape, and the electronic amplification and sig-
nal handling circuitry associated with it. Circuit noise
should normally be the lesser problem, and will be dis-
cussed separately.

Tape noise arises because of the essentially granular,
or particulate, nature of the coating material and the
magnetic domains within it. There are other effects,
though, which are due to the actual recording process,
and these are known as ‘modulation’ or ‘bias noise’, and
‘contact’ noise – due to the surface characteristics of the
tape.

The problem of noise on magnetic tape and that of the
graininess of the image in the photographic process are
very similar. In both cases this is a statistical problem,
related to the distribution of the individual signal elem-
ents, which becomes more severe as the area sampled,
per unit time, is decreased. (The strict comparison
should be restricted to cine film, but the analogy also
holds for still photography.)

Similarly, a small output signal from the replay head,
(equivalent to a small area photographic negative),
which demands high amplification, (equivalent to a high
degree of photographic enlargement), will lead to a
worse S/N ratio, (equivalent to worse graininess in the
final image), and a worse HF response and transient def-
inition, (image sharpness).

For the medium itself, in photographic emulsions high
sensitivity is associated with worse graininess, and vice
versa. Similarly, with magnetic tapes, low noise, fine
grain tape coatings also show lower sensitivity in terms of
output signal. Metal tapes offer the best solution here.

A further feature, well-known to photographers, is
that prints from large negatives have a subtlety of tone
and gradation which is lacking from apparently identical

small-negative enlargements. Similarly, comparable size
enlargements from slow, fine-grained, negative material
are preferable to those from higher speed, coarse-
grained stock.

There is presumably an acoustic equivalence in the
tape recording field.

Modulation or bias noise arises because of the random
nature and distribution of the magnetic material
throughout the thickness of the coating. During record-
ing, the magnetic flux due to both the signal and bias
waveforms will redistribute these domains, so that, in
the absence of a signal, there will be some worsening of
the noise figure. In the presence of a recorded signal, the
magnitude of the noise will be modulated by the signal.

This can be thought of simply as a consequence of
recording the signal on an inhomogeneous medium, and
gives rise to the description as ‘noise behind the signal’, as
when the signal disappears, this added noise also stops.

The way in which the signal to noise ratio of a recorded
tape is dependent on the area sampled, per unit time, can be
seen from a comparison between a fast tape speed dual-
track reel-to-reel recording with that on a standard cassette.

For the reel-to-reel machine there will be a track width
of 2.5 mm with a tape speed of 15 in./s, (381 mm/s) which
will give a sampled area equivalent to 2.5 mm × 381 mm
= 925 mm2/s. In the case of the cassette recorder the tape
speed will be 1.875 in/s (47.625 mm/s), and the track
width will be 0.61 mm, so that the sampled area will only
be 29 mm2/s. This is approximately 32 times smaller,
equivalent to a 15 dB difference in S/N ratio.

This leads to typical maximum S/N ratios of 67 dB for
a two-track reel-to-reel machine, compared with a 52 dB
value for the equivalent cassette recorder, using similar
tape types. In both cases some noise reduction technique
will be used, which will lead to a further improvement in
these figures.

It is generally assumed that an S/N ratio of 70–75 dB for
wideband noise is necessary for the noise level to be
acceptable for high quality work, through some workers
urge the search for target values of 90 dB or greater. How-
ever, bearing in mind that the sound background level in
a very quiet domestic listening room is unlikely to be less
than +30 dB (reference level, 0 dB = 0.0002 dynes/cm2)
and that the threshold of pain is only +105–110 dB, such
extreme S/N values may not be warranted.

In cassette recorders, it is unusual for S/N ratios better
than 60 dB to be obtained, even with optimally adjusted
noise reduction circuitry in use.

The last source of noise, contact noise, is caused by a
lack of surface smoothness of the tape, or fluctuations in
the coating thickness due to surface irregularities in the
backing material. It arises because the tape coating com-
pletes the magnetic circuit across the gap in the heads
during the recording process.
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Any variations in the proximity of tape to head will,
therefore, lead to fluctuations in the magnitude of the
replayed signal. This kind of defect is worse at higher fre-
quencies and with narrower recording track widths, and can
lead to drop-outs (complete loss of signal) in severe cases.

This kind of broadband noise is influenced by tape
material, tape storage conditions, tape tension and head
design. It is an avoidable nuisance to some extent, but is
invariably present.

Contact noise, though worse with narrow tapes and
low tape speeds, is not susceptible to the kind of analysis
shown above, in relation to the other noise components.

The growing use of digital recording systems, even in
domestic cassette recorder form, is likely to alter substan-
tially the situation for all forms of recorded noise,
although it is still argued by some workers in this field that
the claimed advantages of digitally encoded and decoded
recording systems are offset by other types of problem.

There is no doubt that the future of all large-scale com-
mercial tape recording will be tied to the digital system, if
only because of the almost universal adoption by record
manufacturers of the compact disc as the future style of
gramophone record.

This is recorded in a digitally encoded form, so it is
obviously sensible to carry out the basic mastering in this
form also, since their other large-scale products, the

compact cassette and the vinyl disc, can equally well be
mastered from digital as from analogue tapes.

Electronic Circuit Design

The type of circuit layout used for almost all analogue
(i.e. non-digital) magnetic tape recorders is as shown, in
block diagram form, in Fig. 7.18.

The critical parts of the design, in respect of added cir-
cuit noise, are the replay amplifier, and the bias/erase
oscillator. They will be considered separately.

It should also be noted that the mechanical design of
both the erase and record heads can influence the noise
level on the tape. This is determined by contact profile
and gap design, consideration of which is beyond the
scope of this chapter.

The replay amplifier

Ignoring any noise reduction decoding circuitry, the func-
tion of this is to amplify the electrical signal from the
replay head, and to apply any appropriate frequency
response equalisation necessary to achieve a substantially

Tape Recording 125

Figure 7.18 Schematic layout of the ‘building blocks’ of a magnetic tape recorder.

chp7.ian  4/6/98 5:23 PM  Page 125



uniform frequency response. The design should also
ensure the maximum practicable S/N ratio for the
signal voltage present at the replay head.

It has been noted previously that the use of very nar-
row replay head gaps, desirable for good high frequency
and transient response, will reduce the signal output, if
only because there will be less tape material within the
replay gap at any one time. This makes severe demands
on the design of the replay amplifier system, especially in
the case of cassette recorder systems, where the slow
tape speed and narrow tape track width reduces the
extent of magnetic induction.

In practice, the mid-frequency output of a typical high
quality cassette recorder head will only be of the order of
1 mV, and, if the overall S/N ratio of the system is not to be
significantly degraded by replay amplifier noise, the ‘noise
floor’ of the replay amp. should be of the order of 20 dB
better than this. Taking 1 mV as the reference level, this
would imply a target noise level of –72 dB if the existing
tape S/N ratio is of the order of –52 dB quoted above.

The actual RMS noise component required to satisfy
this criterion would be 0.25 µV, which is just within the
range of possible circuit performance, provided that care
is taken with the design and the circuit components.

The principal sources of noise in an amplifier employ-
ing semiconductor devices are:

(1) ‘Johnson’ or ‘thermal’ noise, caused by the random
motion of the electrons in the input circuit, and in the
input impedance of the amplifying device employed
(minimised by making the total input circuit imped-
ance as low as possible, and by the optimum choice of
input devices)

(2) ‘shot’ noise, which is proportional to the current flow
through the input device, and to the circuit bandwidth

(3) ‘excess’, or ‘1/f ’, noise due to imperfections in the
crystal lattice, and proportional to device current
and root bandwidth, and inversely proportional to
root frequency

(4) collector-base leakage current noise, which is influ-
enced by both operating temperature and DC supply
line voltage

(5) surface recombination noise in the base region.

Where these are approximately calculable, the equa-
tions shown below are appropriate.

where ‘∆f ’ is the bandwidth (Hz), K = 1.38 × 10–23, T is
the temperature (Kelvin), q the electronic charge
(1.59 × 10–19 Coulombs), f is the operating frequency and
R the input circuit impedance.

In practical terms, a satisfactory result would be given
by the use of silicon bipolar epitaxial-base junction tran-
sistor as the input device, which should be of PNP type.
This would take advantage of the better surface recom-
bination noise characteristics of the n-type base material,
at an appropriately low collector to emitter voltage, say
3–4 V, with as low a collector current as is compatible
with device performance and noise figure, and a base cir-
cuit impedance giving the best compromise between
‘Johnson’ noise and device noise figure requirements.

Other devices which can be used are junction field-
effect transistors, and small-signal V-MOS and T-MOS
insulated-gate type transistors. In some cases the circuit
designer may adopt a slightly less favourable input con-
figuration, in respect of S/N ratio, to improve on other
performance characteristics such as slew-rate balance or
transient response.

Generally, however, discrete component designs will
be preferred and used in high quality machines, although
low-noise integrated circuit devices are now attaining
performance levels where the differences between IC
and discrete component designs are becoming negligible.

Typical input amplifier circuit designs by Sony, Pioneer,
Technics, and the author, are shown in Figs. 7.19–7.22.

Figure 7.19 Cassette deck replay amplifier by Sony (TCK81).

In higher speed reel-to-reel recorders, where the sig-
nal output voltage from the replay head is higher, the
need for the minimum replay amplifier noise is less acute,
and low-noise IC op amplifiers, of the type designed for
audio purposes will be adequate. Examples are the Texas
Instruments TL071 series, the National Semiconductor
LF351 series op amps. They offer the advantage of
improved circuit symmetry and input headroom.

If the replay input amplifier provides a typical signal
output level of 100 mV RMS, then all the other stages in
the signal chain can be handled by IC op amps without
significant degradation of the S/N ratio. Designer prefer-
ences or the desire to utilise existing well tried circuit
structures may encourage the retention of discrete com-
ponent layouts, even in modern equipment.
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However, in mass-produced equipment aimed at a
large, low-cost, market sale, there is an increasing ten-
dency to incorporate as much as possible of the record,
replay, and noise reduction circuitry within one or two
complex, purpose-built ICs, to lessen assembly costs.

Replay Equalisation

This stage will usually follow the input amplifier stage,
with a signal level replay gain control interposed
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Figure 7.20 Very high quality cassette recorder replay amplifier due to Pioneer (CT-A9).

Figure 7.21 Combined record/replay amplifier used by Technics, shown in replay mode (RSX20).

Figure 7.22 Complete cassete recorder replay system, used in portable machine.
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between this and the input stage, where it will not
degrade the overall noise figure, it will lessen the possi-
bility of voltage overload and ‘clipping’ in the succeeding
circuitry.

Opinions differ among designers on the position of the
equalisation network. Some prefer to treat the input
amplifier as a flat frequency response stage, as this means
the least difficulty in obtaining a low input thermal noise
figure. Others utilise this stage for the total or initial fre-
quency response shaping function.

In all cases, the requirement is that the equalised
replay amplifier response shall provide a uniform output
frequency response, from a recorded flux level having
the characteristics shown in Fig. 7.8, ignoring for the
moment any frequency response modifications which
may have been imposed by the record-stage noise reduc-
tion processing elements, or the converse process of the
subsequent decoding stage.

Normally, the frequency response equalisation func-
tion will be brought about by frequency sensitive imped-
ance networks in the feedback path of an amplifier
element, and a typical layout is shown in Fig. 7.23.

Figure 7.23 RC components network used in replay amplifier
to achieve frequency response equalisation.

Considering the replay curve shown in Fig. 7.24, this
can be divided into three zones, the flattening of the
curve, in zone ‘A’, below 50 Hz, in accordance with the
LF 3180 µs time-constant employed, following Table 7.3,
in almost all recommended replay characteristics, the
levelling of the curve, in zone ‘B’, beyond a frequency
determined by the HF time constant of Table 7.3,
depending on application, tape type, and tape speed.

Since the output from the tape for a constant remanent
flux will be assumed to increase at a +6 dB/octave rate,
this levelling-off of the replay curve is equivalent to a +6
dB/octave HF boost. This is required to correct for the
presumed HF roll-off on record, shown in Fig. 7.8

Figure 7.24 Cassette recorder replay response given by
circuit layout shown in Fig. 7.23, indicating the regions
affected by the RC component values.

Finally, there is the HF replay boost of zone ‘C’, neces-
sary to compensate for poor replay head HF perform-
ance. On reel-to-reel recorders this effect may be
ignored, and on the better designs of replay head in cas-
sette recorders the necessary correction may be so small
that it can be accomplished merely by adding a small
capacitor across the replay head, as shown in the designs
of Fig. 7.19–7.22. The parallel resonance of the head
winding inductance with the added capacitor then gives
an element of HF boost.

With worse replay head designs, some more substan-
tial boost may be needed, as shown in ‘C’ in Fig. 7.23.

A further type of compensation is sometimes
employed at the low-frequency end of the response
curve and usually in the range 30–80 Hz, to compensate
for any LF ripple in the replay response, as shown in Fig.
7.10. Generally all that is attempted for this kind of fre-
quency response flattening is to interpose a tuned LF
‘notch’ filter, of the kind shown in Fig. 7.25 in the output
of the record amp, to coincide with the first peak in the
LF replay ripple curve.

Figure 7.25 Notch filter in record amplifier, used to lessen LF
ripple effects.
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The Bias Oscillator

The first major requirement for this circuit is a substan-
tial output voltage swing-since this circuit will also be
used to power the ‘erase’ head, and with some tapes a
large erase current is necessary to obtain a low residual
signal level on the erased tape. Also needed are good
symmetry of waveform, and a very low intrinsic noise fig-
ure, since any noise components on the bias waveform
will be added to the recorded signal.

The invariable practical choice, as the best way of
meeting these requirements, is that of a low distortion
HF sine waveform.

Since symmetry and high output voltage swing are
both most easily obtained from symmetrical ‘push-pull’
circuit designs, most of the better modern recorders
employ this type of layout, of which two typical examples
are shown in Fig. 7.26 and 7.27. In the first of these, which

is used in a simple low-cost design, the erase coil is used
as the oscillator inductor, and the circuit is arranged to
develop a large voltage swing from a relatively low DC
supply line.

The second is a much more sophisticated and ambi-
tious recorder design. Where the actual bias voltage level
is automatically adjusted by micro-computer control
within the machine to optimise the tape recording char-
acteristics. The more conventional approach of a mul-
tiple winding transformer is employed to generate the
necessary positive feedback signal to the oscillator tran-
sistors.

In all cases great care will be taken in the choise of cir-
cuitry and by the use of high ‘Q’ tuned transformers to avoid
degrading the purity of the waveform or the S/N ratio.

In good quality commercial machines there will gener-
ally be both a switch selectable bias level control, to suit
the IEC designated tape types (1–4) and a fine adjust-
ment. This latter control will usually be a pair of variable
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Figure 7.26 High-output, low-distortion, bias/erase oscillator used in cassette recorder.

Figure 7.27 High-quality bias oscillator having automatic bias current adjustment facilities (Pioneer CT-A9).
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resistors, in series with separate small capacitors, in the
feed to each recording channel, since the high AC imped-
ance of the capacitor tends to restrict the introduction of
lower frequency noise components into the record head.
It also serves to lessen the possibility of recording signal
cross-talk from one channel to the other.

The Record Amplifier

Referring to the block diagram of Fig. 7.18, the layout of
the recording amplifier chain will normally include some
noise reduction encoding system (Dolby A or equiva-
lent, and/or Dolby HX, in professional analogue-type
tape recorders, or Dolby B or C in domestic machines).
The operation of this would be embarassed by the pres-
ence of high-frequency audio components, such as the
19 kHz FM ‘pilot tone’ used in stereo broadcasts to
regenerate the 38 kHz stereo sub-carrier.

For this reason, machines equipped with noise reduc-
tion facilities will almost invariably also include some
low-pass filter system, either as some electronic ‘active
filter’ or a simple LC system, of the forms shown in
Fig. 7.28. Some form of microphone amplifier will also be
provided as an alternative to the line inputs. The design
of this will follow similar low-noise principles to those
essential in the replay head amplifier, except that the
mic. amplifier will normally be optimised for a high
input circuit impedance. A typical example is shown in
Fig. 7.29.

Figure 7.28 L-C and active low-pass filter systems used to
protect noise reduction circuitry from spurious HF inputs.

Figure 7.29 Single stage microphone input amplifier by Sony
(TCK-81).

As mentioned above, it is common (and good) practice
to include a ‘muting’ stage in the replay amp line, to
restrict the audibility of the amplifier noise in the absence
of any tape signal. A similar stage may be incorporated in
the record line, but in this case the VU or peak recording
meter will require to derive its signal feed from an earlier
stage of the amplifier. Thus the input signal level can still
be set with the recorder at ‘pause’.

The recording amplifier will be designed to deliver the
signal to the record head at an adequate amplitude, and
with low added noise or distortion, and in a manner tol-
erant of the substantial HF bias voltage present at the
record head.

Contemporary design trends tend to favour record
heads with low winding impedances, so the record ampli-
fier must be capable of coping with this.

As noted above, the design of the record amplifier
must be such that it will not be affected by the presence of
the HF bias signal at the record head.

There are approaches normally chosen. One is to
employ an amplifier with a very high output impedance,
the output signal characteristics of which will not be
influenced by superimposed output voltage swings.
Another is to interpose a suitable high value resistor in
the signal line between the record amp and the head.
This also has the benefit of linearising the record current
vs frequency characteristics of the record system. If the
record amplifier has a low output impedance, it will cause
the intruding bias frequency signal component to be
greatly attenuated in its reverse path.

However, the simplest, and by far the most common,
choice is merely to include a parallel-tuned LC rejection
circuit, tuned to the HF bias oscillator frequency, in the
record amplifier output, as shown in the circuit design of
Fig. 7.30.
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Figure 7.30 Record output stage, from Pioneer, showing bias
trap and L-C equalisation components (CT4141-A).

Some very advanced recorder designs actually use a
separate mixer stage, in which the signal and bias
components can be added before they are fed to the
record head. In this case the design of the output stage is
chosen so that it can handle the total composite (signal +
bias) voltage swing without cross-modulation or other
distortion effects.

Recording Level Indication

This is now almost exclusively performed in domestic
type equipment by instantaneously acting light-emitting
diodes, adjusted to respond to the peak recording levels
attained. There are several purpose-built integrated cir-
cuits designed especially for this function.

In earlier instruments, which moving coil display
meters were used, great care was necessary to ensure that
the meter response had adequate ballistic characteristics
to respond to fast transient signal level changes. This
invariably meant that good performance was expensive.

It is notable that professional recording engineers still
prefer to use meter displays, the ballistic characteristics
of which are normally precisely controlled, and to the
ASA C16–5 specification. However, the indication given
by these may be supplemented by LED-type peak level
indication.

Tape Drive Control

Few things have a more conspicuous effect upon the final
performance of a tape recorder system than variations in
the tape speed. Electronic servo systems, of the type
shown in schematic form in Fig. 7.31, are increasingly

used in better class domestic machines (they have been
an obligatory feature of professional recorder systems
for many years) to assure constancy of tape travel.

Figure 7.31 Schematic layout of speed control servo-
mechanism.

In arrangements of this kind, the capstan drive motors
will either be direct current types, the drive current of
which is increased or decreased electronically depending
on whether the speed sensor system detects a slowing or
an increase in tape speed. Alternatively, the motors may
be of ‘brushless’ AC type, fed from an electronically
generated AC waveform, the frequency of which is
increased or decreased depending on whether a positive
or a negative tape speed correction is required.

With the growing use of microprocessor control and
automated logic sequences to operate head position, sig-
nal channel and record/replay selection, and motor con-
trol, the use of electronically generated and regulated
motor power supplies is a sensible approach. The only
problem is that the increasing complexity of circuitry
involved in the search for better performance and
greater user convenience may make any repairs more
difficult and costly to perform.

Professional Tape Recording Equipment

This is aimed at an entirely different type of use to that of
the domestic equipment, and is consequently of different
design, with a different set of priorities.

Domestic tape cassette recorders are used most com-
monly for transferring programme material from radio
broadcasts gramophone or other tape recordings, or
spontaneous (i.e., non-repeatable) ‘live’ events, to tape
and the finished recording is made for the benefit of the
recordist or the participants. No editing is desired or
practicable. In contrast, in commercial/professional
work it is likely that the final product will be closely scru-
tinised for imperfections, and will be highly edited.

Moreover, in broadcasting or news applications, it is
essential that time synchronisation, for example with pic-
tures, be practicable.
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Also, since the recording process is just one step in a
necessarily profitable commercial operation, profes-
sional machines must be rugged, resistant to misuse, and
reliable. The cost of the equipment, except as dictated by
competitive pressures between rival manufacturers, will
be of a secondary consideration, and its physical bulk will
be less important than its ease of use.

These differences in use and outlook are reflected in
the different types of specification of professional
recording systems, and these are listed below.

General Description

Mechanical

Professional tape recording machines will invariably be
reel-to-reel recording as ‘half-track’, or occasionally as
‘quarter-track’ on ¼ in. tape, or as 8-track, 16-track,
24-track or 32-track, on ½ in., 1 in. or 2 in. wide tape.
(Because of the strong influence of the USA in the
recording field, metric dimensions are very seldom used
in specifying either tape widths or linear tape speeds of
professional equipment.)

Even on half-track machines, facilities are now being
provided for time code marking as are more generally
found on multi-track machines by way of an additional
channel in the central 2.25 mm dead band between the
two stereo tracks.

This allows identification of the time elapsed since the
start of the recording as well as the time remaining on the
particular tape in use. This information is available even
if the tape is removed and replaced, part wound. (It is
customary for professional recorders, copied now by
some of the better domestic machines, to indicate tape
usage by elapsed-time displays rather than as a simple
number counter.) Also available is the real time – as in
the conventional clock sense – and any reference mark-
ers needed for external synchronisation or tape editing.

The mechanisms used will be designed to give an
extremely stable tape tension and linear tape speed, with
very little wow or flutter, a switched choice of speeds, and
provision for adjusting the actual speed, upwards or
downwards, over a range – customarily chosen as seven
semitones – with facility for accurate selection of the
initial reference tape speed. It is also customary to allow
for different sized tape spools, with easy and rapid
replacement of these.

The high power motors customarily used to ensure
both tape speed stability and rapid acceleration – from
rest to operating speed in 100 ms is attainable on some
machines – can involve significant heat dissipations. So

the bed-plate for the deck itself is frequently a substan-
tial die-casting, of up to two inches in thickness, in which
the recesses for the reels, capstans and heads are formed
by surface machining. The use of ancillary cooling fans in
a studio or sound recording environment is understand-
ably avoided wherever possible.

To make the tape speed absolutely independent of
mains power frequency changes, it is common practice
to derive the motor speed reference from a crystal
controlled source, frequently that used in any micro-
processor system used for other control, editing, and
search applications.

Since the product will often be a commercial gramo-
phone record or cassette recording, from which all
imperfections must be removed before production, edit-
ing facilities – either by physically splicing the tape, or by
electronic processing – will feature largely in any ‘pro’
machine. Often the tape and spool drive system will per-
mit automatic ‘shuttle’ action, in which the tape is moved
to and fro across the replay head, to allow the precise
location of any edit point.

An internal computer memory store may also be pro-
vided to log the points at which edits are to be made,
where these are noted during the recording session. The
number and position of these may also be shown on an
internal display panel, and the tape taken rapidly to these
points by some auto-search facility.

Electrical

The electronic circuitry employed in both professional
and domestic tape recorder systems is similar, except
that their tasks are different. Indeed many of the facili-
ties which were originally introduced in professional
machines have been taken over into the domestic scene,
as the ambitions of the manufacturers and the expect-
ations of the users have grown.

In general outline, therefore, the type of circuit layout
described above will be appropriate. However, because
of the optional choice of tape speeds, provision will be
made for different, switch-selectable, equalisation char-
acteristics and also, in some cases, for different LF com-
pensation to offset the less effective LF recording action
at higher tape speeds. Again, the bias settings will be both
adjustable and pre-settable to suit the tape types used.

To assist in the optimisation of the bias settings, built-
in reference oscillators, at 1 kHz, 10 kHz, and sometimes
100 Hz, may be provided, so that the flattest practicable
frequency response may be obtained.

This process has been automated in some of the more
exotic cassette recorders, such as the Pioneer CT-A9, in
which the bias and signal level is automatically adjusted
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when the recording is initiated, using the first eleven sec-
onds worth of tape, after which the recorder resets itself
to the start of the tape to begin recording. Predictably,
this style of thing does not appeal greatly to the profes-
sional recording engineer!

Whether or not noise reduction circuitry will be incorp-
orated within the machine is a matter of choice. ‘Pro’
equipment will, however, offer easy access and inter-
connection for a variety of peripheral accessories, such
as remote control facilities and limiter and compressor
circuitry, bearing in mind the extreme dynamic range
which can be encountered in live recording sessions.

Commonly, also, the high-frequency headroom expan-
sion system, known as the Dolby HX Pro will be incorpo-
rated in high quality analogue machines. This monitors
the total HF components of the recorded signal, including
both programme material and HF bias, and adjusts the
bias voltage output so that the total voltage swing remains
constant. This can allow up to 6 dB more HF signal to be
recorded without tape saturation.

In the interests of signal quality, especially at the high
frequency end of the audio spectrum, the bias frequency
employed will tend to be higher than in lower tape speed
domestic machines. 240 kHz is a typical figure.

However, to avoid overheating in the erase head,
caused by the eddy-current losses which would be associ-
ated with such a high erase frequency, a lower frequency
signal is used, such as 80 kHz, of which the bias frequency
employed is the third harmonic. This avoids possible
beat frequency effects.

Very frequently, both these signals are synthesised by
subdivision from the same crystal controlled master
oscillator used to operate the internal microprocessor
and to control the tape drive speed.

With regard to the transient response shortcomings of
tape recording systems, referred earlier, there is a grow-
ing tendency in professional analogue machines to
employ HF phase compensation, to improve the step-
function response. The effect of this is illustrated in Fig.
7.32, and the type of circuitry used is shown in Fig. 7.33.

A major concern in professional work is the accurate
control of both recording and output levels. Frequently
the recording level meters will have switch selectable
sensitivities for their OVU position, either as the basic
standard (OVU = 1 mW into 600 ohms = 0.774 V RMS)
or as ‘dB V’ (referred to 1 V RMS). It is also expected
that the OVU setting will be related accurately to the
magnetisation of the tape, with settings selectable at
either 185, 250 or 320 nanoWebers/m.

Finally, and as a clear distinction from amateur equip-
ment, professional units will all have provision for bal-
anced line inputs from microphone and other programme
sources, since this greatly lessens the susceptibility of such
inputs to mains induced hum and interference pick-up.

Figure 7.32 Improvement in HF transient response, and
consequent stereo image quality, practicable by the use of
HF phase compensation.

Figure 7.33 HF phase-compensation circuit.

Multi-Track Machines

Although single channel stereo machines have a place in
the professional recording studio, the bulk of the work
will be done on multi-track machines, either 8-, 16-, 24-,
or 32-track. The reasons for this are various.

In the pop field, for example, it is customary for the
individual instrumentalists or singers in a group to
perform separately in individual sound-proofed rooms,
listening to the total output, following an initial stereo
mixing, on ‘cans’ (headphones). Each individual contribu-
tor to the whole is then recorded on a separate track,
from which the final stereo master tape can be recorded
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by mixing down and blending, with such electronic sound
effects as are desired.

This has several advantages, both from the point of
view of the group, and for the recording company – who
may offer a sample of the final product as a cassette,
while retaining the master multi-track tape until all bills
are paid. For the performers, the advantages are that the
whole session is not spoilt by an off-colour performance
by any individual within the group, since this can easily
be re-recorded. Also, if the number is successful, another
equally successful ‘single’ may perhaps be made, for
example, by a re-recording with a different vocal and
percussion section.

Moreover, quite a bit of electronic enhancement of the
final sound can be carried out after the recording session,
by frequency response adjustment and added reverber-
ation, echo and phase, so that fullness and richness can
be given, for instance, to an otherwise rather thin solo
voice. Studios possessing engineers skilled in the arts of
electronic ‘fudging’ soon become known and sought
after by the aspiring pop groups, whose sound may be
improved thereby.

On a more serious level, additional tracks can be
invaluable for recording cueing and editing information.
They are also useful in the case, say, of a recording of a
live event, such as an outside broadcast, or a symphony
orchestra, in gathering as many possible signal inputs,
from distributed microphones, as circumstances allow.
The balance between these can then be chosen, during
and after the event, to suit the intended use. A mono
radio broadcast needing a different selection and mix of
signal than, for example, a subsequent LP record, having
greater dynamic range.

This ‘multi-miking’ of large scale music is frowned
upon by some recording engineers. Even when done
well, it may falsify the tonal scale of solo instrumentalists,
and when done badly may cause any soloist to have an
acoustic shadow who follows his every note, but at a brief
time interval later. It has been claimed that the ‘Sound
Field’ system will do all that is necessary with just a sim-
ple tetrahedral arrangement of four cardioid micro-
phones and a four-channel recorder.

A technical point which particularly relates to multi-
track recorder systems is that the cross-talk between
adjacent channels should be very low. This will demand
care in the whole record/replay circuitry, not just the
record/replay head. Secondly, the record head should be
usable, with adequate quality, as a replay head.

This is necessary to allow a single instrumentalist to
record his contribution as an addition to a tape contain-
ing other music, and for it to be recorded in synchronism
with the music which he hears on the monitor head-
phones, without the record head to replay head tape
travel time lag which would otherwise arise.

The need to be able to record high-frequency compo-
nents in good phase synchronism, from channel to chan-
nel, to avoid any cancellation on subsequent mixing,
makes high demands on the vertical alignment of the
record and replay head gaps on a multi-channel machine.
It also imposes constraints on the extent of wander or
slewing of the tape path over the head.

Digital Recording Systems

The basic technique of digitally encoding an analogue
signal entails repetitively sampling the input signal at suf-
ficiently brief intervals, and then representing the instant-
aneous peak signal amplitude at each successive moment
of sampling as a binary coded number sequence consist-
ing of a train of ‘0s’ and ‘1s’. This process is commonly
termed ‘pulse code modulation’, or ‘PCM’.

The ability of the encoding process to resolve fine
detail in the analogue waveform ultimately depends on
the number of ‘bits’ available to define the amplitude of
the signal, which, in turn, determines the size of the indi-
vidual step in the ‘staircase’ waveform, shown in Fig.
7.34, which results from the eventual decoding of the
digital signal.

Figure 7.34 ‘Staircase’ type waveform resulting from the
digital encoding/decoding process. (1300 Hz sine-waveform
illustrated as sampled at 44.1 kHz, and at 4-bit resolution).

Experience in the use of digitally encoded audio signals
suggests that the listener will generally be unaware of the
digital encoding/decoding process if ‘16-bit’ (65536 step)
resolution is employed, and that resolution levels down to
‘13-bit’ (8192 steps), can give an acceptable sound quality
in circumstances where some low-level background noise
is present, as, for example, in FM broadcast signals.

The HF bandwidth which is possible with a digitally
encoded signal is determined by the sampling frequency,
and since the decoding process is unable to distinguish
between signals at frequencies which are equally spaced
above and below half the sampling frequency, steep-cut
low-pass filters must be used both before and after the
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digital encoding/decoding stages if spurious audio sig-
nals are to be avoided.

In the case of the compact disc, a sampling frequency
of 44.1 kHz is used. This allows a HF turn-over frequency
of 20 kHz, by the time ‘anti-aliasing’ filtering has been
included. In the case of the ‘13-bit’ pulse-code modu-
lated distribution system used by the BBC for FM stereo
broadcasting, where a sampling frequency of 32 kHz is
used, the ‘aliasing’ frequency is 16 kHz, which limits the
available HF bandwidth to 14.5 kHz.

It must be noted that the digital encoding (PCM)
process suffers from the disadvantage of being very
extravagant in its use of transmission bandwidth. For
example, in the case of the ‘compact disc’, by the time
error correction ‘parity bits’ and control signals have
been added, the digital pulse train contains 4321800
bit/s. Even the more restricted BBC PCM system
requires a minimum channel bandwidth of 448 kHz.
Obviously, the use of a wider audio pass-band, or a
greater resolution, will demand yet higher bit rates.

If it is practicable to provide the wide HF bandwidth
required, the use of digitally encoded signals offers a
number of compelling advantages. Of these probably the
most important is the ability to make an unlimited num-
ber of copies, each identical to the ‘first generation’ mas-
ter tape, without any copy to copy degradation, and
without loss of high frequency and low-level detail from
the master tape due to flux induced demagnetisation dur-
ing the replay process.

In addition, the digital process allows a ruler flat replay
response from, typically, 5 Hz–20 kHz, and offers signal
to noise ratio, dynamic range, channel separation, fre-
quency stability and harmonic and intermodulation dis-
tortion characteristics which are greatly superior to those
offered by even the best of the traditional analogue reel-
to-reel equipment.

Moreover, digital ‘0/1’ type encoding shows promise
of greater archival stability, and eliminates ‘print-
through’ during tape storage, while the use of ‘parity bit’
(properly known as ‘cross interleave Reed-Solomon
code’) error correction systems allow the correction or
masking of the bulk of the faults introduced during the
recording process, due, for example, to tape ‘drop outs’
or coating damage.

Specific bonuses inherent in the fact that the PCM sig-
nal is a data stream (not in the time domain until divided
into time-related segments at intervals determined by
some master frequency standard) are the virtual absence
of ‘wow’, ‘flutter’ and tape speed induced errors in pitch,
and also that the signals can be processed to remove any
time or phase errors between tracks.

To illustrate the advantages of digitally encoded
signal storage, a comparison between the performance
of a good quality analogue recording, for example, a

new (i.e., not previously played) 12 inch vinyl ‘LP’ disk,
and a 16-bit digitally encoded equivalent is shown in
Table 7.5.

Table 7.5 Analogue vs. digital performance characteristics

12" LP 16-bit PCM system
(i.e., compact disc)

Frequency 30 Hz–20 kHz +/–2 dB 5 Hz–20 kHz +/–0.2 dB
response

Channel 25–30 dB >100 dB
separation

S/N ratio 60–65 dB >100 dB
Dynamic range Typically 55 dB @1 kHz >95 dB
Harmonic 0.3–1.5% <0.002%

distortion
‘Wow’ and 0.05% nil

‘flutter’
Bandwidth 20 kHz 4.3 MHz

requirement

There are, of course, some snags. Of these, the most
immediate is the problem of ‘editing’ the digitally
encoded signal on the tape. In the case of conventional
analogue reel-to-reel tape machines, editing the tape to
remove faults, or to replace unsatisfactory parts of the
recording, is normally done by the recording engineer by
inching the tape, manually, backwards and forwards
across the general region of the necessary edit, while lis-
tening to the output signal, until the precise cut-in point
is found. A physical tape replacement is then made by
‘cut and splice’ techniques, using razor blade and adhe-
sive tape.

Obviously, editing a digital tape is, by its nature, a
much more difficult process than in the case of an ana-
logue record, and this task demands some electronic
assistance. A range of computer-aided editing systems
has therefore been evolved for this purpose, of which the
preferred technique, at least for ‘16-bit’ ‘stereo’ record-
ings, is simply to transfer the whole signal on to a high
capacity (1 Gbyte or larger) computer ‘hard disk’, when
the edit can be done within the computer using an appro-
priate programme.

The second difficulty is that the reproduced waveform
is in the form of a ‘staircase’ (as shown in the simplified
example shown in Fig. 7.34), and this is a characteristic
which is inherent in the PCM process. The type of aud-
ible distortion which this introduces becomes worse as
the signal level decreases, and is of a curious character,
without a specific harmonic relationship to the funda-
mental waveform.

The PCM process also causes a ‘granularity’ in low
level signals, most evident as a background noise, called
‘quantisation noise’, due to the random allocation of bit
level in signals where the instantaneous value falls

Tape Recording 135

chp7.ian  4/6/98 5:24 PM  Page 135



equally between two possible digital steps. This kind of
noise is always present with the signal and disappears
when the signal stops: it differs in this way from the noise
in an analogue recording, which is present all the time.

In normal PCM practice, a random ‘dither’ voltage,
equal to half the magnitude of the step, is added to the
recorded signal, and this increases the precision in voltage
level resolution which is possible with signals whose dur-
ation is long enough to allow many successive samples to
be taken at the same voltage level. When the output signal
is then averaged, by post-decoder filtering, much greater
subtlety of resolution is possible, and this degree of reso-
lution is increased as the sampling frequency is raised.

This increase in the possible subtlety of resolution has
led to the growing popularity of ‘over-sampling’ tech-
niques in the replay systems of ‘CD’ players (a process
which is carried to its logical conclusion in the 256×
over-sampling ‘bitstream’ technique, equivalent to a
11.29 MHz sampling rate), although part of the acoustic
benefit given by increasing the sampling rate is simply
due to the removal of the need for the very steep-cut, 20
kHz, anti-aliasing output filters essential at the original
44.1 kHz sampling frequency. Such so-called ‘brick wall’
filters impair transient performance, and can lead to a
‘hard’ or ‘over bright’ treble quality.

Some critical listeners find, or claim to find, that the
acoustic characteristics of ‘digital’ sound are objection-
able. They are certainly clearly detectable at low encod-
ing resolution levels, and remain so, though less
conspicuously, as the resolution level is increased.

For example, if the listener is allowed to listen to a sig-
nal encoded at 8-bit resolution, and the digital resolution
is then progressively increased, by stages, to 16-bits, the
‘digital’ character of the sound still remains noticeable,
once the ear has been alerted to the particular nature of
the defects in reproduced signal. This fault is made much
less evident by modern improvements in replay systems.

Professional equipment

So far as the commercial recording industry is concerned,
the choice between analogue and digital tape recording
has already been made, and recording systems based on
digitally encoded signals have effectively superseded all
their analogue equivalents.

The only exceptions to this trend are in small studios,
where there may seem little justification for the relatively
high cost of replacing existing analogue recording equip-
ment, where this is of good quality and is still fully ser-
viceable. This is particularly true for ‘pop’ music, which
will, in any case, be ‘mixed down’ and extensively manipu-
lated both before and after recording, by relatively low
precision analogue circuitry.

Some contemporary professional digital tape record-
ing systems can offer waveform sampling resolution as
high as ‘20-bit’ (1048576 possible signal steps), as com-
pared with the ‘16-bit’ encoding (65536 steps) used in the
compact disc system. The potential advantages, at least
for archive purposes, offered by using a larger number of
steps in the digital ‘staircase’ are that it reduces the so-
called ‘granularity’ of the reproduced sound, and it also
reduces the amount of ‘quantisation noise’ associated
with the digital-analogue decoding process.

Unfortunately, in the present state of the art, part of
the advantage of such high resolution recording will be
lost to the listener since the bulk of such recordings will
need to be capable of a transfer to compact disc, and, for
this transfer, the resolution must be reduced once again
to ‘16-bit’, with the appropriate resolution enhancing
sub-bit ‘dither’ added once more to the signal.

Some ‘top of the range’ professional fixed head multi-
track reel-to-reel digital recorders can also provide on-
tape cueing for location of edit points noted during
recording, as well as tape identification, event timing and
information on tape usage, shown on a built-in display sys-
tem.

However, although multi-track fixed head recorders
are used in some of the larger commercial studios, a sub-
stantial number of professional recording engineers still
prefer the Sony ‘U-matic’ or ‘1630’ processor, which is,
effectively, a direct descendant of the original Sony
‘PCM-1’ and ‘PCM-F1’ audio transfer systems, which
were designed to permit ‘16-bit’ digitally encoded audio
signals to be recorded and reproduced by way of a stand-
ard rotary head video cassette recorder.

It is unlikely that the situation in relation to digital
recording will change significantly in the near future,
except that the recording equipment will become some-
what less expensive and easier to use, with the possibility
of semi-automatic editing based on ‘real time’ informa-
tion recorded on the tape.

What does seem very likely is that variations of the
‘near-instantaneous companding’ (dynamic range com-
pression and expansion) systems developed for domestic
equipment will be employed to increase the economy in
the use of tape, and enhance the apparent digital resolu-
tion of the less expensive professional machines.

Domestic equipment

In an ideal world, the only constraints on the design and
performance of audio equipment intended for domestic
use would be the need to avoid too high a degree of com-
plexity – the cost of which might limit its saleability – or
the limitations due simply to the physical characteristics
of the medium.
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However, in reality, although the detailed design of
equipment offered by a mass-market manufacturer will
be influenced by his technical competence, the basic
function of the equipment will be the outcome of delib-
erations based on the sales forecasts made by the mar-
keting divisions of the companies concerned, and of the
policy agreements made behind the closed doors of the
trade confederations involved.

A good example of the way in which these forces oper-
ate is given by the present state of ‘domestic’ (i.e., non-
professional) cassette recording technology. At the time
of writing (1992), it is apparent that the future for high-
quality domestic tape recording systems lies, just as cer-
tainly as in the case of professional systems, in the use of
some form of digitally encoded signal.

This is a situation which has been known, and for which
the technical expertise has been available for at least 15
years, but progress has been virtually brought to a stand-
still by a combination of marketing uncertainties and
objections from the record manufacturing companies.

As noted above, the major advantage offered by
digital recording/replay systems is that, in principle, an
unlimited number of sequential copies can be made,
without loss of quality – a situation which is not feasible
with the ‘analogue’ process.

The realisation that it is now possible, by direct digital
transfer of signals from a compact disc, to make a multi-
plicity of blemish free copies, indistinguishable from the
original, has frightened the recording companies, who
fear, quite reasonably, that this could reduce their exist-
ing large profits.

As a result, their trade organisation, the International
Federation of Phonograph Industries (IFPI) has pressed
for some means of preventing this, at least so far as the
domestic user is concerned, and has brought pressure to
bear on their national governments to prevent importa-
tion of digital cassette recorders until the possibility of
unlimited digital copying has been prevented.

This pressure effectively put a stop to the commercial
development, ten years ago, of digital audio tape (DAT)
machines, apart from such pioneering units as the Sony
PCM-F1, which is designed for use with standard ¾ inch
rotary-head video tape recorders, and which were classi-
fied as ‘professional’ units.

A technical solution to the record manufacturers objec-
tions has now been developed, in the form of the ‘Serial
Copy Management System’ (SCMS). On recorders fitted
with this device, a digitally coded signal is automatically
added to the ‘first generation’ tape copy, when this is
made from a ‘protected’ source, such as a compact disc,
and this will prevent any further, ‘second generation’, dig-
ital copies being made on an ‘SCMS’ equipped recorder.
However, even if the copy is made from an unprotected
source, such as a direct microphone input, a digital copy of

this material will still carry a ‘copy code’ signal to prevent
more than one further generation of sequential copies
from being made.

In the interim period, the debate about the relative
merits of domestic ‘S-DAT’ recorders (digital tape
recorders using stationary head systems) and ‘R-DAT’
systems (those machines based on a rotary head system,
of the kind used in video cassette recorders) had faded
away. In its original form, ‘S-DAT’ is used solely on mul-
tiple track professional systems, and ‘R-DAT’ apparatus
is offered, by companies such as Sony, Aiwa and Casio,
mainly as portable recorder systems, which come com-
plete with copy-code protection circuitry.

The success of any mass-market recording medium is
dependent on the availability of pre-recorded music or
other entertainment material, and because of the uncer-
tainties during the pre-‘SCMS’ period, virtually no pre-
recorded digital tapes (DAT) have been available, and
now that the political problems associated with ‘DAT’
seem to have been resolved, three further, mutually com-
petitive, non-professional recording systems have
entered the field.

These are the recordable compact disc (CDR), which
can be replayed on any standard CD player: the Sony
‘MiniDisc’, which is smaller (3"), and requires a special
player: and the Philips ‘Digital Compact Cassette’ (DCC),
which is a digital cassette recorder which is compatible
with existing compact cassettes for replay purposes.

This latter equipment was developed as a result of a
commercial prediction, by the Philips marketing div-
ision, that vinyl discs, especially 12 inch ‘LP’s, would no
longer be manufactured beyond 1995, and that compact
cassettes, at present the major popular recorded music
medium, would reach a sales peak in the early 1990s, and
would then begin to decline in sales volume, as users
increasingly demanded ‘CD’ style replay quality.

Compact discs would continue their slow growth to the
mid-1990s but sales of these would become static, from
then onwards, mainly due to market saturation. What
was judged to be needed was some simple and inexpen-
sive apparatus which would play existing compact cas-
settes, but which would also allow digital recording and
replay at a quality standard comparable with that of the
compact disc.

The Philips answer to this perceived need is the digital
compact cassette player, a machine which would accept,
and replay, any standard compact cassette, and would
therefore be ‘backwards compatible’ both with existing
cassette stocks, and user libraries. However, when used
as a recorder, the unit will both record and replay a digit-
ally encoded signal, at the existing 4.76 cm/s tape speed,
using a fixed eight-track head.

Unfortunately digital recording systems are extrava-
gant in their use of storage space, and the technical
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problems involved in trying to match the performance of
a compact disc, and in then accommodating the digitally
encoded signal on such a relatively low speed, narrow
width tape, as that used in the compact cassette, are daunt-
ing. Even with the effective resolution reduced, on aver-
age, to the 4-bit level, a substantial reduction in bit rate is
necessary from the 4.3218 Mbit/s of the compact disk to
the 384 kbit/s possible with the digital compact cassette.

The technical solutions offered by Philips to this need
for an eleven-fold bit-rate reduction are what is termed
‘precision adaptive sub-band coding’ (PASC), and
‘adaptive bit allocation’ (ABA). The ‘PASC’ system is
based on the division of the incoming audio signal into 32
separate frequency ‘sub-bands’, and then comparing the
magnitude of the signal in each of these channels with the
total instantaneous peak signal level. The sub-band sig-
nals are then weighted according to their position in the
frequency spectrum, and any which would not be audible
are discarded.

The ‘ABA’ process takes into account the masking
effect on any signal of the presence of louder signals at
adjacent, especially somewhat lower, frequencies,
and then discards any signals, even when they are above
the theoretical audibility threshold, if they are judged to
be likely to be masked by adjacent ones. The ‘spare’
bits produced by this ‘gardening’ exercise are then re-
allocated to increase the resolution available for other
parts of the signal.

Reports on demonstrations of the digital compact cas-
sette system which have been given to representatives of
the technical press, suggest that Philips’ target of sound
quality comparable with that of the compact disc has
been achieved, and the promised commercial backing
from the record companies leads to the expectation that
pre-recorded cassettes will be available, at a price inter-
mediate between that of the CD and the existing lower
quality compact cassette.

Blank tapes, using a chromium dioxide coating, will
be available, initially, in the ‘C60’ and ‘C90’ recording

lengths, and are similar in size to existing analogue cas-
settes, but have an improved mechanical construction, to
allow a greater degree of precision in tape positioning.

In the analogue field, improved cassette record/replay
heads capable of a genuine 20 Hz–20 kHz frequency
response are now available, though tape characteristics,
even using metal tape, prevent this bandwidth being
attained at greater signal levels than 10 dB below the
maximum output level (see pages 114–115, 118–119).

There is a greater availability, in higher quality cassette
recorders, of the ‘HX-PRO’ bias control system, in which
the HF signal components present in the incoming pro-
gramme material are automatically taken into account in
determining the overall bias level setting. When this is
used in association with the Dolby ‘C’ noise reduction
process S/N ratios better than 70 dB have been quoted.

A further improvement in performance on pre-
recorded compact cassettes has been offered by
Nakamichi by the use of their patented split-core replay
head system, which is adjusted automatically in use to
achieve the optimum azimuth alignment, for replaying
tapes mastered on other recorders, and ‘three-head’
recording facilities are now standard in ‘hi-fi’ machines.

The extent to which manufacturers will continue to
improve this medium is, however, critically dependent
on the success, in the practical terms of performance,
cost and reliability, of the digital compact cassette sys-
tem. Whatever else, the future for domestic equipment is
not likely to be one of technical stagnation.

Recommended Further Reading

Jorgensen, F. The Complete Handbook of Magnetic Recording.
TAB Books (1990).

Mallinson, J.C. The Foundations of Magnetic Recording. Aca-
demic Press (1987). See also General further reading at the
end of this book.
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One technology that, more than any other, has been able
to keep analogue recording systems acceptable has been
the increasingly complex noise-reduction systems being
used. Dave Fisher here explains the basis of these sys-
tems and the most recent methods being used.

Introduction

Since the start of the audio industry, the recording
medium has been the weak link in the audio chain. The
frequency response, noise, and distortion performance
of electronic systems has almost always been superior to
contemporary recording systems. Even modern profes-
sional analogue recorders have a noise and distortion
performance which is far worse than the electronics of
the audio chain; it is for this reason that noise reduction
systems have generally been devised specifically to
reduce the noise of tape recorders, rather than of the
audio chain as a whole. Nevertheless, there is no reason
in principle why noise reduction systems should not be
applied to any part of the transmission chain (i.e. the sys-
tem which conveys programme material from one place
to another, such as magnetic tape (including compact
cassette), vinyl discs, radio broadcasts and, in broad-
casting, land lines).

Noise reduction systems can generally be classified as
either complementary or non-complementary. A com-
plementary system (Fig. 8.1) modifies the audio signal in
some way before it is recorded (or before it undergoes
some other noisy process), and on replay performs the
mirror image operation with a view to undoing the origin-
al modification. If the characteristics of the record and
replay processors are chosen correctly, then the noise
will be reduced because it has only passed through the
replay processor, whereas the audio output signal will be
the same as the input signal because it has passed
through both the record and replay processors which are
mirror images of one other. In practice, there will prob-
ably be some small change in the audio signal; it is this

which distinguishes one noise reduction system from
another.

Figure 8.1 Complementary noise reduction system.

It is important to note that only the noise which is
introduced between the record and replay processors
can be reduced by a complementary system; the record
processor cannot distinguish between noise inherent in
the input signal and the wanted audio, thus, in a correctly
aligned system, any noise fed into the record processor
will emerge from the output at exactly the same level as it
went in. In theory, it may seem that the noise introduced
between the processors could be reduced to zero, but in
practice this is neither possible nor desirable. It is gener-
ally best to process the audio as little as possible, since
the less treatment it receives, the less audible will be the
effects of any mis-tracking between the record and
replay processors. On the other hand, if only a small
amount of treatment is applied, the noise performance of
the system as a whole will only be improved by a small
amount; the aim of the designer of noise reduction sys-
tems must therefore be to strike a balance between
improving the signal to noise ratio and degrading the
audio quality because of audible artifacts in the output
signal. In commercial noise reduction systems such aud-
ible effects are low or inaudible, and must be balanced
against the improved noise performance; which you pre-
fer, of course, is a matter of personal choice.

A non-complementary system (Fig. 8.2) attempts to
reduce noise already superimposed on an audio signal
by modifying both the signal and the noise to make the
noise less objectionable. Only in exceptional circum-
stances can such a system reduce the noise without
changing the quality of the audio. As non-complementary
systems are less common and generally less satisfactory

8 Noise Reduction Systems

Dave Fisher

chp8.ian  4/6/98 5:26 PM  Page 139



than complementary systems for high quality use, they
will be discussed first.

Figure 8.2 Non-complementary noise reduction system.

Non-Complementary Systems

There are two different approaches that can be adopted
with non-complementary systems, either the frequency
response or the level of the noisy audio signal can be modi-
fied to make the noise less noticeable or objectionable.

Equalisation

If the spectrum of the noise is significantly different to the
spectrum of the programme material, then equalisation
may reduce the noise without changing the programme
material (see Fig. 8.3). For instance, a recording of male
speech will contain very little energy above 10 kHz or so.
If such a signal has wideband noise, then a 10 kHz low-
pass filter can reduce the noise without significantly

changing the programme material. Similarly, a solo violin
contains no significant energy below 196 Hz (the funda-
mental of its lowest string); if such a recording has
traffic rumble or mains hum superimposed on it, then a
high-pass filter set to the highest possible frequency
below 196 Hz will produce an improvement. Unfortu-
nately, the circumstances in which single-ended (i.e. non-
complementary) equalisation produces an improvement

are limited, and, of course, the equalisation needs to be
set for each circumstance. In extreme cases there may be
a subjective improvement even if the spectra of pro-
gramme and noise overlap; for instance high level hum
superimposed on wideband programme may be more
objectionable than a notch in the frequency response at
the hum frequency. In general, however, the use of
single-ended equalisation as a noise reduction system
for high quality use is of only limited use (but see pre- and
de-emphasis, later).

Dynamic noise limiters or filters

The dynamic noise filter/limiter is a development of sim-
ple equalisation. The human ear is not as sensitive to
some frequencies as to others. Moreover, its sensitivity
(and hence its frequency response) varies by a very large
amount with the loudness of a sound. Equal loudness
curves (see Fig. 8.4) are plots of sound pressure level
against frequency for a variety of listening levels. Any
point on any one curve will sound as loud as any other
point on the same curve, regardless of frequency. Note

that the curves are much flatter at high level, and that at
low levels the ear has very poor response to both low and
high frequencies. Advantage can be taken of the ear’s
characteristics, by tailoring the frequency response of an
adaptive filter to provide progressively more high fre-
quency cut as the signal level falls (see Fig. 8.5). Because
this mimics the ear’s own response, the result is much
more satisfactory than a fixed filter. It is not generally
necessary to vary the low frequency response of a
dynamic noise filter to achieve a subjective improvement
in the noise performance, because off-tape noise has a
spectrum that is predominantly high frequency.
Although the frequency response after treatment is flat
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Figure 8.3 Using equalisation to reduce noise. If the 
spectrum of the noise and the signal do not overlap, a filter can
be used to improve the signal to noise ratio. Provided that the
turnover frequency of the filter is f

1
or higher, the wanted 

signal will not be affected.

Figure 8.4 Equal loudness curves.
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at high levels, and there is, therefore, no noise reduction,
the high level programme may mask the noise, making
noise reduction unnecessary.

Figure 8.5 Dynamic noise filter. As the signal level falls it is
subject to increasing amounts of HF cut.

Dynamic noise filters/limiters are now rarely used in
domestic equipment, though in the early 1970s they were
available built in to some cassette machines. They are
available professionally, however, and are sometimes
used to reduce the noise of systems, such as guitar ampli-
fiers. Whilst they have the advantage that they can
reduce the noise of a recording that has not been pre-
processed, they have been superseded for normal
recording use by complementary companding systems.

Noise gates

A noise gate can be thought of as a kind of level-
dependent automatic switch. If there are gaps in the pro-
gramme material, e.g. between tracks on a pop album or
movements in a classical symphony, then it may be
advantageous to reduce the replay gain, or, in the
extreme, mute the output during these gaps. This can be
achieved with a noise gate, such as that shown in Fig. 8.6.
The input level is examined by the level sensor and if it is
below some pre-set threshold the switch is turned off, and
the gate is described as closed. When the signal level next
exceeds the threshold the switch is turned on again (the
gate is then open). This clearly has some disadvantages.

(1) It may be impossible to ensure that there is never any
wanted signal below the threshold; if there is it will be
cut when the gate closes.

(2) There is a danger that a steady signal at the threshold
level will cause the gate to switch rapidly and repeat-
edly between open and closed. This would produce
very objectionable changes in the noise level. To pre-
vent this, hysteresis or delay must be built into the
sensing circuit or it must have a slow response.

(3) The sensing circuit and switch cannot act instantan-
eously, so the signal which causes the gate to open

will always be clipped to some extent; this may be
even more severe if the gate has a slow response.

(4) Although the noise during gaps in the programme
material will be reduced, there will be no change in
the noise when the signal is above the threshold level.
Thus the effect of a noise gate may be to swap noise
during programme gaps for the even more objection-
able effect of very quiet gaps followed by noisy pro-
gramme, drawing attention to the presence of the
noise.

Figure 8.6 Principle of the noise gate. The electronic switch
is ‘on’ when the input signal level is high, and ‘off’ when the
signal level is low.

To alleviate some of these problems, noise gates are nor-
mally designed with a voltage controlled amplifier (VCA)
as the active element instead of a switch. A VCA’s gain is
proportional to its DC control voltage, so it could be 0 dB
for signals above the threshold, and lower (say –20 dB) for
signals below the threshold. This has the advantage that
the noise in the programme gaps can be attenuated by a
controlled amount, so that it is reduced rather than
removed; this is generally less objectionable because the
contrast between the gaps and the programme is less pro-
nounced. Furthermore, with a suitable DC control signal,
the VCA can fade the signal down at the start of a gap and
fade up into the programme at the end of a gap, producing
a less objectionable result than a cut. Although noise gates
are common in professional studios, where they are com-
monly used to reduce spill between microphones, they are
uncommon in domestic equipment.

If the DC control signal is arranged to vary the gain of
the VCA over a wide range, rather than just to switch its
gain between two settings, then the gate becomes an
expander. Though not common, expanders have been
used domestically for some years. If used to expand the
dynamic range of music from what is normally recorded
to something closer to the original sound, they can pro-
duce very dramatic effects. Although single-ended
expanders will not be considered here, the use of
expanders is crucial to most complementary noise reduc-
tion systems, and will be described later.
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Complementary Systems

The aim of a complementary noise reduction system is to
modify or code the input signal so that it makes best use
of the transmission path (in this case usually a tape
machine), and then, after the signal has undergone the
noisy process, to decode it so that it emerges from the
output as unchanged as possible (see Fig. 8.1). As with
non-complementary systems, both the spectrum and the
dynamic range of the input signal may be modified to
make the signal more suitable for the transmission path.
The system must be carefully designed to produce good
results with audio paths that are typically available in
terms of frequency response, phase, distortion, gain and
noise. For instance, a system which reduced the noise by
60 dB but which only worked satisfactorily with a tape
recorder that had a frequency response which was flat
within 0.1 dB to 30 kHz would be of no value, since such
a recorder is unavailable. Furthermore, the noise which
remains after the noise reduction process should not
have a recognisable spectrum or other characteristic,
since this will give the system a sort of fingerprint; the
noise reduction should be perceptively similar for all
types of noise likely to be encountered.

Finally, it should be remembered that one obvious
way of reducing the noise of a tape machine is to increase
the track width. Unfortunately the signal to noise ratio
improves by only 3 dB for each doubling of the track
width: to obtain a 10 dB improvement would require the
track width to be increased by a factor of ten. Not only
would this make tapes inconvenient in size, but their cost
would be considerably greater, and the problems of engin-
eering transport systems that could cope with the extra
width and weight and still achieve, for instance, satisfac-
tory azimuth would be very difficult to overcome; this
should be borne in mind when assessing any artifacts
which commercial systems may generate – it may be that
the reduction in noise outweighs any audible change to
the programme signal, especially as the change, if indeed
there is any at all, will be small.

Emphasis

Emphasis is used in a wide range of audio systems; FM
broadcasting (both UHF TV and Band II Radio),
NICAM 728 (used for TV stereo sound in Britain and
some parts of Europe), and digital audio (including CD)
are just some of the systems that are, or can be, pre-
emphasised.

Frequency modulated systems have a noise spectrum
that is triangular, that is if the spectrum of the noise
which is introduced between transmitter and receiver is

flat, then the noise on the decoded signal will rise in level
with increasing frequency; therefore pre-emphasis is
almost always used in conjunction with them. Analogue
tape recording also has a noise spectrum that increases in
level with increasing frequency, due to the equalisation
needed to overcome the effects of thickness loss and
head losses which both increase with frequency. More-
over, HF reproduced noise is more troublesome than LF,
since at normal audio replay levels the noise volume will
be at a level where the human ear is less sensitive to LF
due to the shape of the equal loudness curves (e.g.
around 30 to 40 phons). Luckily the spectrum of most
programme material is predominantly LF, with little
energy at HF. So, if the channel through which the audio
signal is being conveyed has an overload characteristic
that is flat with frequency, then HF boost can be added to
the signal before recording or transmission, and corres-
ponding HF cut on replay or reception will restore the
original signal and reduce the noise introduced between
the pre- and de-emphasis circuits. The overall effect is to
tailor the spectrum of the signal to fit the capabilities of
the channels (see Fig. 8.7).

Figure 8.7 Use of pre-emphasis to make best use of the
overload capabilities of an audio channel.

The major snag to this is in predicting the spectrum of
the original programme material. If the signal level is
measured with a meter before the pre-emphasis is
applied there is a danger that the pre-emphasis will lead
to overload of HF signals. If the signal level can be moni-
tored after pre-emphasis has been applied this is not a
problem. Most digital systems which use pre-emphasis
therefore meter the signal after pre-emphasis has been
applied; it is then up to the operator to ensure that the
headroom of the system is not exceeded.

Emphasis curves are normally specified by their time
constants. This is just a convenient short-hand way of
specifying their turn-over frequency. It is important that
emphasis curves are accurately applied if there is to be no
overall change in the frequency response of the system,
but to quote the gain at each frequency to a number of
decimal places would be cumbersome. Luckily, the
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precise frequency response of a capacitor – resistor (CR)
circuit, out of which pre-emphasis and de-emphasis cir-
cuits are constructed, is fully specified by its time
constant, irrespective of the specific values of resistance
or capacitance used in a particular design (see Fig. 8.8).

Figure 8.8 De-emphasis. Emphasis is the inverse.

Band II FM radio and the FM analogue sound trans-
mitted with UHF television both have pre-emphasis of
50 µs, Fig. 8.9; the NICAM 728 digital sound transmitted
with UHF television has the internationally agreed
CCITT J 17 pre-emphasis, Fig. 8.10; many digital audio
systems (e.g. CD) have optional pre-emphasis of 50/15
µs. Whether or not emphasis has been applied is identi-
fied by a control character incorporated into the digital
datastream. Here, 50 µs sets the frequency of the start of
the HF boost (3.183 kHz) and 15 µs sets the frequency at
which the boost stops (10.61 kHz), producing a shelf
characteristic of 10 dB boost, Fig. 8.11.

Figure 8.10 CCITT recommendation J 17.

Figure 8.11 50/15 µs emphasis.

Companding Systems

Commercial systems are generally based on companding,
that is the dynamic range of the signal is compressed
before recording and then expanded after replay. If this
is done correctly the original signal dynamics will be
restored, but the noise level will be reduced (see Fig. 8.12).

Figure 8.12 Principle of a companding system. The dynamic
range is reduced by a compressor before recording; on replay
an expander restores the original dynamic range, and reduces
the noise introduced between the compressor and expander.
This example shows a compression ratio of 1:1.5.

It is important that the expansion is a mirror image of
the compression, and to that end it would be advanta-
geous to send a control signal from the compressor to the
expander, since this could ensure that there were no
tracking errors. Unfortunately there is no reliable way of
doing this in analogue tape systems; the whole band-
width is needed for audio, and the out-of-band perform-
ance of tape machines is undefined and therefore
unreliable. One system which did have a control link was
the old monophonic sound in syncs digital audio system
which was used by broadcasting organisations to convey
television sound digitally to transmitters before the
advent of stereo, though the digits were not radiated

Noise Reduction Systems 143

Figure 8.9 50 µs emphasis.

chp8.ian  4/6/98 5:27 PM  Page 143



from the transmitters. The digital information was
inserted into the television line synchronising pulses
after being compressed by 20 dB. At the transmitter, the
signal could be expanded precisely, with no mistracking,
because a pilot tone, whose level was proportional to the
amount of compression applied at any instant, could be
conveyed reliably by the digital link.

Conventional companders

Figure 8.13 shows the characteristic of a high level com-
pressor (and the complementary expander). Up to the
threshold point the output level is equal to the input
level. Above the threshold any change in the input level
produces a smaller change in the output level depending
on the compression ratio, which is defined as

compression ratio =
change in input level (in dB)

corresponding change in output level (in dB)

It should be noted that a compressor is a type of auto-
matic gain control, one way of thinking of it is as a fader
controlled by the signal level, it does not clip the signal.

Figure 8.13 Compressor characteristic. Above the threshold,
the output level increases more slowly than the input. In this
example the compression ratio is 2:1; for every 2 dB change in
the input, the output changes by only 1 dB.

Unfortunately, after compression, the level of high
level signals is reduced, so if this programme were
recorded as it was, the signal to noise ratio would be
worsened at high level and be unchanged at low level. If
the signal is amplified after the compressor, however, the
peak level can be restored, whilst the lower level signals
are amplified (Fig. 8.14). In practice the rotation point
(the level at which the amplified output of the compres-
sor is the same as the compressor input) is chosen so that
the last few dBs below the peak level are reduced by the

compressor action, improving the distortion characteris-
tics of the system; any worsening of the signal to noise
ratio at these very high levels is masked by the high level
signal. For use in a noise reduction system the threshold
will probably be set at a very much lower level than
shown in Fig. 8.14.

Figure 8.14 Compressor characteristic with gain make-up.
The threshold has been chosen arbitrarily.

Bi-linear companders

Bi-linear companders were designed by Dolby and are
exclusively used in their noise reduction systems. The
principle is shown in Fig. 8.15. The compression law is
generated by adding the output of a differential network
to the input signal.

Figure 8.15 Bi-linear compressor and expander.

For input levels above about 40 dB below peak level,
the output from the differential network is nearly con-
stant, because it is effectively an audio limiter with a low
threshold. When two signals of the same level are added
together, the resultant increases by 6 dB; when two sig-
nals that are considerably different in level are added
together the resultant is negligibly different from the
higher level. Thus the level of low level signals can be
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increased whilst keeping the level of high level signals
unchanged. If the gain of the sidechain is now adjusted,
the low level signals can be increased by any chosen
amount. If the contributions from the main and the dif-
ferential network at low levels are in the ratio 1:2:16, then
the low level signals will be increased by 10 dB. In the
Dolby A system, for instance, the differential signal is
combined with the main signal in this way, so that low
levels (those that are more than about 40 dB below peak
level) are increased in level by 10 dB, high level signals
(those that are less than about 10 dB below peak level)
are effectively unchanged, and those in between are
changed proportionally. The maximum compression
ratio occurs at about –30 dB and is approximately 2:1.
The expander is made from the same circuit blocks, but
by feeding the differential network from the output of
the system and by subtracting its output from the input
signal the complementary mirror image characteristic
can be obtained (see Fig. 8.16).

Figure 8.16 Bi-linear compander characteristics.

There are a number of advantages to this type of com-
pander:

(1) It is easy to ensure that the compressor and expander
characteristics are mirror images of each other,

because the same differential circuit is used in the
compressor and the expander.

(2) High level signals, where distortion and tracking
errors are most likely to be heard, have the minimum
of treatment, since the differential component is
then very low in level compared to signals in the
direct path.

(3) The threshold can be set above the noise floor of the
transmission channel so that the companding action
is not controlled by noise.

(4) Only a small change of circuitry (a switch and a signal
inverter) is necessary to convert a compressor into
an expander.

A disadvantage is that, because the compression ratio
changes over the audio dynamic range, a gain misalign-
ment between compressor and expander will have differ-
ent effects at different levels, and possibly cause dynamic
errors in the reproduced signal.

Attack and decay times

The attack time of a compressor is the time which it takes
to reduce its gain after a signal, which is initially just below
the threshold, rapidly rises above the threshold; the
release or recovery time is the time which the compressor
takes to restore its gain to the steady-state value after a
signal falls below the threshold. At first sight it may seem
that the faster these times could be the better, but this is
not necessarily so. When any signal is changed in level the
theory of amplitude modulation shows that side frequen-
cies are generated. If, for example, the amplitude of a sig-
nal at 1000 Hz were changed sinusoidally at a rate of 2 Hz,
then side frequencies of 1002 and 998 Hz would be gener-
ated; in the case of companders, the change in level is not
sinusoidal, but determined by the attack and decay char-
acteristics. Thus there may be a group of frequencies
(known as a sideband) on each side of the programme sig-
nal. Luckily the side frequencies are likely to be masked
by the main signal (since they are very close in frequency)
unless the attack and decay times are very fast. Further-
more, if the attack time is very fast, the gain of the com-
pressor will be able to change during the first half cycle of
a signal that exceeds the threshold, with consequential
waveform distortion (see Fig. 8.17).

It is vital that the expansion is a mirror image of the
compression; if it is not then tracking errors will occur.
This means that the expander must be matched to the
compressor in terms of gain, threshold, compression
ratio, attack time and decay time both statically and
dynamically; dynamic errors, e.g. of attack or decay time,
will manifest themselves as objectionable breathing or
programme modulated noise effects; static errors may
cause only gain errors, but unless the threshold is set very
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low and noise reduction action occurs over a large level
range, then the gain errors may be level dependent.

Figure 8.17 Very fast attack times cause waveform distortion.
This diagram assumes a limiter with a very high compression
ratio.

Masking

If a loud sound occurs at the same time as a quiet sound it
is possible that the quiet sound may be inaudible. Figure
8.18 shows how the threshold of hearing, i.e. the level
below which nothing can be heard, is shifted by the pres-
ence of a high level signal. The effect is not the same for
all frequencies, though there is more effect above the
masking signal frequency than below it; this means that
high frequency signals are better masked by lower fre-
quency signals than vice versa, and that the masking
effect falls as the difference between the frequencies
increases. Thus, a predominantly LF signal such as a bass
drum will not significantly mask HF noise such as tape
hiss, nor will a predominantly HF signal such as a triangle
mask LF noise such as mains hum.

Figure 8.18 Masking. The effect of a narrow band of noise on
the minimum audible field (or threshold of hearing).

In addition to this simultaneous, or spectral, masking,
there is another effect known as non-simultaneous, or
temporal, masking, in which sounds that occur a short
time before or after a louder sound may be rendered
inaudible. Temporal masking is dependent upon the
duration, level and spectrum, of both the masked and
masking signals, as well as their relative timings and
durations. However, for forward masking, i.e. masked
signals which occur after the signal which masks them,
there is more effect if the signals are close together in
time. The results obtained by different researchers in this
field have not, unfortunately, been quite consistent.
Nevertheless, it is known that masking may occur for 100
to 200 ms, that is quiet sounds which occur 100 ms after
louder sounds may, for instance, be inaudible; the
amount of masking increases as the duration of the initial
masking signal increases up to durations of at least 20 ms
and maybe as much as 200 ms; the amount of masking is
also influenced by the relative frequencies and spectrum
of the two signals. All of this has implications for the attack
and decay times of companders, since it is unnecessary,
and therefore probably undesirable, to attempt to
reduce the noise if it is already inaudible having been
masked by the programme signal. Certainly the response
times of companders need be no better than that
required by temporal masking.

A further problem which must be overcome is that of
programme modulated noise. When the signal is at low
level all companding systems will raise its level on record,
with a consequent improvement in the signal to noise
ratio on replay. When the signal is at peak level, how-
ever, the record processor cannot increase the level, so
there will then be no noise reduction action. The result is
that the noise level will be higher for high level pro-
gramme than for low level programme. Consider the
situation of a high level, low frequency signal, with low
level, high frequency, noise. As the companding action
changes the gain of the system under the influence of the
low frequencies, the HF noise will also go up and down in
level, but will probably not be masked by the LF signal.
Unless consideration is given to this at the design stage of
the system by ensuring that this noise is masked, there
may be objectionable breathing or swishing sounds evi-
dent on the decoded signal. The effects of masking can be
taken advantage of to ensure that the dynamic artifacts
of compansion are not audible on the replayed signal in a
number of ways. The frequency range over which the
noise reduction action occurs can be limited, so that, for
instance, only high frequency noise is reduced; the signal
can be split into a number of different frequency bands,
and each band companded separately, so the high level
signals within the band have only to mask low level sig-
nals in the same band; or advantage can be taken of pre-
emphasis and companding combined.
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The Dolby A System

The Dolby A Noise Reduction System was developed in
1966; it rapidly became the most commonly used profes-
sional system, a position which it still holds, with the
result that many records and cassettes carry signals that
have been processed by Dolby A companders, though
these signals have been decoded, or re-coded using some
other noise reduction system, before being distributed
on the domestic market.

The system uses band splitting to reduce the effects of
programme modulated noise, by giving each band its
own compander (see Fig. 8.19). The filter bands are:

(1) 80 Hz low pass, this band deals with hum and rumble;
(2) 80 Hz to 3 kHz bandpass, this band deals with print-

through, crosstalk, and broadband noise;
(3) 3 kHz high pass, this band deals with hiss;
(4) 9 kHz high pass, this band also deals with hiss.

Band 2 is in fact generated by adding bands 1 and 3
together and subtracting the result from the input signal;
this has the advantage that no part of the audio signal is
omitted by small errors in the frequency of the filters.
Bands 3 and 4 overlap above 9 kHz, with the result that
there is increased noise reduction action there. Overall,
the Dolby A system gives an improvement of 10 dB in the
signal to noise ratio up to about 5 kHz, rising to 15 dB at
15 kHz and above (see Fig. 8.20).

The advantage of using relatively slow time constants
in the control circuits (see the section on masking) has
the side effect that the compressor output may contain

signal overshoots. These would waste headroom if they
were passed linearly by the recorder, and worse, if they
were clipped by the recorder there would be increased
distortion, and the signal presented to the replay proces-
sor would not be identical to that generated by the record
processor, with the possibility of mis-tracking. The
Dolby A system deals with this problem by incorporating
a non-linear limiter (or clipper) after each of the linear
limiters in the side chain (see Fig. 8.19). At first sight this
may seem unsatisfactory, since it increases distortion.
However, the clipped signal is in the side chain, it is
therefore at least 40 dB below peak level and only occurs
in the presence of a high level main chain signal, resulting
in its being masked; the clipping is of very short duration
(1 ms or less); and the clipper operates only rarely. The
result is improved performance with no degradation of
the signal path performance.

Figure 8.20 Maximum signal to noise ratio improvement of
Dolby A and B.
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To ensure that the decoder is presented with exactly the
same signal level as the coder generated, every tape that is
Dolby A encoded has Dolby tone recorded on it. Dolby
tone is easily recognisable, because it is frequency modu-
lated from 850 Hz to 930 Hz for 30 ms every 750 ms, but is
constant in level, and therefore easy to set using a meter.

Telcom C4

Telcom C4 is a system for professional use, which was
originally designed by Telefunken and is now made by
ANT. It is a four-band system, each band with its own
compander. The companders used are of the conven-
tional type, i.e. they are not bi-linear, but they have a low
compression ratio (1:1.5) and a very low threshold, with
the result that they can compress programme material
over a very wide dynamic range, see Fig. 8.21. Approxi-
mately 25 dB improvement in the signal to noise ratio is
possible. Because the compression ratio is constant
across the whole dynamic range of the input signal, any
errors of gain between the recorder input and the replay
machine output produce the same error in dB at all
levels, i.e. for gain errors between the processors, only
gain errors are produced in the decoder output. Thus, for
a 2 dB error in the recorder, the decoded signal will be 3
dB too high or too low, but will be 3 dB at all levels,
unlike a system that has a non-constant compression
ratio, where there is a possibility of signal dynamic errors
at intermediate levels. On the other hand, the decoded
error is greater than the error of the tape machines at all
levels, whereas at high and low (but not intermediate)
levels, a system with non-constant compression ratio will
have the same error as the recorder. This has implica-
tions for tape editing, where the level two tapes which are
to be edited together are not identical.

Figure 8.21 The Telcom C4 compander static characteristics.

The rotation point, shown as 0 dB in Fig. 8.21, can, of
course be set to any suitable tape flux. Since the level of
the signal above this point is reduced during coding (com-
pression) and restored during replay (expansion) the
peak recorded level can be reduced, compared to a sys-
tem without compansion, with a consequent improve-
ment of the off-tape distortion. Because tape distortion
rises rapidly near peak level, a significant reduction in
distortion is produced for only small changes in peak flux.

As Dolby A, Telcom C4 takes advantage of band split-
ting to aid noise masking. The bands used are 30 to 215
Hz, 215 to 1450 Hz, 1.45 to 4.8 kHz and 4.8 to 20 kHz,
each band has its own compressor (on record) and
expander (on replay). Although not so important for
line-up as in Dolby A, the Telcom C4 system also has its
own identify tone, which alternates between 550 Hz and
650 Hz, which aurally identifies the tape as being Telcom
C4 encoded.

dbx

There are two versions of dbx, Type I intended for high
bandwidth professional systems, and Type II for limited
bandwidth systems, such as cartridge and cassette
machines; there is also a special version of Type II for
vinyl disc. Type I has detectors which operate over the
range 22 Hz to 21 kHz, whereas Type II has detectors
which respond over the range 30 Hz to 10 kHz. Although
they use similar circuitry they are not, therefore, compat-
ible with each other. Both systems use 2:1 compressors
and 1:2 expanders with a very low threshold so that they
operate over an input range of 100 dB and are able to pro-
duce a noise reduction of about 30 dB plus any increase of
10 dB in the headroom. The compansion is combined
with pre-emphasis both of the main signal path and of the
side chain in the companders. See Fig. 8.22.

The signal high-pass filter has a slope of 18 dB/octave
and is 3 dB down at 17 Hz; it prevents low frequency out
of band signals causing mistracking through being
recorded unreliably. The record signal is then pre-
emphasised. The RMS level detector bandpass filter has
a slope of 18 dB/octave with 3 dB points at 16 Hz and 20
kHz, and is used to ensure that the compander VCA’s do
not respond to sub- or supersonic signals, and reduces
mistracking due to poor frequency response of the tape
machine (though note that the manufacturers specify
tape machines with a response that is within ±1 dB from
20 Hz to 20 kHz for Type I). The RMS level detector pre-
emphasis is used to avoid excessive high frequency levels
which might cause saturation. The decoder is comple-
mentary to the coder (but note that to achieve this, the
pre-emphasis in the side chain must be the same in the
compressor and the expander).
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In order to reduce the tracking errors which could
occur with average or peak level sensing in the compand-
ers, all dbx systems use RMS detection. RMS detectors
respond to the total energy in the signal, irrespective of
the phase of the individual harmonic components which
make up the waveform. If these harmonics have been
changed in phase by the recording process the waveshape
will be changed, and it is likely that the peak level will also
be changed, leading to possible mistracking. RMS detec-
tion is, therefore, least affected by phase shifts.

Because the compression ratio is constant across the
whole dynamic range of the input signal, gain errors
between the compressor and expander produce the same
error in dB at all levels, i.e. for gain errors between the
processors, only gain errors are produced in the decoder
output. Thus, for a gain error of 2 dB in the recorder,
there will be a change in the output level from the
expander of 4 dB at all levels. The implications of this
were described in the section on Telcom C4; those impli-
cations (e.g. for tape editing) are equally true with the
dbx system, except that because the compression ratio is
higher, the effects are proportionally greater.

The dbx system is available built into cassette
machines, has been used to encode vinyl discs, and has
also been used to encode part of the stereo TV system
used in the USA. Figure 8.23 shows the response of the
Type I and Type II processing (corrected for the com-
pression ratio).

Figure 8.23 Dbx processing for Type I and Type II systems.

Dolby B

The Dolby B system was initially developed in 1967 as a
domestic system for slow speed quarter inch tape, but
was redesigned by the end of 1969 to match the needs of
the compact cassette. The system is based on similar
principles to Dolby A, e.g. bi-linear companders, but to
reduce the complexity, it has only one band. This is not
such a disadvantage as it may seem, because in domestic
systems it should be possible to eliminate hum by good
design and layout, and the listening levels commonly
encountered will tend to make LF noise less significant
than in professional environments. In order to make a
single band acceptable in terms of aural performance, no
attempt, therefore, is made to improve low frequency
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noise (see Fig. 8.20, there is no noise reduction below 500
Hz), and the turnover frequency of the filter, i.e. the fre-
quency at which noise reduction action starts, is varied by
the amplitude and spectrum of the programme signal,
thus producing a sliding band compander (see Fig. 8.24).
When the input signal level is below the threshold (about
40 dB below Dolby level (see below) at high frequen-
cies), the rectifier and integrator produce no control sig-
nal, and the output of the secondary path is proportional
to the signal level within its pass band; under these cir-
cumstances the operation of the circuit is essentially the
same as the bi-linear compressors previously described.
As the signal level within the pass band rises the control
signal increases in level, raising the cut-off frequency of
the filter, so that by peak level the signal in the secondary
path is so low as to have no significant effect on the out-
put level of the encoder. Thus, if a high level signal occurs
within the pass band of the filter the cut-off frequency is
shifted upwards, so that noise reduction action is contin-
ued above the loud signal, overcoming the problem of
the noise level being modulated by lower frequency com-
ponents of the signal. The overall characteristics are
shown in Fig. 8.25.

Figure 8.24 Dolby B system diagram.

Dolby B has become the standard noise reduction sys-
tem for pre-recorded cassette tapes, and some American
(though no British) FM radio stations transmit a signal
which is Dolby B encoded. This means that many people
listen to the signal without decoding it; whether or not
this is aurally acceptable is a matter of opinion. The fre-
quency response is, of course, not flat at low levels, there
is HF boost at low levels, and a flat response at high
levels. For FM this can be modified by reducing the pre-
emphasis; since the receiver de-emphasis remains
unchanged this redistributes the frequency response
errors making low levels less boosted and high levels
slightly cut at HF. However, many people find Dolby B
coded signals aurally satisfactory.

Figure 8.25 Dolby B characteristics.

In order to eliminate the need for adjustment to suit
individual tapes (or transmissions in the case of radio)
the levels at which Dolby B operates are fixed; in the case
of cassette tape Dolby Level is a fluxivity of 200 nWb/m
ANSI, and in the case of FM broadcasting a deviation of
±37.5 kHz.

Dolby C

The Dolby C noise reduction system, launched in 1983, is
a domestic system based on experience gained from
Dolby B. Like the A and B systems it uses bi-linear com-
panders, with similar side chains, but increases the
amount of noise reduction to 20 dB by using two separate
stages of sliding band compansion, staggered in level
(see Fig. 8.26). The level staggering ensures that the

regions of dynamic action for the two stages do not over-
lap, but the high level stage begins where the low level
stage finishes (see Fig. 8.27); thus the maximum com-
pression ratio is once again 2:1. The high level stage oper-
ates at similar levels to the B type system, with the low
level stage some 20 dB below this, which also simplifies
the manufacture of circuits which are switchable
between B and C. The range of frequencies which are
treated has been increased for the C type system by set-
ting the cut-off frequency of the filter in the sliding band
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companders to 375 Hz; this results in 3 dB improvement
at 100 Hz, 8 dB at 200 Hz, 16 dB at 500 Hz, and nearly 20
dB at 1 kHz for sub-threshold signals (see Fig. 8.28). The
response of the compressor (and hence the amount of
noise reduction) at different levels is shown in Fig. 8.29.

Figure 8.27 Dolby C characteristics.

Figure 8.28 Maximum signal to noise ratio improvement of
Dolby C.

As has been mentioned before, to achieve comple-
mentary characteristics in the compressor and expander
is not enough to ensure that there is no mis-tracking; it is
also necessary to ensure that the signal which the
recorder delivers to the expander is the same in ampli-
tude, frequency and phase as the compressor fed to the
recorder. Unfortunately, there are many reasons why the
high frequency response of a domestic cassette machine
might be poor; incorrect bias, head wear, poor equalisa-
tion, dirty replay heads, tape for which the machine is not
aligned are only some of them. These errors will produce
mis-tracking in any companding system, but with sliding
band systems there is the potential, though it is rare in

real programme material, for high frequency errors to
modulate the level of lower, midband, frequencies.
Dolby refers to this as the midband modulation effect. If
the predominant level (after the pre-emphasis of the slid-
ing band filter) fed to the compressor is an intermittent
high frequency, then this will control the amount of com-
pression applied to the signal as a whole. All frequencies
that are being compressed (including midband frequen-
cies) will be changed in level under the control of the HF.
If the replay machine is unable to reproduce the high fre-
quencies accurately, the midband frequencies will not be
correctly decoded, because the control signal that caused
them to change level in the compressor cannot be accur-
ately recreated in the expander. To overcome this effect,
Dolby C is equipped with spectral skewing (as follows).

Figure 8.29 Dolby C compressor characteristics at different
levels.

Luckily, it has been shown by many researchers (e.g.
CCIR) that the subjective annoyance caused by noise of
different frequencies is far from equal. CCIR Recom-
mendation 468–4 is a weighting curve to make objective
noise measurements match subjective assessments of
noise more accurately (see Fig. 8.30). This shows that
above about 7 kHz the objectionability of noise falls
rapidly, with a consequent lessening of the need for noise
reduction. Spectral skewing, which in practice is a sharp
reduction of extreme HF in the compressor, with a com-
plementary increase in HF in the expander, is applied at
the input to the compressor and at the output of the
expander (see Fig. 8.31). This characteristic is sufficient
to ensure that the control signal generated in the com-
pressor for the extreme HF (which may be unreliable on
replay) is lower than that generated by the midband sig-
nals, which are therefore dominant in determining the
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amount of compression applied, and thus, because they
are below the frequency where most cassette machines
can be assumed to achieve a flat frequency response, the
midband modulation effect is significantly reduced or
eliminated. This leads to there being a maximum of
about 8 dB of noise reduction at 20 kHz, an exchange of
noise reduction at extreme HF (where it is relatively
unnecessary) for an improvement in the system’s ability
to cope with errors outside its control.

Figure 8.30 CCIR 468–4 noise weighting curve.

Figure 8.31 Spectral skewing and anti-saturation in Dolby C.

A further problem of magnetic recording, that of HF
saturation, is also tackled by Dolby C. In effect, satur-
ation is a reduction of the maximum HF level that can be
recorded on tape as the level rises; at low levels the fre-
quency response can therefore be flat, but as the level
rises there is a progressive reduction in the HF response.
When recording characteristics were set for magnetic
tape the HF content of average programme material was
probably lower than it is now, due to the increase in the
use of electronic instruments which can intrinsically gen-
erate more HF than acoustic instruments. The spectral
skewing circuits will have a beneficial effect as far as the
reduction of saturation losses are concerned, but the

anti-saturation circuits must have an effect at lower fre-
quencies (possibly down to 2 kHz) than can be imple-
mented with spectral skewing. What is required is an
adaptive frequency response, which attenuates the HF at
high levels (where the loss of noise reduction, though
small, will be masked by the signal level), but not at low
levels (where saturation is not a problem, and where the
loss of noise reduction might not be masked by the pro-
gramme material). This can easily be achieved by putting
the saturation reducing HF attenuation in the main chain
of the low level compressor, after the feed to the differ-
ential network. In this position it will have maximum
effect at high levels, where a negligible amount of the
output signal is contributed by the side chain, and only a
small effect at low levels, where most of the output signal
is from the sidechain. Thus, a simple shelf network with
time constants of 70 µs and 50 µs produces a 3 dB reduc-
tion in HF high level drive for a loss of noise reduction of
only 0.8 dB. The overall system diagram is shown in
Fig. 8.32. Dolby C also uses Dolby level (200 nWb/m
ANSI) to eliminate the need for individual replay line up
of each tape, by standardising the recorded levels.

Dolby SR

Dolby SR (spectral recording process) is a professional
noise reduction system which incorporates features of
the Dolby A and C systems. Spectral skewing and anti-
saturation are used in a similar way to Dolby C, but as
this is a professional system noise reduction in provided
over the whole of the audio bandwidth, thus both spec-
tral skewing and anti-saturation are applied at high and
low frequencies (see Fig. 8.33). High level signals at both
extremes of the frequency range are reduced in level so
as to reduce or eliminate the effects of saturation and
unreliable frequency response, whilst low level signals
are amplified in a highly selective and complex way, so as
to take best advantage of the constraints of magnetic
tape. The system combines the advantages of fixed band
companders as used in Dolby A and sliding band com-
panders as used in Dolby B and C, by having both types
of compander in each of its five stages, and by using what
Dolby calls action substitution and modulation control
to take best advantage of each compander. In common
with all Dolby systems, bi-linear companders are imple-
mented by generating a sidechain signal which is added
to the main, high level, signal to produce the compressor
characteristic, and which is subtracted from the main sig-
nal to produce the expander characteristic.

The SR system has three different levels which, as in
the C type system, are staggered to distribute the
dynamic action over a wider input range, resulting in
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thresholds at about –30 dB, –48 dB, and –62 dB, produ-
cing a maximum improvement in the signal to noise ratio
of about 24 dB. The high and mid level stages have both
HF and LF companders, with a crossover frequency of
800 Hz, although there is considerable overlap between
the HF and LF stages, with the result that the LF stages

can operate on signals up to 3 kHz, and the HF stages on
signals down to 200 Hz. The low level stage acts only on
HF signals, with an 800 Hz high pass characteristic.

To understand how the fixed band and sliding
band compressors are combined (action substitution)
consider the situation shown in Fig. 8.34. where the
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Figure 8.33 Dolby SR system diagram. This is a processor which is switchable between record and replay.

Figure 8.32 Dolby C system diagram. N1 and N2 are the noise reduction networks.
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dominant frequency applied to an HF compressor is
shown. A feature of fixed band compressors is that all
frequencies within the band are treated in the same way,
so for the signal shown there is, say, a loss of 2 dB of noise
reduction action over the whole band, and thus the
maximum noise reduction potential above the dominant
frequency is not achieved. However, if a high frequency
sliding band compressor were used, then because all
frequencies are not treated similarly, there would be a
loss of noise reduction effect below the dominant
frequency, but an improvement above the dominant
frequency compared to the fixed band compressor. The
most advantageous combination is therefore to have the
fixed band response below the dominant frequency, and
the sliding band response above it for an HF stage, and to
have the fixed band above and the sliding band below the
dominant frequency for an LF stage. Thus, in each of the
five stages, the fixed band compressor is used whenever it
provides the best performance, and the sliding band is
substituted whenever it provides an improvement.

Figure 8.34 Combining fixed and sliding band characteristics
by action substitution: (a) fixed band compressor
characteristic; (b) sliding band compressor characteristic;
(c) action substitution compressor characteristic

A further improvement of SR over A or C is in the use
of modulation control. In the A, B and C type systems,
the side chain signal is heavily limited when the input
level is high (see Fig. 8.16). This is an advantage, since it

ensures that a negligible proportion of the output signal
is derived from the limited signal, giving the system low
distortion and overshoot. However, outside the fre-
quency range of a particular band, the threshold can be
allowed to rise, and the degree of limiting fall, once the
change in gain necessary to produce the desired overall
compression law has been achieved. Doing this ensures
that large signals outside the band do not cause signal
modulation within the band with a consequent loss of
noise reduction. Figure 8.35 shows this effect for an HF
fixed band compressor. In Fig. 8.35(a), each line shows
the effect which a 100 Hz signal at different levels has on
higher frequencies. Since the circuit has an 800 Hz high-
pass configuration, a 100 Hz signal should ideally have no
effect within its band. Without modulation control there
is a considerable lessening of the noise reduction, but
with modulation control (Fig. 8.35(b)) the capacity for
noise reduction is much improved. The situation is
similar for the sliding band compressors. Figure 8.36
shows how modulation control applied to them reduces
unnecessary sliding. Modulation control is applied by
generating, for out of band frequencies, further control
signals which, when added to those generated by the
compressors themselves, act in opposition and so bring
about the improvements described above (see Fig. 8.33).
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Figure 8.35 Modulation control in Dolby SR. The diagram
shows the effect in the fixed band compressors. Frequency
response curves with 100 Hz signal at the levels indicated, (a)
with no modulation control, (b) with modulation control.

chp8.ian  4/6/98 5:27 PM  Page 154



The overall performance of Dolby SR for low level sig-
nals is shown in Fig. 8.37. It should be noted that the
shape of the decode response is very similar to that of the
threshold of hearing, so that the smaller noise reduction
achieved at LF is balanced by the ear’s inability to hear
noise at these frequencies, and that the maximum noise
reduction is available at the very frequencies where it is
needed most, that is where the ear is most sensitive.
Finally, Fig. 8.38 shows the response of Dolby SR to an
800 Hz signal at different levels. Note how noise reduc-
tion is applied both above and below the signal, even at
high level. So that the level presented to the decoder can
be made the same as the level generated by the coder.
Dolby SR uses a line-up signal of pink noise, interrupted
with 20 ms gaps every 2 seconds at a standard level
approximately 15 dB below reference level. On replay,
the decoder can repeatedly switch automatically
between the off-tape line-up noise and the reference
noise, so that an easy aural comparison between the two

can be used as an aid to detecting tape machine align-
ment errors; the signal can also be used with a meter to
set the levels accurately.

Figure 8.37 Low level response of Dolby SR. This shows the
maximum noise reduction available at each frequency.

Figure 8.38 Low level response of Dolby SR in the presence
of an 800 Hz signal at various levels.

Dolby S

The Dolby S system is a domestic version of Dolby SR,
introduced in 1990. Nevertheless, it incorporates all the
important features of SR, but reduces its complexity by
having fewer companders (5, unlike SR’s 10), and having
only low and high level stages (operating roughly in the
range –60 to –30 dB and –30 to 0 dB with respect to Dolby
level). As a result it produces less noise reduction at low
frequencies than SR, but still more than B or C. The sys-
tem diagram is shown in Fig. 8.39, and the overall noise
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Figure 8.36 Modulation control in Dolby SR. The diagram
shows the effect in the sliding band compressors. Frequency
response curves with 100 Hz signal at the levels indicated, 
(a) with no modulation control, (b) with modulation control.
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reduction available in Fig. 8.40. It incorporates spectral
skewing, anti-saturation, action substitution and modu-
lation control, and uses, of course, Dolby’s fixed and slid-
ing band technique with bi-linear companding. See
previous Dolby systems for explanations of these.

Dolby Level of 200 nWb/m ANSI is also used in
Dolby S.
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Though the vinyl disc, formerly known as the LP, is no
longer the mainstream choice for issuing recorded music,
millions of homes contain players for these discs, and
some knowledge of the system is needed by anyone with
audio interests. This chapter shows how mechanical
sound reproduction developed, the equipment that was
developed to deal with replay, and how existing record-
ings can be kept in good order.

Introduction

Looking back after many years of CD production, we can
see how crude so many of the stages of the record making
process were, in particular the reliance on the mechani-
cally tortuous chiselling out of the record groove from a
lacquer blank. The whole process now looks very ‘low-
tech’, and there were in fact many areas of practice in disc
mastering and cutting that grew up ‘willy-nilly’ over the
years. 

The system, however, defied its unpromising roots and
proved to be both highly successful and stood the test of
time very effectively, though it did not have as long a life
as its shellac predecessor. The LP record became for
many years universally accepted as a genuine world
standard with a widely distributed technology base.

The process of manufacturing a vinyl disc is relatively
economical and straightforward, even though it is error-
and blemish-prone and for most producers was always
inherently labour-intensive. It was, however, a very suc-
cessful and widely used music storage medium and was
the predominant medium for distributing high-quality
sound until the development of digital methods.

Background

In the years before 1940, records were cut onto hard wax
slabs, in the region of 1–2 in. thick and about 13 in. in

diameter. The surface was polished to an optically flat
but extremely delicate finish which had to be protected
very carefully indeed from the effects of dust and
mechanical damage. When removed from the cutting
lathe, the wax slab was subjected to an electro-forming
process to produce a copper master. The problem here
was not so much the cutting as the electroplating, which
tended to result in a noisy cut which increasingly failed to
match improving standards elsewhere in the process.

The solution came with the development of the lacquer
in the late 1930s. From quite an early date, this took the
form of an aluminium disc about 14 in. diameter, covered
on both sides with a cellulose nitrate solution. The lac-
quer (or acetate) also contained a small amount of castor
oil along with some other additives, and was quite soft. 

Changes in materials were matched over the years by
changes in the geometry of the cutting process. Back in
the cylinder era, the information used to be cut in the ver-
tical plane, a method which was known as ‘hill and dale’
recording. This was superseded by cutting in the lateral
plane, a process developed by Berliner. It was Blumlein
who formalised the lateral cutting system for stereo sig-
nals with his development of the 45°/45° cutting system,
which was patented in 1931. 

Groove packing densities also increased as the rota-
tional speed of the records dropped, from just under 100
grooves/in. in the 78 rpm era to around 250 grooves/in.
with the LP. Varigroove systems used groove pitch which
varied over the range 180–360 grooves/in. approximately.
Over the same time, frequency responses became wider
and more even, yet the later records are not cut so far in
towards the label, and the number of information chan-
nels doubled (to two) with the introduction of stereo.

Summary of major steps and processes

The manufacture of the LP record was latterly achieved
in several discrete steps. The process conventionally
began with a two-track master tape (sometimes known
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as the production master), which was often mixed down
from a multi-track original – more recently this tape
would have been digitally recorded. The electrical signal
recorded on the tape provided an analogue version of the
original music to drive the amplifiers which in turn fed
the cutter head which converted the electrical signal into
its mechanical representation. The cutter head was part
of a lathe with a turntable on which would be placed the
‘acetate’ or ‘lacquer’ onto which the musical waveform
was cut. The lacquer was the parent disc from which all
subsequent disc generations were derived. 

The stages described above may well have been car-
ried out by a facility attached to the recording studio
where the tapes were produced or perhaps an outside
production house, but the remaining steps were nor-
mally under the control of a specialised plating operation
in the first instance, and finally a pressing plant for the
duplication of the final product. 

By convention, the lacquer is described as a positive,
which means that like the final manufactured record it
can be played by a stylus attached to a normal arm and
cartridge. However, the lacquer would never be played
in practice, except in the case of test cuts which would not
be subsequently used to make the metalwork, since sig-
nificant damage would inevitably be caused to the deli-
cate surface. 

The acetate itself then underwent a process known as
electro-forming in which it was electroplated with silver.
A much thicker layer of nickel was then grown onto the
silver plated lacquer. The metal matrix was then separ-
ated from the lacquer, whose life ended at that point. The
master was then used to grow a so-called ‘mother’ (or a
number of them) from which the ‘stampers’ were pro-
duced, the processes here being similar to the production
of the master itself.

As the name implies, stampers were the final steps
before the production of discs for sale, and were used in
pairs to make the records. The records were produced in
presses by one of two common processes, extrusion or
injection moulding, using a mixture based on a polyvinyl
material, often in granular or pellet form.

The lathe 

The lathe, with its associated amplifiers, was responsible
for the task of transferring the electromagnetic wave-
form stored on tape to the lacquer, from which the stam-
pers were ultimately derived. 

A typical lathe (Fig. 9.1) consists of three essential
assemblies. The first is the platter or turntable, driven by
belt(s) or directly driven. They usually pack considerable
rotational inertia (some weigh in at 75 lb), and use suc-

tion to hold the lacquer down. The turntable is also asso-
ciated with a drive servo system of some kind which helps
to reduce wow and flutter due to variations in stylus drag
as the disc modulation levels vary. The second part of the
lathe is the cutter head, which is fitted with a cutting sty-
lus attached in turn to a carriage which allows the cutter
to traverse the disc on a radius. The cutter head and its
various attachments are drawn across the surface of the
lacquer by a threaded bar, better known as a lead screw.
The third part is of course the rest of the structure which,
aside from its obvious constructional role, is also designed
to keep the system stable and solid, and immune (or as
immune as practical) to the effects of feedback and inter-
ference through the air and through the structure of the
building.

Figure 9.1 A Neumann VMS70 cutting lathe, showing the
cutting head.

The cutter head is functionally complementary to the
phono cartridge. There are constructional similarities
too, though it is probably more apt to think in terms of
the loudspeaker – more correctly a pair of loudspeaker
drive units – with cones replaced by a stylus attached to a
cantilever, split to connect to two ‘voice’ coils. The coils
are arranged to be mutually perpendicular and at 45° to
the record surface, or to behave as though they were. All
in all, the system has appreciable mass and must resist
mechanical drag when cutting a swathe through the
record, so the drive amplifiers can be pretty meaty too. A
figure of 500 W for each channel (1000 W altogether) is
not unusual, and some carefully designed current limi-
ters are usually fitted to protect the very expensive cutter
heads. 

Cutting the acetate

One of the key starting points when cutting a lacquer is
being scrupulous about cleanliness, the flatness of the
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lacquer and so on, because any residual roughness causes
noise. The cutting action would normally add quite a lot
of noise too, as the geometry of the cutting stylus, which
has a sapphire cutting edge which works like a chisel,
would normally tear into the surface of the lacquer. 

One way of achieving a quieter cut is to preheat the
stylus. This is done by passing an alternating current
through a wire wound around the shaft near the stylus
tip. The heat softens the acetate so that it cuts more
cleanly, giving it something approaching the action of a
knife passing through butter. Overdoing the heat, how-
ever, has its own problems, as the acetate material will
stay hot and continue to deform after the tip has passed,
in effect removing much of the fine detail, and limiting
the resolution of the system, or it can even overheat, and
stick to the cutter.

Swarf (the strand of material cut away from the groove
during cutting) must be removed, and the commonest
way to do this is with suction. Note that the swarf has a
large surface area in relation to volume, and is made of
various materials, some of which are highly volatile. The
swarf is therefore highly flammable.

The groove walls have an almost 90° included angle,
with the sloping walls inclined at 45° to the record surface.
Dimensions of the grooves and the land that separates
them inevitably vary, but the mean values run something
like this: the groove bottom radius is 3.75 µm and depth is
about 30 µm. The nominal width of a groove is some 60
µm, and the space (the ‘land’) between grooves averages
just under 40 µm, leading to the groove packing density of
10 grooves/mm or 250/in. as quoted earlier.

Peak recorded velocities (as seen by the cutter or replay
stylus) can reach as much as 50–60 cm/s at high frequen-
cies. The largest amplitudes of course are at low frequen-
cies, and are of the order of 0.005 cm. This can be readily
seen just by examining a record visually. Accelerations of
many hundreds of ‘g’ are possible at high frequencies,
which highlights the requirement for a low moving mass at
the replay stylus tip. By convention, the left-hand channel
is recorded on the inner wall of the groove (nearest the
centre hole) and the right on the outer. The groove shape
can be checked with a microscope (Fig. 9.2), or by using an
arrangement that looks at the way the groove scatters
light from an incident light source.

Vertical cutting angle 

One of the more important specifications is vertical cut-
ting angle, which corresponds to vertical tracking angle
(VTA) on playback. This is the angle that determines the
line on the groove wall that acts as an axis for lateral
changes in direction. If the playback stylus is spherical,
then in principle it meets the groove at a single point on

each side and the tracking angle is more or less immater-
ial. In practice the radius is such that high frequencies are
not read at all. This is not the case, however, with
extended contact styli of various kinds and line contact
styli in particular, where the plane of the line of contact
should match that of the information imprinted on the
groove-both to maximise high frequency output and to
minimise noise.

Figure 9.2 Stereo binoculars used to check the cut groove – a
TV monitor is also used for checking.

The standard cutting angle is now given as 20° to the
vertical, which in practice allows for clean swarf removal,
but there is an allowable tolerance of ±5°, or 10° in total,
and when compounded with the other errors that can
creep in during the cutting and replay, the high frequency
integrity of the system is suspect. Amongst these other
factors are variations in cutting angle at high recorded
amplitudes due to the geometry of the cutter and stylus,
and misalignment during playback, which can be
severely affected by cartridge down-force even though
the cartridge body may have been carefully lined up hori-
zontally at the time of installation.

A signal which is equal and in phase on the tape
recording is fed to the two coils so as to produce a wiggly
lateral cut of constant depth (though a spherical replay
stylus will ‘see’ a groove that narrows as the groove
curves away from the net direction of movement, and
will therefore rise and fall in the groove at twice the
recorded frequency – the so-called pinch effect). Vertical
modulation recorded in the 45/45 system is the out-of-
phase or stereo difference information.

Cutting a ‘hot’ vertical signal, which corresponds to a
large, low-frequency difference signal, can cause the cut-
ter on one peak to dig through the acetate to the alu-
minium substrate underneath, and at the other extreme to
lose contact with the groove surface altogether. Such cuts
can also be difficult to track when it comes to playing them
back. Strong vertical accelerations especially can cause
havoc with arm/cartridge assemblies with low tracking
forces, particularly where the tracking force is kept low.
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Vertical limiting

The solution that was most widely adopted was to pass
the signal to be recorded through a matrix to extract the
vertical (difference) signal, and then limit it progres-
sively more as its amplitude rises. The subjective effect is
to reduce slightly the separation of very low frequency
signals, a change which is generally thought to be unim-
portant (and essentially inaudible) due to the ear’s
inability to hear in stereo at very low frequencies. Con-
ventional wisdom on this subject decrees that as sound
propagation at these frequencies is so non-directional,
and as the ear is not very good at determining incident
angles from very low frequency information, the loss of
stereo caused by reducing output in this region just is not
very significant.

Nevertheless, observers have reported narrowed
stereo separation from discs cut with this limiting in
place, when a comparison has been made to an otherwise
identical record without. This underlines as always the
importance of taking due care when introducing unto-
ward signal processing. The minimum of signal manipu-
lation is invariably the best. 

High velocities will mean possible non-linearities in
the phono cartridge generator assembly. This could
mean that the pre-amplifier will be producing output
voltages that the partnering pre-amplifier may not be
able to accommodate without clipping. Similarly, very
high accelerations will inevitably mean mechanical dam-
age to the groove walls from cartridge styli and cantilever
assemblies that are too massy or crude to be guided accu-
rately by the groove. In extreme cases, the stylus will be
thrown out of contact with the record altogether, and this
used to be an especially common condition in the days
when arms and cartridges were more burdened with
mass than they are now.

As should be obvious by now, disc cutting represents a
range of delicate compromises that are complicated by
additional subsidiary factors. For example, one way to
limit lateral groove excursion whilst leaving the recorded
level more or less intact is to apply a high pass filter to the
cutter feed, operating below about 40 Hz. Conventional
wisdom is that there is little but random noise below this
frequency, and in any case cutting such frequencies sim-
ply encourages tracking problems. This idea is related to
inhibiting the out-of-phase component on the record at
these low frequencies, the advantages and disadvantages
of which were discussed earlier. 

If recorded velocity is to be held constant regardless of
frequency – this would be logical as output voltage is pro-
portional to voltage, and a flat output frequency
response is obviously desirable – the amplitude vari-
ations with frequency would be very large. For a given
cutting level, very low frequencies would use so much

land that record playing times would be very short or
severe high-pass filtering would be required. Addition-
ally, the amplitudes would be such that practical cart-
ridges would have difficulties just tracking the groove
unless cantilever compliance was so high that a whole
new set of arm/cartridge problems would rear their head.
Conversely, the amplitudes at high frequencies would be
very small, to the point where they would be rivalled or
swamped by random scratches and noise inducing blem-
ishes on the record surface (some people say that is how
it is already). Small scale granularity in the vinyl surface
would also have a significant audible effect on the output.

Amplitude compensation

Some form of amplitude compensation is therefore
required, and the characteristic chosen is known as the
RIAA curve, the effect of which is to reduce groove
excursions that would otherwise be excessive, and act as
a noise reduction system. The mechanical resonance of
the active part of the cutter head assembly falls around
1 kHz, and this figure has been chosen as the hinge point
for amplitude correction applied to the recording signal.
Below 1 kHz the output to disc is attenuated, and above
it is boosted, though the curve shape is rather more com-
plex than this very simple description implies. The time
constants are 75 µs, 318 µs and 3180 µs. The characteris-
tic approximates to constant amplitude to recorded
groove below 1 K, and constant velocity above. 

The amplitude correction, which is applied to the cut-
ter along with resonance control using a feedback signal,
works out to about 6 dB/octave. The feedback signal is
derived from position sensing coils near the drive coils
for the cutter stylus. Complementary processing is
applied in the RIAA section of the preamplifier on play-
back to restore the flat (neutral) frequency/amplitude
response. However, the correction is ‘turned off’ at very
low frequencies to reduce the amount by which hum and
rumble effects interfere with playback of legitimate LF
musical information. 

In pursuit of quality 

Like other areas within the music recording industry, the
disc cutting and pressing cycle was peculiarly responsive
to the level of care and attention lavished on all stages of
the product. Although the methods by which discs were
manufactured were widely understood and practised,
the quality of results can vary a great deal. It is not sur-
prising then that a whole sub-industry grew up around
audiophile recordings and pressings – especially in the
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USA and Japan – where improved cutting and pressing
standards have proved to be a major attraction.

Just prior to the CD revolution, the improvements
that were achieved were fed back into the mainstream of
the industry, and artistic attitudes towards the use of
compression and band-limiting when mastering and cut-
ting (to give just two examples) had shifted perceptibly in
the last few years in the direction of less interventionalist
ideals. Even on the classical side of the business, there
was a perceptible trend towards live mixes and fewer
microphones. 

The changes at the cutting stage included such elem-
ents as reduced levels (sometimes the complete elim-
ination) of out-of-band filtering, reductions in the
amount of compression (often applied almost without
thought, for example, as a built-in function of the lathe)
and reduced gain riding. There are signs also that some
studios are beginning to forgo noise reduction units, also
to clean up the signal path, except where the noise reduc-
tion is clearly essential.

The influence of digital processing 

Another more or less unrelated motivation behind purist
engineering came from the direction of digital recording.
At first, digital recording was only really established in
the classical recording arena, but its effect there was little
short of revolutionary. One of the most obvious and sig-
nificant changes was, as described above, the move away
from complex multi-mix multi-track recording setups
(digital multi-track equipment was then prohibitively
expensive for many studios) in favour of simple live bal-
ances, mixed straight down onto a two-track digital
master – typically using a Sony PCM-1610 or 1630 and an
ordinary (or mildly tweaked) video recorder. 

With the very simple signal paths and relatively
unprocessed, naturally balanced, tapes that have resulted
from the move to digital, a number of influential engin-
eers began to demand a similarly clean and unprocessed
quality of sound at the cutting and pressing stage. There
was also a requirement at that time that LP records
should not sound too different from the same title on
compact disc, and this factor too tends to support the idea
of simplicity right down the line. 

Disc cutting – problems and solutions

Cutting the lacquer (or acetate) always entailed certain
critical compromises. The major one is between recorded
level (i.e. velocity) and playing time. It is possible to

accommodate around 30 minutes’ worth of music on one
side of a record without distress, especially if the mean
record level is not too high. Classical orchestral music
often has short-term peaks and prolonged quieter pas-
sages, where the groove pitch can be closed up for quite
long periods of time, and it is with this kind of music that
some of the longest recorded LP sides have been made
(in excess of 35 minutes in some isolated cases). 

There are dangers in this approach. If adjacent groove
turns are too close together, damage to the groove walls
can occur as a result of imprinting of information from
the next turn of the spiral. The parallel here is sticking a
hammer through a wall, and finding that this has made
certain modifications to the shape of the wall as viewed
from the other side. A less catastrophic but still undesir-
able audible side effect of having grooves that are too
densely packed is pre-echo – a faint reproduction of the
next groove during reproduction of the groove that pre-
cedes the loud passage of music. The time lead associated
with this effect is the time it takes for the record to per-
form one revolution – just under two seconds for 33.3
rpm discs. 

The problem can be minimised by ensuring a wider
groove pitch (distance between adjacent grooves) espe-
cially just prior to a loud passage. A wider groove pitch is
also associated with greater groove excursions each side
of the mean position, in other words a higher level or
‘hotter’ cut – there are several conflicting factors here
that have to be bought into balance. Too wide a pitch,
however, will unnecessarily restrict playing time, and too
high a level on disc will result in accelerations and veloci-
ties that many phono pick-ups will be simply unable to
cope with. The effect of the varigroove system itself can
produce problems. Merely to perform the task of placing
the cutting stylus where required, varigroove produces
low-frequency signals, and some varigroove systems
have quite an abrupt effect, producing a range of fre-
quencies which can appear on the final record.

Time delay 

To allow optimum adjustments of groove pitch, it is
necessary to monitor the sound being fed to the cutter
head, sufficiently in advance of the cutter feed so that
corrective action (varigroove) can be taken in good time.
Traditionally this has been achieved by using two
(sometimes three) playback heads on the tape machine
employed during the cutting sessions, the one the tape
passes first being used for monitoring, and the second for
feeding the lathe where just two heads are used. Where a
third is fitted, it looks at the signal after the one being cut
so that coincidences of high amplitude on adjacent turns
can be corrected properly. 
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The time delay is determined by the distance between
the tape heads and by the linear speed of travel of the
tape, and this can cause certain practical problems. A
two second of lead time at 30 ips for example means five
feet of tape loop to be wound around guides and rollers.
All this additional complication inevitably has the undesir-
able side effect of degrading the mechanical stability of
the system (the sharp angles the tape traverses could also
cause slight high frequency erasure) with some formula-
tions of high energy tape stock. 

A later technique, therefore, was to feed the lathe via
the output of a wideband digital delay unit. However,
there are problems here too, unless the digital delay unit
is totally acoustically transparent. The electronic compon-
ent has not been invented yet which meets this criterion
(unless the moon really is made of green cheese), and any
digital process involves A/D and D/A processors with
attendant filters and so on which are known to have side
effects which are audible. Of course, if a digital tape is
being used as the source, and provided the datastream
stays in the digital domain until all the signal processing
has been completed, then the objection does not apply. 

Disc pressing

The artistic judgements that need to be made throughout
the disc cutting process cease to apply with subsequent
processing, which concerns the sequence of operations
that end up with the final record. Up to the point where
the sound was cut onto the acetate by the cutting lathe,
there was at least a degree of control over the overall
sonic balance, though nothing like as much as at the ear-
lier recording and mixing sessions. From the lacquer on,
it is simply a matter of doing the job as effectively pos-
sible to avoid any more degradation than strictly neces-
sary. 

The period around the late 1930s and early 1940s was a
turning point in the development of the record in a num-
ber of ways. The lacquer coated disc was developed in
this period. Where the old style wax blanks had to be
slowly heated through before they could accept a clean
cut, the acetate could be used without additional pro-
cessing at normal temperatures (though pre-heating the
cutting stylus does expedite the cut, as described earlier).
Similarly, using wax it was hard to get clean metallisation
using off-the-shelf methods of achieving suitable surface
conductivity. Graphite and copper based powders,
whose granular nature had a bad effect on surface noise
levels, were once used, but the introduction of vacuum
deposition made a considerable improvement. By con-
trast, lacquer caused few such problems. 

An acetate could also be played without further pro-
cessing using the new lighter weight arms and cartridges
just then being introduced, and this was a key factor to
the broadcast organisations whose interest was of key
importance at the time. The record industry, which in
time was to grow tremendously powerful, grew from the
professional side rather than the other way around. It
was later that tapes and tape recorders came along to
take the place of the record in the broadcast companies
affections, but it was the convenience of tape that they
had been looking for in records all along. 

Modern materials 

It was at about the same time that polyvinyl compounds,
much like the materials used to make records today,
came into existence. Their role was also to lead to much
quieter, less abrasive surfaces compared to shellac. The
lacquer (Fig. 9.3) is prepared for metal deposition by
cleaning with various agents, finishing off with deionised
water. The surface is then treated with stannous chloride
which keys the surface preparatory to being metallised
with silver. The latter is produced when a solution of sil-
ver nitrate is reduced in a chemical reaction with glucose
formaldehyde, for example. The process up to this point
is usually done using chemical sprays which combine on
the disc surface where the reaction is required. The discs
are normally rotated at the same time, to help ensure an
even thickness of coating. 

Figure 9.3 A lacquer disc ready for metallising.

The final step in the metallisation of the now silvered
acetate is to electroform a nickel coating to make the
metal part robust enough in its own right to withstand the
rigours of further processing. This is done in an electro-
plating bath, and when the metal parts have reached the
required thickness, it is removed and the acetate stripped
off and disposed of. The following stages – the mother
and the stampers – are produced in analogous fashion.
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The mother is, of course, a positive impression, and can
be played as a sound check prior to further processing. 

The vinyl used in the final pressing process consists of
a vinyl copolymer, a stabiliser, lubricants and pigments
(usually carbon black). The material is fed to the press
pre-heated, usually in the form of small pellets or gran-
ules. The stampers are mounted to copper backing
plates, and attached to the press. Heating is by steam; the
vinyl is inserted and the heating/compression cycle which
moulds the vinyl to the required shape starts when the
press is closed. Once completed, the disc area is cooled
with water, and the pressing is finally removed. The com-
plete cycle time is typically around 30 s. 

Injection moulding is often used in the production of
7 in. singles, which along with printed centre labels
results in a process that can be performed very rapidly, is
amenable to automation, and from which reject records
can be totally reclaimed without the necessity of remov-
ing the centre label portion. This is a necessity where
paper labels are required, as they invariably are on LPs. 

Disc reproduction

The LP disc is relatively easy to handle; self-contained
and easy to file; processing is relatively cheap; short items
can be catered for, and the sections of the record are
accessible for extracting short portions for programme
or educational applications. These points always differ-
entiated the LP disc from reel-to-reel tape, and made it
the preferred medium for many purposes.

Disc playing equipment starts with the electro-
mechanical portion known as the record deck, consisting
of the platter (‘turntable’) which spins the disc, plus
plinth, motor, pick-up arm and cartridge (Fig. 9.4). The
function of a turntable is to rotate the record at the
chosen speed and be as free as technically possible from
short- and long-term speed variations. Any undesirable
speed variations will affect the musical pitch. Quiet run-
ning and freedom from significant warp or up-and-down
movements are other requirements. 

Switching is used for the LP/EP standard speeds of
33⅓ and 45 rpm, sometimes with a third speed of 78 rpm
and the platter often uses stroboscopic markings on the
rim to check for even and correct speed. Where provision
has been made for the 78 rpm speed, a suitable cartridge
must be available, and fine speed adjustment is another
necessity for playing old nominal speed 78s, which were
often recorded at 76 or 80 rpm. With an auto-changer
deck, complex programming may be included in the
design to play a batch of records, but auto-changers were
never accepted as part of a hi-fi assembly.

Figure 9.4 A typical older type of playing deck unit.

As well as having constant speed, the turntable should
be free from mechanical vibration, which could be trans-
mitted to the disc and detected as ‘rumble’ by the replay
cartridge. This low-frequency effect is largely related to
the turntable bearing, and the best decks are so con-
structed that external vibration or shocks are ‘damped’
by the deck and the turntable suspension.

Specifications often give ‘rumble’ figures as minus a
number of decibels, for example, DIN B weighting. This
is meaningless unless the reference level employed is
stated. Usually the signals are of 1 kHz or 315 Hz with a
recorded velocity of 10 cm/s. To measure rumble after
the datum of 10 cm/s has been established at, say, 1 kHz,
you must compare this level with a low-frequency signal
from the pick-up (after low-pass filtering to remove
groove/stylus noise) tracking an unrecorded (silent)
groove. This ratio for a first-class belt-drive table can
reach as high as 65 dB. Weightings to DIN, IEC or NAB
standards are often used. DIN A weighting is more
revealing of performance, but some manufacturers are
loathe to quote this figure. 

Careful design and machining of the drive surfaces on
turntables can minimise wow (speed variations below
about 20 Hz) and flutter (speed variations above 100 Hz).
Where a ‘weighted root-mean-square’ (wrms) figure is
stated in a specification, it will always be less than the
equivalent ‘peak weighted’ reading. With a sinusoidal
variation of speed, the wrms figure can be converted to
peak-weighted by multiplying it by 1.4, and to convert
peak to rms, multiplied by 0.70.

Drive systems 

Various materials have been used for the turntable plat-
ter, including cast aluminium, or sheet aluminium for the
lighter designs. Cast and sheet steel are often fitted, but
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the problem of magnetic attraction arises when a mag-
netic type of pick-up cartridge is used. Non-magnetic
turntables are preferable, and manufacturers have also
attacked the problem with mu-metal screens and novel
forms of construction. Of course, with the earlier crystal
and ceramic pick-up cartridges (which were never
deemed to be of hi-fi standard), no magnetic pull prob-
lems arise. 

For many years, some drive systems used a powerful
capstan motor and a stepped pulley wheel driven by the
capstan, which in turn drives the idler wheel coupled to
the inside of the turntable rim. Models such as the popu-
lar Garrard 301 and 401 series were fitted with a heavy
turntable, so that no significant speed variation problems
occurred. Adjustable speed was provided by eddy-
current brake. 

An alternative to idler wheel drive was the belt drive,
which is simple and reliable. The best designs have a low-
speed motor, with a capstan coupled by the belt to a
flange on the underside of the turntable. The motor can
be a small AC type-mounted remote from the pick-up to
minimise hum induction or a servo-controlled DC
motor. Another design method – as used in the highly-
regarded Thorens TD 125 Mk II – was based on an oscil-
lator (Wien bridge type), whose output is power
amplified to operate the drive motor. Speed change is
achieved by frequency change of the oscillator. 

Models which use mains power can change speed by
using stepped pulleys or by a conical drive, whose verti-
cal position on the idler wheel can be adjusted to provide
both speed change and fine speed adjustment (as in the
Goldring-Lenco turntables). Servo speed control can be
used with electronic control systems, as fitted in models
from Philips and Pye, in which a small tacho-generator is
coupled to the drive motor. With this method, speed
variations are sensed and suitable correction to the elec-
tronics introduced. 

To avoid drift on direct-drive turntables, the feedback
is a closed loop and this type of control system can be
very effective. Yet another drive arrangement uses a
tapered motor shaft, along which the idler wheel can be
traversed to give continuously variable speed control (as
in the Goldring-Lenco designs). Click stop positions
were included for the three standard speeds. 

One design engineer, Ivor Tiefenbrun (widely known
for his Linn Products’, particularly the Linn-Sondek
turntable) looked at the problems of turntables in
mechanical terms, rather than considering them elec-
tronically. At first glance, turntable design may seem
simple: suspend the platter, sub-chassis arm and car-
tridge on a set of springs, leave the motor on the main
plinth, and drive the platter with a belt. 

As the Sondek designer has found, there are complica-
tions. Drive belt and signal wires from the pick-up arm

are mechanical links to the outer atmosphere and so
make up part of the ‘springing’. These environmental
vibrations mean that the spring modes must be right to
avoid strong and unavoidable cartridge resonance (usu-
ally between 8 and 15 Hz). 

The final turntable design must have reasonable sta-
bility and be self-centred in suspension, so that any
movements do not turn into less stable and controllable
modes. This means that the drive belt must not be sig-
nificantly disturbed by vibrations, which could cause
speed fluctuations and upset stability. 

The bearing on the Linn table is unique and patented,
as fitted on the LP12 unit. It is a single-point oil bath
bearing, i.e. a spindle encased within a strong, oil-filled
housing. The actual spindle of hardened tool steel, with a
precisely centred and tempered tip sitting on a high
speed thrust, plate machined, ground and lapped to a
mirror finish. High-grade bearings of this standard are
expensive, and the Linn model is fitted with a spindle that
goes through 14 machining and hardening processes; the
whole bearing involves 23 different machining oper-
ations. 

The Linn-Sondek turntable incorporates several other
subtle details, e.g. fitting a custom built motor with 24
poles, rather than the usual four, and running at 250 rpm,
compared with the four-pole motor at 1500 rpm. In turn,
this means that the larger pulley that is fitted can be
machined with less percentage error. Even the mains
power frequency has been stabilised by what is called the
‘Valhalla’ kit whose circuitry irons out any current fluc-
tuations to improve the turntable’s performance.

A turntable (or record deck, when complete with pick-
up arm and cartridge) should be selected on its technical
merits and suitability for purpose – always bearing in
mind the buyer’s budget. Some decks can be obtained
without a pick-up arm and cartridge, which means that
the items can be made compatible, so that a modest
turntable is not fitted with an expensive moving-coil car-
tridge. Few decks with ready-fitted arms can offer as
good overall results as those with carefully chosen – and
more expensive – components. 

Over the years there have been several designs of a
high standard, such as, the famous Thorens TD.150 and
TD.160 models, leading on to the later 320 series from
this manufacturer. Nor should one forget, of course, the
Ittok LVII arm and the cheaper Basik arms from Linn.
These can be fitted with almost any cartridge and high-
grade turntable. A lift/lower cueing lever is a useful
adjunct. 

It appears to be generally agreed that the belt drive
systems are the best available compromise, often using a
suspended sub-chassis. This approach was introduced
many years ago by AR (Acoustic Research) and later
popularised by Thorens. In the lower end bracket, some
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manufacturers employ a non-suspended sub-chassis but
adopt fine tuning by fitting isolating feet, arm termin-
ation, etc. Other designers – such as Systemdek, Walker
and Ariston – have managed to retain a sub-chassis even
in modestly priced product. 

Pick-up arms and cartridges

For any cartridge to perform at its best, it must be fitted
with a suitable stylus (usually conical or elliptical) and
fabricated from sapphire or diamond. Early ‘crystal’
types were simple, but for high-quality reproduction,
only magnetic units will be considered. 

Electromagnetic pick-ups all depend on the basic phe-
nomenon that relative movement between a magnetic
field and any metal produces an electrical voltage. Sev-
eral types of magnetic pick-up cartridge have evolved,
derived from this principle; early designs were ‘moving-
iron’ having a fixed coil-magnet assembly and a soft-iron
armature, which is moved by the stylus vibrations and so
causes the magnetic field to fluctuate. 

The most popular cartridges latterly were the moving
magnet (fixed coil and tiny vibrating magnet) and the
moving coil (fixed magnet and tiny vibrating coil); in
both designs, stylus vibrations cause magnetic field fluc-
tuations. The variable reluctance cartridge, also popular,
used a fixed coil and pole-piece, magnetic circuit, and
pivoted arm rocked by the stylus movement. 

Characteristics 

In examining the characteristics of cartridges, it must be
remembered that the frequency response can be affected
by the amplifier input, and so it is necessary to know and
check the input capacitance and, to some degree, the
input resistance of the amplifier to which the pick-up will
be connected. Obtaining the specified performance and
getting cartridge/amplifier matching is usually not diffi-
cult as some amplifiers have switchable loadings, or plug-
in modules that can be fitted into the input sockets. 

Moving magnet cartridges have a relatively high out-
put and require a load normally of about 47k in parallel
with a specified capacitance to provide optimum perform-
ance. Moving coil cartridges (Fig. 9.5) are usually low
output, low impedance, with low stylus compliance. To
increase the small output, a low-noise pre-amplifier or
transformer is required before the disc input on the main
amplifier. A suitable pre-amplifier is preferable on qual-
ity grounds, but it will increase the total cost of the gen-
erator system. 

Figure 9.5 The Goldring Electro-II moving-coil cartridge.
This features an unusually high output level that approaches
the typical level of moving-magnet designs.

Each cartridge type has its advocates, and the differ-
ences appear to be due partly to the particular methods
of mounting the stylus and cantilever. Each type is cap-
able of giving high quality sound; the moving magnet has
a user replaceable push-fit stylus on the end of its can-
tilever, but the moving coil designs has little or no can-
tilever and the stylus mount is coupled directly to the
coil. The delicate operation of stylus changing usually
means returning the cartridge to the manufacturer for
replacement. 

The cartridge/arm combination 

To get the optimum results from cartridge/arm combin-
ation, care must be taken in setting up the system. Track-
ing error and offset angle can be adjusted by moving the
cartridge in its headshell, so that the stylus/arm traverses
across the disc in as near to a straight line as a pivoted
arm will permit. A small alignment protractor will help in
this procedure, and ensure that the stylus tip is perpen-
dicular, as seen from the front view. 

The playing weight (also termed stylus pressure, down-
force or tracking weight) is important, and the deck/car-
tridge manufacturers’ instructions will list a range of
playing weights, and the maximum weight suggested is
usually the optimum for reliable groove tracking (no
skipping). A calibrated weight adjuster is fitted on most
arms. 

To counteract the tendency of the pick-up to be pulled
against one wall of the record groove, causing distortion,
an anti-skating force (or bias compensation) is applied.
This sidethrust is countered by a spring, a magnet or the
nylon thread/weight device (due to John Crabbe back in
1960). To the critical ear, incorrectly set bias compensa-
tion will result in vague stereo imaging in the reproduction
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and poor tracking. The importance of careful setting up
of the arm and cartridge on the turntable deck has long
been recognised by such audiophile manufacturers as
Ivor Tiefenbrun of Linn Products. 

For completeness, another way of tackling tracking
error on pivoted arms is the radial or parallel arm deck,
remembering that the grooves on a disc are cut by a
chisel-shaped cutting stylus tracking across the disc sur-
face on a kind of radial carriageway. The BBC has used
such an arm for many years (for playing 78s), with the
carriage having six ball races sliding on a polished rail.
The Revox B790 employed this arrangement on its direct
drive turntable, with a very accurate internal oscillator to
feed a low-voltage AC motor. A Bang & Olufsen design
fitted a motor-driven radial carriage, and Marantz

(USA) produced their SLT (straight line tracking) arm.
Perhaps the most highly regarded pick-up arms have
been the SME types which, though very costly, are of a
very high standard.

The tube is ‘dead’, with no headshell/arm joint and at
the bearing end the arm/tube assembly is secured to the
alloy steel cross-shaft – forming the bearing – by two
widely spaced Allen-head bolts. This fixing method
means that the large bearing shafts are less prone to
damage, and cartridges can be changed with the arm still
bolted to the turntable deck. Tracking weight is applied

by a rotary wheel, with bias controlled by a similar wheel
below that. Arm height is easily adjusted; it has an in-
built fluid damper and an optional finger-lift. A well-
produced instruction manual is provided. 

Styli

Styli fitted on cylinder players before the turn of the cen-
tury were ball-pointed, and made of sapphire or ruby.
The latter jewel type was regarded as permanent, i.e.
retaining its shape for many playings. In fact, diamond-
tipped styli (needles) were also used for many years to

reproduce cylinders and disc records (including the Edi-
son vertical-cut discs). 

As pressings were made in less abrasive material, it
became possible to fabricate cheaper steel needles
for replay. Different grades of steel were sold – softer
types for ‘soft tone’ and harder grades for ‘loud tone’.
Nevertheless, by the end of one or two sides of 78s, most
steel needles were worn and had to be replaced. So-
called ‘chromium’ needles were introduced, and in the
middle 1930s, semi-permanent sapphires increased the
playing life some ten times of the steel brands. Other
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attempts to reduce record wear included the thorn cactus
spine, bamboo and fibre. The last type could be
resharpened and one 1930 report claims that a fibre had
been resharpened 16 times and played about 1091 sides
(on 78s, of course). 

Stylus dimensions are usually quoted in terms of the
radius of the hemi-spherical tip, and the optimum size
will have a tip that maintains two-point contact with the
groove walls. If too big, it will ride on the groove edges,
and if too small it will bottom in the groove, both un-
desirable positions. Groove walls usually have an
included angle of 90° and the dimensions of 78s are tip
radius 0.0025–0.0035 in., with bottom groove radius
0.001 in., and for microgroove LPs, tip radius
0.0005–0.001 in. with bottom groove radius of 0.00015 in. 

To get optimum results from 78s, 0.0025–0.003 in.
tips are recommended but earlier 78s may need a

0.0035–0.004 in. tip. Mono LPs had a recommended sty-
lus radius between 0.005 in. and 0.001 in., with the
0.0005–0.0007 in. tip for playing stereo discs. A comprom-
ise figure of 0.0007 in. copes with worn mono discs. Oval
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Figure 9.7 The SME Series V precision pick-up arm, which
embodies every known worthwhile feature of a pick-up arm.
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or elliptical styli are now available with a minor axis
radius of around 0.0003 in., and a major axis of about
0.0007 in., which must be aligned at right angles to the
groove. Figure. 9.8 illustrates typical stylus tip shapes.

Figure 9.8 Three shapes for stylii, showing the groove contact.

Stylus wear depends on the tracking pressure, align-
ment of the pick-up arm, compliance of the stylus, side
pressure on the pick-up/arm, motor vibration and irregu-
lar rotation of the turntable. Dust particles in the grooves
are also a factor, which can be avoided by the latest
record cleaning devices. 

Old recordings

The upsurge of interest in recent times for old 78s or
early LPs centres around nostalgia, coupled with unre-
peatable performances from artists long dead. Modern
technology has provided enthusiasts, professional and
amateur, with equipment to clean up historic recordings
capable of giving sonic enjoyment to ‘golden-eared’
audiophiles. All the electronic tricks of exponents in
rejuvenating old records (78s and early LPs) to remove
or limit clicks, ‘bonks’, and disturbing surface noise have
not been revealed, but graphic equalisers, variable
threshold Dolby B circuit, ‘dippers’, notch filters to cut or
boost narrow band of frequencies, and pseudo stereo
enhancement are employed in these recreations. Purists
may cavil at these treatments, but if these digitally re-
recorded masters issued by the BBC give more musical
satisfaction, the technique must be widely acceptable.

Specifications 

Pick-up and turntable terminology is a mixture of elec-
trical and mechanical language, and a few definitions
may help to clarify the descriptions. 

For example, 20 Hz to 20 kHz is a response rather than
a frequency range. This type of description, e.g. 20 Hz to

20 kHz ± 4 dB indicates the limits of deviation from the
level response, namely 4 dB one way or the other. A
graphical display is preferable, as it shows location and
extent of deviation from linearity. 

Compliance is the inverse of stiffness and is used to refer
to the pivoting arrangement of a pick-up in which the
stylus is held. For a given mass of moving elements, the
higher the compliance, the lower the fundamental
resonance of the system. The compliance unit (CU)
equals 10–6 cm/dyne, i.e. a force of 1 dyne produces a dis-
placement of 0.00001 cm. Compliance can also be quoted
in the more modern units of micrometres per millinew-
ton, (µm/mN) – the conversion is 1 cm/dyne = 107

µm/mN, so that 10–6 cm/dyne = 10 µm/mN. There is no
universally agreed method of measuring dynamic com-
pliance, so usually the static compliance figure is quoted. 

Crosstalk is the unwanted transfer of sound or audio
frequency energy from one channel to another, or it may
refer to absolute separation between channels. Crosstalk
influences the width and quality of the stereo image. It is
expressed as a level of undesired signal in relation to
wanted signal channel, and measured in decibels. If given
as one figure, say, 20 dB, this applies to a 1 kHz sine wave,
unless otherwise indicated. 

Dynamic range is the ratio of the loudest to the softest
passages occurring in music or speech, expressed in decibels
(or phons in live performances), which the system can
handle without distortion or masking by background noise. 

Load impedance. For magnetic cartridges, the standard
is 47 kΩ, plus a capacitance of, say, 200 pF. Moving-coil
types are less sensitive to loads, and may need a pre-
amplifier or booster transformer. 

Output level. The output of a cartridge is referred to a
stated recorded velocity, namely, the velocity of the
groove modulations. This figure may quote, say, l mV per
cm/s velocity, which means that for each centimetre per
second velocity, there is a millivolt of signal output on
each channel. 

Resonance is a familiar term indicating the tendency of a
mechanical or electrical device to vibrate in sympathy
with a particular frequency. A tuning fork, when struck,
resonates at a certain pitch and produces a recognisable
note and the sound-board of a piano also resonates. In
electrical systems, the combination of mass and compli-
ance (or the electrical equivalents of inductance and
capacitance) in a circuit results in maximum responses at
a certain frequency. When interpreting specification
details, low-frequency resonance data is very helpful for
ensuring good arm mass/compliance compatibility. 
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Signal-to-noise ratio (S/N) is expressed in dB and refers
to the power or voltage ratio of desired signal to
unwanted background noise, that is, signal-to-noise
ratio. Strictly speaking, all dB measurements should use
power figures, calculating the dB figure from
10log(P

1
/P

2
), but decibel ratios are also calculated from

voltage ratios, using 20log(V
1
/V

2
). The two are equiva-

lent only when the voltage figures are measured across
identical resistance values.

Tip mass, when quoted in specifications, refers to the
effective moving mass due to the moving parts, e.g. the
armature, cantilever, etc., which give the groove modula-
tions work. It is difficult to measure. 

Tracking force/weight. This is the vertical force that the
combined weight of the cartridge and the long end of the
pick-up arm exerts on the record grooves. Tracking
weight is always stated in grams, and should be set at the
figure specified by the cartridge maker. For a high grade
stereo cartridge, the manufacturer’s recommended
range will be narrow, say, from 0.75 to 1.5 gm is typical.
Some cartridges perform optimally with a very light
tracking weight, 0.5–1.5 gm, while others will not track
properly (stay in the groove) at less than 2–3 gm. In most
cases the cartridge weighs considerably more than the
recommended tracking force so the arm balances this out
by means of a counterweight or spring. Remember that
good tracking starts with a stable turntable/pick-up arm
foundation.

Measurement methods

One of the most useful items of test equipment now
available for checking the performance of cartridges is
the manufacturer Ortofon’s TC3000 cartridge test sys-
tem. Simply and speedily this computer device checks
the overall performance, including such parameters as
tracking weight bias compensation vertical tracking
angle input capacitance and bias compensation. 

The virtue of this product is its repeatability for a series
of cartridges, so it can form the basis of screening tests for
all types of cartridge. It does not replace the familiar test
discs, of which there are many produced by the major
record companies for both amateur and professional
applications. With such devices as the Neutrik pen-
recorder, and suitable test discs, e.g., the JVC TRS 1007,
II record, one can produce informative traces (showing
the general trend of the response). These traces are usu-
ally taken with low capacitance loading at the pre-
amplifier, which is 100 pF, including pick-up arm and
leads. Any discrepancies in these readings arise from
the fact that the computer-derived data relates to a

carefully selected mean frequency response. The pen
chart assumes that the inherent response is flat. 

Some well-equipped reviewers use a Nicolet comput-
ing spectrum analyser but, with all these measurement
methods, the listening ears of an informed audiophile are
still of major importance in determining ‘sound quality’
of cartridge/arm combination, or, indeed, all the links in
the reproducing chain. 

Maintaining old recordings

The problem of the LP is that each playing alters the
recording. The masters for many LPs of historic interest
have been used to make CDs, so that the preservation of
the recordings is ensured, but this is often of little interest
to those who feel that the LP, for all its defects, repre-
sents the recording methods that they most admire. This
presents the dilemma for such listeners that the more
they enjoy their music, the shorter the time they have to
enjoy it.

One solution is to make a copy of a treasured LP for
normal use, reserving the playing of the treasured LP for
special occasions only. This presents a problem, because
it is unlikely that a recording on cassette, even using
modern methods, will be acceptable, and digital audio
tape (DAT) is a rare and expensive medium. Curiously
enough, video recorders can be useful because a modern
stereo video recorder will often be fitted with both stereo
input and stereo output, allowing three hours or more of
uninterrupted quality audio recording on an E180 tape.
The quality of such digital recordings is excellent, and
many enthusiasts have been using old Beta video
recorders for this purpose for many years. Curiously
enough, the record companies who held up the release of
DAT until they could be assured it could not be used
for copying CDs failed to note that video recorders
were being used in the same way at a much lower cost.

Current developments in computing have produced
optical drives which allow the recording of CD-format
discs at comparatively low cost – currently around £400
for the drive and £5 per blank disc. Though these are
intended for computer data, there is no difference
between this and audio digital data, so that all that is
required is the circuitry for converting audio signals to
digital form. It would be curious if do-it-yourself CD
recorders did not become available soon now that all the
technology is in place, because the development of
recordable CDs has been too rapid for the record indus-
try to stop it.

Given that a precious recording has, to use computer
terms, been backed up, how do we look after these LPs?
There is, in fact, nothing new that can be recommended,
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and all the principles for looking after LPs are those
which have been practised for years. These are as
follows:

(1) Always store a record in its sleeve, on edge, and keep
the sleeves clean. A record collection should be kept
in a cool dry place.

(2) Use a dust brush on the turntable to take off any
small amounts of dust while playing.

(3) Keep the turntable covered at all times, lifting the
cover only to insert or remove a record.

(4) Replace the stylus at recommended intervals – you
should note how often a stylus has been used.

(5) Use a recommended method of cleaning discs that
have become dusty. Wet cleaning methods are often
suspected of causing damage because the dust then
acts as a form of grinding paste, and DIY methods
should be avoided. Ultrasonic record cleaning baths
used by specialists are probably the best method of
removing troublesome dirt with least likelihood of

damage to the record, but a cleaned record should
not be played until it has been thoroughly dried, and
drying must not use heat.
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Why, when transistors are so much smaller and cheaper,
does the audio fraternity persist in talking about the elec-
tronic anachronisms that we know as valves? Who is still
using them and why? To paraphrase Mark Twain,
reports of the valve’s death have been greatly exagger-
ated. In this chapter, Morgan Jones reviews and reminds
us of the technology that will not die. Note that the circuit
drawing conventions used in this chapter are those of the
valve age (no dots at joins, half-loops used to indicate
crossing lines that do not connect).

Who uses valves and why?

Broadly speaking, there are three distinct audio groups
using valves; each group takes advantage of a particular
facet of the thermionic valve’s performance. In the same
way that a diamond is used by a jeweller for its sparkle, an
LP stylus manufacturer for its hardness, and a semicon-
ductor foundry for its thermal conductivity, the three
users of valves have very little in common.

Musicians – meaning pop and rock musicians – use
valves. This is well known, and it is equally well known
that they do so because of the distortion that valves can
produce. At this point, common knowledge halts, and we
encounter a common engineering myth:

Musicians use valve amplifiers because they distort,
ergo, all valve amplifiers distort, so anyone using valves is
listening to distortion – and if I used it, my distortion test
set would agree with me.

Musicians’ amplifiers are not hi-fi amplifiers, they are
designed to be bad – that’s how musicians need them. An
electric guitar doesn’t have a body cavity to resonate and
so give the sound character. The string vibration is
picked up and leaves the guitar as an electrical signal that
is quite close to a sine wave.

As far as a musician is concerned, the guitar is only
part of the instrument, the whole instrument is the com-
bination of the guitar and amplifier/loudspeaker. Since
2nd harmonic distortion needs to be >5 per cent of the

fundamental before it is clearly heard, it follows that
quite gross distortion will be needed to give the entire
instrument character. For this reason, a musician’s
amplifier has an undersized output transformer to give
bass punch, power supplies with poor regulation to give
compression, and high gain stages near to the loud-
speaker allow microphony and acoustic feedback.

In audio, there are two distinct types of valves: triodes
(three electrodes) and pentodes (five electrodes). The
distortion produced by the two types is quite different. A
musician’s amplifier exploits these differences, and has
excessive gain combined with multiple volume controls
to allow different stages to be deliberately overdriven.
Overloading earlier (triode) stages produces even har-
monics, whereas overloading the power stage (usually
pure pentode) produces odd harmonics.

The second group of valve users is the recording indus-
try. Recording engineers treat valves as another tool
from the effects box, but are not as extreme as the musi-
cians, and use them simply as ‘fairy dust’ (because a
sprinkling of fairy dust might bring an otherwise lack-
lustre recording to life).

Recording engineers do not overdrive valves, quite
the reverse. Because of the high power supply voltages, it
is very difficult to overload valve circuitry, so recording
engineers use valves in equipment where signal levels are
liable to be uncontrolled, and clipping must be avoided at
all costs. Common uses are microphone channels and
compressor/limiters.

For many recordings, it is the sound of the lead vocalist
that sells the recording, so special efforts are taken with
the vocal chain, and large capsule capacitor microphones
dominate. The output impedance of the capsule in a
capacitor microphone is very high and needs an integral
pre-amplifier to enable the microphone to drive a cable.
Because it is normal for the singer to sing very close to the
microphone, the microphone produces a healthy output,
and noise is not an issue. By definition, microphone levels
are uncontrolled, and valves are so popular that kits are
even available to quickly retrofit valve pre-amplifiers to
the current Neumann series of large capsule microphones.

10 Valve Amplifiers

Morgan Jones
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Many engineers do not stop simply with a valve micro-
phone, but use an entire chain of valve electronics from
microphone channel amplifiers and compressor/limiters
up to group level. Usually, outboard microphone chan-
nels are needed, but some innovative mixer manufac-
turers offer options with individual channels using ICs,
discrete transistors or valves, according to taste.

A more unusual use of valves in the recording industry
is in the analogue processing stages of an analogue-to-
digital converter (ADC). Digital audio has been accused
of sterility, so some enlightened manufacturers offer
ADCs with valves to sweeten the sound – one has a con-
trol with the rather splendid legend ‘angel zoom’ to
adjust the degree of sweetening!

The final group using valves is composed of audio-
philes, or hi-fi enthusiasts. Their only common ground
with the first two groups is that if they don’t like the
sound, then they refuse to listen to it. They listen to
valves because they like the sound.

Subjectivism and objectivism

Some people argue that subjective testing of audio
reproducing equipment is invalid. The only possible test
can be an engineering measurement, and if this is perfect,
then the equipment is perfect, and nothing remains to be
said, thank you. Pressed further, diatribes about contem-
porary music not having an original performance sur-
face, which is odd, considering that commercial
recordings of classical music are commonly an edited
mélange of the bits that the musicians got right. The final
defence is that auditory memory is short term and so only
double-blind A–B testing is valid, which seems rather a
shame since it implies that we should sack all sound
mixers and tonmeisters once they become sufficiently
experienced to know what they are doing.

Both sound mixers and audiophiles become educated
about the sound of their monitoring system, and
although the sound mixer learns to compensate for their
monitoring system, the audiophile becomes paranoid
about achieving perfection. How can this be, when nei-
ther has an absolute reference?

Fixed pattern noise

To answer the previous question, it is useful to draw a
parallel with video, as analogue video has all the prob-
lems of analogue audio, plus a few of its own. One of the
more serious camera problems is producing a picture
with an acceptable signal-to-noise (S/N) ratio. When

cameras with tube (valve) sensors were used, it was gen-
erally agreed that a measured S/N of >46 dB was accept-
able to the viewer, but when charge coupled device
(CCD) semiconductor sensors were introduced, it was
found that the 46 dB criterion no longer worked. The
reason was that the CCDs produced a fixed pattern of
noise on the picture which was not visible on a still frame,
but when the camera panned, the scene changed and the
noise remained stationary; the relative movement
between noise and picture revealed the noise.

The eye/brain has great sensitivity to fixed pattern
noise because it has survival value. If you stand on a
grassy plain and sweep your gaze from side to side, you
are not interested in the fact that the whole scene
changes, but you are interested if a few blades of grass
move, since it may indicate a lurking predator. Those
moving blades of grass are a pattern that may change
their relative position from one scene to the next, but the
pattern itself ‘moving blades of grass = predator’ is fixed,
and tracked by the brain. Another fixed (and dangerous)
pattern might be, ‘suspicious ripple on water + fin =
shark’. For both video and audio, the brain has been
found to be 15–20 dB more sensitive to fixed pattern than
to random noise.

In the same way, we might consider an amplifier to
have a fixed pattern of noise/defects, and if we pass
enough music through this fixed pattern, then the pattern
will be revealed, irrespective of whether the music con-
tains its own patterns. One amplifier might measure
almost perfectly, yet its fixed pattern be more noticeable,
and therefore subjectively objectionable, than another
whose technical performance is poorer.

What is a valve?

Thermionic emission

Before transistors became common, all electronics relied
on the valve, there were even computers using valves!

All metals have free electrons within their crystal
structure, so some of them must be at the surface of the
metal, but they are bound there by the nuclear forces
between them and the adjacent atoms. However, the
atoms and electrons are constantly vibrating due to ther-
mal energy, and if the metal is heated sufficiently, some
electrons may gain sufficient kinetic energy to overcome
the attractive forces of the atoms and escape.

As a consequence of these escaping electrons, an elec-
tron ‘cloud’, or space charge, forms above the surface of
the heated metal cathode. Once this cloud reaches a cer-
tain size, it will prevent other electrons attempting to
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escape from the surface because like charges repel, and
an equilibrium is therefore reached.

Some metals have stronger forces binding their elec-
trons than others, so stripping an electron from their sur-
face requires more energy, and the cathode has to be
heated to a higher temperature:

Melting point of pure tungsten: 3410°C
Pure tungsten cathode (transmitter

valves and lightbulbs): 2700°C
Thoriated tungsten cathode (small

transmitter valves): 1700°C
Oxide coated cathode (receiving valves): 1000°C

As can be seen, the operating temperature is sufficiently
high that the cathode could literally burn, so the structure
of the valve is enclosed in glass and the air is evacuated.

We now introduce a positively charged plate, or anode,
into the enclosure. Electrons will be attracted from the
cloud, and will be accelerated through the vacuum to be
captured by the charged anode, and thus a current flows.
The cloud has now been depleted, and no longer repels
electrons quite so strongly, so more electrons escape from
the surface of the cathode to replenish it. Current flow is
unidirectional because only the positively charged anode
is able to attract electrons, and only the cathode can emit
electrons. We now have a rectifier, but it requires rather
more than 0.7 V to switch it on; typically 50 V is needed.

In order to control current flow, we interpose a grid or
mesh of wires between cathode and anode, resulting in a
structure with three electrodes known as a triode. The
internal construction of a triode is suggested by its
graphic symbol, Fig. 10.1.

Figure 10. 1 Circuit symbol of triode.

If the grid is negatively charged, then it will repel elec-
trons, and although there is a space charge above the cath-
ode, no electrons reach the positively charged anode
because they are unable to overcome the repulsion of the
grid. The grid to cathode voltage V

gk
therefore controls

the number of electrons reaching the anode, or anode cur-
rent I

a
. The dependence of anode current on anode and

grid voltage may be plotted graphically, as in Fig. 10.2.

Figure 10.2 Anode characteristics of triode.

Comparison of different valve types

Because the triode response is poor at radio frequencies
(RF), due to capacitive feedback from anode to grid, an
additional (screen) grid can be added, resulting in the
tetrode. The tetrode has a kink in its anode characteris-
tics, which can be removed by the addition of yet another
grid, resulting in the pentode. Originally developed to
circumvent the pentode patent, the beam tetrode can
swing its anode voltage (V

a
) closer to 0 V, resulting in

greater efficiency, but is otherwise very similar.
Manufacturers trying to jump on the valve bandwagon

often claim that field effect transistors (FETs) are very
similar to valves, and therefore valve sound can be simu-
lated (reducing cost) using FETs. Agreed, the anode
characteristics of the pentode are similar to those of the
FET, but they are also similar to those of the bipolar
transistor, see Fig.10.3.

The fact of the matter is that most audio valve circuitry
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Table 10.1 Summary of differences between main classes of audio valve.

Type Number of electrodes Advantages Disadvantages Typical use

Triode 3 Good linearity Simple circuits poor   Most audio gain stages
(even harmonics) at RF (cascode needed)

Tetrode 4 Good at RF Tetrode kink (non-linearity) Transmitters
Pentode 5 Good at RF, Noise, rather non-linear, Output stages, RF

high gain, efficiency (odd harmonics)
Beam tetrode 5 Similar to pentode, More difficult to Output stages,

but greater make than pentode, particularly RF
efficiency expensive
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is implemented using triodes, whose characteristics are
entirely unlike any semiconductor. Pentodes tend to be
reserved for power stages where their greater efficiency
outweighs their more objectionable (odd harmonic)
distortion.

Valve models and AC parameters

A full analysis of valve circuit design is beyond the scope
of this chapter, so an overview using an equivalent model
will be used to demonstrate the differences between the
three fundamental circuits.

Transistors are invariably analysed using the transcon-
ductance or Norton model, but because the output resis-
tance of a triode is normally low compared to its load
resistance, triodes are normally best analysed using the
Thévenin model as illustrated in Fig. 10.4.

Figure 10.4 Triode equivalent model at audio frequencies.

Valve AC parameters

The equivalent model relies on AC parameters that are
not constant and which must be evaluated at the operat-
ing point. These parameters are as follows.

The amplification factor, µ (no units) which is the ratio
of the change in anode voltage (∆V

a
), to the change in

grid voltage (∆V
g
), with anode current held constant:

µ =  
∆V

a

∆V
g

The mutual conductance, gm (mA/V) which is the ratio
of the change in anode current (∆I

a
), to the change in grid

voltage (∆V
g
), with anode voltage held constant:

gm =  
∆I

a

∆V
g

The anode resistance, r
a
(kΩ, Ω) is the ratio of the change

in anode voltage (∆V
a
), to the change in anode current

(∆I
a
), with grid voltage held constant:

r
a
=  

∆V
a

∆I
a

The three parameters are linked together by the follow-
ing equation, so a third parameter can be found provided
that two are known:

µ = gm.r
a

The three fundamental circuits

The common cathode triode amplifier

This inverting amplifier is very similar to the FET com-
mon source amplifier, with all components performing
identical functions, but impedances and voltages are typ-
ically multiplied by a factor of ten. The cathode capacitor
prevents reduction of gain by negative feedback, and the
output coupling capacitor blocks DC, Fig. 10.5.

A potential divider is formed by R
L

and r
a
, so the volt-

age amplification A
v
of the amplifier stage is:

A
v
= µ.  

R
L

R
L

+ r
a
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Figure 10.3 Comparison of output characteristics – pentode, JFET, and triode.
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If R
L

could be increased to ∞, the potential divider would
disappear, and gain would rise to the maximum value of µ.
Looking into the input of the amplifier, C

ag
suffers a mul-

tiplying effect (known as the Miller effect), and appears
as a very much larger capacitance across the input of the
stage, modifying the input capacitance to:

C
in

= C
gk

+ C
ag

(A
v
+ 1)

C
in

may be reduced either by reducing the C
ag

term
(grounded grid and pentode), or the (A

v
+ 1) term (cas-

code and cathode follower).
Looking back into the output of the amplifier, we see r

a

and R
L

in parallel, so the output resistance is:

r
out

=
r

a
.R

L

r
a
+ R

L

Looking down through the anode, all resistances are
multiplied by a factor of (µ + 1), so if the cathode resistor
is left unbypassed (causing negative feedback), the new
anode resistance becomes:

r
a'

= r
a
+ R

k
.(µ + 1)

This new value of r
a

can be used for calculating the new
output resistance (much higher) and the new gain (lower).

Figure 10.5 Common cathode amplifier.

The cathode follower

This non-inverting amplifier has moved R
L

from the
anode to the cathode circuit, resulting in 100 per cent
negative feedback.

Gain is first calculated using the standard triode gain
equation, and the result from this is substituted into the
standard feedback equation, typically resulting in a gain
of 0.9:

Figure 10.6 Self-biased cathode follower.

A
v'

=
A

v

1 + β A
v

In the same way that resistances were multiplied by a fac-
tor of (µ + 1) when looking down through the anode, they
are now divided by (µ + 1) when looking up through the
cathode, therefore:

r
k

=
R

a
+ r

a

µ + 1

For the cathode follower, the anode circuit does not con-
tain an external resistor (R

a
= 0), so r

k
>>1/gm, and the

output resistance is low.
Looking into the input, R

g
passes to ground via R

L
,

whose voltage is very nearly that of the input signal, so
l ittle current flows through R

g
, which is said to be boot-

strapped, and the input resistance is very high (typically
10R

g
);

r
in

=
R

g

1 – A
v.'

R
L

R
L
+R

k

By the same token, bootstrapping decreases input capac-
itance, and input capacitance becomes:

C
in

≈ C
ag

+  strays

The grounded grid amplifier

This is a non-inverting amplifier, Fig. 10.7, with the input
applied to the cathode and the grid held at a constant
voltage. Unless blocked by a capacitor and diverted, the
valve’s cathode current now flows through the source. 
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Figure 10.7 Grounded grid amplifier.

Because the input voltage is in series with (and adds to)
the output voltage, the standard common cathode ampli-
fier equation is modified:

A
v

=
(µ + 1). R

L

R
L

+ r
a

The advantage of the grounded grid amplifier is that the
anode is now screened from the input by the (grounded)
grid, and so this is a mostly a circuit for use at RF,
although it has been used as a moving coil input stage.
The above equation assumes that the source has zero
impedance. A non-zero impedance source will allow
cathode feedback, increasing r

a
and reducing gain.

Practical circuit examples

All practical circuits use cascaded individual circuits or
compound circuits made up from the preceding three
fundamental circuits. We will begin by looking at the
simplest possible circuit, and develop this as necessary.

A unity-gain pre-amplifier

Now that all sources (apart from phono) provide enough sig-
nal to drive a power amplifier, passive ‘pre-amplifiers’ con-
sisting of nothing more than a volume control and a selector
switch have become common. However, the output resist-
ance of the volume control potentiometer is likely to be
quite high, and this forms a low-pass filter in conjunction
with the capacitance of the cable feeding the power ampli-
fier. The obvious next step is to add a unity gain stage that
can drive the cable capacitance without high frequency loss,
and an example is illustrated in Fig. 10.8.

Figure 10.8 World Audio KLP1 pre-amplifier.

The active stage is a self-biased cathode follower. Con-
sequently, the stage has approximately unity gain (A

v
≈

0.95) and a low output impedance (r
out

≈ 180 Ω). Because
of the bootstrapping effect of the self-bias circuit, the
loading resistance seen by the input coupling capacitor is
≈ 20 MΩ, and a low value can be used whilst still main-
taining a good low-frequency cut-off (0.2 Hz). The very
low input capacitance of the cathode follower barely
loads the volume control potentiometer, and the stage
has wide bandwidth.

A very similar circuit is used in capacitor microphones
using valve pre-amplifiers, with the following modifica-
tions. The input coupling capacitor is removed so that the
valve provides the necessary polarising voltage for the
capsule. To ensure a high input resistance, the value of
the grid-leak resistor must rise to 100 MΩ necessitating
that the valve be selected for low grid current, which for-
tuitously also ensures low noise.

A line-level pre-amplifier with gain

Although a unity gain pre-amplifier can be good quality,
some power amplifiers might need more signal to drive
them to full level, and so a pre-amplifier with gain,
Fig.10.9, would be required.

Figure 10.9 Line level pre-amplifier with gain.
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The octal based 6BX7 is a low µ triode (µ ≈ 8), with a
low r

a
(r

a
≈ 1.5 kΩ), consequently, it is capable of driving

moderate (<500 pF) capacitances directly. Although the
stage has a much higher input capacitance (C

in
≈ 30 pF),

the high frequency cut-off occurs at ≈ 200 kHz, which is
still more than adequate.

If a lower output resistance is needed, this circuit can
be followed by a direct coupled cathode follower.

A balanced line-level pre-amplifier with gain

Two common cathode amplifiers can be combined to
form a differential pair, Fig. 10.10, to allow balanced
working (as is common in studios). Balanced working is
able to reject noise (such as hum, etc.) induced into cables,
and the system should therefore offer a lower noise floor. 

Figure 10.10 Optimised differential pair with DC coupled
cathode followers.

In order to maximise this rejection of induced noise, it
is usual to fit a constant current sink into the cathode cir-
cuit of the differential pair. Not only does the constant
current sink improve rejection of induced noise, but it
also greatly improves the linearity of the amplifier. The
differential pair can be further linearised by replacing
the anode load resistors with constant current sources,
because the r

a
term in the gain equation then becomes

insignificant compared to R
L
, and it is largely the vari-

ation in r
a
that causes distortion.

Now that the differential pair has been made so linear,
it may be thought necessary to improve the linearity of
the cathode followers by replacing their load resistors
with constant current sinks. The constant current sources

and sinks could all be made with pentodes (noisy), or
FETs could be used, as in the Audio Research LS15.

The Earmax headphone amplifier

In 1994, a delectable little German designed headphone
amplifier called Earmax was released to the world – any-
one who saw it fell in love with its diminutive dimensions,
and it redefined hi-fi jewellery. Unfortunately, at £325, it
also redefined bank balances, so when the Earmax was
later reviewed, the review information was used to
reverse engineer the circuit.

The photograph showed three valves, each of which
contains two triodes in one envelope. The input valve
was stated to be an ECC81, and the ECC88 was said to be
acceptable for the output valves. The amplifier is stereo,
so each channel can only use three triodes. The amplifier
was stated to be able to drive a low impedance load
(200 Ω – 2 kΩ), so the output stage must be a cathode
follower. Low output impedance from a cathode follower
implies high gm, which confirms the suitability of the
ECC88 (≈ 10 mA/V at high(ish) anode currents). But
even a gm of 10 mA/V still gives an output impedance
of 100 Ω in normal cathode follower mode, and we need
much lower than that to be able to drive 200 Ω; a
reasonable design target would be 10 Ω, or less.

There are two ways of achieving a 10 Ω output imped-
ance. We could either use a conventional cathode fol-
lower, and apply 20 dB of overall negative feedback, or we
could use a White cathode follower. Maintaining stability
with 20 dB of negative feedback might be a problem, so it
is more likely that a White cathode follower was used.
There are two versions of the White cathode follower, one
of which has a very low output impedance and can only be
operated in Class A, whilst the other can be operated in
Class AB, but requires a phase splitter. Both forms use
two triodes, leaving only one valve for the input stage.
It is possible to make a phase splitter with only one valve,
but this would give the entire amplifier a voltage gain of
≈ 1, which would be insufficient to drive 2 kΩ headphones
from the typical line level available from a Walkman Pro.

From these arguments, it is possible to say with a fair
degree of certainty that the circuit topology is as shown in
Fig. 10.11.

Earmax is alleged to be able to deliver 100 mW into an
unspecified load, but loads of 200 Ω – 2 kΩ are deemed to
be acceptable. 100 mW into 200 Ω would require a far
higher current than the ECC88 can deliver, so the
assumed target was 100 mW into 2kΩ.

Using P = I2R, 100 mW into 2 kΩ requires 7 mA
RMS

,
and implies a minimum of 10 mA quiescent current in the
output stage (Class A). Perusal of the anode characteris-
tics of the ECC88 reveals that at this operating current,
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gm = 10 mA/V, and r
a

= 3.3 kΩ. The equation for the
output impedance of the version of the White cathode
follower used is:

r
out

= 1
gm

2

R'

Where R1 is the parallel combination of r
a

(anode resis-
tance), and R

L
(anode load).

Although a high value of R
L

reduces r
out

, it wastes
power and increases heat dissipation. A good comprom-
ise is R

L
= r

a
= 3.3 kΩ, giving a theoretical output resist-

ance of 6 Ω, so the choice seems justified.
In order to drive 100 mW into 2 kΩ, we must swing quite

a large voltage. Using V2 = PR, we need 14 V
RMS

, or 20 V
pk

.
Now, this might seem to be a trivial voltage swing for a
valve, but in combination with the 10mA standing
current, it is easy to choose an operating point that
exceeds maximum allowable anode dissipation. Although
P

a(max.)
= 1.5W for an individual triode within the ECC88

envelope, total anode dissipation is only 2W. V
a

= 91V,
I

a
= 10 mA gives an anode dissipation of 0.9 W, and would

just allow a 20 V
pk

swing before running into grid current.
Once the operating point has been deduced, the

required HT voltage and biasing is easy to calculate, and
an input stage is needed.

Although an ECC81 was used for the original circuit, it
forces a rather low anode current (≈ 1 mA), and rather
high gain, which must have resulted in increased noise
and sensitivity to valve variation. As an alternative, the
input stage could use another ECC88. The advantage is
that the ECC88 can be operated very linearly at the
anode voltage required to directly bias the output stage,
whilst drawing a reasonable anode current and hence
minimising noise. Because the gain of the ECC88 is only
half that of the ECC81, input sensitivity is reduced, and
noise becomes still less of a problem. The amplifier now

has a total voltage gain of ≈ 28, and needs ≈ 540 mV
RMS

for
its full output of 14 V

RMS
into a 2 k Ω load.

Turning to power supply requirements, an HT of 217
V @ 26 mA is required, whilst the heaters could be wired
in series, requiring 18.9 V at 0.3 A, which could then eas-
ily be supplied by a regulated DC supply to ensure an
absence of heater induced hum. With the calculated sen-
sitivity, there should be no problem with hum, even with
AC on the heaters, and simple two stage RC smoothing
of the HT supply will be quite adequate.

The Croft Series III

The Earmax was a low powered amplifier capable of driv-
ing headphones, but it is perfectly possible to develop the
design to drive loudspeakers. By no stretch of the imagi-
nation can valves be said to be ideal for driving 8 Ω loads
directly. Nevertheless, some manufacturers believe that
Output TransformerLess (OTL) amplifiers are worth-
while, and continue to produce them.

Valves are naturally high impedance devices, and are
normally transformer-matched to their load to improve
efficiency and reduce output resistance. If we omit the
output transformer and direct couple the output valves
to the loudspeaker, we can immediately expect a drop in
efficiency and a high output resistance. The rise in output
resistance can be partly controlled by choosing valves
with a low r

a
, and using pairs of identical valves in paral-

lel (to further reduce r
a
), but plenty of global negative

feedback will still be needed to reduce the output resis-
tance to a useable value. Since loudspeakers draw cur-
rents measured in amps rather than milliamps, we will
need a rugged valve capable of passing a large cathode
current without damage. Power supply valves such as the
6080/6AS7G are common, but television line scan output
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Figure 10.11 Earmax derivative headphone amplifier.
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Figure 10.12 Croft Series III power amplifier.
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valves such as the PL519 and PL504 (which are very
rugged) are especially popular.

To summarise, any practical OTL amplifier will use
multiple pairs of rugged output valves having question-
able linearity, and despite the high feedback, will still
tend to have a comparatively high output resistance.
Efficiency will be appallingly low.

The Croft Series III, Fig. 10.12, is fundamentally a pair
of paralleled push–pull White cathode followers driven
by a derivative of the classic Williamson driver circuit,
and is claimed to develop  ≈ 30 W into 8 Ω.

As can be seen, the power supply has multiple second-
aries, necessitating a very large custom-wound mains
transformer, and has an interesting method of reducing
switch-on surge. Initially RL1 is unpowered, and the
amplifier draws current through the cold, and therefore
high resistance thermistor, so all power supplies are at a
reduced voltage. As the resistor warms, its resistance
falls, and power supply voltages rise until RL1 operates;
full mains voltage is then applied, causing all supplies to
rise to their operating voltage. Note the use of a sta-
bilised heater supply for the driver valves to eliminate
heater induced hum.

Although it might seem alarming to couple a loud-
speaker directly to an HT supply via a valve, the arrange-
ment seems to be perfectly satisfactory, and the author
has not yet heard of a Croft damaging a loudspeaker,
although he has heard many tales of woe caused by faulty
transistor amplifiers!

The Croft is disgracefully inefficient, despite the fact
that the output stage is biased into Class AB, and quickly
warms a room on a hot summer’s day. However, it has a
beguiling sound to its midrange, and would be ideal as a
midrange amplifier in an active crossover loudspeaker
system.

The Mullard 5–20, and derivatives

The Mullard 5–20, Fig. 10.13, was a five-valve 20 W
amplifier designed to sell the EL34 power pentode de-
veloped by Mullard/Philips. The EL34 and the Mullard
5–20 were an immediate success, with many commercial
amplifiers being sold that were either licensed versions of
the design, or variations on the theme. More recently, the
World Audio K5881, and particularly the Maplin Millen-
nium 4–20, owe a great deal to this seminal design.

The driver circuitry is radically different to the
Williamson/Croft and uses an EF86 pentode as an input
stage, which is responsible for the high sensitivity, but
poor noise performance, of this amplifier. A slightly
unusual feature is that the g

2
decoupling capacitor is con-

nected between g
2

and cathode, rather than g
2

and
ground. In most circuits, the cathode is at (AC) ground,

and so there is no reason why the g
2
decoupling capacitor

should not go to ground. In this circuit, there is appre-
ciable negative feedback to the cathode, and so the
g

2
capacitor is connected to the cathode in order to hold

g
2
–k (AC) volts at zero, otherwise there would be

positive feedback to g
2
.

The cathode coupled phase splitter is combined with
the driver circuit using an ECC83 giving an overall gain
of 27, and has 10 dB of overload capability. When the
output stage gain begins to fall, due to cathode feedback,
or the input capacitance of the EL34 loading the driver,
the global feedback loop will try to correct this by sup-
plying greater drive to the output stage. The 10 dB mar-
gin will quickly be eroded, and although Mullard quoted
distortion of 0.4 per cent for the driver circuitry,
distortion will quickly rise. The driver circuitry was
designed to produce an amplifier of high sensitivity even
after 30 dB of feedback had been applied, and this forces
linearity and noise to be compromised.

The output stage uses a pair of EL34 in ‘ultra-linear’
configuration, with 43 per cent taps for minimum
distortion. This is a very common topology, as it gives
some of the advantages of triode operation (low output
resistance, even harmonic distortion) whilst having the
advantages of the pentode (easy load for the driver stage,
high efficiency).

The Beast

It should be emphasised that the Beast is a design under
development, and is offered as an example of design evo-
lution rather than a proven example of practice.

The design was provoked by a request for a pure Class
A, triode, amplifier that could drive home-made electro-
static loudspeakers directly. Electrostatic loudspeakers
need very high signal voltages, so transmitter valves
operating from 1 kV HT supplies become an advantage
rather than a disadvantage. Electrostatic loudspeakers
are inherently push–pull, so the search for a push–pull
pair of suitable output valves began, culminating in the
choice of a pair of 845 triodes. However, the fundamen-
tal design looked promising for driving conventional
electromagnetic loudspeakers, so an additional design,
Fig.10.14, was developed in parallel.

The 845 is a directly heated triode designed in the early
1930s (the RCA anode characteristics are dated Novem-
ber 1933), yet the valve displays outstanding linearity. The
downside is that the 845 is extraordinarily difficult to drive.

Driving circuitry for the Beast

The 845 is a low µ triode (µ = 3), which means that
although it has reasonably low input capacitance, each
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Figure 10.13 Mullard 5–20 power amplifier.
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Figure 10.14 The Beast, a 3 W pure Class A triode amplifier.
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valve requires  ≈ 300 V
pk–pk

to drive it to full power.
Developing 300 V

pk–pk
is not trivial, and it is no wonder

that most designers resort to using power valves as drivers
– with the 300B being a popular valve. The author took
one look at the price of a 300B, and decided that an alter-
native had to be found – using a driver valve that cost as
much as the pair of output valves seemed bizarre.

For a while, the E182CC double triode looked promis-
ing, but a careful search through the ‘Electronic Univer-
sal Vade Mecum’ uncovered the 6BX7. The 6BX7 is also
a double triode, but built to rather more heroic propor-
tions than the E182CC; an AC Cobra compared to a Tri-
umph Spitfire, if you like. As an added bonus, because
the 6BX7 has a low µ, it is very linear and capable of
swinging many volts on its anode. A differential pair was
the obvious choice for the driver stage, and it seemed
desirable to direct couple this to the input stage, resulting
in the cathodes floating >200 V above ground, so a con-
stant current sink for the tail seemed both possible and
desirable.

Various possibilities for the constant current sink were
investigated (hybrid transistor/triode cascodes etc.) but
the simplest, and best, seemed to be a power pentode,
and even though the author had a number of N78 pen-
todes desperately seeking some use, an EL84 was best.

The input stage is also the phase splitter, and to ensure
best balance should use high µ valves. The traditional
choice would be the dual triode ECC83 (µ = 100), but the
little known EC91 is a high µ (µ = 100) single triode with
a much lower r

a
than the ECC83. Belatedly, it was also

realised that single triodes were an advantage rather
than a disadvantage, since it means that input valves can
easily be swapped until a match is found, whereas finding
a pair of closely matched triodes in one envelope would
be quite unusual.

The audio stage circuitry is fairly conventional, with
no great surprises, although passive components often
need to be of high voltage or power ratings – if there was
ever a time to compare the cost of a valve amplifier with
a transistor amplifier of similar power, then this is it!
Moving to the power supply, it was thought that if the
amplifier could not have infinite rejection of power sup-
ply noise, then the power supply ought to be designed for
minimum noise.

The Beast’s HT power supply

Providing an HT of ≈ 1 kV with a conventional capacitor
input supply implies pulse switching of the diodes,
between the mains transformer output and the smooth-
ing capacitor, when the transformer reaches its peak
voltage. It is hard to imagine any better way of causing
noise than deliberately producing large pulses of current
in the power supply.

Accordingly, the HT supply uses a choke input supply,
which ensures that a constant (non-switching) current is
drawn from the mains transformer rather than pulses. In
practice, the rectifier diodes must switch off when the
voltage across each of them falls to 0.7 V, meaning that
the transformer secondary current is briefly interrupted
at a 100 Hz rate. In order to reduce the disturbance
caused by this interruption, the rectifier diodes are fast
switching, soft recovery types, and are bypassed by
capacitors.

As a further measure, the choke (and its stray capaci-
tances) have been tuned to match the leakage inductance
of the chosen mains transformer to ensure optimum fil-
tering. In essence, the choke is a parallel resonant circuit
(usually resonant between 3–15 kHz), whilst the mains
transformer has leakage inductance. If a small capaci-
tance is placed before the choke input filter, this forms a
series resonant circuit whose resonance can be tuned to
null the parallel resonance of the choke. The result is that
the entire filter circuit no longer has a peak of output
noise within the audio band, and the tuning capacitor
also prevents the choke from producing large voltage
spikes as the rectifier diodes switch off.

It should be noted that the tuning capacitor has to
withstand a maximum voltage of:

V
max

= V
HT

+ √ 2.V
RMS(transformer)

This is why the tuning capacitor shown in the diagram is
made up of 1600 V capacitors in series to give a total volt-
age rating of 3200 V.

Another neglected aspect of power supply design is
the low frequency resonance. Although a choke input
supply ensures a low output impedance, it is not constant
with frequency, and rises to a peak when the reactance of
the output capacitor is equal to the reactance of the series
choke. At best, power amplifiers represent a constant
current load on the power supply, implying that they are
a high impedance load and therefore do not damp the
resonant peak.

The assertion that an amplifier is a constant current
load might seem odd until it is considered that the ampli-
fier strives to maintain a constant voltage into the (hope-
fully resistive) load, despite the fact that the power
supply may be changing in voltage. If the amplifier main-
tains a constant voltage into a resistance, then that resist-
ance draws a constant current, which is supplied by the
power supply.

The low frequency resonance (in this case, a potential
9 dB peak at 8 Hz) can be damped either by series resist-
ance, or by shunt resistance across either the inductor or
capacitor. Shunt resistance across the inductor will
greatly increase noise, whilst shunt resistance across the
capacitor would waste a great deal of power, so series
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resistance seems the best compromise. Fortuitously, part
of the necessary resistance can be made up of the
unavoidable transformer and choke series resistance. The
power supply was tuned to be critically damped so as to
impart as little interference as possible to the amplifier.

Interestingly, some designers (author included) are
now opting for shunt regulators, particularly in combin-
ation with choke input supplies, since a shunt regulator
ensures that the choke input supply is always loaded with
more than its critical minimum current. Viewed from the
power supply filter, a shunt regulator (without additional
series resistance) looks like a constant (almost zero)
resistance load, and completely damps the low frequency
resonance of a choke input LC filter. It seems likely that
the reported sonic superiority of shunt regulators is not
so much due to their internal operation as to their load-
ing on the power supply filter.

In conclusion, a power supply that has series induct-
ance (whether intentional or due to mains transformer
leakage inductance) will have a resonant peak that is not
damped by the load of the amplifier. Worse, if the ampli-
fier is Class AB, the minimal damping provided by the
amplifier will change with programme level, and the
resonant power supply will cause programme level
dependent coloration that will not be easily detected by
steady-state tests.

The Beast’s 845 LT supplies

Although choke input supplies are normally associated
with HT supplies in valve equipment, they are actually
even better in low voltage supplies. This is because there
is a relationship between minimum current that must be
drawn and input supply voltage that is associated with
choke input power supplies:

I
min(mA)

=
V

RMS

L (H)

This relationship means that a power supply operating
with a low input voltage needs only a low value choke.
Low value chokes have very much smaller stray capaci-
tances, so their self-resonant frequency is higher, making
them a more nearly-perfect component.

It makes a great deal of sense to use a choke input fil-
ter for a low voltage supply, not just because the resonant
frequency of a practical choke will be higher, but also
because it reduces the peak current demanded from the
mains transformer. 

If we demand a large peak current from a mains trans-
former, then we stand a very good chance of saturating
that transformer, and generating noise due to leakage
flux. A choke input supply draws a constant current from

the transformer equal to the DC current, whereas a
capacitor input supply typically demands pulse currents
of >10I

DC
– ten times the DC current!

If large pulses are demanded, they must flow some-
where. In a capacitor input supply, they flow through the
reservoir capacitor, so this capacitor has to be able to
withstand large pulses of current, known as ripple cur-
rent. Ripple current causes heating within the capacitor
because the capacitor has internal resistance, and cur-
rent through resistance dissipates heat (P = I2R). In-
ternal heat within the capacitor helps the (liquid)
electrolyte to evaporate, and so pressure builds up within
the capacitor, which is either released by a safety vent
(thus allowing electrolyte to escape and reducing the
remaining electrolyte), or by the capacitor exploding
destructively. Either way, electrolytic capacitors should
be kept as cool as possible to ensure longevity.

Summarising, it is expensive to construct an elec-
trolytic capacitor that can cope with high ripple currents,
and it would be far better to reduce the current, particu-
larly if 4A

DC
(for an 845 heater) is required, which might

conceivably cause a ripple current of 40A.

The Beast’s driver LT supplies

Because each of the stages of the Beast is a differential
pair and does not have the cathode bypassed down to
ground, r

k
becomes important. It is an unfortunate, but

inevitable, consequence of increased immunity to HT
noise that r

k
rises, and the stage becomes more susceptible

to noise capacitively induced from the heater. Admittedly,
heater to cathode capacitance is quite small, but once r

k

begins to rise, then C
hk

becomes significant, especially if
we consider that individual mains transformer windings
are not screened from one another. Typical transformer
adjacent winding capacitance is 1 nF, so if we were
especially unfortunate, we might have 1 nF between the
1200 V HT winding and the 6.3 V winding destined for
the input stage. There are three ways of avoiding the
problem:

(1) Wind a custom transformer with electrostatic
screens between each winding (expensive).

(2) Use a separate heater transformer for each valve
(expensive, and bulky).

(3) The noise signal is common mode (on both wires), so
simply regulating heater supplies does not help. We
need common mode RF filtering on the supplies, and
this can be achieved by matched series resistors in
each wire combined with capacitance down to the
chassis as close as possible to the valve base. The
series resistance also has the advantage of reducing
heater current surge at switch on.
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Other circuits and sources of information

In one short chapter it is scarcely possible to cover more
than a fraction of this wide field, so particular attention
was focused on areas that are not well covered else-
where. Inevitably, this has meant that detailed circuit
theory, phono stages, and single ended amplifiers have
been omitted, but this shortfall can be remedied by con-
sulting the following sources.

Books

Valley, and Wallman, Vacuum Tube Amplifiers,
McGraw-Hill (1948).

Out of print. Excellent for individual stage analysis.
Terman, F. E., Electronic and Radio Engineering, 4th

edition, McGraw-Hill (1955).
Out of print. Sparse on audio, but good all-round theory.
Langford-Smith, F., Radio Designer’s Handbook, 4th

edition, Iliffe (1957).
Now available on CD-ROM. A classic on audio, but

equations tend to be stated rather than derived.
Jones, M., Valve Amplifiers, Newnes (1995).

A practical introduction to valve circuit theory and
practise.

Periodicals

Journal of the Audio Engineering Society, AES (UK sec-
tion). P.O. Box 645 Slough.

An invaluable reference, particularly for loudspeaker
design.

Electronics World (formerly Wireless World) Reed Busi-
ness Information.

The grandfather of pure electronics periodicals.
Glass Audio. Audio Amateur Publications Inc., Peter-

borough, NH, USA.
An excellent source of information on current thinking

on valves, articles range from fundamental theory to
the best ways of finishing a chassis.

Sound Practices. Sound Practices, Austin, TX, USA.
A delightfully ‘off the wall’ publication; single-ended

designs are popular.
Hi-Fi World (supplement). Audio Publishing, London.
The only UK publication to regularly feature valve con-

structional features and kits.
Hi-Fi News. Link House Magazines, Croydon.
Good technical reviews, but now sparse on construc-

tional features.
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Not all sound is recorded, and not all recorded sound is
replayed directly. The broadcasting of sound is a more
modern development than its recording, but tuners for
high-quality sound reception have come a long way since
the first use of FM. John Linsley Hood takes up the story.

Background

The nineteenth century was a time of great technical
interest and experiment in both Europe and the USA.
The newly evolved disciplines of scientific analysis were
being applied to the discoveries which surrounded the
experimenters and which, in turn, led to further discov-
eries.

One such happening occurred in 1864, when James
Clerk Maxwell, an Edinburgh mathematician, sought to
express Michael Faraday’s earlier law of magnetic induc-
tion in proper mathematical form. It became apparent
from Maxwell’s equations that an alternating electro-
magnetic field would give rise to the radiation of electro-
magnetic energy.

This possibility was put to the test in 1888 by Heinrich
Hertz, a German physicist. He established that this did
indeed happen, and radio transmission became a fact. By
1901, Marconi in Morse code, using primitive spark oscil-
lator equipment, had transmitted a radio signal across
the Atlantic. By 1922 the first commercial public broad-
casts had begun for news and entertainment.

By this time, de Forrest’s introduction of control grid
into Fleming’s thermionic diode had made the design of
high power radio transmitters a sensible engineering
proposition. It had also made possible the design of sen-
sitive and robust receivers. However, the problems of the
system remain the same, and the improvements in con-
temporary equipment are merely the result of better
solutions to these, in terms of components or circuit
design.

Basic Requirements for Radio Reception

These are

• selectivity – to be able to select a preferred signal from
a jumble of competing programmes;

• sensitivity – to be sure of being able to receive it reli-
ably;

• stability – to be able to retain the chosen signal during
the required reception period;

• predictability – to be able to identify and locate the
required reception channel;

• clarity – which requires freedom from unwanted inter-
ference and noise, whether this originates within the
receiver circuit or from external sources;

• linearity – which implies an absence of any distortion of
the signal during the transmission/reception process.

These requirements for receiver performance will be dis-
cussed later under the heading of receiver design. How-
ever, the quality of the signal heard by the listener
depends very largely on the nature of the signal present
at the receiver. This depends, in the first place, on the
transmitter and the transmission techniques employed.

In normal public service broadcasting – where it is
required that the signal shall be received, more or less
uniformly, throughout the entire service area – the trans-
mitter aerial is designed so that it has a uniform, 360°, dis-
persal pattern. Also the horizontal shape of the
transmission ‘lobe’ (the conventional pictorial represen-
tation of relative signal strength, as a function of the
angle) is as shown in Fig. 11.1.

The influence of ground attenuation, and the curva-
ture of the earth’s surface, mean that in this type of trans-
mission pattern the signal strength, gets progressively
weaker as the height above ground level of the receiving
aerial gets less, except in the immediate neighbourhood
of the transmitter. There are a few exceptions to this rule,
as will be shown later, but it is generally true, and implies
that the higher the receiver aerial can be placed, in gen-
eral the better.
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Figure 11.1 Typical transmitter aerial lobe pattern.

The Influence of the Ionosphere

The biggest modifying influence on the way the signal
reaches the receiver is the presence of a reflecting – or,
more strictly, refracting – ionised band of gases in the
outer regions of the earth’s atmosphere. This is called the
ionosphere and is due to the incidence of a massive bom-
bardment of energetic particles on the other layers of the
atmosphere, together with ultra-violet and outer electro-
magnetic radiation, mainly from the sun.

This has the general pattern shown in Fig. 11.2, if plot-
ted as a measure of electron density against height from
the surface. Because it is dependent on radiation from the
sun, its strength and height will depend on whether
the earth is exposed to the sun’s radiation (daytime) or
protected by its shadow (night).

Figure 11.2 The electron density in the ionosphere.

As the predominant gases in the earth’s atmosphere are
oxygen and nitrogen, with hydrogen in the upper reaches,
and as these gases tend to separate somewhat according to
their relative densities, there are three effective layers in
the ionosphere. These are the ‘D’ (lowest) layer, which
contains ionised oxygen/ozone; the ‘E’ layer, richer in
ionised nitrogen and nitrogen compounds; and the ‘F’
layer (highest), which largely consists of ionised hydrogen.

Since the density of the gases in the lower layers is
greater, there is a much greater probability that the ions
will recombine and disappear, in the absence of any sus-
taining radiation. This occurs as the result of normal

collisions of the particles within the gas, so both the ‘D’
and the ‘E’ layers tend to fade away as night falls, leaving
only the more rarified ‘F’ layer. Because of the lower gas
pressure, molecular collisions will occur more rarely in
the ‘F’ layer, but here the region of maximum electron
density tends to vary in mean height above ground level.

Critical frequency

The way in which radio waves are refracted by the iono-
sphere, shown schematically in Fig. 11.3, is strongly
dependent on their frequency, with a ‘critical frequency’
(‘F

c
’) dependent on electron density, per cubic metre,

according to the equation

F
c

= 9 √N
max

where N
max

is the maximum density of electrons/cubic
metre within the layer. Also, the penetration of the
ionosphere by radio waves increases as the frequency is
increased. So certain frequency bands will tend to be
refracted back towards the earth’s surface at different
heights, giving different transmitter to receiver distances
for optimum reception, as shown in Fig. 11.4, while some
will not be refracted enough, and will continue on into
outer space.

Figure 11.3 The refraction of radio waves by the ionosphere.

Figure 11.4 The influence of frequency on the optimum trans-
mitter to receiver distance – the ‘skip distance’.
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The dependence of radio transmission on ionosphere
conditions, which, in turn depends on time of day, time of
year, geographical latitude, and ‘sun spot’ activity, has
led to the term ‘MUF’ or maximum usable frequency, for
such transmissions.

Also, because of the way in which different parts of the
radio frequency spectrum are affected differently by the
possibility of ionospheric refraction, the frequency spec-
trum is classified as shown in Table 11.1. In this VLF and
LF signals are strongly refracted by the ‘D’ layer, when
present, MF signals by the ‘E’ and ‘F’ layers, and HF sig-
nals only by the ‘F’ layer, or not at all.

Table 11.1 Classification of radio frequency spectrum

VLF 3–30 kHz
LF 30–300 kHz
MF 300–3000 kHz
HF 3–30 MHz
VHF 30–300 MHz
UHF 300–3000 MHz
SHF 3–30 GHz

Additionally, the associated wavelengths of the trans-
missions (from 100 000–1000 m in the case of the VLF
and LF signals, are so long that the earth’s surface
appears to be smooth, and there is a substantial reflected
‘ground wave’ which combines with the direct and
reflected radiation to form what is known as a ‘space
wave’. This space wave is capable of propagation over
very long distances, especially during daylight hours
when the ‘D’ and ‘E’ layers are strong.

VHF/SHF effects

For the VHF to SHF regions, different effects come into
play, with very heavy attenuation of the transmitted sig-
nals, beyond direct line-of-sight paths, due to the intru-
sions of various things which will absorb the signal, such
as trees, houses, and undulations in the terrain. How-
ever, temperature inversion layers in the earth’s atmos-
phere, and horizontal striations in atmospheric humidity,
also provide mechanisms, especially at the higher end of
the frequency spectrum, where the line of sight paths may
be extended somewhat to follow the curvature of the
earth.

Only certain parts of the available radio frequency
(RF) spectrum are allocated for existing or future com-
mercial broadcast use. These have been subclassified as
shown in Table 11.2, with the terms ‘Band 1’ to ‘Band 6’
being employed to refer to those regions used for TV and
FM radio use.

The internationally agreed FM channel allocations
ranged, originally, from Channel 1 at 87.2–87.4 MHz, to

Channel 60, at 104.9–105.1 MHz, based on 300 kHz centre-
channel frequency spacings. However, this allocation did
not take into account the enormous future proliferation
of local transmitting stations, and the centre-channel
spacings are now located at 100 kHz intervals.

Depending on transmitted power, transmitters will
usually only be operated at the same frequency where
they are located at sites which are remote from each
other. Although this range of operating frequencies
somewhat overlaps the lower end of ‘Band 2’, all of the
UK operating frequencies stay within this band.

Table 11.2 Radio broadcast band allocations

Wavelength Allocation Band

LW 150–285 kHz
MW 525–1605 kHz
SW 5.95–6.2 MHz 49 M

7.1–7.3 MHz 40 M
9.5–9.775 MHz 30 M

11.7–11.975 MHz 25 M
15.1–15.45 MHz 19 M
17.7–17.9 MHz 16 M

21.45–21.75 MHz 13 M
25.5–26.1 MHz 11 M

Note National broadcasting authorities may
often overspill these frequency limits.

Band Wavelength allocation

I 41–68 MHz
II 87.5–108 MHz
III 174–223 MHz
IV 470–585 MHz
V 610–960 MHz
VI 11.7–12.5 GHz

Why VHF Transmissions?

In the early days of broadcasting, when the only reliable
long to medium distance transmissions were thought to
be those in the LF-MF regions of the radio spectrum,
(and, indeed, the HF bands were handed over to amateur
use because they were thought to be of only limited use-
fulness), broadcast transmitters were few and far
between. Also the broadcasting authorities did not
aspire to a universal coverage of their national audi-
ences. Under these circumstances, individual transmit-
ters could broadcast a high quality, full frequency range
signal, without problems due to adjacent channel inter-
ference.
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However, with the growth of the aspirations of the
broadcasting authorities, and the expectations of the lis-
tening public, there has been an enormous proliferation
of radio transmitters. There are now some 440 of these in
the UK alone, on LW, MW and Band 2 VHF allocations,
and this ignores the additional 2400 odd separate
national and local TV transmissions.

If all the radio broadcast services were to be accom-
modated within the UK’s wavelength allocations on the
LW and MW bands, the congestion would be intolerable.
Large numbers would have to share the same frequen-
cies, with chaotic mutual interference under any recep-
tion conditions in which any one became receivable in an
adjacent reception area.

Frequency choice

The decision was therefore forced that the choice of fre-
quencies for all major broadcast services, with the excep-
tion of pre-existing stations, must be such that the area
covered was largely line-of-sight, and unaffected by
whether it was day or night.

It is true that there are rare occasions when, even on
Band 2 VHF, there are unexpected long-distance intru-
sions of transmissions. This is due to the occasional for-
mation of an intense ionisation band in the lower regions
of the ionosphere, known as ‘sporadic E’. Its occurrence
is unpredictable and the reasons for its occurrences are
unknown, although it has been attributed to excess ‘sun
spot’ activity, or to local thermal ionisation, as a result of
the shearing action of high velocity upper atmosphere
winds.

In the case of the LW and MW broadcasts, inter-
national agreements aimed at reducing the extent of adja-
cent channel interference have continually restricted the
bandwidth allocations available to the broadcasting
authorities. For MW at present, and for LW broadcasts as
from 1st February, 1988 – ironically the centenary of
Hertz’s original experiment – the channel separation is 9
kHz and the consequent maximum transmitted audio
bandwidth is 4.5 kHz.

In practice, not all broadcasting authorities conform to
this restraint, and even those that do interpret it as ‘flat
from 30 Hz to 4.5 kHz and –50 dB at 5.5 kHz’ or more
leniently, as ‘flat to 5 kHz, with a more gentle roll-off to 9
kHz’. However, by comparison with the earlier accepted
standards for MW AM broadcasting, of 30 Hz–12 kHz,
± 1 dB, and with less than 1 per cent THD at 1 kHz, 80 per
cent modulation, the current AM standards are poor.

One also may suspect that the relatively low standards
of transmission quality practicable with LF/MF AM
broadcasting encourages some broadcasting authorities

to relax their standards in this field, and engage in other,
quality degrading, practices aimed at lessening their
electricity bills.

AM or FM?

Having seen that there is little scope for high quality
AM transmissions on the existing LW and MW broadcast
bands, and that VHF line-of-sight transmissions are
the only ones offering adequate bandwidth and free-
dom from adjacent channel interference, the question
remains as to what style of modulation should be adopted
to combine the programme signal with the RF carrier.

Modulation systems

Two basic choices exist, that of modulating the ampli-
tude of the RF carrier, (AM), or of modulating its fre-
quency, (FM), as shown in Fig. 11.5. The technical
advantages of FM are substantial, and these were con-
firmed in a practical field trial in the early 1950s carried
out by the BBC, in which the majority of the experimen-
tal listening panel expressed a clear preference for the
FM system.

Figure 11.5 Carrier modulation systems.

The relative qualities of the two systems can be sum-
marised as follows. AM is:

• the simplest type of receiver to construct
• not usually subject to low distortion in the recovered

signal
• prone to impulse-type (e.g. car ignition) interference

and to ‘atmospherics’
• possibly subject to ‘fading’
• prone to adjacent channel or co-channel interference
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• affected by tuning and by tuned circuit characteristics
in its frequency response.

FM:

• requires more complex and sophisticated receiver cir-
cuitry

• can give very low signal distortion
• ensures all received signals will be at the same appar-

ent strength
• is immune to fading
• is immune to adjacent channel and co-channel interfer-

ence, provided that the intruding signals are less strong.
• has, potentially, a flat frequency response, unaffected

by tuning or tuned circuit characteristics
• will reject AM and impulse-type interference
• makes more efficient use of available transmitter

power, and gives, in consequence, a larger usable
reception area.

On the debit side, the transmission of an FM signal
requires a much greater bandwidth than the equivalent
AM one, in a ratio of about 6:1. The bandwidth require-
ments may be calculated approximately from the formula

Bn = 2M + 2DK

where B
n

is the necessary bandwidth, M is the maximum
modulation frequency in Hz, D is the peak deviation in
Hz, and K is an operational constant ( = 1 for a mono
signal).

However, lack of space within the band is not a signifi-
cant problem at VHF, owing to the relatively restricted
geographical area covered by any transmitter. So Band 2
VHF/FM has become a worldwide choice for high qual-
ity transmissions, where the limitations are imposed
more by the distribution method employed to feed pro-
gramme signals to the transmitter, and by the require-
ments of the stereo encoding/decoding process than by
the transmitter or receiver.

FM Broadcast Standards

It is internationally agreed that the FM frequency devi-
ation will be 75 kHz, for 100 per cent modulation. The
stereo signal will be encoded, where present, by the
Zenith-GE 38 kHz sub-carrier system, using a 19 kHz ±2
Hz pilot tone, whose phase stability is better than 3° with
reference to the 38 kHz sub-carrier. Any residual 38 kHz
sub-carrier signal present in the composite stereo output
shall be less than 1 per cent.

Local agreements, in Europe, specify a 50 µs transmis-
sion pre-emphasis. In the USA and Japan, the agreed
pre-emphasis time constant is 75 µs. This gives a slightly
better receiver S/N ratio, but a somewhat greater prone-

ness to overload, with necessary clipping, at high audio
frequencies.

Stereo Encoding and Decoding

One of the major attractions of the FM broadcasting sys-
tem is that it allows the transmission of a high quality
stereo signal, without significant degradation of audio
quality – although there is some worsening of S/N ratio.
For this purpose the permitted transmitter bandwidth is
240 kHz, which allows an audio bandwidth, on a stereo
signal, of 30 Hz–15 kHz, at 90 per cent modulation levels.
Lower modulation levels would allow a more extended
high-frequency audio bandwidth, up to the ‘zero trans-
mission above 18.5 kHz’ limit imposed by the stereo
encoding system.

It is not known that any FM broadcasting systems signifi-
cantly exceed the 30 Hz–15 kHz audio bandwidth levels.

Because the 19 kHz stereo pilot tone is limited to
10 per cent peak modulation, it does not cause these
agreed bandwidth requirements to be exceeded.

The Zenith-GE ‘Pilot Tone’ Stereophonic System

This operates in a manner which produces a high-quality
‘mono’ signal in a receiver not adapted to decode the
stereo information, by the transmission of a composite
signal of the kind represented in Fig. 11.6. In this the
combined left-hand channel and right-hand channel
(L + R) – mono – signal is transmitted normally in the 30
Hz–15 kHz part of the spectrum, with a maximum modu-
lation of 90 per cent of the permitted 75 kHz deviation.

An additional signal, composed of the difference
signal between these channels, (L – R), is then added as
a modulation on a suppressed 38 kHz sub-carrier. So
that the total modulation energy will be the same, after
demodulation, the modulation depth of the combined
(L – R) signal is held to 45 per cent of the permitted
maximum excursion. This gives a peak deviation for
the transmitted carrier which is the same as that for the
‘mono’ channel.

Decoding

This stereo signal can be decoded in two separate ways, as
shown in Fig. 11.7 and 11.8. In essence, both of these oper-
ate by the addition of the two (L + R) and (L – R ) signals
to give LH channel information only, and the subtraction
of these to give the RH channel information only.
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In the circuit of Fig. 11.7, this process is carried out by
recovering the separate signals, and then using a matrix
circuit to add or subtract them. In the circuit of Fig. 11.8,
an equivalent process is done by sequentially sampling
the composite signal, using the regenerated 38 kHz sub-
carrier to operate a switching mechanism.

Advocates of the matrix addition method of Fig. 11.7,

have claimed that this allows a better decoder signal-
to-noise (S/N) ratio than that of the sampling system.
This is only true if the input bandwidth of the sam-
pling system is sufficiently large to allow noise sig-
nals centred on the harmonics of the switching
frequency also to be commutated down into the audio
spectrum.
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Figure 11.6 The Zenith-GE ‘pilot tone’ stereophonic system.

Figure 11.7 Matrix addition type of stereo decoder.

Figure 11.8 Synchronous switching stereo decoder.
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Provided that adequate input filtration is employed in
both cases there is no operational advantage to either
method. Because the system shown in Fig. 11.8 is more
easily incorporated within an integrated circuit, it is very
much the preferred method in contemporary receivers.

In both cases it is essential that the relative phase of the
regenerated 38 kHz sub-carrier is accurately related to
the composite incoming signal. Errors in this respect will
degrade the 35–40 dB (maximum) channel separation
expected with this system.

Because the line bandwidth or sampling frequency of
the studio to transmitter programme link may not be
compatible with the stereo encoded signal, this is nor-
mally encoded on site, at the transmitter, from the
received LH and RH channel information. This is done
by the method shown in Fig. 11.9.

In this, the incoming LH and RH channel signals (pre-
emphasis and peak signal level limitation will generally
have been carried out before this stage) are combined
together in a suitable matrix – the simple double trans-
former of Fig. 11.10 would serve – and fed to addition
networks in the manner shown.

In the case of the (L – R) signal, however, it is first con-
verted into a modulated signal based on a 38 kHz
sub-carrier, derived from a stable crystal-controlled
oscillator, using a balanced modulator to ensure suppres-
sion of the residual 38 kHz sub-carrier frequency. It is
then filtered to remove any audio frequency components
before addition to the (L + R) channel.

Finally, the 38 kHz sub-carrier signal is divided, fil-
tered and phase corrected to give a small amplitude, 19
kHz sine-wave pilot tone which can be added to the com-
posite signal before it is broadcast.

The reason for the greater background ‘hiss’ associ-
ated with the stereo than with the mono signal is that
wide-band noise increases as the square-root of the
audio bandwidth. In the case of a mono signal this band-
width is 30 Hz–15 kHz. In the case of a Zenith-GE
encoded stereo signal it will be at least 30 Hz–53 kHz,

even if adequate filtering has been used to remove spuri-
ous noise components based on the 38 kHz sub-carrier
harmonics.

Figure 11.10 Simple matrixing method.

The BBC Pulse Code Modulation (PCM) Programme
Distribution System

In earlier times, with relatively few, high-power, AM
broadcast transmitters, it was practicable to use high-
quality telephone lines as the means of routing the pro-
gramme material from the studio to the transmitter. This
might even, in some cases, be in the same building.

However, with the growth of a network of FM trans-
mitters serving local areas it became necessary to devise
a method which would allow consistently high audio
quality programme material to be sent over long dis-
tances without degradation. This problem became more
acute with the spread of stereo broadcasting, where any
time delay in one channel with respect to the other would
cause a shift in the stereo image location.

The method adopted by the BBC, and designed to
take advantage of the existing 6.5 MHz bandwidth TV
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signal transmission network, was to convert the signal
into digital form, in a manner which was closely analo-
gous to that adopted by Philips for its compact disc sys-
tem. However, in the case of the BBC a rather lower
performance standard was adopted. The compact disc
uses a 44.1 kHz sampling rate, a 16-bit (65536 step) sam-
pling resolution, and an audio bandwidth of 20 Hz–20
kHz, (±0.2 dB), while the BBC system uses a 32 kHz sam-
pling rate, a 13-bit (8192 step) resolution and a 50
Hz–14.5 kHz bandwidth, (±0.2 dB).

The BBC system offers a CCIR weighted S/N ratio of
57 dB, and a non-linear distortion figure of 0.1 per cent
ref. full modulation at 1 kHz.

As in all digital systems, the prominence of the ‘stair-
case type’ step discontinuity becomes greater at low sig-
nal levels and higher audio frequencies, giving rise to a
background noise associated with the signal, known as
‘quantisation noise’.

Devotees of hi-fi tend to refer to these quantisation
effects as ‘granularity’. Nevertheless, in spite of the rela-
tively low standards, in the hi-fi context, adopted for the
BBC PCM transmission links, there has been relatively
little criticism of the sound quality of the broadcasts.

The encoding and decoding systems used are shown in
Fig. 11.11 and 11.12.

Encoding

The operation of the PCM encoder, shown schematically
in Fig. 11.11, may be explained by consideration of the
operation of a single input channel. In this, the incoming
signal is filtered, using a filter with a very steep attenu-
ation rate, to remove all signal components above 15 kHz.

This is necessary since with a 32 kHz sampling rate,

any audio components above half the sampling rate (say
at 17 kHz) would be resolved identically to those at an
equal frequency separation below this rate, (e.g. at 15
kHz) and this could cause severe problems both due to
spurious signals, and to intermodulation effects between
these signals. This problem is known as ‘aliasing’, and the
filters are known as ‘anti-aliasing’ filters.

Because the quality of digitally encoded waveforms
deteriorates as the signal amplitude gets smaller, it is
important to use the largest practicable signal levels (in
which the staircase-type granularity will be as small a
proportion of the signal as possible). It is also important
to ensure that the analogue-to-digital encoder is not
overloaded. For this reason delay-line type limiters are
used, to delay the signal long enough for its amplitude to
be assessed and appropriate amplitude limitation to be
applied.

In order to avoid hard peak clipping which is audibly
displeasing, the limiters operate by progressive reduc-
tion of the stage gain, and have an output limit of +2 dB
above the nominal peak programme level. Carrying
out the limiting at this stage avoids the need for a further
limiter at the transmitter. Pre-emphasis is also added
before the limiter stage. The effect of this pre-emphasis
on the frequency response is shown in Fig. 11.13.

An interesting feature of the limiter stages is that those
for each stereo line pair are linked, so that if the peak
level is exceeded on either, both channels are limited.
This avoids any disturbance in stereo image location
which might arise through a sudden amplitude difference
between channels.

The AF bandwidth limited signal from the peak
limiter is then converted into digital form by a clocked
‘double ramp’ analogue-to-digital converter, and fed,
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Figure 11.11 The BBC 13-channel pulse code modulation (PCM) encoder system.
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along with the bit streams from up to 12 other channels,
to a time-domain multiplexing circuit. The output from
this is fed through a filter, to limit the associated RF
bandwidth, to an output line amplifier. 

Figure 11.13 HF pre-emphasis characteristics.

The output pulses are of sine-square form, with a half
amplitude duration of 158 ns, and 158 ns apart. Since the
main harmonic component of these pulses is the second,
they have a negligible energy distribution above 6.336
MHz, which allows the complete composite digital signal
to be handled by a channel designed to carry a 625-line
TV programme signal.

The output of the multiplexer is automatically sampled,
sequentially, at 256 ms per programme channel, in order
to give an automatic warning of any system fault. It can
also be monitored as an audio output signal reference.

To increase the immunity of the digitally encoded sig-
nal to noise or transmission line disturbances, a parity bit
is added to each preceding 13-bit word. This contains
data which provide an automatic check on the five most
significant digits in the preceding bit group. If an error is
detected, the faulty word is rejected and the preceding
13-bit word is substituted. If the error persists, the signal
is muted until a satisfactory bit sequence is restored.

Effectively, therefore, each signal channel comprises
14 bits of information. With a sampling rate of 32 kHz,
the 6.336 Mbits/s bandwidth allows a group of 198 bits in
each sample period. This is built from 13 multiplexed
14-bit channels ( = 182 bits) and 16 ‘spare’ bits. Of these,
11 are used to control the multiplexing matrix, and four
are used to carry transmitter remote control instructions.

Decoding

The decoding system is shown in Fig. 11.12. In this the
incoming bit stream is cleaned up, and restored to a
sequence with definite ‘0’ and ‘1’ states. The data stream
is then used to regenerate the original 6336 kHz clock
signal, and a counter system is used to provide a
sequence of shift pulses fed, in turn, to 13 separate
digital-to-analogue (D-A) converters, which recreate
the original input channels, in analogue form.
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A separate data decoder is used to extract the trans-
mitter control information, and, as before, an automatic
sampling monitor system is used to check the correct
operation of each programme channel.

The availability of spare channels can be employed to
carry control information on a digitally controlled con-
trast compression/expansion (Compander) system (such
as the BBC NICAM 3 arrangement). This could be used
either to improve the performance, in respect of the
degradation of small signals, using the same number of
sample steps, or to obtain a similar performance with a
less good digital resolution (and less transmission band-
width per channel).

The standards employed for TV sound links, using a
similar type of PCM studio-transmitter link, are:

• AF bandwidth, 50 Hz–13.5 kHz (± 0.7 dB ref. 1 kHz)
• S/N ratio, 53 dB CCIR weighted
• non-linear distortion and quantisation defects, 0.25

per cent (ref. 1 kHz and max. modulation).

Supplementary Broadcast Signals

It has been suggested that data signals could be added to
the FM or TV programme signal, and this possibility is
being explored by some European broadcasting author-
ities. The purpose of this would be to provide signal
channel identification, and perhaps also to allow auto-
matic channel tuning. The system proposed for this would
use an additional low level subcarrier, for example, at
57 kHz. In certain regions of Germany additional
transmissions based on this sub-carrier frequency are
used to carry the VWF (road/traffic conditions) informa-
tion broadcasts.

In the USA, ‘Storecast’ or ‘Subsidiary Communica-
tion Authorisation’ (SCA) signals may be added to FM
broadcasts, to provide a low-quality ‘background music’
programme for subscribers to this scheme. This operates
on a 67 kHz sub-carrier, with a max. modulation level of
10 per cent.

Alternative Transmission Methods

Apart from the commercial (entertainment and news)
broadcasts on the LW, MW and specified short wave
bands shown in Table 11.2, where the transmission tech-
niques are exclusively double-sideband amplitude modu-
lated type, and in Band 2 (VHF) where the broadcasts
are exclusively frequency modulated, there are certain
police, taxi and other public utility broadcasts on Band 2
which are amplitude-modulated.

It is planned that these other Band 2 broadcasts will
eventually be moved to another part of the frequency
spectrum, so that the whole of Band 2 can be available
for FM radio transmissions.

However, there are also specific bands of frequencies,
mainly in the HF/VHF parts of the spectrum, which have
been allocated specifically for amateur use. These are
shown in Table 11.3.

Table 11.3 Amateur frequency band allocations

Band MHz

80 M 3.5–3.725
40 M 7.0–7.15
20 M 14.0–14.35
15 M 21.0–21.45
10 M 28.0–29.7 
6 M 50.0–54.0
2 M 144.0–148.0

In these amateur bands, other types of transmitted sig-
nal modulation may be employed. These are narrow-
bandwidth FM (NBFM), phase modulation (PM), and
single-sideband suppressed carrier AM (SSB).

The principal characteristics of these are that NBFM is
restricted to a total deviation of ± 5 kHz, and a typical
maximum modulation frequency of 3 kHz, limited by a
steep-cut AF filter. This leads to a low modulation index
(the ratio between the carrier deviation and the modu-
lating frequency), which leads to poor audio quality and
difficulties in reception (demodulation) without signifi-
cant distortion. The typical (minimum) bandwidth
requirement for NBFM is 13 kHz.

Phase modulation (PM), shares many of the character-
istics of NBFM, except that in PM, the phase deviation of
the signal is dependent both upon the amplitude and the
frequency of the modulating signal, whereas in FM the
deviation is purely dependent on programme signal
amplitude.

Both of these modulation techniques require fairly
complex and well designed receivers, if good reception
and S/N ratio is to be obtained.

SSB

The final system, that of suppressed carrier single-
sideband transmission (SSB), is very popular among the
amateur radio transmitting fraternity, and will be found
on all of the amateur bands.

This relies on the fact that the transmitted frequency
spectrum of an AM carrier contains two identical, mirror-
image, groups of sidebands below (lower sideband or
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LSB) and above (upper sideband or USB) the carrier, as
shown in Fig. 11.14. The carrier itself conveys no signal
and serves merely as the reference frequency for the sum
and difference components which together reconstitute
the original modulation.

Figure 11.14 Typical AM bandwidth spectrum for double-
sideband transmission.

If the receiver is designed so that a stable carrier fre-
quency can be reintroduced, both the carrier and one of
the sidebands can be removed entirely, without loss of
signal intelligibility. This allows a very much larger pro-
portion of the transmitter power to be used for convey-
ing signal information, with a consequent improvement
in range and intelligibility. It also allows more signals to be
accommodated within the restricted bandwidth alloca-
tion, and gives better results with highly selective radio
receivers than would otherwise have been possible.

The method employed is shown schematically in
Fig. 11.15.

There is a convention among amateurs that SSB trans-
missions up to 7 MHz shall employ LSB modulation, and
those above this frequency shall use USB.

This technique is not likely to be of interest to those
concerned with good audio quality, but its adoption for
MW radio broadcast reception is proposed from time to
time, as a partial solution to the poor audio bandwidth
possible with double sideband (DSB) transmission at
contemporary 9 kHz carrier frequency separations.

The reason for this is that the DSB transmission sys-
tem used at present only allows a 4.5 kHz AF bandwidth,
whereas SSB would allow a full 9 kHz audio pass-band.
On the other hand, even a small frequency drift of the
reinserted carrier frequency can transpose all the pro-
gramme frequency components upwards or downwards
by a step frequency interval, and this can make music
sound quite awful; so any practical method would have to
rely on the extraction and amplification of the residue of
the original carrier, or on some equally reliable carrier
frequency regeneration technique.

Radio Receiver Design

The basic requirements for a satisfactory radio receiver
were listed above. Although the relative importance of
these qualities will vary somewhat from one type of
receiver to another – say, as between an AM or an FM
receiver – the preferred qualities of radio receivers are,
in general, sufficiently similar for them to be considered
as a whole, with some detail amendments to their specifi-
cations where system differences warrant this.

Selectivity

An ideal selectivity pattern for a radio receiver would be
one which had a constant high degree of sensitivity at the
desired operating frequency, and at a sufficient band-
width on either side of this to accommodate transmitter
sidebands, but with zero sensitivity at all frequencies
other than this.

A number of techniques have been used to try to
approach this ideal performance characteristic. Of these,
the most common is that based on the inductor-capacitor
(LC) parallel tuned circuit illustrated in Fig. 11.16 (a).
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Fig 11.16 Single (a) and band-pass (b) (c) tuned circuits.

Tuned circuit characteristics

For a given circulating RF current, induced into it from
some external source, the AC potential appearing across
an L–C tuned circuit reaches a peak value at a frequency
(F

0
) given by the equation

Customarily the group of terms 2πF are lumped together
and represented by the symbol ω, so that the peak out-
put, or resonant frequency would be represented by

Inevitably there will be electrical energy losses within
the tuned circuit, which will degrade its performance,
and these are usually grouped together as a notional
resistance, r, appearing in series with the coil.

The performance of such tuned circuits, at resonance,
is quantified by reference to the circuit magnification fac-
tor or quality factor, referred to as Q. For any given L–C
tuned circuit this can be calculated from

Since, at resonance, (ωο), ωο = 1/√ LC, the further equation

can be derived. This shows that the Q improves as the

equivalent loss resistance decreases, and as the ratio of L
to C increases.

Typical tuned circuit Q values will lie between 50 and
200, unless the Q value has been deliberately degraded,
in the interests of a wider RF signal pass-band, usually by
the addition of a further resistor, R, in parallel with the
tuned circuit.

The type of selectivity offered by such a single tuned
circuit is shown, for various Q values, in Fig. 11.17(a).
The actual discrimination against frequencies other than
the desired one is clearly not very good, and can be cal-
culated from the formula

δF = F
o

/ 2Q

where δF is the ‘half-power’ bandwidth.
One of the snags with single tuned circuits, which is

exaggerated if a number of such tuned circuits are
arranged in cascade to improve the selectivity, is that the
drop in output voltage from such a system, as the fre-
quencies differ from that of resonance, causes a very
rapid attenuation of higher audio frequencies in any AM
type receiver, in which such a tuning arrangement was
employed, as shown in curve ‘a’ of Fig. 11.18.

Figure 11. 17 Response curves of single (a) and band-pass 
(b) tuned circuits.

Clearly, this loss of higher audio frequencies is quite
unacceptable, and the solution adopted for AM receivers
is to use pairs of tuned circuits, coupled together by
mutual inductance, L

m
, or, in the case of separated cir-

cuits, by a coupling capacitor, C
c
.
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Figure 11.18 Effect on Am receiver AF response of tuned cir-
cuit selectivity characteristics.

This leads to the type of flat-topped frequency
response curve shown in Fig. 11.17(b), when critical
coupling is employed, when the coupling factor

For a mutually inductive coupled tuned circuit, this
approximates to

L
m

= –L /Q

and for a capacitatively coupled band pass tuned
circuit

C
c

= –C
t
/Q

where L
m

is the required mutual inductance,–L is the
mean inductance of the coils, –C

t
is the mean value of the

tuning capacitors, and C
c

is the required coupling cap-
acitance.

In the case of a critically-coupled bandpass tuned cir-
cuit, the selectivity is greater than that given by a single
tuned circuit, in spite of the flat-topped frequency
response. Taking the case of F

o
= 1 MHz, and Q = 100,

for both single-and double-tuned circuits the attenuation
will be –6 dB at 10 kHz off tune. At 20 kHz off tune, the
attenuation will be –12 dB and –18 dB respectively, and
at 30 kHz off tune it will be –14 dB and –24 dB, for these
two cases.

Because of the flat-topped frequency response pos-
sible with bandpass-coupled circuits, it is feasible to put
these in cascade in a receiver design without incurring
audio HF loss penalties at any point up to the beginning
of the attenuation ‘skirt’ of the tuned circuit. For example,
three such groups of 1 MHz bandpass-tuned circuits,
with a circuit Q of 100, would give the following selectiv-
ity characteristics.

• 5 kHz = 0 dB
• 10 kHz = –18 dB

• 20 kHz = –54 dB
• 30 kHz = –72 dB

as illustrated in curve ‘b’ in Fig. 11.18. Further, since the
bandwidth is proportional to frequency, and inversely
proportional to Q, the selectivity characteristics for any
other frequency or Q value can be derived from these
data by extrapolation.

Obviously this type of selectivity curve falls short of
the ideal, especially in respect of the allowable audio
bandwidth, but selectivity characteristics of this kind
have been the mainstay of the bulk of AM radio
receivers over the past sixty or more years. Indeed,
because this represents an ideal case for an optimally
designed and carefully aligned receiver, many commer-
cial systems would be less good even than this.

For FM receivers, where a pass bandwidth of 220–250
kHz is required, only very low Q tuned circuits are usable,
even at the 10.7 MHz frequency at which most of the RF
amplification is obtained. So an alternative technique is
employed, to provide at least part of the required adjacent
channel selectivity. This is the surface acoustic wave filter.

The surface acoustic wave (SAW) filter

This device, illustrated in schematic form in Fig. 11.19,
utilises the fact that it is possible to generate a mechanical
wave pattern on the surface of a piece of piezo-electric
material (one in which the mechanical dimensions will
change under the influence of an applied electrostatic
field), by applying an AC voltage between two electric-
ally conductive strips laid on the surface of the material.

Figure 11.19 Construction of surface acoustic wave (SAW)
filter.

Since the converse effect also applies – that a voltage
would be induced between these two conducting strips if
a surface wave in a piezo-electric material were to pass
under them – this provides a means for fabricating an
electro-mechanical filter, whose characteristics can be
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tailored by the number, separation, and relative lengths
of the conducting strips.

These SAW filters are often referred to as IDTs (inter-
digital transducers), from the interlocking finger pattern
of the metallising, or simply as ceramic filters, since some
of the earlier low-cost devices of this type were made
from piezo-electric ceramics of the lead zirconate-
titanate (PZT) type. Nowadays they are fabricated from
thin, highly polished strips of lithium niobate, (LiNbO),
bismuth germanium oxide, (Bi GeO), or quartz, on
which a very precise pattern of metallising has been
applied by the same photo-lithographic techniques
employed in the manufacture of integrated circuits.

Two basic types of SAW filter are used, of which the
most common is the transversal type. Here a surface
wave is launched along the surface from a transmitter
group of digits to a receiver group. This kind is normally
used for bandpass applications. The other form is the res-
onant type, in which the surface electrode pattern is
employed to generate a standing-wave effect.

Because the typical propagation velocity of such sur-
face waves is of the order of 3000 m/s, practical physical
dimensions for the SAW slices and conductor patterns
allow a useful frequency range without the need for
excessive physical dimensions or impracticably precise
electrode patterns. Moreover, since the wave only pene-
trates a wavelength or so beneath the surface, the rear of
the slice can be cemented onto a rigid substrate to
improve the ruggedness of the element.

In the transversal or bandpass type of filter, the prac-
ticable range of operating frequencies is, at present, from
a few MHz to 1–2 GHz, with minimum bandwidths of
around 100 kHz. The resonant type of SAW device can
operate from a few hundred KHz to a similar maximum
frequency, and offers a useful alternative to the conven-
tional quartz crystal (bulk resonator) for the higher part
of the frequency range, where bulk resonator systems
need to rely on oscillator overtones.

The type of performance characteristic offered by a
bandpass SAW device, operating at a centre frequency
of 10.7 MHz, is shown in Fig. 11.20. An important quality
of wide pass-band SAW filters is that the phase and
attenuation characteristics can be separately optimised
by manipulating the geometry of the pattern of the con-
ducting elements deposited on the surface.

This is of great value in obtaining high audio quality
from FM systems, as will be seen below, and differs, in
this respect, from tuned circuits or other types of filter
where the relative phase-angle of the transmitted signal
is directly related to the rate of change of transmission as
a function of frequency, in proximity to the frequency at
which the relative phase-angle is being measured.

However, there are snags. Good quality phase linear
SAW filters are expensive, and there is a relatively high

insertion loss, typically in the range of –15 to –25 dB, which
requires additional compensatory amplification. On the
other hand, they are physically small and do not suffer,
as do coils, from unwanted mutual induction effects.
The characteristic impedance of such filters is, typically,
300–400 ohms, and changes in the source and load imped-
ances can have big effects on the transmission curves.

Figure 11.20 Transmission characteristics of typical 10.7 MHz
SAW filter.

The superhet system
It will have been appreciated from the above that any
multiple tuned circuit, or SAW filter, system chosen to
give good selectivity will be optimised only for one fre-
quency. To tune a group of critically coupled band-pass
tuned circuits simultaneously to cover a required
receiver frequency range would be very difficult. To tune
one or more SAW filters simultaneously would simply
not be possible at all, except, perhaps, over an exceed-
ingly limited frequency range.

A practical solution to this problem was offered in
1918 by Major Armstrong of the US Army, in the form of
the supersonic heterodyne or superhet receiver system,
shown in Fig. 11.21.

In this, the incoming radio signal is combined with an
adjustable frequency local oscillator signal in some ele-
ment having a non-linear input/output transfer charac-
teristic, (ideally one having a square-law slope). This
stage is known as the frequency changer or mixer or,
sometimes, and inappropriately, as the first detector.

This mixture of the two (input and LO) signals gives
rise to additional sum and difference frequency outputs,
and if the local oscillator frequency is chosen correctly,
one or other of these can be made to coincide with the
fixed intermediate frequency (usually known as the IF),
at which the bulk of the amplification will occur.

The advantages of this arrangement, in allowing the
designer to tailor his selectivity characteristics without
regard to the input frequency, are enormous, and virtu-
ally all commercial radio receivers employ one or other
of the possible permutations of this system.
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Problem
The snag is that the non-linear mixer stage produces both
sum and difference frequency outputs, so that, for any
given local oscillator frequency there will be two incom-
ing signal frequencies at which reception would be
possible.

These are known as signal and image frequencies, and
it is essential that the selectivity of the tuned circuits pre-
ceding the mixer stage is adequate to reject these spuri-
ous second channel or image frequency signals. This can
be difficult if the IF frequency is too low in relation to the
incoming signal frequency, since the image frequency
will occur at twice the IF frequency removed from the
signal, which may not be a very large proportion of the
input signal frequency, bearing in mind the selectivity
limitations of conventional RF tuned circuits.

In communications receivers and similar high-quality
professional systems, the problem of image break-
through is solved by the use of the double superhet sys-
tem shown in Fig. 11.22. In this the incoming signal
frequency is changed twice, firstly to a value which is suf-
ficiently high to allow complete elimination of any spuri-
ous image frequency signals, and then, at a later stage, to
a lower frequency at which bandwidth limitation and fil-
tering can be done more easily.

A difficulty inherent in the superhet is that, because
the mixer stage is, by definition, non-linear in its charac-

teristics, it can cause intermodulation products between
incoming signals to be generated, which will be amplified
by the IF stages if they are at IF frequency, or will
simply be combined with the incoming signal if they
are large enough to drive the input of the mixer into
overload.

This type of problem is lessened if the mixer device has
a true square law characteristic. Junction FETs have the
best performance in this respect.

A further problem is that the mixer stages tend to
introduce a larger amount of noise into the signal chain
than the other, more linear, gain stages, and this may well
limit the ultimate sensitivity of the system. The noise fig-
ure of the mixer stage is partly a function of the kind of
device or circuit configuration employed, and partly due
to noise introduced by the relatively large amplitude
local oscillator signal.

It is undoubtedly true to say that the quality and care in
design of the mixer stage from a major determining fac-
tor in receiver performance, in respect of S/N ratio and
freedom from spurious signals.

Other possibilities
Because of the problems of the superhet system, in
respect of mixer noise, and image channel interference,
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direct conversion systems have been proposed, in which
the signal is demodulated by an electronic switch oper-
ated by a control waveform which is synchronous in fre-
quency and phase with the input signal. These are known
as homodyne or synchrodyne receivers, depending on
whether the control waveform is derived from the carrier
of the incoming signal or from a separate synchronous
oscillator.

Since both of these systems result in an audio signal in
which adjacent channel transmissions are reproduced at
audio frequencies dependent on the difference of the
incoming signal from the control frequency, they offer a
means for the control of selectivity, with a truly flat-topped
frequency response, by means of post-demodulator
AF filtering. On the debit side, neither of these offer the
sensitivity or the ease of operation of the conven-
tional superhet, and are not used commercially to any
significant extent.

Sensitivity

Many factors influence this characteristic. The most
important of these are

• the S/N ratio, as depending on the design, small signals
can get buried in mixer or other circuit noise;

• inadequate detectability, due to insufficient gain pre-
ceding the demodulator stage;

• intermodulation effects in which, due to poor RF
selectivity or unsatisfactory mixer characteristics, the
wanted signal is swamped by more powerful signals on
adjacent channels.

The ultimate limitation on sensitivity will be imposed by
aerial noise, due either to man-made interference, (RFI)
or to the thermal radio emission background of free
space. The only help in this case is a better aerial design.

As mentioned above, the frequency changer stage in a
superhet is a weak link in the receiver chain, as it intro-
duces a disproportionately high amount of noise, and is
prone to intermodulation effects if the signals present
exceed its optimum input signal levels.

The problem of mixer noise is a major one with equip-
ment using thermionic valves, but semiconductor
devices offer substantial improvements in this respect.
For professional equipment, diode ring balanced modu-
lator layouts, using hot carrier or Schottky diodes, of the
kind shown in Fig. 11.23, are the preferred choice, since
they combine excellent noise characteristics with the
best possible overload margin. However, this is a com-
plex system.

In domestic equipment, at frequencies up to about 100
MHz, junction FETs are the preferred devices, though
they have inconveniently large inter-electrode capaci-

tances for RF use. In the frequency range 100–500 MHz,
dual-gate MOSFETs are preferable because their form
of construction allows very good input – output screen-
ing, though their noise figure and other characteristics
are somewhat less good than those of junction FETs.

Figure 11.23 Diode ring double balanced mixer system.

Beyond 500 MHz, bipolar junction transistors are the
only practical choice, though their use demands careful
circuit design.

Integrated circuit balanced modulator systems have
attracted some interest for high-quality designs, and
have even been proposed as an alternative to ring diode
modulators, though they have relatively poor overload
characteristics. The various practical mixer systems are
examined later, under ‘Circuit design’.

In general, the best performance in a receiver, in
respect of S/N ratio, sensitivity, and overload character-
istics, requires a careful balance between the gain and
selectivity of the various amplifying and mixing stages.

Stability

In a superhet system, in which there are a series of select-
ive fixed-frequency amplifier stages, the major problems
of frequency stability centre around the performance of
the local (heterodyne) oscillator, which is combined with
the incoming signal to give IF frequency. In relatively
narrow bandwidth AM receivers, especially those oper-
ating in the short wave (3–30 MHz) region, a simple valve
or transistor oscillator is unlikely to be adequately stable,
unless very good quality components, and carefully
balanced thermal compensation is employed.

Various techniques have been used to overcome this
difficulty. For fixed frequency reception, oscillators
based on individual quartz crystal or SAW resonators –
which give an extremely stable output frequency, com-
bined with high purity and low associated noise – are an
excellent solution, though expensive if many reception
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frequencies are required. Alternatively, various ways of
taking advantage of the excellent stability of the quartz
crystal oscillator, while still allowing frequency variabil-
ity, have been proposed, such as the phase-locked loop
(PLL) frequency synthesizer, or the Barlow-Wadley
loop systems.

Quartz Crystal Control
This operates by exciting a mechanical oscillation in a
precisely dimensioned slab of mono-crystalline silica,
either naturally occurring, as quartz, or, more commonly
synthetically grown from an aqueous solution under con-
ditions of very high temperature and pressure.

Since quartz exhibits piezo-electric characteristics, an
applied alternating voltage at the correct frequency will
cause the quartz slab to ‘ring’in a manner analogous to
that of a slab or rod of metal struck by a hammer. How-
ever, in the case of the crystal oscillator, electronic means
can be used to sustain the oscillation.

Figure 11.24 Equivalent electrical circuit of a quartz crystal
resonator.

The monotonic frequency characteristics of the quartz
crystal resonator derive from its very high effective Q
value. Typical apparent values of L

r
, C

r
and C

m
(The res-

onant inductance and capacitance, and that due to the

mounting), and series loss resistance R
1
, for an ‘X’ cut

crystal, are shown in the equivalent circuit of Fig. 11.24,
for a crystal having a resonant frequency of 1 MHz, and
an effective Q, as a series resonant circuit, of 300000.

As in other materials, the physical dimensions of
quartz crystals will change with temperature, but since its
expansion is anisotropic (greater in some dimensions
than others) it is possible to choose a particular section, or
‘cut’, through the crystal to minimise the effects of tem-
perature on resonant frequency. Such crystals are known
as zero temperature coefficient (ZTC) or AT cut types.

Zero temperature coefficient crystals (in practice this
will imply temperature coefficients of less than ±2 parts
per million per degree centigrade over the temperature
range 5–45° C) do not offer quite such high Q values as
those optimised for this quality, so external temperature
stabilisation circuits (known as crystal ovens) are some-
times used in critical applications. Both of these
approaches may also be used, simultaneously, where
very high stability is required.

Although, in principle, the quartz crystal is a fixed fre-
quency device, it is possible to vary the resonant fre-
quency by a small amount by altering the value of an
externally connected parallel capacitor. This would be
quite insufficient as a receiver tuning means, so other
techniques have been evolved.

The Barlow-Wadley Loop
This circuit arrangement, also known as a drift cancelling
oscillator, has been used for many years in relatively
inexpensive amateur communications receivers, such as
the Yaesu Musen FRG-7, and the layout adopted for
such a 500 kHz–30 MHz receiver is shown in Fig. 11.25.

In this, the incoming signal, after appropriate RF

amplification and pre-selection, is passed though a steep-
cut, low-pass filter, which removes all signals above 31
MHz, to the first mixer stage. This has a conventional
L–C type tuned oscillator whose operating frequency
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gives a first IF output in the range 54.5–55.5 MHz, which
is fed to a second mixer stage.

The L–C oscillator output is also fed to a double-
balanced modulator where it is combined with the
output from 1 MHz quartz-crystal controlled harmonic
generator, and this composite output is taken through a
selective amplifier having a centre frequency of 52.5
MHz, and a signal output detector system.

Certain combinations of the local oscillator frequency
and the harmonics of 1 MHz will be within the required
frequency range, and will therefore pass through this
amplifier. When such a condition exists, the output volt-
age operates an indicator to show that this signal is pre-
sent. This output signal is then fed to the second mixer
stage to generate a second IF frequency in the range
2–3 MHz, from which the desired signal is selected by a
conventional superhet receiver from the 1 MHz slab of
signals presented to it.

The frequency drift in the first, high-frequency, L–C
local oscillator is thereby cancelled, since it will appear,
simultaneously, and in the same sense, at both the first
and second mixers.

Frequency Synthesizer Techniques
These are based on developments of the phase-locked
loop (PLL) shown in Fig. 11.26. In this arrangement an
input AC signal is compared in phase with the output
from a voltage controlled oscillator (VCO). The output
from the phase comparator will be the sum and differ-
ence frequencies of the input and VCO signals.

Figure 11.26 The phase-locked loop (PLL).

Where the difference frequency is low enough to pass
the low-pass ‘loop filter’, the resultant control voltage
applied to the VCO will tend to pull it into frequency syn-
chronism, and phase quadrature, with the incoming sig-
nal – as long as the loop gain is high enough. In this
condition, the loop is said to be ‘locked’.

This circuit can be used to generate an AC signal in fre-
quency synchronism with, but much larger in amplitude
than, the incoming reference signal. It can also generate
an oscillator control voltage which will accurately follow
incoming variations in input signal frequency when the
loop is in lock, and this provides an excellent method of
extracting the modulation from an FM signal.

A further development of the basic PLL circuit is
shown in Fig. 11.27. In this, a frequency divider is inter-
posed between the VCO and the phase comparator, so
that when the loop is in lock, the VCO output frequency
will be a multiple of the incoming frequency. For
example, if the divider has a factor n, then the VCO will
have an output frequency equal to n (F

in
).

Figure 11.27 Phase-locked frequency multiplier.

In the PLL frequency synthesizer shown in Fig. 11.28,
this process is taken one stage further, with a crystal con-
trolled oscillator as the reference source, feeding the
phase detector through a further frequency divider. If
the two dividers have ratios of m and n, then when the
loop is in lock, the output frequency will be (n/m) × F

ref
.

Figure 11.28 Phase-locked frequency synthesizer.

Provided that m and n are sufficiently large, the VCO
output can be held to the chosen frequency, with crystal-
controlled stability, and with any degree of precision
required. Now that such frequency synthesizer circuitry
is available in single IC form, this type of frequency con-
trol is beginning to appear in high quality FM tuners, as
well as in communications receivers.

A minor operating snag with this type of system is that,
because of the presence within the synthesizer IC of very
many, relatively large amplitude, switching waveforms,
covering a wide spectrum of frequencies, such receivers
tend to be plagued by a multitude of minor tuning
whistles, from which conventional single tuned oscillator
systems are free. Very thorough screening of the synthe-
sizer chip is necessary to keep these spurious signals
down to an unobtrusive level.

Generally, in FM tuners, the relatively wide reception
bandwidth makes oscillator frequency drift a less acute
problem than in the case of AM receivers operating at com-
parable signal frequencies, although, since the distortion
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of the received signals will in most cases deteriorate if the
set is not correctly tuned, or if it drifts off tune during use,
there is still an incentive, in high-quality tuners, to
employ quartz crystal stabilised oscillator systems.

A more serious problem, even in wide bandwidth FM
tuners – where these do not employ PLL frequency con-
trol – is that the varicap diodes (semiconductor junction
diodes in which the effective capacitance is an inverse
function of the applied reverse voltage) often used to
tune the RF and oscillator circuits, are quite strongly
temperature dependant in their characteristics.

Varicap-tuned receivers must therefore employ ther-
mally compensated DC voltage sources for their tuning
controls if drift due to this cause is to be avoided.

AGC Effects
A particular problem which can occur in any system in
which automatic gain control (AGC) is used, is that the
operation of the AGC circuit may cause a sympathetic
drift in tuned frequency.

This arises because the AGC system operates by
extracting a DC voltage which is directly related to the
signal strength, at some point in the receiver where this
voltage will be of adequate size. This voltage is then used
to control the gain of preceding RF or IF amplifier stages
so that the output of the amplifier remains substantially
constant. This is usually done by applying the control
voltage to one or other of the electrodes of the amplify-
ing device so that its gain characteristics are modified.

Unfortunately, the application of a gain control volt-
age to any active device usually results in changes to the
input, output, or internal feedback capacitances of the
device, which can affect the resonant frequency of any
tuned circuits attached to it. This effect can be minimised
by care in the circuit design.

A different type of problem concerns the time-
constants employed in the system. For effective response
to rapid changes in the signal strength of the incoming
signal, the integrating time constant of the system should
be as short as practicable. However, if there is too little
constraint on the speed of response of the AGC system,
it may interpret a low-frequency modulation of the
carrier, as for example in an organ pedal note, as a
fluctuation in the received signal strength, and respond
accordingly by increasing or decreasing the receiver gain
to smooth this fluctuation out.

In general, a compromise is attempted between the
speed of the AGC response, and the lowest anticipated
modulation frequency which the receiver is expected to
reproduce, usually set at 30 Hz in good quality receivers.
In transistor portable radios, where the small LS units
seldom reproduce tones below some 200–250 Hz, a much
more rapid speed of response is usable without audible
tonal penalties.

Sadly, some broadcasting authorities take advantage
of the rapid AGC response typically found in transistor
portables to employ a measure of companding (tonal
range compression on transmission followed by expan-
sion on reception to restore the original dynamic range).

As practised by the BBC on its Radio 1, Radio 2,
Radio 4 and some local radio transmissions, this consists
of a reduction in both carrier strength and modulation on
all dynamic peaks. This reduces the amount of electricity
consumed by the transmitter, whose average power out-
put decreases on sound level peaks.

If, then, the AGC system in the radio restores the
received carrier level to a constant value, the original
modulation range will be recovered. This will only work
well if the AGC ‘attack’ and ‘decay’ time constants used
in the receiver are correctly related to those employed at
the transmitter – and this is purely a matter of chance.
The result, therefore, is an additional and unexpected
source of degradation of the broadcast quality of these
signals.

Automatic Frequency Control (AFC)
Because of the shape of the output voltage versus input
frequency relationship, at the output of the demodulator
of an FM receiver, shown in idealised form in Fig. 11.29,
the possibility exists that this voltage, when averaged so
that it is just a DC signal, with no carrier modulation, can
be used to control the operating frequency of the oscilla-
tor, or other tuned circuits. So if the tuning of the receiver
drifts away from the ideal mid-point (F

t
in Fig. 11.29) an

automatic correction can be applied to restore it to the
desired value.

Figure 11.29 Voltage/frequency relationships in an ideal FM
demodulator.

This technique is widely used, especially in the case of
receivers where the tuning is performed by the applica-
tion of a voltage to one or more varicap diodes, and
which, in consequence, lends itself well to the super-
imposition of an additional AFC voltage. It does, how-
ever, have snags.

204 Tuners and Radio Receivers

chp11.ian  4/6/98 5:34 PM  Page 204



The first of these is that there is a close similarity in the
action of an AFC voltage in an FM tuner to the action of
an automatic gain control in an AM one. In both cases
the control system sees the change – in carrier frequency
in the case of an FM tuner – which is produced by the
programme modulation, as being an error of the type
which the control system is designed to correct. Too
effective an AFC system can therefore lead to a worsen-
ing of bass response in the tuner, unless very heavy
damping of the response is incorporated.

In the case of FM tuners, it is likely that the changes to
be corrected will mainly be slow, and due only to thermal
effects, provided that the receiver was correctly tuned in
the first place, whereas in an AM radio the changes in
received signal strength can often be quite rapid.

The second problem is that the AFC system, attempt-
ing to sit the tuning point on the zero DC level, may
not lead to the best results if the demodulator circuit
is misaligned, and gives the kind of curve shown in
Fig. 11.30. Here the user might place the tuning at the
point F 1 by ear, where the AFC signal will always restore
it to F

t
.

Figure 11.30 Effect of demodulator misalignment on AFC
operation.

This kind of demodulator misalignment is all too com-
mon in practice, and is one of the reasons why very linear
demodulators (in which the choice of the correct point is
less critical) are a worthwhile pursuit. Some more recent
systems employ demodulator circuits which are compara-
tively insensitive to detuning. It should be remembered,
also, that the output from the demodulator is likely to be
used to operate the tuning meter, and encourage the user
to tune to F

t
.

In the case of this kind of tuning meter, the user can
carry out a quick check on the alignment of the tuned cir-
cuits by noting the maximum meter deflection on either
side of the incoming signal frequency. These readings
should be symmetrical.

Predictability

The possession of a good, clear, tuning scale has always
been a desirable virtue in any radio receiver, so that the

user could know the point of tune and return without dif-
ficulty to the same place. However, with contemporary
IC technology, the cost of integrated circuit frequency
counter systems has become so low, relative to the other
costs of the design, that almost all modern tuners now
employ some kind of frequency meter display.

This operates in the manner shown in Fig. 11.31. In
this, a quartz crystal controlled oscillator, operating per-
haps at 32.768 kHz, (the standard frequency for ‘quartz’
watches, for which cheap crystals and simple frequency
dividers are readily available – 32768 is 215) is used to gen-
erate a precise time interval, say one second.

Meanwhile, the signal from the oscillator of the
receiver, which will invariably employ a superhet layout,
will be clocked over this period by an electronic counter,
in which the IF frequency (that frequency by which the
local oscillator differs from the incoming RF signal)
will be added to, or subtracted from, the oscillator fre-
quency – depending on whether the oscillator fre-
quency is higher or lower than that of the signal – so that
the counter effectively registers the incoming signal
frequency.

Figure 11.31 Frequency meter system.

The electronic switch circuitry operated by the time
interval generator is then used alternately to reset the
frequency counter to zero, and to transfer its final count
to a digital frequency store. A liquid crystal (LCD) or
light-emitting diode (LED) display can then be used to
register the signal frequency in numerical form.

As a matter of convenience, to avoid display flicker
the counter output will be held in a store or latch circuit
during the counting period, and the contents of the store
only updated each time the count is completed. Since
frequency dither is only likely to affect the last number
in the display, in circumstances where there is an uncer-
tainty of ±1 digit, some systems actually count to a larger
number than is displayed, or up-date the last – least sig-
nificant – digit less frequently than the others.

Additional information can also be shown on such an
LED/LCD display, such as the band setting of the
receiver, whether it is on AM or FM, whether AFC or
stereo decoding has been selected, the local clock time.
In the light of the continual search for marketable
improvements, it seems probable that such displays will
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soon also include a precise time signal derived from one
or other of the time code transmitters.

Clarity

One of the major advantages of FM radio is its ability to
reject external radio frequency noise – such as that due to
thunderstorms, which is very prominent on LF radio, or
motor car ignition noise, which is a nuisance on all HF
and VHF transmissions, which includes Band 2.

This ability to reject such noise depends on the fact that
most impulse noise is primarily amplitude modulated, so
that, while it will extend over a very wide frequency
range, its instantaneous frequency distribution is con-
stant. The design of the FM receiver is chosen, deliber-
ately, so that the demodulator system is insensitive to AM
inputs, and this AM rejection quality is enhanced by the
use of amplitude limiting stages prior to the demodulator.

A valuable ‘figure of merit’ in an FM receiver is its AM
rejection ratio, and a well-designed receiver should offer
at least 60 dB (1000:1).

Because FM receivers are invariably designed so that
there is an excess of gain in the RF and IF stages, so that
every signal received which is above the detection
threshold will be presented to the demodulator as an
amplitude limited HF square wave, it is very seldom that
such receivers – other than very exotic and high-cost
designs – will employ AGC, and only then in the pre-
mixer RF stage(s).

A further benefit in well-designed FM receivers is that
intruding AM radio signals on the same band will be
ignored, as will less strong FM broadcasts on the same
channel frequency. This latter quality is referred to as the
capture ratio, and is expressed as the difference in the
(voltage) signal strength, in dB, between a more power-
ful and a less powerful FM transmission, on the same fre-
quency allocation, which is necessary for the weaker
transmission to be ignored.

The capture ratio of an FM receiver – a desirable fea-
ture which does not exist in AM reception – depends on
the linearity, both in phase and amplitude, of the RF and
IF stages prior to limiting, and also, to a great extent, on
the type of demodulator employed. The best current
designs offer 1 dB discrimination. Less good designs may
only offer 3–4 dB. Two decibels is regarded as an accept-
able figure for high-quality systems, and would imply
that the designers had exercised suitable care.

It should be noted in this context that designs in which
very high IF gain is employed to improve receiver sensi-
tivity may, by causing overload in these stages, and con-
sequent cross-modulation if they do not ‘clip’ cleanly,
lead to a degradation in capture ratio.

Needless to say, those IF stages which are designed to

limit the amplitude of the incoming signal should be
designed so that they do not generate inter-modulation
products. However, these invariably take the form of
highly developed IC designs, based on circuit layouts of
the form shown in Fig. 11.32, using a sequence of sym-
metrically driven, emitter-coupled, ‘long-tailed pairs’,
chosen to operate under conditions where clean and bal-
anced signal clipping will occur.

Figure 11.32 Cascode input stage, and the first (of two) sym-
metrical gain stages in a modern FM IF gain block IC (RCA
CA3189E).

FM tuner designers very seldom feel inspired to
attempt to better their performance by the use of
alternative layouts.

In AM receivers, the best that can be done to limit
impulse type interference is to use some form of impulse
amplitude limiter, which operates either on the detection
of the peak amplitude of the incoming signal or on the
rate-of-change of that amplitude, such qualities will be
higher on impulse noise than on normal programme con-
tent. An excellent AM noise limiter circuit from Philips,
which incorporates an electronic delay line to allow the
noise limiter to operate before the noise pulse arrives, is
shown in Fig. 11.33.

Figure 11.33 Philips’ impulse noise limiting circuit.

The rejection of intruding signals in AM depends
entirely on the receiver selectivity, its freedom from
intermodulation defects, and – in respect of its ability to
avoid internally generated hum, noise, and mush – on the
quality of the circuit design and components used, and
the wisdom of the choice of distribution of the gain and
selectivity within the RF and IF stages.
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Linearity, FM systems

In view of the continuing search for improved audio
amplifier quality in both quantitative and subjective terms,
it is not surprising that there has been a compar-able effort
to obtain a high performance in FM receiver systems.

This endeavour is maintained by competitive rivalry
and commercial pressures, and has resulted in many
cases in the development of FM tuners with a quality
which exceeds that of the incoming signal presented to
them by the broadcasting authorities. Broadcasters’
activities are not the subject of competitive pressures,
and their standards are determined by the reluctance of
governments to spend money on luxuries, and by the
cynicism of their engineers.

These constraints have resulted in a continuing ero-
sion of the quality of AM radio broadcasts, though there
still remain some honourable exceptions. This has, sadly,
often led to the AM sections of FM tuners being
designed as low-cost functional appendages having a
very poor audio performance, even when the quality of
the FM section is beyond reproach.

A number of factors influence the quality of the
demodulated signal, beginning with the stability and
phase linearity of the RF, IF and AF gain stages. In the
case of AM radios, incipient instability in the RF or IF
stages will lead to substantial amplitude distortion
effects, with consequent proneness to intermodulation
defects. (Any non-linearity in an amplifier will lead to a
muddling of the signals presented to it.) In the case of
those FM radios based on a phase-sensitive demodula-
tor, any RF or IF instability will lead to substantial phase
distortions as the signal passes through the frequency of
incipient oscillation.

Much care is therefore needed in the design of such
stages to ensure their stable operation. If junction FETs
are employed rather than dual-gate MOSFETs, some
technique, such as that shown in Fig. 11.34, must be used
to neutralise the residual drain-gate capacitance. The cir-
cuit of Fig. 11.34 utilises a small inductance in the source
lead, which could be simply a lengthy track on the
printed circuit board, to ensure that the unwanted feed-
back signal due to the gate-drain capacitance (C'), is can-
celled by a signal, effectively in phase opposition, due to
the drain-source capacitance (C").

However, assuming competent RF/IF stage design,
the dominant factor in recovered signal quality is that of
the demodulator design. Representative demodulator
systems, for FM and for AM, are shown below.

Slope Detection
This circuit, shown in Fig. 11.35(a), is the earliest and
crudest method of detecting or demodulating an FM sig-

nal. The receiver is simply tuned to one side or the other
of the tuned circuit resonant frequency (F

o
), as illus-

trated in Fig. 11.35(b). Variations in the incoming fre-
quency will then produce changes in the output voltage
of the receiver, which can be treated as a simple AM sig-
nal. This offers no AM rejection ability, and is very non-
linear in its audio response, due to the shape of the
resonance curve.

Figure 11.34 Feedback neutralisation system for junction FET
RF amplifier.

Figure 11.35 FM slope detector.

The Round-Travis Detector
This arrangement, shown in Fig. 11.36(a), employs a pair
of tuned circuits with associated diode rectifiers (‘de-
tectors’) which are tuned, respectively, above and below
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the incoming signal frequency, giving a balanced slope-
detector characteristic, as seen in Fig. 11.36(b). This is
more linear than the simple slope-detector circuit, but
still gives no worthwhile AM rejection.

The Foster-Seeley or Phase Detector
This circuit, of which one form is shown in Fig. 11.37(a),
was evolved to provide an improved measure of AM
rejection, by making its output dependent, at least in
part, on the changes in phase induced in a tuned circuit
by variations in the frequency of the incoming signal.

In this arrangement the tuned circuit, L
3
C

1
, provides a

balanced drive to a matched pair of diode rectifiers (D
1
,

D
2
), arranged in opposition so that any normal AM

effects will cancel out. A subsidiary coil, L
2
, is then

arranged to feed the centre tap of L
3
, so that the induced

signal in L
2
, which will vary in phase with frequency, will

either reinforce or lessen the voltages induced in each
half of L

3
, by effectively disturbing the position of the

electrical centre tap.
This gives the sort of response curve shown in Fig.

11.37(b), which has better linearity than its predecessors.

The Ratio Detector
This circuit, of which one form is shown in Fig. 11.38(a) is
similar to the Foster-Seeley arrangement, except that the
diode rectifiers are connected so that they produce an
output voltage which is opposed, and balanced across the
load. The output response, shown in Fig. 11.38(b), is very

similar to that of the Foster-Seeley circuit, but it has a
greatly improved AM rejection.

Figure 11.37 The Foster-Seeley or phase detector.

The ratio detector was for many years the basic demodu-
lator circuit for FM receivers, and offers a very good
internal noise figure. This is superior to that of the con-
temporary IC-based phase-coincidence system, which
has entirely superseded it, because of the much greater
demodulation linearity offered by this latter system.

Figure 11.38 The ratio detector.

The Phase Coincidence Demodulator (PCD)
This method employs a circuit layout of the general form
shown in Fig. 11.39, in which a group of identical bipolar
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transistors is interconnected so that the current from Q
1
,

used a simple constant-current source, will be routed
either through Q

2
or Q

3
, depending on the relative poten-

tial of the signal.
From Q

2
/Q

3
, the current flow will be directed either

through Q
4
/Q

7
or through Q

5
/Q

6
and recombined at the

load resistors R
1
and R

2
.

It will be seen, from inspection, that if the transistors
are well matched, the potential drop across R

1
and R

2
will

be that due to half the output current of Q
1
, regardless of

the relative potentials applied to Q
2

or Q
3

or to Q
4
/Q

7
or

Q
5
/Q

6
, so long as these potentials are not simultaneously

applied.
If synchronous HF signals are applied to all four input

ports (a–d), the output across R
1

or R
2
, (output ports

e and f) will only be identical if inputs c and d are at phase
quadrature to those at a and b.

Figure 11.39 Gate-coincidence transistor array

Considering the circuit layout of Fig. 11.40, if ports b
and d are taken to some appropriate DC reference
potential, and an amplitude limited FM signal is applied
to point a with respect of b, and some identical frequency
signal, at phase quadrature at F

o
, is applied to c with

respect to d, then there will be an output voltage at point
e with respect to point f, if the input frequency is varied in
respect of F

o
.

The linearity of this V/F relationship is critically
dependent on the short-term frequency/phase stability
of the potential developed across the quadrature circuit
(L

1
C

1
), and this depends on the Q value of the tuned

circuit. The snag here is that too high a value of Q will
limit the usable FM bandwidth. A normal improvement
which is employed is the addition of a further tuned
circuit (L

2
C

2
) to give a band-pass coupling characteristic,

and further elaborations of this type are also used to
improve the linearity, and lessen the harmonic distortion
introduced by this type of demodulator.

Figure 11.40 Phase coincidence demodulator circuit.

The performance of this type of demodulator is
improved if both the signal drive (to ports a and b) and
the feed to the quadrature circuit (ports c and d) are sym-
metrical, and this is done in some high quality systems.

The Phase-Locked Loop (PLL) Demodulator
This employs a system of the type shown above in
Fig. 11.26. If the voltage controlled oscillator (VCO)
used in the loop has a linear input voltage versus output
frequency characteristic, then when this is in frequency
lock with the incoming signal the control voltage applied
to the VCO will be an accurate replica of the frequency
excursions of the input signal, within the limits imposed
by the low-pass loop filter.

This arrangement has a great advantage over all of the
preceding demodulator systems in that it is sensitive only
to the instantaneous input frequency, and not to the
input signal phase. This allows a very low demodulator
THD, unaffected by the phase-linearity of preceding RF
and IF tuned circuits or SAW filters, and greatly reduces
the cost, for a given performance standard, of the FM
receiver system.

Such a circuit also has a very high figure for AM rejec-
tion and capture ratio, even when off-tune, provided that
the VCO is still in lock.

Photographs of the output signal distortion, and the
demodulator output voltage versus input frequency
curves, taken from a frequency modulated oscillator dis-
play, are shown in Figs. 11.41–11.43, for actual commer-
cial receivers employing ratio detector and phase
coincidence demodulator systems, together with the
comparable performance of an early experimental PLL
receiver due to the author.

All of these units had been in use for some time, and
showed the effects of the misalignment which could
be expected to occur with the passage of time. When
new, both the conventional FM tuners would have
probably given a better performance than at the time of
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the subsequent test. However, the superiority of the PLL
system is evident.

Figure 11.41 Practical demodulator frequency/voltage
transfer characteristics, recovered signal, and overall receiver
distortion waveform, (THD = 1.5 per cent , mainly third
harmonic), for ratio detector.

Commercial manufacturers of domestic style equip-
ment have been slow to exploit the qualities of the PLL,
perhaps deterred by the unpleasant audio signal gener-
ated when the tuner is on the edge of lock. It is not, though,
a difficult matter to incorporate a muting circuit which cuts
off the signal when the receiver is off tune, and an experi-
mental system of this kind has been in use for many years.

Figure 11.42 Practical demodulator frequency/voltage trans-
fer characteristics, recovered signal, and overall receiver dis-
tortion waveform, (THD = 0.6 per cent , mainly third
harmonic), for phase coincidence FM demodulator.

Pulse Counting Systems
In the early years of FM transmissions, when there was
great interest in the exploitation of the very high quality

signals then available, pulse counting systems were com-
monly employed as the basis for high fidelity amateur
designs. Typical circuit arrangements employed were of
the form shown in Fig. 11.44. After suitable RF amplifi-
cation, the incoming signal would be mixed with a crystal
controlled local oscillator signal, in a conventional super-
het layout, to give a relatively low frequency IF in, say,
the range 30–180 kHz, which could be amplified by a con-
ventional broad bandwidth HF amplifier.

Figure 11.43 Practical demodulator frequency/voltage transfer
characteristics, recovered signal, and overall receiver distortion
waveform, (THD = 0.15 per cent , mainly second harmonic), for
phase-locked loop coincidence FM demodulator.

Figure 11.44 Pulse counting FM tuner.

The output signal would then be analysed by a linear
rate meter circuit, to give a DC output level which was
dependent on the instantaneous input signal frequency,
yielding a low distortion recovered AF output.

Such systems shared the quality of the PLL demodula-
tor that the output signal linearity was largely unaffected
by the frequency/phase linearity of the preceding RF/IF
circuitry. Unfortunately, they did not lend themselves
well to the demodulation of stereo signals, and the
method fell into disuse.
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However, this technique has been resurrected by
Pioneer, in its F-90/F-99 receivers, in a manner which
exploits the capabilities of modern digital ICs.

The circuit layout employed by Pioneer is shown in
schematic form in Fig. 11.45. In this the incoming 10.7
MHz signal is frequency doubled, to double the modula-
tion width, and mixed down to 1.26 MHz with a stable
crystal controlled oscillator. After filtering, the signal is
cleaned up and converted into a series of short duration
pulses, having constant width and amplitude, of which
the average value is the desired composite (L+R) audio
signal.

A conventional PLL arrangement of the type shown
in Fig. 11.27, is then used to reconstruct the 38 kHz
sub- carrier signal, from which the LH and RH stereo
outputs can be derived by adding the (L + R) + (L – R)
and (L + R) + (R – L) components.

Practical FM receiver performance data

The claimed performance from the Pioneer F-90
receiver, using this pulse counting system, is that the
THD is better than 0.01 per cent (mono) and 0.02 per
cent (stereo), with a capture ratio of better than 1 dB, and
a stereo channel separation greater than 60 dB. These
figures are substantially better than any obtainable with
more conventional demodulator systems.

In general, the expected THD performance for a good
modern FM receiver is 0.1 per cent (mono) and 0.2–0.3
per cent (stereo), with capture ratios in the range 1 dB
(excellent) to 2.5 dB (adequate), and stereo separations
in the range 30–50 dB. These figures largely depend on
the type of demodulator employed, and the quality of the
RF and IF circuit components and alignment.

Typical AF bandwidths will be in the range 20–40 Hz
to 14.5 KHz (–3 dB points). The LF frequency response
depends on the demodulator type, with PLL and pulse
counting systems allowing better LF extension. The
upper frequency limit is set by the requirements of the

Zenith-GE encoding system, rather than by the receiver
in use.

The ultimate signal to noise ratio of a good receiver
could well be of the order of 70 dB for a mono signal, but
normal reception conditions will reduce this figure some-
what, to 60 dB or so.

Input (aerial) signal strengths greatly influence the
final noise figure, which worsens at low signal levels, so
that input receiver sensitivities of the order of 2.5 µV and
25 µV might be expected for a 50 dB final S/N figure, on
mono and stereo signals respectively, from a first quality
receiver. Values of 25 µV/100 µV might be expected from
less good designs.

A high (aerial) input sensitivity and a good intrinsic
receiver S/N ratio is of value if the receiver is to be used
with poor or badly sited aerial systems, even though the
difference between receivers of widely different perfor-
mance in this respect may not be noticeable with a better
aerial installation.

Linearity, AM systems

The performance of an AM radio is invariably less good
than that possible from a comparable quality FM receiver.
The reasons for this are partly to do with the greater diffi-
culty in obtaining a low demodulator distortion level and
a wide AF bandwidth, with a sensibly flat frequency
response, coupled with good signal to noise and selectivity
figures – a difficulty which is inherent in the AM system –
and partly to do with the quality of the radio signal, which
is often poor, both as received and as transmitted.

There are, however, differences between the various
types of AM demodulator, and some of these have sig-
nificant performance advantages over those normally
used in practice. These are examined below.

The Diode ‘Envelope’ Demodulator
This is a direct descendant of the old crystal detector of
the ‘crystal and cats-whisker’ era, and is shown in
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Fig. 11.46. In this the peak voltage level occurring across
the tuned circuit L

2
C

1
is passed through the rectifier

diode, D
1
, and stored in the output filter circuit C

3
R

3
.

Since the rectifying diode will require some forward
voltage to make it conduct (about 0.15 V in the case of
germanium, and 0.55 V in the case of silicon types) it is
good practice to apply a forward bias voltage, through
R

1
R

2
C

2
, to bring the diode to the threshold of forward

conduction.

Figure 11.46 Simple forward-biased diode AM detector.

Because it is essential that the RF component is
removed from the output signal, there is a minimum
practical value for C

3
. However, since this holds the peak

audio modulation voltage until it can decay through R
3
, a

measure of waveform distortion is inevitable, especially
at higher end of the audio range and at lower RF input
signal frequencies.

Typical performance figures for such demodulators
are 1–2 per cent at 1 kHz.

‘Grid-Leak’ Demodulation
This was a common system used in the days of amateur
radio receivers, and shown in its thermionic valve form in
Fig. 11.47(a). A more modern version of this arrange-
ment, using a junction FET, is shown in Fig. 11.47(b).
Both these circuits operate by allowing the RF signal
appearing across the tuned circuit L

2
C

1
to develop a

reverse bias across R
1
, which reduces the anode or drain

currents.

Figure 11.47 Valve and FET grid-leak AM detectors.

The THD performance of such circuits is similar to
that of the forward-biased diode demodulator, but they

have a lower damping effect on the preceding tuned
circuits.

Anode-Bend or Infinite Impedance Demodulator
Systems
These are shown in their junction FET versions, in Fig.
11.48(a) and 11.48(b). They are similar in their action
and only differ in the position of the output load. They
operate by taking advantage of the inevitable curvature
of the I

d
/V

g
curve for a valve or FET to provide a dis-

torted version of the incoming radio signal, as shown in
Fig. 11.49, which, when averaged by some integrating cir-
cuit, gives an audio signal equivalent to the modulation.

Figure 11.48 FET based anode-bend and infinite impedance
detectors.

Since the circuit distorts the incoming RF waveform, it
is unavoidable that there will be a related distortion in the
recovered AF signal too. Typical THD figures for such a
demodulator system will lie in the range 0.5–1.5 per cent,
depending on signal level. Most IC AM radio systems will
employ either diode envelope detectors or variations of
the anode bend arrangement based on semiconductor
devices.

Figure 11.49 Method of operation of anode-bend or infinite
impedance detectors.

The performance of all these systems can be improved
by the addition of an unmodulated carrier, either at the
same frequency, or at one substantially different from it,
to improve the carrier to modulation ratio. This is not a
technique which is used for equipment destined for the
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domestic market, in spite of quality improvement
possible.

Synchronous Demodulation.
This method, illustrated schematically in Fig. 11.50(a),
operates by synchronously inverting the phase of alter-
nate halves of the RF signal, so that the two halves of the
modulated carrier can be added together to give a uni-
directional output. Then, when the RF component is
removed by filtering, only the audio modulation wave-
form remains, as shown in Fig. 11.50(b).

Figure 11.50 Circuit layout and method of operation of
Homodyne type synchronous demodulator.

This technique is widely used in professional commu-
nication systems, and is capable of THD values well
below 0.1 per cent.

Circuit Design

Although there is a continuing interest in circuit and per-
formance improvements made possible by new circuit
and device technology, there is also a tendency towards a
degree of uniformity in circuit design, as certain
approaches establish themselves as the best, or the most
cost-effective.

This is particularly true in the RF and IF stages of mod-
ern FM tuners, and an illustration of the type of design
approach employed is given in Fig. 11.51. The only fea-
ture in this not covered by the previous discussion is the
general use of dual (back-to-back) Varicap diodes.
These are preferred to single diodes as the tuning
method in high-quality systems because they avoid the
distortion of the RF waveform brought about by the sig-
nal voltage modulating the diode capacitance.

Variable air-spaced ganged capacitors would be better
still, but these are bulky and expensive, and do not lend
themselves to frequency synthesizer layouts.

New Developments

In such a fast changing market it is difficult to single out
recent or projected design features for special mention,
but certain trends are apparent. These mainly concern the
use of microprocessor technology to memorise and store
user selections of channel frequencies, as in the Quad
FM4, (Fig. 11.52) and the use of ‘sliding stereo separation’
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systems to lessen the L–R channel separation, with its
associated ‘stereo hiss’, when the incoming signal strength
falls below the optimum value.

Figure 11.52 The Quad FM tuner.

Some synthesizer tuners offer normal spin-wheel tun-
ing, as in the Harmon-Kardon TU915, by coupling the
tuning knob shaft to the synthesizer IC by the use of an
optical shaft encoder.

Low-noise gallium arsenide dual-gate Mosfets have
made an appearance in the Hitachi FT5500 receiver, and
these devices are likely to be more widely adopted in
such systems.

Clearly, commercial pressures will encourage manu-
facturers to develop more complex large-scale integra-
tion (LSI) integrated circuits, so that more of the receiver
circuitry may be held on a single chip. This undoubtedly
saves manufacturing costs, but the results are not always
of benefit to the user, as evidenced by the current per-
formance of single IC AM radio sections.

An increasing number of the better FM tuners are now
offering a choice of IF bandwidths, to permit user opti-
misation of selectivity, sensitivity or stereo separation.
Variable receiver bandwidth would be a valuable feature
on the MF bands, and may be offered if there is any seri-
ous attempt to improve the quality of this type of receiver.

Appendix 11.1 BBC Transmitted MF and VHF
Signal Parameters

(Data by courtesy of the BBC).

Audio bandwidths

MF:
• 40–5800 Hz ±3 dB, with very sharp cut off. (> 24

dB/octave beyond 6 kHz)
• 50–5000 Hz ±1 dB.

VHF:
• 30–1500 Hz ±0.5 dB, with very sharp cut off beyond

this frequency.

Distortion

MF:
• < 3% THD at 75% modulation.
• < 4% THD at 100% modulation.

VHF:
• < 0.5% THD.

Stereo crosstalk

VHF: > 46 dB. (0.5%).

Modulation depth

MF: Up to 100% over the range 100–5000 Hz.
VHF: Peak deviation level corresponds to ±60.75 kHz

deviation.
(The total deviation, including pilot tone, is ±75
kHz.)

S/N ratio

MF: > 54 dB below 100% modulation.
VHF: up to 64 dB, using CCIR/468 weighting, with ref-

erence to peak programme modulation level.

Appendix 11.2. The 57 KHZ Sub-Carrier Radio
Data System (RDS)

(Data by courtesy of the BBC).

It is proposed to begin the introduction of this system in
the Autumn of 1987, and, when in use on receivers
adapted to receive this signal, will allow the reception of
station, programme and other data.

This data will include programme identification, to
allow the receiver to automatically locate and select the
best available signal carrying the chosen programme,
and to display in alphanumeric form a suitable legend,
and to permit display of clock time and date.

Anticipated future developments of this system
include a facility for automatic selection of programme
type (speech/light music/serious music/news), and for
the visual display of information, such as traffic condi-
tions, phone-in numbers, news flashes, programme titles
or contents, and data print out via a computer link.
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The production of an audio signal from disc, tape or
tuner is the start of a process of amplification and signal
shaping that will occupy the following three sections. In
this Chapter, John Linsley Hood explains the problems
and the solutions as applied to the Pre-amp.

Requirements

Most high-quality audio systems are required to operate
from a variety of signal inputs, including radio tuners,
cassette or reel-to-reel tape recorders, compact disc
players and more traditional record player systems. It is
unlikely at the present time that there will be much
agreement between the suppliers of these ancillary units
on the standards of output impedance or signal voltage
which their equipment should offer.

Except where a manufacturer has assembled a group
of such units, for which the interconnections are custom
designed and there is in-house agreement on signal and
impedance levels – and, sadly, such ready-made group-
ings of units seldom offer the highest overall sound qual-
ity available at any given time – both the designer and the
user of the power amplifier are confronted with the need
to ensure that his system is capable of working satisfac-
torily from all of these likely inputs.

For this reason, it is conventional practice to interpose
a versatile pre-amplifier unit between the power ampli-
fier and the external signal sources, to perform the input
signal switching and signal level adjustment functions.

This pre-amplifier either forms an integral part of the
main power amplifier unit or, as is more common with
the higher quality units, is a free-standing, separately
powered, unit.

Signal Voltage and Impedance Levels

Many different conventions exist for the output imped-
ances and signal levels given by ancillary units. For

tuners and cassette recorders, the output is either be
that of the German DIN (Deutsches Industrie Normal)
standard, in which the unit is designed as a current source
which will give an output voltage of 1 mV for each 1000
ohms of load impedance, such that a unit with a 100 K
input impedance would see an input signal voltage of
100 mV, or the line output standard, designed to drive
a load of 600 ohms or greater, at a mean signal level
of 0.775 V RMS, often referred to in tape recorder
terminology as OVU.

Generally, but not invariably, units having DIN type
interconnections, of the styles shown in Fig. 12.1, will
conform to the DIN signal and impedance level conven-
tion, while those having ‘phono’ plug/socket outputs, of
the form shown in Fig. 12.2 will not. In this case, the per-
missible minimum load impedance will be within the
range 600 ohms to 10000 ohms, and the mean output sig-
nal level will commonly be within the range 0.25–1 V
RMS.

Figure 12.1 Common DIN connector configurations.

An exception to this exists in respect of compact
disc players, where the output level is most commonly
2 V RMS.

Figure 12.2 The phono connector.
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Gramophone Pick-up Inputs

Three broad categories of pick-up cartridge exist: the
ceramic, the moving magnet or variable reluctance, and
the moving coil. Each of these has different output char-
acteristics and load requirements.

Ceramic piezo-electric cartridges

These units operate by causing the movement of the sty-
lus due to the groove modulation to flex a resiliently
mounted strip of piezo-electric ceramic, which then
causes an electrical voltage to be developed across
metallic contacts bonded to the surface of the strip. They
are commonly found only on low-cost units, and have a
relatively high output signal level, in the range 100–200
mV at 1 kHz.

Generally the electromechanical characteristics of
these cartridges are tailored so that they give a fairly flat
frequency response, though with some unavoidable loss
of HF response beyond 2 kHz, when fed into a pre-
amplifier input load of 47000 ohms.

Neither the HF response nor the tracking characteris-
tics of ceramic cartridges are particularly good, though
circuitry has been designed with the specific aim of opti-
mising the performance obtainable from these units, (see
Linsley Hood, J., Wireless World, July 1969). However,
in recent years, the continuing development of pick-up
cartridges has resulted in a substantial fall in the price of

the less exotic moving magnet or variable reluctance
types, so that it no longer makes economic sense to use
ceramic cartridges, except where their low cost and
robust nature are of importance.

Moving magnet and variable reluctance cartridges

These are substantially identical in their performance
characteristics, and are designed to operate into a 47 K
load impedance, in parallel with some 200–500 pF of
anticipated lead capacitance. Since it is probable that the
actual capacitance of the connecting leads will only be of
the order of 50–100 pF, some additional input capaci-
tance, connected across the phono input socket, is cus-
tomary. This also will help reduce the probability of
unwanted radio signal breakthrough.

PU cartridges of this type will give an output voltage
which increases with frequency in the manner shown in
Fig. 12.3(a), following the velocity characteristics to
which LP records are produced, in conformity with the
RIAA recording standards. The pre-amplifier will then
be required to have a gain/frequency characteristic of the
form shown in Fig. 12.3(b), with the de-emphasis time
constants of 3180, 318 and 75 microseconds, as indicated
on the drawing.

The output levels produced by such pick-up cartridges
will be of the order of 0.8–2 mV/cm/s of groove modula-
tion velocity, giving typical mean outputs in the range of
3–10 mV at 1 kHz.
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Moving coil pick-up cartridges

These low-impedance, low-output PU cartridges have
been manufactured and used without particular com-
ment for very many years. They have come into consid-
erable prominence in the past decade, because of their
superior transient characteristics and dynamic range, as
the choice of those audiophiles who seek the ultimate in
sound quality, even though their tracking characteristics
are often less good than is normal for MM and variable
reluctance types.

Typical signal output levels from these cartridges will
be in the range 0.02–0.2 mV/cm/s, into a 50–75 ohm load
impedance. Normally a very low-noise head amplifier
circuit will be required to increase this signal voltage to a
level acceptable at the input of the RIAA equalisation
circuitry, though some of the high output types will be
capable of operating directly into the high-level RIAA
input. Such cartridges will generally be designed to oper-
ate with a 47 K load impedance.

Input Circuitry

Most of the inputs to the pre-amplifier will merely
require appropriate amplification and impedance trans-
formation to match the signal and impedance levels of
the source to those required at the input of the power
amplifier. However, the necessary equalisation of the
input frequency response from a moving magnet, mov-
ing coil or variable reluctance pick-up cartridge, when
replaying an RIAA pre-emphasised vinyl disc, requires
special frequency shaping networks.

Various circuit layouts have been employed in the pre-
amplifier to generate the required ‘RIAA’ replay curve
for velocity sensitive pick-up transducers, and these are
shown in Fig. 12.4. Of these circuits, the two simplest are
the ‘passive’ equalisation networks shown in (a) and (b),
though for accuracy in frequency response they require
that the source impedance is very low, and that the load
impedance is very high in relation to R

1
.

The required component values for these networks
have been derived by Livy (Livy, W.H., Wireless World,
Jan. 1957, p. 29.) in terms of RC time constants, and set
out in a more easily applicable form by Baxandall
(Baxandall, P.J., Radio, TV and Audio Reference Book,
S. W. Amos [ed.], Newnes-Butterworth Ltd., Ch. 14), in
his analysis of the various possible equalisation circuit
arrangements.

From the equations quoted, the component values
required for use in the circuits of Fig. 12.4(a) and (c),
would be:

R
1
/R

2
= 6.818  C

1
.R

1
= 2187 µs  and C

2
.R

2
= 109 µs

For the circuit layouts shown in Fig. 12.4(b) and (d),
the component values can be derived from the relation-
ships:

R
1
/R

2
= 12.38  C

1
.R

1
= 2937 µs  and C

2
.R

2
= 81.1 µs

The circuit arrangements shown in Figs 12.4(c) and
(d), use ‘shunt’ type negative feedback (i.e., that type in
which the negative feedback signal is applied to the
amplifier in parallel with the input signal) connected
around an internal gain block.

These layouts do not suffer from the same limitations
in respect of source or load as the simple passive equal-
isation systems of (a) and (b). However, they do have the
practical snag that the value of R

in
will be determined by

the required p.u. input load resistor (usually 47k. for a
typical moving magnet or variable reluctance type of PU
cartridge), and this sets an input ‘resistor noise’ thresh-
old which is higher than desirable, as well as requiring
inconveniently high values for R

1
and R

2
.

For these reasons, the circuit arrangements shown in
Figs. 12.4(e) and (f), are much more commonly found in
commercial audio circuitry. In these layouts, the fre-
quency response shaping components are contained
within a ‘series’ type feedback network (i.e., one in
which the negative feedback signal is connected to the
amplifier in series with the input signal), which means
that the input circuit impedance seen by the amplifier is
essentially that of the pick-up coil alone, and allows a
lower mid-range ‘thermal noise’ background level.

The snag, in this case, is that at very high frequencies,
where the impedance of the frequency-shaping feedback
network is small in relation to R

fb
, the circuit gain

approaches unity, whereas both the RIAA specification
and the accurate reproduction of transient waveforms
require that the gain should asymptote to zero at higher
audio frequencies.

This error in the shape of the upper half of the response
curve can be remedied by the addition of a further CR
network, C

3
/R

3
, on the output of the equalisation circuit,

as shown in Figs. 12.4(e) and (f). This amendment is
sometimes found in the circuit designs used by the more
perfectionist of the audio amplifier manufacturers.

Other approaches to the problem of combining low
input noise levels with accurate replay equalisation are
to divide the equalisation circuit into two parts, in which
the first part, which can be based on a low noise series
feedback layout, is only required to shape the 20 Hz–1
kHz section of the response curve. This can then be
followed by either a simple passive RC roll-off network,
as shown in Fig. 12.4(g), or by some other circuit arrange-
ment having a similar effect – such as that based on the
use of shunt feedback connected around an inverting
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amplifier stage, as shown in Fig. 12.4(h) – to generate
that part of the response curve lying between 1 kHz and
20 kHz.

A further arrangement, which has attracted the inter-
est of some Japanese circuit designers – as used, for
example, in the Rotel RC-870BX preamp., of which the
RIAA equalising circuit is shown in a simplified form in
Fig. 12.4(j) – simply employs one of the recently de-
veloped very low noise IC op. amps as a flat frequency
response input buffer stage. This is used to amplify the
input signal to a level at which circuit noise introduced by
succeeding stages will only be a minor problem, and also
to convert the PU input impedance level to a value at
which a straightforward shunt feedback equalising cir-
cuit can be used, with resistor values chosen to minimise

any thermal noise background, rather than dictated by
the PU load requirements.

The use of ‘application specific’ audio ICs, to reduce
the cost and component count of RIAA stages and other
circuit functions, has become much less popular among
the designers of higher quality audio equipment because
of the tendency of the semiconductor manufacturers to
discontinue the supply of such specialised ICs when the
economic basis of their sales becomes unsatisfactory, or
to replace these devices by other, notionally equivalent,
ICs which are not necessarily either pin or circuit func-
tion compatible.

There is now, however, a degree of unanimity among
the suppliers of ICs as to the pin layout and operating
conditions of the single and dual op. amp. designs, com-
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Figure 12.4 Circuit layouts which will generate the type of frequency response required for R.I.A.A. input equalization.
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monly packaged in 8-pin dual-in-line forms. These are
typified by the Texas Instruments TL071 and TL072 ICs,
or their more recent equivalents, such as the TL051 and
TL052 devices – so there is a growing tendency for circuit
designers to base their circuits on the use of ICs of this
type, and it is assumed that devices of this kind would be
used in the circuits shown in Fig. 12.4.

An incidental advantage of the choice of this style of
IC is that commercial rivalry between semiconductor
manufacturers leads to continuous improvements in the
specification of these devices. Since these nearly always
offer plug-in physical and electrical interchangeability,
the performance of existing equipment can easily be up-
graded, either on the production line or by the service
department, by the replacement of existing op. amp. ICs
with those of a more recent vintage, which is an advan-
tage to both manufacturer and user.

Moving Coil PU Head Amplifier Design

The design of pre-amplifier input circuitry which will
accept the very low signal levels associated with moving
coil pick-ups presents special problems in attaining an
adequately high signal-to-noise ratio, in respect of the
microvolt level input signals, and in minimising the intru-
sion of mains hum or unwanted RF signals.

The problem of circuit noise is lessened somewhat in
respect of such RIAA equalised amplifier stages in that,
because of the shape of the frequency response curve,
the effective bandwidth of the amplifier is only about 800
Hz. The thermal noise due to the amplifier input imped-
ance, which is defined by the equation below, is propor-
tional to the squared measurement bandwidth, other
things being equal, so the noise due to such a stage is less
than would have been the case for a flat frequency
response system, nevertheless, the attainment of an ad-
equate S/N ratio, which should be at least 60 dB,
demands that the input circuit impedance should not
exceed some 50 ohms.

—V = √4KT δ FR

where δF is the bandwidth, T is the absolute tempera-
ture, (room temperature being approx. 300°K), R is
resistance in ohms and K is Boltzmann’s constant
(1.38 × 10–23).

The moving coil pick-up cartridges themselves will
normally have winding resistances which are only of the
order of 5–25 ohms, except in the case of the high output
units where the problem is less acute anyway, so the
problem relates almost exclusively to the circuit imped-
ance of the MC input circuitry and the semiconductor
devices used in it.

Circuit Arrangements

Five different approaches are in common use for moving
coil PU input amplification.

Step-up transformer

This was the earliest method to be explored, and was
advocated by Ortofon, which was one of the pioneering
companies in the manufacture of MC PU designs. The
advantage of this system is that it is substantially noise-
less, in the sense that the only source of wide-band noise
will be the circuit impedance of the transformer wind-
ings, and that the output voltage can be high enough to
minimise the thermal noise contribution from succeed-
ing stages.

The principal disadvantages with transformer step-up
systems, when these are operated at very low signal
levels, are their proneness to mains ‘hum’ pick up, even
when well shrouded, and their somewhat less good hand-
ling of ‘transients’, because of the effects of stray cap-
acitances and leakage inductance. Care in their design
is also needed to overcome the magnetic non-linearities
associated with the core, which will be particularly
significant at low signal levels.

Systems using paralleled input transistors

The need for a very low input circuit impedance to min-
imise thermal noise effects has been met in a number of
commercial designs by simply connecting a number of
small signal transistors in parallel to reduce their effect-
ive base-emitter circuit resistance. Designs of this type
came from Ortofon, Linn/Naim, and Braithwaite, and
are shown in Fig. 12.5–12.7.

If such small signal transistors are used without selec-
tion and matching – a time-consuming and expensive
process for any commercial manufacturer – some means
must be adopted to minimise the effects of the variation
in base-emitter turn-on voltage which will exist between
nominally identical devices, due to variations in doping
level in the silicon crystal slice, or to other differences in
manufacture.

In the Ortofon circuit this is achieved by individual
collector-base bias current networks, for which the
penalty is the loss of some usable signal in the collector
circuit. In the Linn/Naim and Braithwaite designs, this
evening out of transistor characteristics in circuits having
common base connections is achieved by the use of indi-
vidual emitter resistors to swamp such differences in
device characteristics. In this case, the penalty is that
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Figure 12.5 Ortofon MCA-76 head amplifier.

Figure 12.6 The Naim NAC 20 moving coil head amplifier.

Figure 12.7 Braithwaite RAI4 head amplifier. (Output stage shown in a simplified form.)
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such resistors add to the base-emitter circuit impedance,
when the task of the design is to reduce this.

Monolithic super-matched input devices

An alternative method of reducing the input circuit
impedance, without the need for separate bias systems or
emitter circuit swamping resistors, is to employ a mono-
lithic (integrated circuit type) device in which a multi-
plicity of transistors have been simultaneously formed
on the same silicon chip. Since these can be assumed to
have virtually identical characteristics they can be paral-
leled, at the time of manufacture, to give a very low
impedance, low noise, matched pair.

An example of this approach is the National Semicon-
ductors LM194/394 super-match pair, for which a suit-
able circuit is shown in Fig. 12.8. This input device
probably offers the best input noise performance cur-
rently available, but is relatively expensive.

Figure 12.8 Head amplifier using LM394 multiple transistor
array.

Small power transistors as input devices

The base-emitter impedance of a transistor depends
largely on the size of the junction area on the silicon chip.
This will be larger in power transistors than in small
signal transistors, which mainly employ relatively small
chip sizes. Unfortunately, the current gain of power
transistors tends to decrease at low collector current
levels, and this would make them unsuitable for this
application.

However, the use of the plastic encapsulated medium
power (3–4A Ic max.) styles, in T0126, T0127 and T0220
packages, at collector currents in the range 1–3 mA,

achieves a satisfactory compromise between input cir-
cuit impedance and transistor performance, and allows
the design of very linear low-noise circuitry. Two ex-
amples of MC head amplifier designs of this type, by the
author, are shown in Figs. 12.9 and 12.10.

Figure 12.9 Cascade input moving coil head amplifier.

The penalty in this case is that, because such transistor
types are not specified for low noise operation, some pre-
liminary selection of the devices is desirable, although, in
the writer’s experience, the bulk of the devices of the
types shown will be found to be satisfactory in this
respect.

In the circuit shown in Fig. 12.9, the input device is
used in the common base (cascade) configuration, so that
the input current generated by the pick-up cartridge is
transferred directly to the higher impedance point at the
collector of this transistor, so that the stage gain, prior to
the application of negative feedback to the input transis-
tor base, is simply the impedance transformation due to
the input device.

In the circuit of Fig. 12.10, the input transistors are
used in a more conventional common-emitter mode,
but the two input devices, though in a push-pull
configuration, are effectively connected in parallel so
far as the input impedance and noise figure are con-
cerned. The very high degree of symmetry of this circuit
assists in minimising both harmonic and transient
distortions.

Both of these circuits are designed to operate from
3 V DC ‘pen cell’ battery supplies to avoid the intro-
duction of mains hum due to the power supply circuitry
or to earth loop effects. In mains-powered head amps.
great care is always necessary to avoid supply line
signal or noise intrusions, in view of the very low signal
levels at both the inputs and the outputs of the amplifier
stage.
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It is also particularly advisable to design such ampli-
fiers with single point ‘0 V’ line and supply line connec-
tions, and these should be coupled by a suitable
combination of good quality decoupling capacitors.

Very low noise IC op amps

The development, some years ago, of very low noise IC
operational amplifiers, such as the Precision Monolithics
OP-27 and OP-37 devices, has led to the proliferation of
very high quality, low-noise, low-distortion ICs aimed
specifically at the audio market, such as the Signetics
NE-5532/5534, the NS LM833, the PMI SSM2134/2139,
and the TI TL051/052 devices.

With ICs of this type, it is a simple matter to design a
conventional RIAA input stage in which the provision of
a high sensitivity, low noise, moving coil PU input is
accomplished by simply reducing the value of the input
load resistor and increasing the gain of the RIAA stage
in comparison with that needed for higher output PU
types. An example of a typical Japanese design of this
type is shown in Fig. 12.11.

Other approaches

A very ingenious, fully symmetrical circuit arrangement
which allows the use of normal circuit layouts and com-
ponents in ultra-low noise (e.g., moving coil p.u. and simi-
lar signal level) inputs, has been introduced by ‘Quad’
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Figure 12.10 Very low-noise, low-distortion, symmetrical MC head amplifier.

Figure 12.11 Moving coil/moving magnet RIAA input stage in Technics SU-V10 amplifier.
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(Quad Electroacoustics Ltd.) and is employed in all their
current series of preamps. This exploits the fact that, at
low input signal levels, bipolar junction transistors will
operate quite satisfactorily with their base and collector
junctions at the same DC potential, and permits the type
of input circuit shown in Fig. 12.12.

In the particular circuit shown, that used in the
‘Quad 44’ disc input, a two-stage equalisation layout
is employed, using the type of structure illustrated in
Fig. 12.4(g), with the gain of the second stage amplifier (a
TL071 IC op. amp.) switchable to suit the type of input
signal level available.

Input Connections

For all low-level input signals care must be taken to
ensure that the connections are of low contact resistance.
This is obviously an important matter in the case of low-
impedance circuits such as those associated with MC
pick-up inputs, but is also important in higher impedance
circuitry since the resistance characteristics of poor con-
tacts are likely to be non-linear, and to introduce both
noise and distortion.

In the better class modern units the input connectors
will invariably be of the ‘phono’ type, and both the plugs
and the connecting sockets will be gold plated to reduce
the problem of poor connections due to contamination
or tarnishing of the metallic contacts.

The use of separate connectors for L and R channels
also lessens the problem of inter-channel breakthrough,
due to capacitative coupling or leakage across the socket
surface, a problem which can arise in the five- and seven-
pin DIN connectors if they are carelessly fitted, and par-
ticularly when both inputs and outputs are taken to that
same DIN connector.

Input Switching

The comments made about input connections are
equally true for the necessary switching of the input sig-
nal sources. Separate, but mechanically interlinked,
switches of the push-on, push-off, type are to be pre-
ferred to the ubiquitous rotary wafer switch, in that it is
much easier, with separate switching elements, to obtain
the required degree of isolation between inputs and
channels than would be the case when the wiring is
crowded around the switch wafer.

However, even with separate push switches, the prob-
lem remains that the input connections will invariably be
made to the rear of the amplifier/preamplifier unit,
whereas the switching function will be operated from the
front panel, so that the internal connecting leads must
traverse the whole width of the unit.

Other switching systems, based on relays, or bipolar or
field effect transistors, have been introduced to lessen
the unwanted signal intrusions which may arise on a
lengthy connecting lead. The operation of a relay, which
will behave simply as a remote switch when its coil is
energised by a suitable DC supply, is straightforward,
though for optimum performance it should either be her-
metically sealed or have noble metal contacts to resist
corrosion.

Transistor switching

Typical bipolar and FET input switching arrangements
are shown in Figs. 12.13 and 12.14. In the case of the bi-
polar transistor switch circuit of Fig. 12.13, the non-linearity
of the junction device when conducting precludes its use
in the signal line, the circuit is therefore arranged so that
the transistor is non-conducting when the signal is pass-
ing through the controlled signal channel, but acts as a
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Figure 12.12 The ‘Quad’ ultra-low noise input circuit layout.
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Figure 12.14 Junction FET input switching circuit.

short-circuit to shunt the signal path to the O V line when
it is caused to conduct.

In the case of the FET switch, if R
1

and R
2

are high
enough, the non-linearity of the conducting resistance of
the FET channel will be swamped, and the harmonic and
other distortions introduced by this device will be negli-
gible. (Typically less than 0.02 per cent at 1 V RMS and
1 kHz.)

The CMOS bilateral switches of the CD4066 type are
somewhat non-linear, and have a relatively high level of
breakthrough. For these reasons they are generally
thought to be unsuitable for high quality audio equip-
ment, where such remote switching is employed to min-
imise cross-talk and hum pick-up.

However, such switching devices could well offer
advantages in lower quality equipment where the cost
savings is being able to locate the switching element on
the printed circuit board, at the point where it was
required, might offset the device cost.

Diode switching

Diode switching of the form shown in Fig. 12.15, while
very commonly employed in RF circuitry, is unsuitable
for audio use because of the large shifts in DC level
between the ‘on’ and ‘off’ conditions, and this would pro-
duce intolerable ‘bangs’ on operation.

224 Pre-amps and Inputs

Figure 12.13 Bipolar transistor operated shunt switching. (Also suitable for small-power MOSFET devices.)
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Figure 12.15 Typical diode switching circuit, as used in RF
applications.

For all switching, quietness of operation is an essential
requirement, and this demands that care shall be taken to
ensure that all of the switched inputs are at the same DC

potential, preferably that of the 0 V line. For this reason, it
is customary to introduce DC blocking capacitors on all
input lines, as shown in Fig. 12.16, and the time constants of
the input RC networks should be chosen so that there is no
unwanted loss of low frequency signals due to this cause.
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Figure 12.16 Use of DC blocking capacitors to minimise input
switching noises.
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Voltage gain is the fundamental feature of an amplifier
for audio, and nowadays we tend to take this very much
for granted. Continuing the path of the audio signal,
John Linsley Hood deals here with voltage amplifica-
tion, including the controls that alter the signal gain
selectively.

Preamplifier Stages

The popular concept of hi-fi attributes the major role in
final sound quality to the audio power amplifier and the
output devices or output configuration which it uses. Yet
in reality the pre-amplifier system, used with the power
amplifier, has at least as large an influence on the final
sound quality as the power amplifier, and the design of
the voltage gain stages within the pre- and power ampli-
fiers is just as important as that of the power output
stages. Moreover, it is developments in the design of such
voltage amplifier stages which have allowed the continu-
ing improvement in amplifier performance.

The developments in solid-state linear circuit technol-
ogy which have occurred over the past 25 years seem to
have been inspired in about equal measure by the needs
of linear integrated circuits, and by the demands of high-
quality audio systems, and engineers working in both of
these fields have watched each other’s progress and bor-
rowed from each other’s designs.

In general, the requirements for voltage gain stages in
both audio amplifiers and integrated-circuit operational
amplifiers are very similar. These are that they should be
linear, which implies that they are free from waveform
distortion over the required output signal range, have as
high a stage gain as is practicable, have a wide AC band-
width and a low noise level, and are capable of an ad-
equate output voltage swing.

The performance improvements which have been
made over this period have been due in part to the
availability of new or improved types of semiconductor
device, and in part to a growing understanding of
the techniques for the circuit optimisation of device

performance. It is the interrelation of these aspects of
circuit design which is considered below.

Linearity

Bipolar transistors

In the case of a normal bipolar (NPN or PNP) silicon
junction transistor, for which the chip cross-section and
circuit symbol is shown in Fig. 13.1, the major problem in
obtaining good linearity lies in the nature of the base
voltage/collector current transfer characteristic, shown
in the case of a typical ‘NPN’ device (a ‘PNP’ device
would have a very similar characteristic, but with nega-
tive voltages and currents) in Fig. 13.2.

Figure 13.1 Typical chip cross-section of NPN and PNP
silicon planar epitaxial transistors.

In this, it can be seen that the input/output transfer
characteristic is strongly curved in the region ‘X – Y’ and
an input signal applied to the base of such a device, which
is forward biased to operate within this region, would
suffer from the very prominent (second harmonic) wave-
form distortion shown in Fig. 13.3.

The way this type of non-linearity is influenced by the
signal output level is shown in Fig. 13.4. It is normally
found that the distortion increases as the output signal
increases, and conversely.

13 Voltage Amplifiers and
Controls
John Linsley Hood
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Figure 13.2 Typical transfer characteristic of silicon transistor.

Figure 13.3 Transistor amplifier waveform distortion due to
transfer characteristics.

Figure 13.4 Relationship between signal distortion and
output signal voltage in bipolar transistor amplifier.

There are two major improvements in the perform-
ance of such a bipolar amplifier stage which can be
envisaged from these characteristics. Firstly, since the
non-linearity is due to the curvature of the input charac-

teristics of the device – the output characteristics, shown
in Fig. 13.5, are linear – the smaller the input signal which
is applied to such a stage, the lower the non-linearity, so
that a higher stage gain will lead to reduced signal distor-
tion at the same output level. Secondly, the distortion due
to such a stage is very largely second harmonic in nature.

This implies that a ‘push-pull’ arrangement, such as
the so-called ‘long-tailed pair’ circuit shown in Fig. 13.6,
which tends to cancel second harmonic distortion com-
ponents, will greatly improve the distortion characteris-
tics of such a stage.

Figure 13.5 Output current/voltage characteristics of typical
silicon bipolar transistor.

Also, since the output voltage swing for a given input
signal (the stage gain) will increase as the collector load
(R

2
in Fig. 13.6) increases, the higher the effective imped-

ance of this, the lower the distortion which will be intro-
duced by the stage, for any given output voltage signal.

Figure 13.6 Transistor voltage amplifier using long-tailed pair
circuit layout.

If a high value resistor is used as the collector load for
Q

1
in Fig. 13.6, either a very high supply line voltage must

be applied, which may exceed the voltage ratings of the
devices or the collector current will be very small, which
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will reduce the gain of the device, and therefore tend to
diminish the benefit arising from the use of a higher value
load resistor.

Various circuit techniques have been evolved to cir-
cumvent this problem, by producing high dynamic
impedance loads, which nevertheless permit the amplify-
ing device to operate at an optimum value of collector
current. These techniques will be discussed below.

An unavoidable problem associated with the use of
high values of collector load impedance as a means of
attaining high stage gains in such amplifier stages is that
the effect of the ‘stray’ capacitances, shown as C

s
in

Fig. 13.7, is to cause the stage gain to decrease at high fre-
quencies as the impedance of the stray capacitance
decreases and progressively begins to shunt the load.
This effect is shown in Fig. 13.8, in which the ‘transition’
frequency, f

o
, (the –3 dB gain point) is that frequency at

which the shunt impedance of the stray capacitance is
equal to that of the load resistor, or its effective equiva-
lent, if the circuit design is such that an ‘active load’ is
used in its place.

Figure 13.8 Influence of circuit stray capacitances on stage
gain.

Field effect devices

Other devices which may be used as amplifying compon-
ents are field effect transistors and MOS devices. Both

of these components are very much more linear in their
transfer characteristics but have a very much lower
mutual conductance (G

m
).

This is a measure of the rate of change of output cur-
rent as a function of an applied change in input voltage.
For all bipolar devices, this is strongly dependent on
collector current, and is, for a small signal silicon
transistor, typically of the order of 45 mA/V, per mA col-
lector current. Power transistors, operating at relatively
high collector currents, for which a similar relationship
applies, may therefore offer mutual conductances in the
range of amperes/volt.

Since the output impedance of an emitter follower is
approximately 1/G

m
, power output transistors used in

this configuration can offer very low values of output
impedance, even without externally applied negative
feedback.

All field effect devices have very much lower values
for G

m
, which will lie, for small-signal components, in the

range 2–10 mA/V, not significantly affected by drain cur-
rents. This means that amplifier stages employing field
effect transistors, though much more linear, offer much
lower stage gains, other things being equal.

The transfer characteristics of junction (bipolar)
FETs, and enhancement and depletion mode MOS-
FETS are shown in Fig. 13.9 (a), (b), and (c).

Figure 13.9 Gate voltage versus drain current characteristics
of field effect devices.

Mosfets
MOSFETs, in which the gate electrode is isolated from
the source/drain channel, have very similar transfer
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Figure 13.7 Circuit effect of stray capacitance.
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characteristics to that of junction FETs. They have an
advantage that, since the gate is isolated from the
drain/source channel by a layer of insulation, usually silicon
oxide or nitride, there is no maximum forward gate voltage
which can be applied – within the voltage breakdown limits
of the insulating layer. In a junction FET the gate, which is
simply a reverse biassed PN diode junction, will conduct if a
forward voltage somewhat in excess of 0.6 V is applied.

The chip constructions and circuit symbols employed
for small signal lateral MOSFETs and junction FETs
(known simply as FETs) are shown in Figs. 13.10 and
13.11.

It is often found that the chip construction employed for
junction FETs is symmetrical, so that the source and drain
are interchangeable in use. For such devices the circuit
symbol shown in Fig. 13.11 (c) should properly be used.

A practical problem with lateral devices, in which the
current flow through the device is parallel to the surface
of the chip, is that the path length from source to drain,
and hence the device impedance and current carrying
capacity, is limited by the practical problems of defining
and etching separate regions which are in close proxim-
ity, during the manufacture of the device.

Figure 13.11 Chip cross-section and circuit symbols for
(bipolar) junction FET.

V-Mos and T-Mos
This problem is not of very great importance for small
signal devices, but it is a major concern in high current

ones such as those employed in power output stages. It
has led to the development of MOSFETs in which the
current flow is substantially in a direction which is verti-
cal to the surface, and in which the separation between
layers is determined by diffusion processes rather than
by photo-lithographic means.

Devices of this kind, known as V-MOS and T-MOS
constructions, are shown in Fig. 13.12 (a) and (b).

Although these were originally introduced for power
output stages, the electrical characteristics of such com-
ponents are so good that these have been introduced, in
smaller power versions, specifically for use in small signal
linear amplifier stages. Their major advantages over
bipolar devices, having equivalent chip sizes and dissipa-
tion ratings, are their high input impedance, their greater
linearity, and their freedom from ‘hole storage’ effects if
driven into saturation.

These qualities are increasingly attracting the attention
of circuit designers working in the audio field, where there
is a trend towards the design of amplifiers having a very
high intrinsic linearity, rather than relying on the use of
negative feedback to linearise an otherwise worse design.

Figure 13.12 Power MOSFET constructions using (a) V and
(b) T configurations. (Practical devices will employ many such
cells in parallel.)

Breakdown
A specific problem which arises in small signal MOSFET
devices is that, because the gate-source capacitance is
very small, it is possible to induce breakdown of the insu-
lating layer, which destroys the device, as a result of trans-
ferred static electrical charges arising from mishandling.
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Figure 13.10 Chip cross-section and circuit symbol for lateral
MOSFET (small signal type).
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Though widely publicised and the source of much
apprehension, this problem is actually very rarely
encountered in use, since small signal MOSFETs usually
incorporate protective zener diodes to prevent this even-
tuality, and power MOSFETs, where such diodes may
not be used because they may lead to inadvertent ‘thyris-
tor’ action, have such a high gate-source capacitance that
this problem does not normally arise.

In fact, when such power MOSFETs do fail, it is usu-
ally found to be due to circuit design defects, which have
either allowed excessive operating potentials to be
applied to the device, or have permitted inadvertent
VHF oscillation, which has led to thermal failure.

Noise Levels

Improved manufacturing techniques have lessened the
differences between the various types of semiconductor
device, in respect of intrinsic noise level. For most prac-
tical purposes it can now be assumed that the characteris-
tics of the device will be defined by the thermal noise
figure of the circuit impedances. This relationship is
shown in the graph of Fig. 13.13.

For very low noise systems, operating at circuit imped-
ance levels which have been deliberately chosen to be as
low as practicable – such as in moving coil pick-up head
amplifiers – bipolar junction transistors are still the pre-
ferred device. These will either be chosen to have a large
base junction area, or will be employed as a parallel-
connected array; as, for example, in the LM194/394
‘super-match pair’ ICs, where a multiplicity of parallel
connected transistors are fabricated on a single chip, giv-
ing an effective input (noise) impedance as low as 40
ohms.

Figure 13.13 Thermal noise output as a function of circuit
impedance.

However, recent designs of monolithic dual J-FETs,
using a similar type of multiple parallel-connection sys-
tem, such as the Hitachi 2SK389, can offer equivalent

thermal noise resistance values as low as 33 ohms, and a
superior overall noise figure at input resistance values in
excess of 100 ohms.

At impedance levels beyond about 1 kilohm there is
little practical difference between any devices of recent
design. Earlier MOSFET types were not so satisfactory,
due to excess noise effects arising from carrier trapping
mechanisms in impurities at the channel/gate interface.

Output Voltage Characteristics

Since it is desirable that output overload and signal clip-
ping do not occur in audio systems, particularly in stages
preceding the gain controls, much emphasis has been
placed on the so-called ‘headroom’ of signal handling
stages, especially in hi-fi publications where the review-
ers are able to distance themselves from the practical
problems of circuit design.

While it is obviously desirable that inadvertent over-
load shall not occur in stages preceding signal level con-
trols, high levels of feasible output voltage swing demand
the use of high voltage supply rails, and this, in turn,
demands the use of active components which can sup-
port such working voltage levels.

Not only are such devices more costly, but they will
usually have poorer performance characteristics than
similar devices of lower voltage ratings. Also, the
requirement for the use of high voltage operation may
preclude the use of components having valuable charac-
teristics, but which are restricted to lower voltage oper-
ation.

Practical audio circuit designs will therefore regard
headroom simply as one of a group of desirable param-
eters in a working system, whose design will be based on
careful consideration of the maximum input signal levels
likely to be found in practice.

Nevertheless, improved transistor or IC types, and
new developments in circuit architecture, are welcomed
as they occur, and have eased the task of the audio design
engineer, for whom the advent of new programme
sources, in particular the compact disc, and now digital
audio tape systems, has greatly extended the likely
dynamic range of the output signal.

Signal characteristics

The practical implications of this can be seen from a con-
sideration of the signal characteristics of existing pro-
gramme sources. Of these, in the past, the standard vinyl
(‘black’) disc has been the major determining factor. In
this, practical considerations of groove tracking have
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limited the recorded needle tip velocity to about 40 cm/s,
and typical high-quality pick-up cartridges capable of
tracking this recorded velocity will have a voltage output
of some 3 mV at a standard 5 cm/s recording level.

If the pre-amplifier specification calls for maximum
output to be obtainable at a 5 cm/s input, then the design
should be chosen so that there is a ‘headroom factor’ of at
least 8

 

×, in such stages preceding the gain controls.
In general, neither FM broadcasts, where the dynamic

range of the transmitted signal is limited by the econom-
ics of transmitter power, nor cassette recorders, where
the dynamic range is constrained by the limited tape
overload characteristics, have offered such a high practic-
able dynamic range.

It is undeniable that the analogue tape recorder, when
used at 15 in/s., twin-track, will exceed the LP record in
dynamic range. After all, such recorders were originally
used for mastering the discs. But such programme
sources are rarely found except among ‘live recording’
enthusiasts. However, the compact disc, which is becom-
ing increasingly common among purely domestic hi-fi
systems, presents a new challenge, since the practicable
dynamic range of this system exceeds 80 dB (10000:1),
and the likely range from mean (average listening level)
to peak may well be as high as 35 dB (56:1) in comparison
with the 18 dB (8:1) range likely with the vinyl disc.

Fortunately, since the output of the compact disc
player is at a high level, typically 2 V RMS, and requires
no signal or frequency response conditioning prior to
use, the gain control can be sited directly at the input of
the preamp. Nevertheless, this still leaves the possibility
that signal peaks may occur during use which are some
56× greater than the mean programme level, with the
consequence of the following amplifier stages being
driven hard into overload.

This has refocused attention on the design of solid
state voltage amplifier stages having a high possible out-
put voltage swing, and upon power amplifiers which
either have very high peak output power ratings, or more
graceful overload responses.

Voltage Amplifier Design Techniques

The sources of non-linearity in bipolar junction transis-
tors have already been referred to, in respect of the influ-
ence of collector load impedance, and push-pull
symmetry in reducing harmonic distortion. An add-
itional factor with bipolar junction devices is the external
impedance in the base circuit, since the principal non-
linearity in a bipolar device is that due to its input volt-
age/output current characteristics. If the device is driven
from a high impedance source, its linearity will be sub-

stantially greater, since it is operating under conditions
of current drive.

This leads to the good relative performance of the sim-
ple, two-stage, bipolar transistor circuit of Fig. 13.14, in
that the input transistor, Q

1
, is only required to deliver a

very small voltage drive signal to the base of Q
2
, so the

signal distortion due to Q
1

will be low. Q
2
, however,

which is required to develop a much larger output
voltage swing, with a much greater potential signal non-
linearity, is driven from a relatively high source
impedance, composed of the output impedance of Q

1
,

which is very high indeed, in parallel with the base-
emitter resistor, R

4
, R

1
, R

2
, and R

3
/C

2
are employed to

stabilise the DC working conditions of the circuit.

Figure 13.14 Two-stage transistor voltage amplifier.

Normally, this circuit is elaborated somewhat to
include both DC and AC negative feedback from the col-
lector of Q

2
to the emitter of Q

1
, as shown in the practical

amplifier circuit of Fig. 13.15.
This is capable of delivering a 14 V p-p output swing, at

a gain of 100, and a bandwidth of 15 Hz – 250 kHz, at
–3 dB points; largely determined by the value of C

2
and

the output capacitances, with a THD figure of better
that 0.01 per cent at 1 kHz.

The practical drawbacks of this circuit relate to the rel-
atively low value necessary for R

3
– with the consequent

large value necessary for C
2

if a good LF response is
desired, and the DC offset between point ‘X’ and the out-
put, due to the base-emitter junction potential of Q

1
, and

the DC voltage drop along R
5
, which makes this circuit

relatively unsuitable in DC amplifier applications.
An improved version of this simple two-stage ampli-

fier circuit is shown in Fig. 13.16, in which the single input
transistor has been replaced by a ‘long-tailed pair’ con-
figuration of the type shown in Fig. 13.16. In this, if the
two-input transistors are reasonably well matched in cur-
rent gain, and if the value of R

3
is chosen to give an equal

collector current flow through both Q
1

and Q
2
, the DC

offset between input and output will be negligible, and
this will allow the circuit to be operated between sym-
metrical (+ and –) supply rails, over a frequency range
extending from DC to 250 kHz or more.
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Figure 13.15 Practical two-stage feedback amplifier.

Figure 13.16 Improved two-stage feedback amplifier.

Because of the improved rejection of odd harmonic
distortion inherent in the input ‘push-pull’ layout, the
THD due to this circuit, particularly at less than max-
imum output voltage swing, can be extremely low, and
this probably forms the basis of the bulk of linear ampli-
fier designs. However, further technical improvements
are possible, and these are discussed below.

Constant-Current Sources and ‘Current Mirrors’

As mentioned above, the use of high-value collector load
resistors in the interests of high stage gain and low inher-
ent distortion carries with it the penalty that the perform-
ance of the amplifying device may be impaired by the low
collector current levels which result from this approach.

Advantage can, however, be taken of the very high
output impedance of a junction transistor, which is
inherent in the type of collector current/supply voltage

characteristics illustrated in Fig. 13.5, where even at cur-
rents in the 1–10 mA region, dynamic impedances of the
order of 100 kilohms may be expected.

A typical circuit layout which utilises this characteris-
tic is shown in Fig. 13.17, in which R

1
and R

2
form a

potential divider to define the base potential of Q
1
, and

R
3

defines the total emitter or collector currents for this
effective base potential.

Figure 13.17 Transistor constant current source.

This configuration can be employed with transistors of
either PNP or NPN types, which allows the circuit
designer considerable freedom in their application.

An improved, two-transistor, constant current source
is shown in Fig. 13.18. In this R

1
is used to bias Q

2
into

conduction, and Q
1

is employed to sense the voltage
developed across R

2
, which is proportional to emitter

current, and to withdraw the forward bias from Q
2

when
that current level is reached at which the potential de-
veloped across R

2
is just sufficient to cause Q

1
to conduct.

The performance of this circuit is greatly superior to
that of Fig. 13.17, in that the output impedance is about
10× greater, and the circuit is insensitive to the potential,
+Vref., applied to R

1
, so long as it is adequate to force

both Q
2
and Q

1
into conduction.
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An even simpler circuit configuration makes use of the
inherent very high output impedance of a junction FET
under constant gate bias conditions. This employs the
circuit layout shown in Fig. 13.19, which allows a true
‘two-terminal’ constant current source, independent of
supply lines or reference potentials, and which can be
used at either end of the load chain.

Figure 13.19 Two-terminal constant current source.

The current output from this type of circuit is con-
trolled by the value chosen for R

1
, and this type of con-

stant current source may be constructed using almost any
available junction FET, provided that the voltage drop
across the FET drain-gate junction does not exceed
the breakdown voltage of the device. This type of
constant current source is also available as small, plastic-
encapsulated, two-lead devices, at a relatively low cost,
and with a range of specified output currents.

All of these constant current circuit layouts share the
common small disadvantage that they will not perform
very well at low voltages across the current source elem-
ent. In the case of Figs. 13.17 and 13.18, the lowest prac-
ticable operating potential will be about 1 V. The circuit
of Fig. 13.19 may require, perhaps, 2–3 V, and this factor
must be considered in circuit performance calculations.

The ‘boot-strapped’ load resistor arrangement shown
in Fig. 13.20, and commonly used in earlier designs of
audio amplifier to improve the linearity of the last class
‘A’ amplifier stage (Q

1
), effectively multiplies the resist-

ance value of R
2

by the gain which Q
2

would be deemed
to have if operated as a common-emitter amplifier with a
collector load of R

3
in parallel with R

1
.

This arrangement is the best configuration practicable
in terms of available RMS output voltage swing, as com-
pared with conventional constant current sources, but
has fallen into disuse because it leads to slightly less good
THD figures than are possible with other circuit arrange-
ments.

All these circuit arrangements suffer from a further
disadvantage, from the point of view of the integrated
circuit designer: they employ resistors as part of the cir-
cuit design, and resistors, though possible to fabricate in
IC structures, occupy a disproportionately large area of

the chip surface. Also, they are difficult to fabricate to
precise resistance values without resorting to subsequent
laser trimming, which is expensive and time-consuming.

Figure 13.20 Load impedance increase by boot-strap circuit.

Because of this, there is a marked preference on the
part of IC design engineers for the use of circuit layouts
known as ‘current mirrors’, of which a simple form is
shown in Fig. 13.21.

Figure 13.21 Simple form of current mirror.

IC solutions

These are not true constant current sources, in that they
are only capable of generating an output current (I

out
)

which is a close equivalence of the input or drive current,
(I

in
). However, the output impedance is very high, and if

the drive current is held to a constant value, the output
current will also remain constant.

A frequently found elaboration of this circuit, which
offers improvements in respect of output impedance
and the closeness of equivalence of the drive and output
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currents, is shown in Fig. 13.22. Like the junction
FET based constant current source, these current mirror
devices are available as discrete, plastic-encapsulated,
three-lead components, having various drive current/
output current ratios, for incorporation into discrete
component circuit designs.

Figure 13.22 Improved form of current mirror.

The simple amplifier circuit of Fig. 13.16 can be elab-
orated, as shown in Fig. 13.23, to employ these additional
circuit refinements, which would have the effect of
increasing the open-loop gain, i.e. that before negative
feedback is applied, by 10–100× and improving the har-

monic and other distortions, and the effective bandwidth
by perhaps 3–10×. From the point of view of the IC
designer, there is also the advantage of a potential reduc-
tion in the total resistor count.

These techniques for improving the performance of
semiconductor amplifier stages find particular applica-
tion in the case of circuit layouts employing junction
FETs and MOSFETs, where the lower effective mutual
conductance values for the devices would normally
result in relatively poor stage gain figures.

This has allowed the design of IC operational ampli-
fiers, such as the RCA CA3140 series, or the Texas
Instruments TL071 series, which employ, respectively,
MOSFET and junction FET input devices. The circuit
layout employed in the TL071 is shown, by way of ex-
ample, in Fig. 13.24.

Both of these op. amp. designs offer input impedances
in the million megohm range – in comparison with the
input impedance figures of 5–10 kilohm which were typ-
ical of early bipolar ICs – and the fact that the input
impedance is so high allows the use of such ICs in circuit
configurations for which earlier op. amp. ICs were
entirely inappropriate.

Although the RCA design employs MOSFET input
devices which offer, in principle, an input impedance
which is perhaps 1000 times better than this figure, the
presence of on-chip Zener diodes, to protect the device
against damage through misuse or static electric charges,
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reduces the input impedance to roughly the same level as
that of the junction FET device.

It is a matter for some regret that the design of the
CA3140 series devices is now so elderly that the internal
MOSFET devices do not offer the low level of internal
noise of which more modern MOSFET types are
capable. This tends rather to rule out the use of this
MOSFET op. amp. for high quality audio use, though the
TL071 and its equivalents such as the LF351 have
demonstrated impeccable audio behaviour.

Performance Standards

It has always been accepted in the past, and is still held as
axiomatic among a very large section of the engineering
community, that performance characteristics can be
measured, and that improved levels of measured perform-
ance will correlate precisely, within the ability of the ear
to detect such small differences, with improvements
which the listener will hear in reproduced sound quality.

Within a strictly engineering context, it is difficult to do
anything other than accept the concept that measured
improvements in performance are the only things which
should concern the designer.

However, the frequently repeated claim by journalists
and reviewers working for periodicals in the hi-fi field –
who, admittedly, are unlikely to be unbiased witnesses –

that measured improvements in performance do not
always go hand-in-hand with the impressions that the lis-
tener may form, tends to undermine the confidence of
the circuit designer that the instrumentally determined
performance parameters are all that matter.

It is clear that it is essential for engineering progress
that circuit design improvements must be sought which
lead to measurable performance improvements. Yet
there is now also the more difficult criterion that those
things which appear to be better, in respect of measured
parameters, must also be seen, or heard, to be better.

Use of ICs

This point is particularly relevant to the question of
whether, in very high quality audio equipment, it is
acceptable to use IC operational amplifiers, such as the
TL071, or some of the even more exotic later develop-
ments such as the NE5534 or the OP27, as the basic gain
blocks, around which the passive circuitry can be
arranged, or whether, as some designers believe, it is
preferable to construct such gain blocks entirely from
discrete components.

Some years ago, there was a valid technical justifica-
tion for this reluctance to use op. amp. ICs in high quality
audio circuitry, since the method of construction of such
ICs was as shown, schematically, in Fig. 13.25, in which
all the structural components were formed on the surface
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of a heavily ‘P’ doped silicon substrate, and relied for
their isolation, from one another or from the common
substrate, on the reverse biassed diodes formed between
these elements.

This led to a relatively high residual background noise
level, in comparison with discrete component circuitry,
due to the effects of the multiplicity of reverse diode
leakage currents associated with every component on
the chip. Additionally, there were quality constraints in
respect of the components formed on the chip surface –
more severe for some component types than for others –
which also impaired the circuit performance.

A particular instance of this problem arose in the case
of PNP transistors used in normal ICs, where the circuit
layout did not allow these to be formed with the substrate
acting as the collector junction. In this case, it was neces-
sary to employ the type of construction known as a ‘lat-
eral PNP’, in which all the junctions are diffused in, from
the exposed chip surface, side by side.

In this type of device the width of the ‘N’ type base
region, which must be very small for optimum results,
depends mainly on the precision with which the various
diffusion masking layers can be applied. The results are
seldom very satisfactory. Such a lateral PNP device has a
very poor current gain and HF performance.

In recent IC designs, considerable ingenuity has been
shown in the choice of circuit layout to avoid the need to
employ such unsatisfactory components in areas where
their shortcomings would affect the end result. Substan-
tial improvements, both in the purity of the base mater-
ials and in diffusion technology, have allowed the
inherent noise background to be reduced to a level
where it is no longer of practical concern.

Modern standards

The standard of performance which is now obtainable in
audio applications, from some of the recent IC op. amps.

– especially at relatively low closed-loop gain levels – is
frequently of the same order as that of the best discrete
component designs, but with considerable advantages in
other respects, such as cost, reliability and small size.

This has led to their increasing acceptance as practical
gain blocks, even in very high quality audio equipment.

When blanket criticism is made of the use of ICs in
audio circuitry, it should be remembered that the 741
which was one of the earliest of these ICs to offer a satis-
factory performance – though it is outclassed by more
recent types – has been adopted with enthusiasm, as a
universal gain block, for the signal handling chains in
many recording and broadcasting studios.

This implies that the bulk of the programme signals
employed by the critics to judge whether or not a discrete
component circuit is better than that using an IC, will
already have passed through a sizeable handful of 741-
based circuit blocks, and if such ICs introduce audible
defects, then their reference source is already suspect.

It is difficult to stipulate the level of performance
which will be adequate in a high-quality audio installa-
tion. This arises partly because there is little agreement
between engineers and circuit designers on the one hand,
and the hi-fi fraternity on the other, about the character-
istics which should be sought, and partly because of the
wide differences which exist between listeners in their
expectations for sound quality or their sensitivity to dis-
tortions. These differences combine to make it a difficult
and speculative task to attempt either to quantify or to
specify the technical components of audio quality, or to
establish an acceptable minimum quality level.

Because of this uncertainty, the designer of equipment,
in which price is not a major consideration, will normally
seek to attain standards substantially in excess of those
which he supposes to be necessary, simply in order not to
fall short. This means that the reason for the small residual
differences in the sound quality, as between high quality
units, is the existence of malfunctions of types which are
not currently known or measured.
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Audibility of Distortion Components

Harmonic and intermodulation distortions

Because of the small dissipations which are normally
involved, almost all discrete component voltage ampli-
fier circuitry will operate in class ‘A’ (that condition in
which the bias applied to the amplifying device is such as
to make it operate in the middle of the linear region of its
input/output transfer characteristic), and the residual
harmonic components are likely to be mainly either sec-
ond or third order, which are audibly much more toler-
able than higher order distortion components.

Experiments in the late 1940s suggested that the level
of audibility for second and third harmonics was of the
order of 0.6 per cent and 0.25 per cent respectively, and
this led to the setting of a target value, within the audio
spectrum, of 0.1 per cent THD, as desirable for high
quality audio equipment.

However, recent work aimed at discovering the ability
of an average listener to detect the presence of low order
(i.e. second or third) harmonic distortions has drawn the
uncomfortable conclusion that listeners, taken from a
cross section of the public, may rate a signal to which 0.5
per cent second harmonic distortion has been added as
‘more musical’ than, and therefore preferable to, the
original undistorted input. This discovery tends to cast
doubt on the value of some subjective testing of equip-
ment.

What is not in dispute is that the inter-modulation dis-
tortion, (IMD), which is associated with any non-linearity

in the transfer characteristics, leads to a muddling of the
sound picture, so that if the listener is asked, not which
sound he prefers, but which sound seems to him to be the
clearer, he will generally choose that with the lower
harmonic content.

The way in which IMD arises is shown in Fig. 13.26,
where a composite signal containing both high-frequency
and low-frequency components, fed through a non-
linear system, causes each signal to be modulated by the
other. This is conspicuous in the drawing in respect of the
HF component, but is also true for the LF one.

This can be shown mathematically to be due to the
generation of sum and difference products, in addition to
the original signal components, and provides a simple
method, shown schematically in Fig. 13.27, for the detec-
tion of this type of defect. A more formal IMD measure-
ment system is shown in Fig. 13.28.

Figure 13.27 Simple HF two-tone inter-modulation
distortion test.

With present circuit technology and device types, it is
customary to design for total harmonic and IM distor-
tions to be below 0.01 per cent over the range 30 Hz–20kHz,
and at all signal levels below the onset of clipping. Linear
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IC op. amps., such as the TL071 and the LF351, will also
meet this spec. over the frequency range 30 Hz–10kHz.

Transient defects

A more insidious group of signal distortions may occur
when brief signals of a transient nature, or sudden step
type changes in base level, are superimposed on the more
continuous components of the programme signal. These
defects can take the form of slew-rate distortions, usually
associated with loss of signal during the period of the
slew-rate saturation of the amplifier – often referred to as
transient inter-modulation distortion or TID.

This defect is illustrated in Fig. 13.29, and arises
particularly in amplifier systems employing substantial
amounts of negative feedback, when there is some slew-
rate limiting component within the amplifier, as shown in
Fig. 13.30.

Figure 13.29 Effect of amplifier slew-rate saturation or
transient inter-modulation distortion.

A further problem is that due to ‘overshoot’, or ‘ring-
ing’, on a transient input, as illustrated in Fig. 13.31. This
arises particularly in feedback amplifiers if there is an
inadequate stability margin in the feedback loop, particu-

larly under reactive load conditions, but will also occur in
low-pass filter systems if too high an attenuation rate is
employed.

Figure 13.30 Typical amplifier layout causing slew-rate
saturation.

Figure 13.31 Transient ‘ringing’.

The ear is very sensitive to slew-rate induced distortion,
which is perceived as a ‘tizziness’ in the reproduced sound.
Transient overshoot is normally noted as a somewhat
over-bright quality. The avoidance of both these prob-
lems demands care in the circuit design, particularly when
a constant current source is used, as shown in Fig. 13.32.

In this circuit, the constant current source, CC
1
, will

impose an absolute limit on the possible rate of change of
potential across the capacitance C

1
, (which could well be
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simply the circuit stray capacitance), when the output volt-
age is caused to move in a positive-going direction. This
problem is compounded if an additional current limit
mechanism, CC

2
, is included in the circuitry to protect the

amplifier transistor (Q
1
) from output current overload.

Figure 13.32 Circuit design aspects which may cause slew 
rate limiting.

Since output load and other inadvertent capacitances
are unavoidable, it is essential to ensure that all such cur-
rent limited stages operate at a current level which allows
potential slewing to occur at rates which are at least 10×
greater than the fastest signal components. Alterna-
tively, means may be taken, by way of a simple input inte-
grating circuit, (R

1
C

1
), as shown in Fig. 13.33, to ensure

that the maximum rate of change of the input signal volt-
age is within the ability of the amplifier to handle it.

Figure 13.33 Input HF limiting circuit to lessen SLR.

Spurious signals

In addition to harmonic, IM, and transient defects in the
signal channel, which will show up on normal instrumen-
tal testing, there is a whole range of spurious signals
which may not arise in such tests. The most common of
these is that of the intrusion of noise and alien signals,
either from the supply line, or by direct radio pick-up.

This latter case is a random and capricious problem
which can only be solved by steps appropriate to the
circuit design in question. However, supply line intru-
sions, whether due to unwanted signals from the power
supply, or from the other channel in a stereo system, may

be greatly reduced by the use of circuit designs offering a
high immunity to voltage fluctuations on the DC supply.

Other steps, such as the use of electronically stabilised
DC supplies, or the use of separate power supplies in a
stereo amplifier, are helpful, but the required high level
of supply line signal rejection should be sought as a
design feature before other palliatives are applied. Mod-
ern IC op. amps. offer a typical supply voltage rejection
ratio of 90 dB (30000:1). Good discrete component
designs should offer at least 80 dB (10000:1).

This figure tends to degrade at higher frequencies, and
this has led to the growing use of supply line bypass
capacitors having a low effective series resistance (ESR).
This feature is either a result of the capacitor design, or is
achieved in the circuit by the designer’s adoption of groups
of parallel connected capacitors chosen so that the AC
impedance remains low over a wide range of frequencies.

A particular problem in respect of spurious signals,
which occurs in audio power amplifiers, is due to the
loudspeaker acting as a voltage generator, when stimu-
lated by pressure waves within the cabinet, and injecting
unwanted audio components directly into the amplifier’s
negative feedback loop. This specific problem is unlikely
to arise in small signal circuitry, but the designer must
consider what effect output/line load characteristics may
have – particularly in respect of reduced stability margin
in a feedback amplifier.

In all amplifier systems there is a likelihood of micro-
phonic effects due to the vibration of the components.
This is likely to be of increasing importance at the input
of ‘low level’, high sensitivity, pre-amplifier stages, and
can lead to colouration of the signal when the equipment
is in use, which is overlooked in the laboratory in a quiet
environment.

Mains-borne interference

Mains-borne interference, as evidenced by noise pulses
on switching electrical loads, is most commonly due to
radio pick-up problems, and is soluble by the techniques
(attention to signal and earth line paths, avoidance of
excessive HF bandwidth at the input stages) which are
applicable to these.

General Design Considerations

During the past three decades, a range of circuit design
techniques has been evolved to allow the construction of
highly linear gain stages based on bipolar transistors
whose input characteristics are, in themselves, very non-
linear. These techniques have also allowed substantial
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improvements in possible stage gain, and have led to
greatly improved performance from linear, but low gain,
field-effect devices.

These techniques are used in both discrete component
designs and in their monolithic integrated circuit equiva-
lents, although, in general, the circuit designs employed
in linear ICs are considerably more complex than those
used in discrete component layouts.

This is partly dictated by economic considerations,
partly by the requirements of reliability, and partly
because of the nature of IC design.

The first two of these factors arise because both the
manufacturing costs and the probability of failure in a
discrete component design are directly proportional to
the number of components used, so the fewer the better,
whereas in an IC, both the reliability and the expense of
manufacture are only minimally affected by the number
of circuit elements employed.

In the manufacture of ICs, as has been indicated above,
some of the components which must be employed are much
worse than their discrete design equivalents. This has led
the IC designer to employ fairly elaborate circuit structures,
either to avoid the need to use a poor quality component in
a critical position, or to compensate for its shortcomings.

Nevertheless, the ingenuity of the designers, and the
competitive pressures of the market place, have resulted
in systems having a very high performance, usually limited
only by their inability to accept differential supply line
potentials in excess of 36 V, unless non-standard dif-
fusion processes are employed.

For circuitry requiring higher output or input voltage
swings than allowed by small signal ICs, the discrete
component circuit layout is, at the moment, unchallenged.
However, as every designer knows, it is a difficult matter to
translate a design which is satisfactory at a low working
voltage design into an equally good higher voltage system.

This is because:

• increased applied potentials produce higher thermal
dissipations in the components, for the same operating
currents;

• device performance tends to deteriorate at higher
inter-electrode potentials and higher output voltage
excursions;

• available high/voltage transistors tend to be more
restricted in variety and less good in performance than
lower voltage types.

Controls

These fall into a variety of categories:
• gain controls needed to adjust the signal level between

source and power amplifier stages

• tone controls used to modify the tonal characteristics
of the signal chain

• filters employed to remove unwanted parts of the
incoming signal, and those adjustments used to alter
the quality of the audio presentation, such as stereo
channel balance or channel separation controls.

Gain controls

These are the simplest in basic form, and are often just a
resistive potentiometer voltage divider of the type shown
in Fig. 13.34. Although simple, this component can gen-
erate a variety of problems. Of these, the first is that due
to the value chosen for R

1
. Unless this is infinitely high, it

will attenuate the maximum signal voltage, (E
max

),
obtainable from the source, in the ratio

E
max

= E
in

× R
1
/(R

1
+ Z

source
)

where Z
source

is the output impedance of the driving cir-
cuit. This factor favours the use of a high value for R

1
, to

avoid loss of input signal.
However, the following amplifier stage may have spe-

cific input impedance requirements, and is unlikely to
operate satisfactorily unless the output impedance of the
gain control circuit is fairly low. This will vary according
to the setting of the control, between zero and a value, at
the maximum gain setting of the control, due to the par-
allel impedances of the source and gain control.

Z
out

=  R
1
/(R

1
+ Z

source
)

The output impedance at intermediate positions of the
control varies as the effective source impedance and the
impedance to the 0 V line is altered. However, in general,
these factors would encourage the use of a low value
for R

1
.

Figure 13.34 Standard gain control circuit.

An additional and common problem arises because
the perceived volume level associated with a given sound
pressure (power) level has a logarithmic characteristic.
This means that the gain control potentiometer, R

1
, must

have a resistance value which has a logarithmic, rather
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than linear, relationship with the angular rotation of the
potentiometer shaft.

Potentiometer Law
Since the most common types of control potentiometer
employ a resistive composition material to form the
potentiometer track, it is a difficult matter to ensure that
the grading of conductivity within this material will fol-
low an accurate logarithmic law.

On a single channel this error in the relationship
between signal loudness and spindle rotation may be rela-
tively unimportant. In a stereo system, having two
ganged gain control spindles, intended to control the
loudness of the two channels simultaneously, errors in
following the required resistance law, existing between
the two potentiometer sections, will cause a shift in the
apparent location of the stereo image as the gain control
is adjusted, and this can be very annoying.

In high-quality equipment, this problem is sometimes
avoided by replacing R

1
by a precision resistor chain

(R
a
–R

z
), as shown in Fig. 13.35, in which the junctions

between these resistors are connected to tapping points
on a high-quality multi-position switch.

Figure 13.35 Improved gain control using multi-pole switch.

By this means, if a large enough number of switch tap
positions is available, and this implies at least a 20-way
switch to give a gentle gradation of sound level, a very
close approximation to the required logarithmic law can
be obtained, and two such channel controls could be
ganged without unwanted errors in differential output
level.

Circuit Capacitances
A further practical problem, illustrated in Fig. 13.34, is
associated with circuit capacitances. Firstly, it is essential
to ensure that there is no standing DC potential across R

1

in normal operation, otherwise this will cause an
unwanted noise in the operation of the control. This

imposes the need for a protective input capacitor, C
1
, and

this will cause a loss of low frequency signal components,
with a –3 dB LF turn-over point at the frequency at which
the impedance of C

1
is equal to the sum of the source and

gain control impedances. C
1

should therefore be of ad-
equate value.

Additionally, there are the effects of the stray capaci-
tances, C

2
and C

3
, associated with the potentiometer

construction, and the amplifier input and wiring capaci-
tances, C

4
. The effect of these is to modify the frequency

response of the system, at the HF end, as a result of signal
currents passing through these capacitances. The choice
of a low value for R

1
is desirable to minimise this

problem.
The use of the gain control to operate an on/off switch,

which is fairly common in low-cost equipment, can lead
to additional problems, especially with high resistance
value gain control potentiometers, in respect of AC
mains ‘hum’ pick up. It also leads to a more rapid rate of
wear of the gain control, in that it is rotated at least twice
whenever the equipment is used.

Tone controls

These exist in the various forms shown in Figs.
13.36–13.40, respectively described as standard (bass and
treble lift or cut), slope control, Clapham Junction, para-
metric and graphic equaliser types. The effect these will
have on the frequency response of the equipment is
shown in the drawings, and their purpose is to help rem-
edy shortcomings in the source programme material, the
receiver or transducer, or in the loudspeaker and listen-
ing room combination.

To the hi-fi purist, all such modifications to the input
signal tend to be regarded with distaste, and are there-
fore omitted from some hi-fi equipment. However, they
can be useful, and make valuable additions to the audio
equipment, if used with care.

Standard Tone Control Systems
These are either of the passive type, of which a typical
circuit layout is shown in Fig. 13.41, or are constructed as
part of the negative feedback loop around a gain block,
using the general design due to Baxandall. A typical cir-
cuit layout for this kind of design is shown in Fig. 13.42.

It is claimed that the passive layout has an advantage in
quality over the active (feedback network) type of con-
trol, in that the passive network merely contains resistors
and capacitors, and is therefore free from any possibility
of introduced distortion, whereas the ‘active’ network
requires an internal gain block, which is not automat-
ically above suspicion.
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In reality, however, any passive network must intro-
duce an attenuation, in its flat response form, which is
equal to the degree of boost sought at the maximum ‘lift’
position, and some external gain block must therefore be
added to compensate for this gain loss.

This added gain block is just as prone to introduce dis-
tortion as that in an active network, with the added dis-
advantage that it must provide a gain equal to that of the
flat-response network attenuation, whereas the active
system gain block will typically have a gain of unity in the

flat response mode, with a consequently lower distortion
level.

As a final point, it should be remembered that any
treble lift circuit will cause an increase in harmonic
distortion, simply because it increases the gain at the
frequencies associated with harmonics, in comparison
with that at the frequency of the fundamental.

The verdict of the amplifier designers appears to be
substantially in favour of the Baxandall system, in that
this is the layout most commonly employed.
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Figure 13.36 Bass and treble lift/cut tone control.

Figure 13.37 Slope control.

Figure 13.38 Clapham Junction type of tone control.
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Figure 13.39 Parametric equaliser control.

Figure 13.40 Graphic equaliser response characteristics.

Figure 13.42 Negative feedback type tone control circuit.

Figure 13.41 Circuit layout of passive tone control.
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Both of these tone control systems – indeed this is true
of all such circuitry – rely for their operation on the fact
that the AC impedance of a capacitor will depend on the
applied frequency, as defined by the equation:

Z
c
= 1/(2πf

c
),

or more accurately,

Z
c
= 1/(2jπf

c
),

where j is the square root of –1.

Commonly, in circuit calculations, the 2πf group of
terms are lumped together and represented by the Greek
symbol ω .

The purpose of the j term, which appears as a ‘quadra-
ture’ element in the algebraic manipulations, is to permit
the circuit calculations to take account of the 90 phase
shift introduced by the capacitative element. (The same
is also true of inductors within such a circuit, except that
the phase shift will be in the opposite sense.) This is
important in most circuits of this type.

244 Voltage Amplifiers and Controls

Figure 13.43 Layout and frequency response of simple bass-cut circuit (high-pass).

Figure 13.44 Layout and frequency response of simple treble-cut circuit (low-pass).

Figure 13.45 Modified bass-cut (high-pass) RC circuit.
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The effect of the change in impedance of the capacitor
on the output signal voltage from a simple RC network,
of the kind shown in Figs. 13.43(a) and 13.44(a), is shown
in Figs. 13.43(b) and 13.44(b). If a further resistor, R

2
, is

added to the networks the result is modified in the man-
ner shown in Figs. 13.45 and 13.46. This type of structure,
elaborated by the use of variable resistors to control the
amount of lift or fall of output as a function of frequency,
is the basis of the passive tone control circuitry of Fig.
13.41.

If such networks are connected across an inverting
gain block, as shown in Figs. 13.47(a) and 13.48(a), the
resultant frequency response will be shown in Figs.
13.47(b) and 13.48(b), since the gain of such a negative
feedback configuration will be

Gain = Z
a
/Z

b

assuming that the open-loop gain of the gain block is suf-
ficiently high. This is the design basis of the Baxandall
type of tone control, and a flat frequency response results
when the impedance of the input and output limbs of
such a feedback arrangement remains in equality as the
frequency is varied.

Slope Controls
This is the type of tone control employed by Quad in its
type 44 pre-amplifier, and operates by altering the
relative balance of the LF and HF components of the
audio signal, with reference to some specified mid-point
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Figure 13.46 Modified treble-cut (low-pass) RC circuit.

Figure 13.47 Active RC treble-lift or bass-cut circuit.

Figure 13.48 Active RC treble-cut or bass-lift circuit.
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frequency, as is shown in Fig. 13.37. A typical circuit for
this type of design is shown in Fig. 13.49.

The philosophical justification for this approach is that
it is unusual for any commercially produced programme
material to be significantly in error in its overall fre-
quency characteristics, but the tonal preferences of the
recording or broadcasting balance engineer may differ
from those of the listener.

In such a case, he might consider that the signal, as pre-
sented, was somewhat over heavy, in respect of its bass,
or alternatively, perhaps, that it was somewhat light or
thin in tone, and an adjustment of the skew of the fre-
quency response could correct this difference in tonal
preference without significantly altering the signal in
other respects.

The Clapham Junction Type
This type of tone control, whose possible response curves
are shown in Fig. 13.38, was introduced by the author to
provide a more versatile type of tonal adjustment than
that offered by the conventional standard systems, for
remedying specific peaks or troughs in the frequency
response, without the penalties associated with the
graphic equaliser type of control, described below.

In the Clapham Junction type system, so named
because of the similarity of the possible frequency
response curves to that of railway lines, a group of push
switches is arranged to allow one or more of a multipli-
city of RC networks to be introduced into the feedback
loop of a negative feedback type tone control system, as
shown in Fig. 13.50, to allow individual ±3 dB frequency
adjustments to be made, over a range of possible fre-
quencies.

By this means, it is possible by combining elements of
frequency lift or cut to choose from a variety of possible
frequency response curves, without losing the ability to
attain a linear frequency response.

Parametric Controls
This type of tone control, whose frequency response is
shown in Fig. 13.39, has elements of similarity to both the
standard bass/treble lift/cut systems, and the graphic
equaliser arrangement, in that while there is a choice of
lift or cut in the frequency response, the actual frequency
at which this occurs may be adjusted, up or down, in
order to attain an optimal system frequency response.

A typical circuit layout is shown in Fig. 13.51.

The Graphic Equaliser System
The aim of this type of arrangement is to compensate
fully for the inevitable peaks and troughs in the fre-
quency response of the audio system – including those
due to deficiencies in the loudspeakers or the listening
room acoustics – by permitting the individual adjustment
of the channel gain, within any one of a group of eight
single-octave segments of the frequency band, typically
covering the range from 80 Hz–20 kHz, though ten
octave equalisers covering the whole audio range from
20 Hz–20 kHz have been offered.

Because the ideal solution to this requirement – that of
employing a group of parallel connected amplifiers, each
of which is filtered so that it covers a single octave band of
the frequency spectrum, whose individual gains could be
separately adjusted – would be excessively expensive to
implement, conventional practice is to make use of a
series of LC tuned circuits, connected within a feedback
control system, as shown in Fig. 13.52.

This gives the type of frequency response curve shown
in Fig. 13.40. As can be seen, there is no position of lift or
cut, or combination of control settings, which will permit
a flat frequency response, because of the interaction,
within the circuitry, between the adjacent octave seg-
ments of the pass-band.

While such types of tone control are undoubtedly
useful, and can make significant improvements in the
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Figure 13. 49 The Quad tilt control.
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performance of otherwise unsatisfactory hi-fi systems, the
inability to attain a flat frequency response when this is
desired, even at the mid-position of the octave-band con-
trols, has given such arrangements a very poor status in the

eyes of the hi-fi fraternity. This unfavourable opinion has
been reinforced by the less than optimal performance
offered by inexpensive, add-on, units whose engineering
standards have reflected their low purchase price.
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Figure 13.50 Clapham Junction tone control.

Figure 13.51 Parametric equaliser circuit.
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Channel balance controls

These are provided in any stereo system, to equalise the
gain in the left- and right-hand channels, to obtain a
desired balance in the sound image. (In a quadraphonic
system, four such channel gain controls will ideally be
provided.) In general, there are only two options avail-
able for this purpose: those balance controls which allow
one or other of the two channels to be reduced to zero
output level, and those systems, usually based on differ-
ential adjustment of the amount of negative feedback
across controlled stages, in which the relative adjustment
of the gain, in one channel with reference to the other,
may only be about 10 dB.

This is adequate for all balance correction purposes,
but does not allow the complete extinction of either
channel.

The first type of balance control is merely a gain con-
trol, of the type shown in Fig. 13.34. A negative feedback
type of control is shown in Fig. 13.53.

Channel separation controls

While the closest reproduction, within the environment
of the listener, of the sound stage of the original perform-
ance will be given by a certain specific degree of separ-
ation between the signals within the ‘L’ and ‘R’ channels,
it is found that shortcomings in the design of the
reproducing and amplifying equipment tend universally
to lessen the degree of channel separation, rather than
the reverse.

Figure 13.53 Negative feedback type channel balance control.

Some degree of enhancement of channel separation is
therefore often of great value, and electronic circuits for
this purpose are available, such as that, due to the author,
shown in Fig. 13.54.

There are also occasions when a deliberate reduction
in the channel separation is of advantage, as, for example
in lessening ‘rumble’ effects due to the vertical motion of
a poorly engineered record turntable, or in lessening the
hiss component of a stereo FM broadcast. While this is
also provided by the circuit of Fig. 13.54, a much less
elaborate arrangement, as shown in Fig. 13.55, will suf-
fice for this purpose.
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Figure 13.52 Circuit layout for graphic equaliser (four sections only shown).
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Figure 13.55 Simple stereo channel blend control.

A further, and interesting, approach is that offered by
Blumlein, who found that an increase or reduction in the
channel separation of a stereo signal was given by adjust-
ing the relative magnitudes of the ‘L + R’ and ‘L–R’

signals in a stereo matrix, before these were added or
subtracted to give the ‘2L’ and ‘2R’ components.

An electronic circuit for this purpose is shown in
Fig. 13.56.

Filters

While various kinds of filter circuit play a very large part
in the studio equipment employed to generate the pro-
gramme material, both as radio broadcasts and as
recordings on disc or tape, the only types of filter nor-
mally offered to the user are those designed to attenuate
very low frequencies, below, say, 50 Hz and generally
described as ‘rumble’ filters, or those operating in the
region above a few kHz, and generally described as
‘scratch’ or ‘whistle’ filters.
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Figure 13.54 Circuit for producing enhanced or reduced stereo channel separation.

Figure 13.56 Channel separation or blending by using matrix addition or subtraction.
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Three such filter circuits are shown in Figs. 13.57(a),
(b), and (c). Of these the first two are fixed frequency
active filter configurations employing a bootstrap type
circuit, for use respectively in high-pass (rumble) and
low-pass (hiss) applications, and the third is an inductor-
capacitor passive circuit layout, which allows adjustment
of the HF turn-over frequency by variation of the capaci-
tor value.

Such frequency adjustments are, of course, also pos-
sible with active filter systems, but require the simultan-
eous switching of a larger number of components. For

such filters to be effective in their intended application,
the slope of the response curve, as defined as the change
in the rate of attenuation as a function of frequency, is
normally chosen to be high – at least 20 dB/octave – as
shown in Fig. 13.58, and, in the case of the filters operat-
ing in the treble region, a choice of operating frequencies
is often required, as is also, occasionally, the possibility of
altering the attenuation rate.

This is of importance, since rates of attenuation in
excess of 6 dB/octave lead to some degree of colouration
of the reproduced sound, and the greater the attenuation
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Figure 13.57 Steep-cut filter circuits.

Figure 13.58 Characteristics of circuits of Figs. 13.57 (a) and (b).
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rate, the more noticeable this colouration becomes. This
problem becomes less important as the turn-over fre-
quency approaches the limits of the range of human
hearing, but very steep rates of attenuation produce
distortions in transient waveforms whose major fre-
quency components are much lower than notional
cut-off frequency.

It is, perhaps, significant in this context that recent
improvements in compact disc players have all been con-
cerned with an increase in the sampling rate, from 44.1

kHz to 88.2 kHz or 176.4 kHz, to allow more gentle filter
attenuation rates beyond the 20 kHz audio pass band,
than that provided by the original 21 kHz ‘brick wall’
filter. The opinion of the audiophiles seems to be
unanimous that such CD players, in which the recorded
signal is two- or four-times ‘oversampled’, which allows
much more gentle ‘anti-aliasing’ filter slopes, have
a much preferable HF response and also have a more
natural, and less prominent, high-frequency characteris-
tic, than that associated with some earlier designs.
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The ultimate requirement of an amplifier is that it should
feed power to loudspeakers. This is the most difficult of
the purely electronic portions of the sound reproduction
system, and in this Chapter, John Linsley Hood explains
the difficulties of the process and the solutions that are
employed in the amplifiers of today.

In principle, the function of an audio power amplifier is a
simple one: to convert a low-power input voltage signal
from a pre-amplifier or other signal source into a higher
power signal capable of driving a loudspeaker or other
output load, and to perform this amplification with
the least possible alteration of the input waveform or
to the gain/frequency or phase/frequency relationships
of the input signal.

Valve-operated Amplifier Designs

In the earlier days of audio amplifiers, this function was
performed by a two or three-valve circuit design employ-
ing a single output triode or pentode, transformer coupled
to the load, and offering typical harmonic distortion levels,
at full power – which would be, perhaps, in the range
2–8 W–of the order of 5–10 per cent THD, at 1 khz, and
amplifier output stages of this kind formed the mainstay of
radio receivers and radiograms in the period preceding
and immediately following the 1939–45 World War.

With the improvement in the quality of gramophone
recordings and radio broadcasts following the end of the
war, and the development of the new ‘beam tetrode’ as a
replacement for the output pentode valve, the simple
‘single-ended’ triode or pentode output stage was
replaced by push-pull output stages. These used beam
tetrodes either triode-connected, as in the celebrated
Williamson design, or with a more complex output trans-
former design, as in the so-called Ultra-linear layout, or
in the Quad design, shown in Fig. 14.1(a), (b) and (c).

The beam tetrode valve construction, largely the work
of the Marconi-Osram valve company of London,

offered a considerable improvement in the distortion
characteristics of the output pentode, while retaining the
greater efficiency of that valve in comparison with the
output triode. This advantage in efficiency was largely
retained when the second grid was connected to the
anode so that it operated as a triode.

Figure 14.1 Push-pull valve amplifier output stages.

This electrode interconnection was adopted in the
Williamson design, shown in Fig. 14.2, in which a sub-
stantial amount of overall negative feedback was

14 Power Output Stages

John Linsley Hood
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employed, to give a harmonic distortion figure of better
than 0.1 per cent, at the rated 15 W output power.

In general, the principle quality determining factor of
such an audio amplifier was the output transformer,
which coupled the relatively high output impedance of
the output valves to the low impedance of the loud-
speaker load, and good performance demanded a care-
fully designed and made component for this position.
Nevertheless, such valve amplifier designs did give an
excellent audio performance, and even attract a nostal-
gic following to this day.

Early Transistor Power Amplifier Designs.

With the advent of semiconductors with significant power
handling capacity, and the growing confidence of designers
in their use, transistor audio amplifier designs began to
emerge, largely based on the ‘quasi complementary’
output transistor configuration designed by H C Lin,
which is shown in Fig. 14.3. This allowed the construction
of a push/pull power output stage in which only PNP
power transistors were employed, these being the only
kind then available. It was intended basically for use with
the earlier diffused junction Germanium transistors, with
which it worked adequately well.

However, Germanium power transistors at that time
had both a limited power capability and a questionable
reliability, due to their intolerance of junction tempera-
tures much in excess of 100°C. The availability of silicon
power transistors, which did not suffer from this problem

to such a marked degree, prompted the injudicious
appearance of a crop of solid-state audio amplifiers from
manufacturers whose valve operated designs had
enjoyed an erstwhile high reputation in this field.

Figure 14.3 Quasi-complementary push-pull transistor 
output stage from HC Lin.

Listener Fatigue and Crossover Distortion

Fairly rapidly after these new semiconductor-based
audio amplifiers were introduced, murmurings of discon-
tent began to be heard from their users, who claimed,
quite justifiably, that these amplifiers did not give the
same warmth and fullness of tone as the previous valve
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Figure 14.2 The Williamson amplifier.
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designs, and the term ‘listener fatigue’ was coined to
describe the user’s reaction.

The problem, in this case, was a simple one. In all pre-
vious audio amplifier experience, it had been found to be
sufficient to measure the distortion and other perform-
ance characteristics at full output power, since it could
reasonably be assumed that the performance of the
amplifier would improve as the power level was reduced.
This was not true for these early transistor audio ampli-
fiers, in which the performance at full power was prob-
ably the best it would ever give.

This circumstance arose because, although the power
transistors were capable of increased thermal dissipa-
tion, it was still inadequate to allow the output devices to
be operated in the ‘Class A’ mode, always employed in
conventional valve operated power output stages, in
which the quiescent operating current, under zero out-
put power conditions, was the same as that at maximum
output.

Crossover problems

It was normal practice, therefore, with transistor designs,
to bias the output devices into ‘Class B’ or ‘Class AB’, in
which the quiescent current was either zero, or substan-
tially less than that at full output power, in order to
increase the operating efficiency, and lessen the thermal
dissipation of the amplifier.

This led to the type of defect known as ‘crossover dis-
tortion’, which is an inherent problem in any class ‘B’ or
‘AB’ output stage, and is conspicuous in silicon junction
transistors, because of the abrupt turn-on of output cur-
rent with increasing base voltage, of the form shown in
Fig. 14.4.

Figure 14.4 Turn-on characteristics of silicon junction 
transistor.

In a push-pull output stage employing such devices,
the transfer characteristics would be as shown in Fig.
14.5(b), rather than the ideal straight line transfer of Fig.
14.5(a). This problem is worsened anyway, in the quasi-
complementary Lin design, because the slopes of the
upper and lower transfer characteristics are different, as
shown in Fig. 14.5(c).

The resulting kink in the transfer characteristic shown
in Fig. 14.5(d) lessens or removes the gain of the ampli-
fier for low-level signals which cause only a limited
excursion on either side of the zero voltage axis, and
leads to a ‘thin’ sound from the amplifier.

It also leads to a distortion characteristic which is sub-
stantially worse at low power levels – at which much lis-
tening actually takes place – than at full power output.
Moreover, the type of distortion products generated by
crossover distortion comprise the dissonant seventh,
ninth, eleventh and thirteenth harmonics, which are
much more objectionable, audibly, than the second and
third harmonics associated with the previous valve
amplifier designs.

Additionally, the absence of the output transformer
from such transistor amplifier designs allowed the
designers to employ much greater amounts of negative
feedback (NFB) from the output to the input of the cir-
cuit, to attempt to remedy the non-linear transfer char-
acteristics of the system. This increased level of NFB
impaired both the load stability and the transient
response of the amplifier, which led to an ‘edgy’ sound.
High levels of NFB also led to a more precise and rigid
overload clipping level. Such a proneness to ‘hard’ clip-
ping also impaired the sound quality of the unit.

This failure on the part of the amplifier manufacturers
to test their designs adequately before offering them for
sale in what must be seen in retrospect as a headlong
rush to offer new technology is to be deplored for several
reasons.

Of these, the first is that it saddled many unsuspecting
members of the public with equipment which was unsat-
isfactory, or indeed unpleasant, in use. The second is that
it tended to undermine the confidence of the lay user in
the value of specifications – simply because the right tests
were not made, and the correct parameters were left
unspecified. Finally, it allowed a ‘foot in the door’ for
those whose training was not in the field of engineering,
and who believed that technology was too important to
be left to the technologists.

The growth of this latter belief, with its emphasis on
subjective assessments made by self-appointed pundits,
has exerted a confusing influence on the whole field of
audio engineering, it has led to irrationally based choices
in consumer purchases and preferences, so that many of
the developments in audio engineering over the past two
decades, which have been substantial, have occurred in
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spite of, and frequently in the face of, well-publicised and
hostile opposition from these critics.

Improved Transistor Output Stage Design

The two major developments which occurred in transis-
tor output circuit technology, which allowed the design
of transistor power amplifiers which had a low inherent
level of crossover distortion, were the introduction in the
mid 1960s of fully complementary (NPN and PNP) out-
put power transistors by Motorola Semiconductors Inc,
and the invention by IM Shaw (Wireless World, June
1969), subsequently refined by PJ Baxandall (Wireless
World, September 1969) of a simple circuit modification
to the basic quasi-complementary output push-pull pair
to increase its symmetry.

These layouts are shown in Figs. 14.6(a) and (b). The
modified version shown in Fig. 14.6(c) is that used by the
author in his Hi-Fi News 75 W power amplifier design,
for which the complete circuit is given in Fig. 14.7.

In many ways the Shaw/Baxandall quasi-complementary
output transistor circuit is preferable to the use of fully

complementary output transistors, since, to quote
J Vereker of Naim Audio, ‘NPN and PNP power transis-
tors are only really as equivalent as a man and a woman
of the same weight and height’ – the problem being that
the different distribution of the N- and P-doped layers
leads to significant differences in the HF performance of
the devices. Thus, although the circuit may have a good
symmetry at low frequencies, it becomes progressively
less symmetrical with increasing operating frequency.

With modern transistor types, having a higher current
gain transition frequency (that frequency at which
the current gain decreases to unity), the HF symmetry
of fully complementary output stages is improved, but
it is still less good than desired, so the relative fre-
quency/phase characteristics of each half of the driver
circuit may need to be adjusted to obtain optimum per-
formance.

Power Mosfet Output Devices

These transistor types, whose operation is based on the
mobility of electrostatically induced charge layers
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Figure 14.5 Transistor ‘Class B’ push-pull output stage characteristics. (Line ‘a’ is a straight line for comparison.)
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(electrons or ‘holes’) through a very narrow layer of
undoped or carrier-depleted silicon, have a greatly super-
ior performance to that of bipolar junction transistors,
both in respect of maximum operating frequency and lin-
earity, and allow considerable improvements in power
amplifier performance for any given degree of circuit
complexity.

Two forms of construction are currently employed for
power MOSFETs, the vertical or ‘V’ MOSFET, which
can employ either a ‘V’ or a ‘U’ groove formation, of the
types shown in Fig. 14.8(a) and (b); though, of these two,

the latter is preferred because of the lower electrostatic
stress levels associated with its flat-bottomed groove for-
mation; or the ‘D’ MOSFET shown in Fig. 14.8(c).

These devices are typically of the ‘enhancement’ type,
in which no current flows at zero gate/source voltage, but
which begin to conduct, progressively, as the forward
gate voltage is increased. Once the conduction region
has been reached, the relationship between gate voltage
and drain current is very linear, as shown in Fig. 14.9.

By comparison with ‘bipolar’ junction power transis-
tors, of conventional types, the MOSFET, which can be
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Figure 14.6 Improved push-pull transistor output stages.
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Figure 14.7 JLH Hi-Fi News 75 W audio amplifier.

Figure 14.8 Power MOSFET structure (a) V-MOSFET (b) U-MOSFET (c) D-MOSFET.
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made in both N channel and P channel types to allow
symmetrical circuit layout – though there is a more
limited choice of P channel devices – does not suffer from
stored charge effects which limit the ‘turn-off’ speed of
bipolar transistors.

Figure 14.9 Power MOSFET operating characteristics.

The greater speed and lesser internal phase shifts of
power amplifier mean that power MOSFETs allow
greater freedom in the design of overall NFB layouts.
This in turn, gives superior performance in the middle to
upper frequency range. Greater care is needed, in the cir-
cuit design, however to avoid high frequency parasitic
oscillation, which can cause rapid failure of the devices.

The principal technical problem in the evolution of
power transistors derived from these charge operated
devices, as distinct from the existing small signal MOS-
FETs, lies in obtaining an adequate capacity for current
flow through the device. This problem is solved in two
ways; by making the conduction path through which the
current must flow as short as possible, and by fabricating
a multiplicity of conducting elements on the surface of
the silicon slice, which can be connected in parallel to
lower the conducting resistance of the device. 

V and U MOSFETs

In the ‘V’ or ‘U’ groove MOSFET, taking the case of the
‘N’ channel devices shown in Fig. 14.8, the required nar-
row conduction channel, in which electrostatically
formed negative charges (electrons) may be induced in
the depleted ‘P’ type layer, is obtained by etching a chan-
nel through a previously diffused, or epitaxially grown,
pair of differently doped layers. With modern technol-
ogy the effective thickness of such layers can be con-
trolled with great precision.

In the case of the D-MOS device of Fig. 14.8(c), the
required narrow channel length is achieved by the very
precise geometry of the diffusion masks used to position
the doped regions. It is customary in the D-MOS devices
to use a polycrystalline silicon conducting layer, rather
than aluminum, to provide the gate electrode, since this
offers a lower likelihood of contamination of the thin
gate insulating layer.

In all of these MOS devices, the method of operation is
that a voltage applied to the gate electrode will cause a
charge to be induced in the semiconductor layer immedi-
ately below it, which, since this layer of charge is mobile,
will cause the device to conduct.

Both for the ‘V/U’ MOS and the ‘D’ MOS devices, the
voltage breakdown threshold of the gate insulating layer,
which must be thin if the device is to operate at all, will be
in the range 15–35 V. It can be seen that part of this
gate insulating layer lies between the gate electrode and
the relatively high voltage ‘drain’ electrode. Avoidance
of gate/drain voltage breakdown depends therefore
on there being an adequate voltage drop across the
N-doped intervening drain region. This in turn depends
on the total current flow through the device.

This has the effect that the actual gate/drain break-
down voltage is output current-dependent, and that
some protective circuitry may need to be used, as in the
case of bipolar output transistors, if damage is to be
avoided.

Output Transistor Protection

An inconvenient characteristic of all junction transistors
is that the forward voltage of the P-N junction decreases
as its temperature is increased. This leads to the problem
that if the current through the device is high enough to
cause significant heating of the base-emitter region, the
forward voltage drop will decrease. If, due to fortuitous
variations in the thickness of this layer or in its doping
level, some regions of this junction area heat up more
than others, then the forward voltage drop of these areas
will be less, and current will tend to be funnelled through
these areas causing yet further heating.

This causes the problem known as ‘thermal runaway’
and the phenomenon of secondary breakdown, if certain
products of operating current and voltage are exceeded.
The permitted regions of operation for any particular
bipolar transistor type will be specified by the manufac-
turers in a ‘safe operating area’ (SOA) curve, of the type
shown in Fig. 14.10.

The circuit designer must take care that these safe
operating conditions are not exceeded in use, for ex-
ample by the inadvertent operation of the amplifier into
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a short-circuited output load. Provided that the SOA
limits are not greatly exceeded, a simple fuse on the out-
put circuit will probably be adequate, but a more effect-
ive type of protection is that given by the clamp
transistors, Q

7
and Q

8
in the power amplifier design

shown in Fig. 14.7.
In this circuit arrangement, designed by A R Bailey,

the clamp transistors monitor simultaneously the voltage
present across the output transistors, by means, for
example, of R

18
and R

23
, and also the output current, in

the case of the upper output transistor, by monitoring the
voltage developed across R

29
. If the combination of these

two voltage contributions exceeds the 0.55 V turn-on
voltage of the clamp transistor, (Q

7
), it will conduct and

shunt the input signal applied to the first transistor of the
output pair (Q

10
) and avoid output transistor damage.

In the case of power MOSFETs, a simple zener diode,
connected to limit the maximum forward voltage which
can be applied to the output device, may be quite ad-
equate. An example of this type of output stage protection
is shown in the circuit for the output stages of a 45 W
power MOSFET amplifier designed by the author, shown
in Fig. 14.11.

Power Output and Power Dissipation

One of the most significant changes in audio technology
during the past 25 years has been in the design of loud-
speaker units, in which the electro-acoustic efficiency, in
terms of the output sound level for a given electrical
power input, has been progressively traded off against
flatness of frequency response and reduced coloration.

This is particularly notable in respect of the low-
frequency extension of the LS response, in closed box
‘infinite baffle’ systems. Amongst other changes here,
the use of more massive bass driver diaphragms to lower
the fundamental resonant frequency of the system –
below which a –12 dB/octave fall-off in sound output will
occur – requires that more input power is required to
produce the same diaphragm acceleration.

Figure 14.11 Zener diode protection for power MOSFET
output stage.

On the credit side, the power handling capacity of mod-
ern LS systems has also been increased, so that equivalent
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Figure 14.10 Typical safe operating area (SOA) curve for junction power transistor.
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or greater sound output levels are still obtainable, but at
the cost of much greater input power levels.

Power levels

As a specific example of the power levels which may be
needed for realistic reproduction of live sounds using
typical modern LS units, recent measurements made in a
recording studio showed that the peak output power
required from the amplifier to match the peak sound
levels produced by a grand piano played by a professional
musician in the same room, was in excess of 300 W per
channel. This test was made using a pair of high-quality
monitor speakers, of a kind also widely used in domestic
hi-fi set-ups, whose overall efficiency was typical of mod-
ern designs.

No conventional valve amplifier, operating in ‘Class
A’, could meet this power output requirement, in a
stereo system, without the penalties incurred in terms of
size, cost, and heat output being intolerable. In contrast
the solid-state class ‘AB’ power amplifier actually used in
this test fitted comfortably into a 7 in. high slot in a stand-
ard 19 in. rack, and ran cool in use.

This reduction in LS efficiency has led to compen-
satory increases in power amplifier capability, so that the
typical output power of a contemporary domestic audio
amplifier will be in the range 50–100 W, measured usu-
ally with a 4 or 8 ohm resistive load, with 25 or 30 W units,
which would at one time have been thought to be very
high power units, now being restricted to budget priced
‘mini’ systems.

Design requirements

The design requirements for such power output levels
may be seen by considering the case of a 100 W power
amplifier using junction transistors in an output stage cir-
cuit of the form shown in Fig. 14.12, the current demand
is given by the formula.

I = √P/R

where P = 100, and R = 8. This gives an output current
value of 3.53 A (RMS), equivalent to a peak current of 5 A
for each half cycle of a sinusoidal output signal. At this
current the required base-emitter potential for Q

3
will be

about 3 V, and allowing for the collector-emitter voltage
drop of Q

1
, the expected emitter-collector voltage in Q

3

will be of the order of 5 V.
In an 8 ohm load, a peak current of 5 A will lead to a

peak voltage, in each half cycle, of 40 V. Adding the 1.1 V
drop across R

3
, it can be seen that the minimum supply

voltage for the positive line supply must be at least 46.1

V. Since the circuit is symmetrical, the same calculations
will apply to the potential of the negative supply line.
However, in any practical design, the supply voltages
chosen will be somewhat greater than the calculated
minimum, so line voltages of ±50 V would probably be
used.

Figure 14.12 Typical transistor output stage.

For a true ‘Class A’ system, in which both of the output
transistors remained in conduction for the whole output
cycle, an operating current of at least 5 A, DC, would be
required, leading to an output stage dissipation, for each
channel, of 500 W.

In the case of a typical ‘Class AB’ output stage, with a
quiescent current of 100 mA, a much more modest no-
signal dissipation of 10 W would be required. At full
power, the device dissipation may be calculated from the
consideration that the RMS current into the load, in each
half cycle, will be 3.53 A giving an RMS voltage swing of
28.24 V. The mean voltage across each device during the
half cycle of its conduction would therefore be 50 minus
28.24, and the mean dissipation, for each half of the
power output stage would be 76.8 W.

The worst case dissipation for such output stages,
depending on supply line voltage margins, will be at
about half power, where the dissipation in each half of
the output stage could rise to 80–85 W, and the heat sink-
ing arrangements provided must be adequate to meet
this need. It is still, however, only a third of that required
by a ‘Class A’ system, and even then only required on
power peaks, which, with typical programme material,
occur infrequently so that the average output stage heat
dissipation, even under conditions where the amplifier is
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used at near its rated maximum power output, may well
only be 20–30 W.

General Power Amplifier Design Considerations

Some of the techniques used for obtaining high gain and
good linearity from a voltage amplifier stage, using semi-
conductors, were discussed in Chapter 13.4. However, in
the case of low-power voltage amplifier stages, all of the
gain elements will be operated in ‘Class A’, so that there
will not be a need to employ large amounts of overall
negative feedback (NFB) to assist in linearising the oper-
ating characteristics of the stage.

In power amplifier circuits, on the other hand, the
output devices will almost certainly be operated in a non-
linear part of their characteristics, where a higher level of
NFB will be needed to reduce the associated distortion
components to an acceptable level.

Other approaches have been adopted in the case of
power amplifier circuits, such as the feed-forward of the
error signal, or the division of the output stage into low
power ‘Class A’ and high power ‘Class B’ sections. These
techniques will be discussed later. Nevertheless, even in
these more sophisticated designs, overall NFB will still
be employed, and the problems inherent in its use must
be solved if a satisfactory performance is to be obtained.

Of these problems, the first and most immediate is
that of feedback loop stability. The Nyquist criterion for
stability in any system employing negative feedback is

that, allowing for any attenuation in the feedback path,
the loop gain of the system must be less than unity at any
frequency at which the loop phase shift reaches 180°.

Bode Plot

This requirement is most easily shown in the ‘Bode Plot’
of gain versus frequency illustrated in Fig. 14.13. In the
case of a direct-coupled amplifier circuit, and most mod-
ern transistor systems will be of this type, the low-
frequency phase lead is unlikely to exceed 90°, even at
very low frequencies, but at the higher frequency end of
the spectrum the phase lag of the output voltage in
relation to the input signal will certainly be greater than
180° at the critical unity gain frequency, in any amplifier
employing more than two operational stages, unless
some remedial action is taken.

In the case of the simple power amplifier circuit shown
schematically in Fig. 14.14, the input long-tailed pair, Q

1

and Q
2
, with its associated constant current source, CC

1
,

and the second stage, ‘Class A’ amplier, Q
3

with its con-
stant current load, CC

2
, form the two voltage gain stages,

with Q
4

and Q
5

acting as emitter-followers to transform
the circuit output impedance down to a level which is low
enough to drive a loudspeaker (Z

1
).

In any amplifier having an output power in excess of a
few watts, the output devices, Q

4
and Q

5
, will almost

certainly be elaborated to one of the forms shown in
Figs. 14.3 or 14.6, and, without some corrective action,
the overall phase shift of the amplifier will certainly be of
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Figure 14.13 Bode plot relating gain and phase to frequency in notional marginally stable amplifier.
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the order of 270°, at the critical unity gain point. This
means that if overall negative feedback were to be
employed, via R

5
and R

4
, the circuit would oscillate

vigorously at some lower, 180° phase-shift frequency.

Slew-Rate Limiting and Transient Intermodulation
Distortion

Until a few years ago, the most common way of stabilis-
ing a negative feedback amplifier of this type was by
means of a small capacitor, C

4
, connected across the sec-

ond amplifier transistor, Q
3
. This particularly appealed

to the circuit designers because it allowed the circuit to
be stabilised while retaining a high level of closed-loop

gain up to a high operating frequency, and this facilitated
the attainment of low overall harmonic distortion figures
at the upper end of the audio frequency band.

Unfortunately, the use of an HF loop stabilisation
capacitor in this position gave rise to the problem of slew-
rate limiting, because there is only a finite rate at which
such a capacitor could charge through the constant cur-
rent source, CC

2
, or discharge through the current avail-

able at the collector of Q
1
.

Slew limiting

This leads to the type of phenomenon shown in Fig. 14.15,
in which, if a continuous signal occurs at the same time as
one which leads to a sudden step in the mean voltage

262 Power Output Stages

Figure 14.14 Basic layout of simple audio amplifier.

Figure 14.15 Effect of slew-rate limiting on amplifier handling combined signals.
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level – which could happen readily in certain types of
programme material – then the continuous signal will
either be mutilated or totally lost during the period dur-
ing which the amplifier output voltage traverses, (slews),
under slew-rate limited conditions, between output
levels ‘1’ and ‘2’.

This type of problem had been well known among
amplifier designers for many years, and the deleterious
effect upon the sound of the amplifier had also been
appreciated by those who were concerned about this
point. However, the commercial pressures upon design-
ers to offer circuits which met the reviewers magic speci-
fication of ‘less that 0.02 per cent THD from 20 Hz to 20
kHz’, led to many of the less careful, or more cynical, to
use the slew-rate limiting system of HF stabilisation,
regardless of the final sound quality.

Public attention was drawn to this phenomenon by
M Otala, in a paper in September 1970, (IEE Trans.
AU–18, No 3), and the subsequent discussions and corres-
pondence on this point were valuable in convincing the
reviewers that low levels of harmonic distortion, on their
own, were an insufficient guarantee of audio quality.

HF stabilisation

The alternative method of HF stabilisation which could be
employed in the circuit of Fig. 14.14, and which does not
lead to the same problems of slew-rate limitation – in that
it causes the HF gain to decrease throughout the amplifier
as a whole, rather than leaving the input stage operating
without feedback at all during the slew-rate limited period
– is by the use of capacitor between Q

3
collector, and Q

2

base, as indicated by C
5
, and as used in the author’s 15–20

W ‘class AB’ design (Wireless World, July 1970).
Unfortunately, although this type of stabilisation leads

to designs with pleasing sound quality, it does not lead to
the same degree of distortion reduction at the HF end of
the spectrum, unless a higher level of loop gain is
employed. The 75 W design shown in Fig. 14.7, which
achieves a typical distortion performance of less than
0.015 per cent over the whole audio spectrum, is a good
example of this latter approach.

A useful analysis of the problem of slew-rate induced
distortion, in non-mathematical terms, was given by W G
Jung, in Hi-Fi News, (Nov. 1977), with some additional
remedial circuit possibilities shown by the author in the
same journal in January 1978.

Zobel network

Other components used for correcting the phase charac-
teristics of the feedback loop are the so-called Zobel

network (C
8
, R

9
) connected across the output, which will

help avoid instability with an open-circuit load, and the
inductor/resistor network (L

1
, R

10
) in series with the

load, which is essential in some designs to avoid instabil-
ity on a capacitative load.

Since L
1

is a very small inductor, typically having a
value of 4.7 microhenries, its acoustic effects within the
20–20 kHz band will usually be inaudible. Its presence
will, however, spoil the shape of any square-wave test
waveform, as displayed on an oscilloscope, especially
with a capacitative simulated LS load.

Bearing in mind that all of these slew-rate and transient
waveform defects are worse at higher rates of change of
the input signal waveform, it is prudent to include an input
integrating network, such as R

2
/C

2
in Fig. 14.14, to limit

the possible rate of change of the input signal, and such an
input network is common on all contemporary designs.
Since the ear is seldom sensitive beyond 20 kHz, except in
young children, and most adults’ hearing fails below this
frequency, there seems little point in trying to exceed this
HF bandwidth, except for the purpose of producing an
impressive paper specification.

A further significant cause of slew-rate limitation is
that of the stray capacitances (C

8
) associated with the

collector circuitry of Q
3
, in Fig. 14.14, and the base input

capacitance of Q
4
/Q

5
. This stray capacitance can be

charged rapidly through Q
3
, but can only be discharged

again at a rate determined by the output current
provided by the current source CC

2
. This current must

therefore be as large as thermal considerations will
allow.

The possible avoidance of this source of slew-rate limi-
tation by fully symmetrical amplifier systems, as advo-
cated by Hafler, has attracted many designers.

Among the other defects associated with the power
output stage, is that of ‘hang up’ following clipping, of the
form shown graphically in Fig. 14.16. This has the effect
of prolonging, and thereby making more audible, the
effects of clipping. It can usually be avoided by the inclu-
sion of a pair of drive current limiting resistors in the
input circuitry of the output transistors, as shown by R

10

and R
11

in Fig. 14.14.

Advanced Amplifier Designs

In normal amplifier systems, based on a straightforward
application of negative feedback, the effective circuit can
be considered as comprising four parts:

• the output power stages, which will normally be simple
or compound emitter followers, using power MOS-
FETs or bipolar transistors, using one of the forms
shown in Fig. 14.17:(a)–(f):
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• the voltage amplifying circuitry;
• the power supply system; and
• the protection circuitry needed to prevent damage to

the output devices or the LS load.

The choice made in respect of any one of these will
influence the requirements for the others.

Power supply systems

It has, for example, been common practice in the past to
use a simple mains transformer, rectifier and reservoir
capacitor combination of the kind shown in Fig. 14.18(a)
and (b), to provide the DC supply to the amplifier. This
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Figure 14.16 Effect of ‘hang-up’ following clipping.

Figure 14.17 Output transistor circuits.
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has an output voltage which will decrease under increas-
ing load, and it is necessary to know the characteristics of
this supply in order to be able to specify the no-load out-
put voltage which will be necessary so that the output
voltage on maximum load will still be adequate to pro-
vide the rated output power.

Figure 14.18 Simple DC power supplies.

Again, it is probable that the power supply for any
medium to high power amplifier will provide more than
enough current to burn out an expensive LS system in
the event of an output transistor failure in the power
amplifier, so some output fuse will be required. Unfortu-
nately, most fuseholders tend to have a variable contact
resistance, which introduces an unwelcome uncertainty
into the critical LS output circuit.

The presence of the mains frequency-related AC rip-
ple on the supply lines from such a simple power supply
circuit, which will become worse as the output power to
the load is increased, means that the voltage amplifica-
tion circuitry must be chosen to have an adequate rejec-
tion of the supply line ripple.

Also, due to the relatively high circuit impedance, sig-
nal components present on the supply lines will worsen
the distortion characteristics of the circuit if they break
through into the signal path, since in a Class B or AB sys-
tem these components will be highly distorted.

Such signal intrusion can also cause unwanted inter-
channel breakthrough, and encourage the use of entirely
separate power supply systems. Such simple power

supplies may carry hidden cost penalties, too, since the
working voltage rating of the power transistors must be
adequate to withstand the no-load supply potential, and
this may demand the use of more expensive, high-
voltage transistors having relatively less good current
gain or high frequency characteristics.

Stabilised power supplies

If, on the other hand, an electronically stabilised power
supply is used, the output voltage can be controlled so that
it is the same at full output power as under quiescent cur-
rent conditions, and largely independent of mains voltage.
Moreover, the supply can have a ‘re-entrant’ overload
characteristic, so that, under either supply line or LS out-
put short-circuit conditions, supply voltage can collapse to
a safely low level, and a monitor circuit can switch off the
supplies to the amplifier if an abnormal DC potential, indi-
cating output transistor failure, is detected at the LS ter-
minals. Such protection should, of course, be fail-safe.

Other advantages which accrue from the use of sta-
bilised power supplies for audio amplifiers are the low
inherent power supply line ‘hum’ level, making the need
for a high degree of supply line ripple rejection a less
important characteristic in the design of the small signal
stages, and the very good channel-to-channel isolation,
because of the low inherent output impedance of such
systems.

The principal sonic advantages which this characteris-
tic brings are a more ‘solid’ bass response, and a more
clearly defined stereo image, because the supply line
source impedance can be very low, typically of the order
of 0.1 ohms. In a conventional rectifier/capacitor type of
power supply, a reservoir capacitor of 80,000 µF would
be required to achieve this value at 20 Hz. The inherent
inductance of an electrolytic capacitor of this size would
give it a relatively high impedance at higher frequencies,
whereas the output impedance of the stabilised supply
would be substantially constant.

The design of stabilised power supplies is beyond the
scope of this chapter, but a typical unit, giving separate
outputs for the power output and preceding voltage
amplifier stages of a power amplifier, and offering both
re-entrant and LS voltage offset protection, is shown in
Fig. 14.19.

LS protection circuitry

This function is most commonly filled by the use of a
relay, whose contacts in the output line from the ampli-
fier to the LS unit are normally open, and only closed by
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the associated relay operating circuitry if all the appro-
priate conditions, including LS terminal DC offset and
output load impedance, are within satisfactory limits.

Such circuitry is effective, but the relay contacts must
have adequate contact area, and the relay must either be
hermetically sealed or the contacts must be plated with
gold or equivalent noble metal to preserve a low value of
contact resistance in the presence of atmospheric con-
tamination.

Output stage emitter follower configurations

Various circuit forms have been adopted for this pur-
pose, of which the more useful ones are shown in
Fig. 14.17. The actual form is known to have a bearing on
the perceived sound quality of the design, and this was
investigated by Otala and Lammasneimi, (Wireless

World, Dec. 1980), who found that, with bipolar transis-
tors, the symmetrical compound emitter follower circuit of
Fig. 14.17(c) was significantly better than the complemen-
tary Darlington configuration of Fig. 14.17(a), in terms of
the amplifier’s ability to reject distortion components ori-
ginating in load non-linearities from, or electromagnetic
signal voltages originating in, the LS unit.

The actual desirable criterion in this case is the low-
ness of the output impedance of the output emitter fol-
lower configuration before overall negative feedback is
applied to the amplifier, the point being that the feed-
back path within the amplifier is also a path whereby sig-
nals originating outside the amplifier can intrude within
the signal path.

The major advantages offered by the use of power
MOSFETs, typically in one or other of the configur-
ations shown in Fig. 14.17(e) or (f), are their greater
intrinsic linearity in comparison with bipolar junction
transistors, and their much higher transition frequency,
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Figure 14.19 Twin dual-output stabilised power supply, with re-entrant overload protection and LS offset shut-down, 
by Linsley Hood.
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which simplifies the design of a stable feedback amplifier
having a low harmonic distortion. On the other hand, the
output impedance of the simple source follower is rather
high, and this demands a higher gain from the preceding
voltage amplifier stage if an equivalent overall perform-
ance is to be obtained.

The inclusion of a low value resistor in the output cir-
cuit of the amplifier, between the emitter follower output
and the LS load, as shown in the (1972) 75 W amplifier of
Fig. 14.7, greatly reduces this type of load induced distor-
tion and is particularly worth while in the case of the cir-
cuit layouts shown in Fig. 14.17(a) and (e).

Power amplifier voltage gain stages

The general design systems employed in transistor gain
stages have been examined in Chapter 13. However, for
high quality audio power amplifiers higher open-loop
stage gains, and lower inherent phase shift characteris-
tics, will be required – to facilitate the use of large
amounts of overall NFB to linearise output stage irregu-
larities – than is necessary for the preceding small signal
gain stages.

Indeed, with very many modern audio amplifier
designs, the whole of the small signal pre-amplifier cir-
cuitry relies on the use of good quality integrated circuit
operational amplifiers, of which there are a growing
number which are pin compatible with the popular
TL071 and TL072 single and dual FET-input op. amps.
For power amplifier voltage stages, neither the output
voltage nor the phase shift and large signal transient
characteristics of such op. amps. are adequate, so there
has been much development of linear voltage gain cir-
cuitry, for the ‘Class A’ stages of power amplifiers, in
which the principal design requirements have been good
symmetry, a high gain/bandwidth product, a good tran-
sient response, and low-phase shift values within the
audio range.

A wide range of circuit devices, such as constant cur-
rent sources, current mirrors, active loads and ‘long-
tailed pairs’ have been employed for this purpose, in
many ingenious layouts. As a typical example, the circuit
layout shown in Fig. 14.20, originally employed by
National Semi-conductors Inc. in its LH0001 operational
amplifier, and adopted by Hitachi in a circuit recom-
mended for use with its power MOSFETs, offers a high
degree of symmetry, since Q

3
/Q

4
, acting as a current mir-

ror, provide an active load equivalent to a symmetrically
operating transistor amplifier, for the final amplifier
transistor, Q

6
.

This circuit offers a voltage gain of about 200000 at low
frequencies, with a stable phase characteristic and a high
degree of symmetry. The derivation and development of

this circuit was analysed by the author in Wireless World
(July 1982).

An alternative circuit layout, of the type developed by
Hafler, has been described by E Borbely (Wireless
World, March 1983), and is shown in Fig. 14.21. This is
deliberately chosen to be fully symmetrical, so far as the
transistor characteristics will allow, to minimise any ten-
dency to slew-rate limiting of the kind arising from stray
capacitances charging or discharging through constant
current sources. The open/loop gain is, however, rather
lower than of the NS/Hitachi layout of Fig. 14.20.

Both unbypassed emitter resistors and base circuit
impedance swamping resistors have been freely used in
the Borbely design to linearise the transfer and improve
the phase characteristics of the bipolar transistors used in
this design, and a further improvement in the linearity of
the output push-pull Darlington pairs (Q

5
/Q

6
/Q

8
/Q

9
) is

obtained by the use of the ‘cascode’ connected buffer
transistors Q

7
and Q

10
.

Figure 14.20 Symmetrical high gain stage.

The particular merit of the cascode layout in audio cir-
cuitry is that the current flow through the cascode tran-
sistor is almost entirely controlled by the driver
transistor in series with its emitter. In contrast, the col-
lector potential of the driver transistor remains virtually
constant, thus removing the deleterious effect of non-
linear internal voltage dependent leakage resistances or
collector-base capacitances from the driver device.

The very high degree of elaboration employed in
recent high-quality Japanese amplifiers in the pursuit of
improvements in amplifier performance, is shown in the
circuit of the Technics SE–A100 voltage gain stage, illus-
trated in a somewhat simplified form in Fig. 14.22.

In this, an input long-tailed pair configuration, based
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Figure 14.21 Symmetrical push-pull stage by Borbely.

Figure 14.22 Technics voltage gain stage.
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on junction FETs (Q
1
, Q

4
with CC

1
), to take advantage of

the high linearity of these devices, is cascode isolated (by
Q

2
, Q

3
) from a current mirror circuit, (CM

1
), which com-

bines the output of the input devices in order to maxi-
mise the gain and symmetry of this stage, and drives a
PNP Darlington pair amplifier stage, (Q

5
, Q

6
).

The output transistor, Q
6
, drives a current mirror

(CM
2
) through a cascode isolating transistor (Q

7
) from

Q
6

collector, and a further cascode isolated amplifier
stage (Q

8
, Q

9
) from its emitter, for which the current mir-

ror CM
2

serves as an active load. The amplified diode
transistor, Q

10
, serves to generate a DC offset potential,

stabilised by a thermistor, (TH
1
), to forward bias a suc-

ceeding push-pull pair of emitter followers.
As a measure of the effectiveness of this circuit elabor-

ation, the quoted harmonic distortion figures, for the whole
amplifier, are typically of the order of 0.0002 per cent.

Alternative Design Approaches

The fundamental problem in any ‘Class B’ or ‘Class AB’
transistor amplifier is that some non-linearity inevitably
exists at the region where the current flow through one
output transistor turns on and the other turns off.

This non-linearity can be minimised by the careful
choice of output stage quiescent current, but the opti-
mum performance of the amplifier depends on this cur-
rent value being set correctly in the first place, and on its
remaining constant at the set value throughout the work-
ing life of the amplifier.

One answer is, of course, to abandon ‘Class AB’ oper-
ation, and return to ‘Class A’, where both output transis-

tors conduct during the whole AC output cycle, and
where the only penalty for an inadvertent decrease in the
operating current is a decrease in the maximum output
power. The author’s original four-transistor, 10 W ‘Class
A’ design (Wireless World, April 1969) enjoys the dis-
tinction of being the simplest transistor operated power
amplifier which was capable of matching the sound qual-
ity of contemporary valve designs. The problem, of
course, is its limited power output.

The Blomley non-switching output circuit

The possibility of achieving a higher power ‘Class AB’ or
even ‘Class B’ amplifier circuit, in which some circuit
device is used to remove the fundamental non-linearity
of the output transistor crossover region, in such circuits,
is one which has tantalised amplifier designers for the
past two decades, and various approaches have been
explored. One of these which attracted a lot of interest at
the time was that due to P Blomley, (Wireless World,
February/March 1971), and which is shown, in simplified
form, in Fig. 14.23.

In this, Q
1
, Q

2
, and Q

3
form a simple three-stage volt-

age amplifier, stabilised at HF by the inclusion of capaci-
tor C

1
between Q

2
collector and Q

1
emitter. The use of a

constant current load (CC
1
) ensures good linearity from

this stage. The crux of the design is the use of a pair of
grounded base or cascode connected transistors, (Q

4
, Q

5
)

whose bases are held, with a suitable DC offset between
them, at some convenient mid-point DC level, which
route the output current from the gain stage, Q

3
, to one

or other of the push-pull output triples (Q
6
, Q

7
, Q

8
and

Q
9
, Q

10
, Q

11
) which are arranged to have a significant
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current gain and also to be forward-biased, and therefore
conducting, during the whole of the output signal cycle.

Although acclaimed as a non-switching ‘Class AB’
output configuration, in reality, the switching of the out-
put half cycles of a ‘Class B’ system still takes place, but
through the small signal transistors Q

4
and Q

5
which,

since they are freed from the vagaries of the output loud-
speaker load, and the need to pass a substantial output
current, may be assumed to do the switching more
cleanly and rapidly. Nevertheless, the need to maintain
an accurate DC offset between the bases of these switch-
ing transistors still remains, and errors in this will worsen
residual crossover distortion defects.

The Quad current dumping amplifier design.

This unique and innovative circuit, subsequently
employed commercially in the Quad 405 power ampli-
fier, was first disclosed by P J Walker and M P Albinson
at the fiftieth convention of the Audio Engineering Soci-
ety, in the summer of 1975, and a technical description
was given by Walker later in the year, (Wireless World,
December 1975).

This design claims to eliminate distortion due to the
discontinuous switching characteristics of the unbiased,
‘Class B’, push-pull output transistor pair, by the use of a
novel dual path feedback system, and thereby eliminate
the need for precise setting-up of the amplifier circuit. It
has been the subject of a very considerable subsequent
analysis and debate, mainly hingeing upon the actual
method by which it works, and the question as to whether
it does, or even whether it can, offer superior results to
the same components used in a more conventional
design.

What is not in doubt is that the circuit does indeed
work, and that the requirement for correct adjustment of
the output transistor quiescent current is indeed elimin-
ated.

Of the subsequent discussion, (P J Baxandall, Wireless
World, July 1976; Divan and Ghate, Wireless World,
April 1977; Vanderkooy and Lipshitz, Wireless World,
June 1978: M McLoughlin, Wireless World, Septem-
ber/October 1983), the explanation offered by Baxandall
is the most intellectually appealing, and is summarised
below.

Consider a simple amplifier arrangement of the kind
shown in Fig. 14.24(a), comprising a high-gain linear
amplifier (A

1
) driving an unbiased (‘Class B’) pair of

power transistors (Q
1
, Q

2
), and feeding a load, Z

L
. With-

out any overall feedback the input/output transfer curve
of this circuit would have the shape shown in the curve ‘x’
of Fig. 14.25, in which the characteristic would be steep
from M' to N' while Q

2
was conducting, much flatter

between N' and N while only the amplifier A
1

was con-
tributing to the output current through the load, by way
of the series resistance R

3
, and then steeper again from N

to M, while Q
1
was conducting.

Figure 14.24 The basic current dumping system.

If overall negative feedback is applied to the system
via R

1
, the extent of the discontinuity in the transfer

curve can be made less, especially if the closed loop gain
of A

1
is sufficiently high, leading to a more linear charac-

teristic of the type shown in ‘y’. However, it would still be
unsatisfactory.

What is needed is some way of increasing the negative
feedback applied to the system during the period in
which Q

1
and Q

2
are conducting, to reduce the overall

gain of the system so that the slope of the transfer char-
acteristic of Fig. 14.25 is identical in the regions M' to N'
and N to M to that between N' and N.

This can be done by inserting a small resistor, (R
4
),

between points F and G, in the output circuit of the push-
pull emitter followers Q

1
and Q

2
, so that there will be a

voltage drop across this resistor, when Q
1

and Q
2

are
feeding current into the load, and then deriving extra
negative feedback from this point, (F), which will be
related to the increased current flow into the load.

If the values of R
1
, R

2
, R

3
and R

4
are correctly chosen,

in relation to the open loop gain of A
1
, the distortion due
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to the unbiased output transistors will very nearly vanish,
any residual errors being due solely to the imperfect
switching characteristics of Q

1
and Q

2
and the phase

errors at higher frequencies of the amplifier A
1
.

Figure 14.25 Current dumping amplifier transfer 
characteristics.

Unfortunately, the output resistor, R
4
, in the LS circuit

would be wasteful of power, so Walker and Albinson
substitute a small inductor for this component in the
actual 404 circuit, and compensate for the frequency
dependent impedance characteristics of this by replacing
R

2
with a small capacitor.

While the amplifier circuit still works within the per-
formance limits imposed by inevitable tolerance errors
in the values of the components, this L and C substitution
serves to complicate the theoretical analysis very consid-
erably, and has led to a lot of the subsequent debate and
controversy.

Feed-forward systems

The correction of amplifier distortion by the use of a
comparator circuit, which would disclose the error exist-
ing between the input and output signals, so that the
error could be separately amplified and added to or sub-
tracted from the voltage developed across the load, was
envisaged by H S Black, the inventor of negative feed-
back, in the earlier of his two US Patents (1686792/1928).
Unfortunately, the idea was impracticable at that time
because sufficiently stable voltage amplifiers were not
obtainable.

However, if such a system could be made to work, it

would allow more complete removal of residual errors
and distortions than any more conventional negative
feedback system, since with NFB there must always be
some residual distortion at the output which can be
detected by the input comparator and amplified to
reduce the defect. In principle, the ‘feed-forward’ add-
ition of a precisely measured error signal could be made
to completely cancel the error, provided that the add-
ition was made at some point, such as the remote end of
the load, where it would not be sensed by the error detec-
tion system.

Two practical embodiments of this type of system by
A M Sandman, (Wireless World, October 1974), are
shown in Fig. 14.26 (a) and (b). In the second, the
iterative addition of the residual distortion components
would allow the distortion in the output to be reduced to
any level desired, while still allowing the use of a load
circuit in which one end was connected to the common
earth return line.

‘Class S’ amplifier systems

This ingenious approach, again due to A M Sandman,
(Wireless World, September 1982), has elements in com-
mon with the current dumping system, though its philos-
ophy and implementation are quite different. The
method employed is shown schematically in Fig. 14.27.
In this a low-power, linear, ‘Class A’ amplifier, (A

1
) is

used to drive the load (Z
1
) via the series resistor, R

4
. The

second linear amplifier, driving the ‘Class B’ push-pull
output transistor pair, Q

1
/Q

2
, monitors the voltage de-

veloped across R
4
, by way of the resistive attenuator,

R
5
/R

6
, and adjusts the current fed into the load from Q

1

or Q
2
to ensure that the load current demand imposed on

A
1
remains at a low level.

During the period in which neither Q
1

nor Q
2

is con-
ducting, which will only be at regions close to the zero
output level, the amplifier A

1
will supply the load directly

through R
4
. Ideally, the feedback resistor, R

2
, should be

taken to the top end of Z
1
, rather than to the output of A

1
,

as shown by Sandman.
A modified version of this circuit, shown in Fig. 14.28,

is used by Technics in all its current range of power
amplifiers, including the one for which the gain stage was
shown in Fig. 14.22. In this circuit, a high-gain differential
amplifier, (A

2
), driving the current amplifier output tran-

sistors (Q
1
, Q

2
), is fed from the difference voltage exist-

ing between the outputs of A
1

and A
2
, and the bridge

balance control, R
y
, is adjusted to make this value as

close to zero as practicable.
Under this condition, the amplifier A

1
operates into a

nearly infinite load impedance, as specified by Sande-
man, a condition in which its performance will be very
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good. However, because all the circuit resistances associ-
ated with R

3
, R

4
and R

x
are very low, if the current drive

transistors are unable to accurately follow the input
waveform, the amplifier A

1
will supply the small residual

error current. This possible error in the operation of Q
1

and Q
2
is lessened, in the Technics circuit, by the use of a

small amount of forward bias (and quiescent current) in
transistors Q

1
and Q

2
.

Contemporary Amplifier Design Practice

This will vary according to the end use envisaged for the
design. In the case of low cost ‘music centre’ types of sys-
tem, the main emphasis will be upon reducing the system
cost and overall component count. In such equipment,
the bulk of the circuit functions, including the power
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Figure 14.26 Feed-forward systems for reducing distortion.

Figure 14.27 Sandman’s ‘Class S’ system.
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output stages, will be handled by purpose built integrated
circuits.

From the point of view of the manufacturers, these ICs
and other specialised component groupings will be in-
house items, only available from the manufacturer, and a
more substantial profit margin on the sale of these to
accredited repair agents will assist in augmenting the
meagre profit levels imposed by competitive pressures
on the original sale of the equipment.

In more prestigious equipment, intended to be
assessed against similar units in the hi-fi market, the
choice of circuit will lie between designs which are basic-
ally of the form shown in Fig. 14.14, but using more elab-
orate first stage amplifier circuitry, and with either
bipolar or power MOSFET transistor output devices, or
more elaborate systems derived from the Blomley, Sand-
man, or Current Dumping designs, or on systems in
which the amplifier quiescent current is automatically
adjusted during the output cycle with the aim of keeping
the output stages operating, effectively, in ‘Class A’, but
without the thermal dissipation penalty normally
incurred by this.

Many, but not all, of the better quality units will
employ stabilised DC power supplies, and virtually all of
the high quality designs will be of the so-called direct-
coupled form, in which the LS output is taken directly
from the mid-point of the output emitter followers, with-
out the interposition of a DC blocking output capacitor.
(The use of true DC coupling from input to LS output is
seldom found because of the problems of avoiding DC
offset drift.)

Such direct-coupled amplifiers will, inevitably, employ
symmetrical positive and negative supply lines, and in
more up-market systems, the power supplies to the out-
put stages will be separated from those for the preceding
low power driver stages, and from any power supply to

the preceding pre-amp. circuitry. This assists in keeping
cross-channel breakthrough down to a low level, which is
helpful in preserving the stability of the stereo image.

Great care will also be exercised in the best of contem-
porary designs in the choice of components, particularly
capacitors, since the type of construction employed in
these components can have a significant effect on sound
quality. For similar reasons, circuitry may be chosen to
minimise the need for capacitors, in any case.

Capacitors

Although there is a great deal of unscientific and ill-
founded folklore about the influence of a wide variety of
circuit components, from connecting wire to the nature
of the fastening screws, on the final sound quality of an
audio amplifying system, in the case of capacitors there is
some technical basis for believing that imperfections in
the operational characteristics of these components may
be important, especially if such capacitors are used as an
integral part of a negative feedback comparator loop.

The associated characteristics which are of import-
ance include the inherent inductance of wound foil
components, whether electrolytic or non-polar types,
the piezo-electric or other electromechanical effects
in the dielectric layer, particularly in ceramic com-
ponents, the stored charge effects in some polymeric
materials, of the kind associated with ‘electret’ formation,
(the electrostatic equivalent of a permanent magnet, in
which the material retains a permanent electrostatic
charge), and non-linearities in the leakage currents or the
capacitance as a function of applied voltage.

Polypropylene film capacitors, which are particularly
valued by the subjective sound fraternity, because of their
very low dielectric loss characteristics, are particularly
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prone to electret formation, leading to an asymmetry of
capacitance as a function of polarising voltage. This
effect is small, but significant in relation to the orders of
harmonic distortion to which contemporary designs
aspire.

Care in the decoupling of supply lines to the common
earth return line is also of importance in the attainment
of high performance, as is care in the siting and choice of
earth line current paths. Such aspects of design care are
not disclosed in the electronics circuit drawings.

Sound Quality and Specifications

Most of the performance specifications which relate to
audio systems – such as the power output (preferably
measured as a continuous power into a specified resistive
load), the frequency response, the input impedance and
sensitivity, or the background noise level in comparison
to some specified signal level – are reasonably intelligible
to the non-technical user, and capable of verification on
test.

However, the consideration which remains of major
interest to the would-be user of this equipment is what it
will sound like, and this is an area where it is difficult to
provide adequate information from test measurements.

For example, it has been confidently asserted by well-
known engineers that all competently designed power
amplifiers operated within their ratings will sound alike.
This may be true in respect of units from the same design
stable, where the same balance of compromises has been
adopted by the designer, but it is certainly untrue in
respect of units having different design philosophies, and
different origins.

As a particular case in point, until the mid-1970s a
large majority of commercial designs employed a
second-stage slew-rate limiting capacitor, in the mode
discussed above, as a means of attaining stable operation
without sacrifice of THD characteristics at the upper end
of the audio band.

The type of sonic defect produced by slew-rate limit-
ing is unattractive, and clearly audible by any skilled
listener who has trained his ears to recognise the
characteristic degradation of sound quality due to this.
Since the publicity given to transient intermodulation
distortion by Otala, this type of stabilisation is now sel-
dom used in feedback amplifiers and other, technically
more correct, methods are now more generally
employed.

Since this type of shortcoming is now recognised, are
we to accept that those of the preceding generation of
designs which suffered from this defect (and which, in
many cases, originated from the drawing boards of those

same engineers who denied the existence of any differ-
ences) were, indeed, incompetently designed?

Design compromises

Unfortunately, the list of desirable parameters relating
to the sound quality of audio amplifiers is a long one, and
some of the necessary specifications are imperfectly
understood. What is beyond doubt is that most of the
designers operating in this field are well aware of their
inability to attain perfection in all respects simultan-
eously, so that they must seek a compromise which will
necessarily involve the partial sacrifice of perfection in
one respect in order to obtain some improvement in
some other mutually incompatible region.

The compromises which result, and which have an
influence on the amplifier sound, are based on the per-
sonal judgment or preferences of the designer, and will
vary from one designer to another.

An example of this is the case of low harmonic distor-
tion figures at higher audio frequencies, and good tran-
sient performance and freedom from load induced
instability, in a feedback amplifier. These characteristics
are partially incompatible. However, ‘THD’ figures are
prominently quoted and form an important part of the
sales promotion literature and the reviewers report.
Considerable commercial pressure therefore exists to
attain a high performance in this respect.

Transient characteristics and feedback loop stability
margins are not quoted, but shortcomings in either of
these can give an amplifier a ‘hard’ or ‘edgy’ sound quality
and it is not uncommon for poor amplifier transient per-
formance to lead to a redistribution of energy in the time
domain or the frequency spectrum which may amount to
as much as a quarter of the total transient energy.

Bearing in mind the importance of good behaviour in
this respect, it is to be regretted that if the transient per-
formance of an amplifier is shown at all, it is likely to be
shown only as a response to symmetrical square-waves,
rather than to the more complex asymmetrical transients
found in programme material.

Measurement systems

A measurement system which attempts to provide a
more readily quantisable technique for assessing ampli-
fier performance, in the hope of lessening the gap which
exists between existing performance specifications –
which mainly relate to steady state (i.e., sinusoidal) test
signals – and the perceived differences in amplifier
sound, has been devised by Y. Hirata, (Wireless World,
October 1981).
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This technique uses asymmetrical, pulse type, input
signals which approach more closely in form to the kinds
of transient pressure waveforms generated by, for ex-
ample, a bursting balloon, a hand clap, or cracker. The
changes in these test waveforms caused by a variety of
amplifier faults is shown by Hirata, but the interpretation
of the results is too complex for it to be likely to replace
the ubiquitous, if misleading, harmonic distortion figure
as a criterion of amplifier goodness.

A further type of measurement, being explored by the
BBC, has been described by R. A. Belcher, (Wireless
World, May 1978) using pseudo-random noise signals,
derived by frequency shifting a ‘comb filter’ spectrum.
This is claimed to give a good correlation with perceived
sound quality, but is, again, too complex at the moment
to offer an easily understood measurement by which a
potential customer could assess the likely quality of an
intended purchase.

Conclusions

The conclusion which can be drawn from this discussion is
that harmonic distortion figures, on their own, offer little
guidance about sound quality, except in a negative sense –
that poor THD figures, in the ‘worse than 0.5 per cent’
category, are likely to lead to poor sound quality.
Fortunately, the understanding by design engineers of
the requirements for good sound quality is increasing with

the passage of time, and the overall quality of sound pro-
duced, even by ‘budget’ systems, is similarly improving.

In particular, there is now a growing appreciation of
the relationship between the phase/frequency character-
istics of the amplifier and the sound-stage developed by a
stereo system of which it is a part.

There still seems to be a lot to be said for using the sim-
plest and most direct approach, in engineering terms,
which will achieve the desired end result – in that com-
ponents which are not included will not fail, nor will they
introduce any subtle degradation of the signal because of
the presence of minor imperfections in their mode of
operation. Also, simple systems are likely to have a less
complex phase/frequency pattern than more highly elab-
orated circuitry.

For the non-technical user, the best guarantee of satis-
faction is still a combination of trustworthy recommen-
dation with personal experience, and the slow progress
towards some simple and valid group of performance
specifications, which would have a direct and unambigu-
ous relationship to perceived sound quality, is not helped
either by the advertisers frequent claims of perfection or
the prejudices, sycophancy and favouritism of some
reviewers.

On the credit side, the presence of such capricious crit-
ics, however unwelcome their views may be to those
manufacturers not favoured with their approval, does
provide a continuing stimulus to further development,
and a useful counter to the easy assumption that because
some aspect of the specification is beyond reproach the
overall sound quality will similarly be flawless.
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The conversion from electronic signals to sound is the
formidable task of the loudspeaker. In this chapter, Stan
Kelly examines principles and practice of modern loud-
speaker design.

A loudspeaker is a device which is actuated by electrical
signal energy and radiates acoustic energy into a room or
open air. The selection and installation of a speaker, as
well as its design, should be guided by the problem of
coupling an electrical signal source as efficiently as pos-
sible to an acoustical load. This involves the determination
of the acoustical load or radiation impedances and selec-
tion of a diaphragm, motor, and means for coupling the
loaded loudspeaker to an electrical signal source. The
performance of the speaker is intimately connected with
the nature of its acoustic load and should not be con-
sidered apart from it.

Radiation of Sound

Sound travels through the air with a constant velocity
depending upon the density of the air; this is determined
by its temperature and the static air pressure. At normal
room temperature of 22°C and static pressure p

o
of

751 mm Hg (105N/m2) the density of the ambient air is
1.18 Kg/m3. Under these conditions, the velocity of
sound is 344.8 m/s, but 340 m/s is a practical value. The
wavelength of a sound (λ) is equal to the velocity of
propagation described by its frequency:

λ =  
340 m/s 

f

The sensation of sound is caused by compressions and
rarefactions of the air in the form of a longitudinal oscil-
latory motion. The energy transmitted per unit area
varies as the square of the distance from the source. The
rate with which this energy is transmitted expresses the
intensity of the sound, which directly relates to the sensa-
tion of loudness. This incremental variation of the air

pressure is known as sound pressure and for practical
purposes it is this which is measured in determining the
loudness of sound.

Sound pressure level (SPL) is defined as 20 times the
logarithm to base 10 of the ratio of the effective sound
pressure (P) to the reference sound pressure (P

ref.
):

SPL = 20 log
P

dB
P

ref.

P
ref.

approximates to the threshold of hearing and
numerically is 0.0002 microbar (2 × 10–5N/m2).

The intensity (I) of a sound wave in the direction of
propagation is:

I =
P2

W/m2

p
o
C

p
o

= 1.18 Kg/m2

C = 340 m/s

The intensity level of a sound in decibels is:

IL = 10 log
I dB

I
ref.

I 
ref.

= 10–12 W/m2 = 2 × 10–5 N/m2

The relation between intensity level (IL) and sound
pressure level (SPL) is found by substituting Equation
(15.2) for intensity (I) in Equation (15.4). Inserting val-
ues for P

ref.
and I

ref.
gives:

IL = SPL + 10 log
400

dB
p

o
C

It is apparent that the intensity level IL will equal the
sound pressure level SPL only if p

o
C = 400 Rayls. For

particular combinations of temperature and static
pressure this will be true, but under ‘standard measuring
conditions’ of:

T = 22oC and p
o

= 751 mm Hg, p
o

C = 407 Rayls    (15.6)

The error of –0.1 dB can be neglected for practical purposes.

15 Loudspeakers

Stan Kelly

(15.1)

(15.2)

(15.3)

(15.4)

(15.5)
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Characteristic Impedance

The characteristic impedance is the ratio of the effective
sound pressure to the particle velocity at that point in a
free, plane, progressive sound wave. It is equal to the
product of the density of the medium times the speed of
sound in the medium (p

o
C). It is analogous to the charac-

teristic impedance of an infinitely long, dissipation-less,
transmission line. The unit is the Rayl, or Newton s/m3.

Radiation Impedance

When a vibrating diaphragm is placed in contact with air,
its impedance to motion is altered, the added impedance
seen by the surfaces which emit useful sound energy is
termed ‘radiation impedance’. The radiation reactance is
usually positive, corresponding to an apparent mass.
Both reflective mass and resistance as seen by the
diaphragm depend on its size, shape, frequency, and the
acoustical environment in which it radiates.

Radiation from a Piston

Many radiating sources can be represented by the simple
concept of a vibrating piston located in an infinitely large
rigid wall. The piston is assumed to be rigid so that all
parts of its surface vibrate in phase and its velocity ampli-
tude is independent of the mechanical or acoustic load-
ing on its radiating surface.

Figure 15.1 shows the problem: we wish to know the
sound pressure at a point A located distance r and angle
ø from the centre of the piston. To do this, we divide the
surface of the piston into a number of small elements,
each of which is a simple source vibrating in phase with
all the other elements. The pressure A is, then, the sum in
magnitude and phase of the pressures from these elem-
entary elements. For r large compared with the radius of
the piston a the equation will be:

P (sound pressure N/m2) =
√2 jfp

o
u

o
πa2   

[2J
1
(K

a
sin ø)]e jω (t–r)

(15.7)v                     K
a
sin ø

where u
o

= RMS velocity of the piston

J
1
( ) = Bessel Function of the first order.

Note the portion of Equation (7) in square brackets
yields the directivity pattern.

Figure 15.1 Piston in infinitely plane wall.

Directivity

At frequencies where the wavelength of sound (λ) is
large compared with the diameter of the piston, the radi-
ation is spherical. As the frequency is increased, the
wavelength becomes comparable or less than the piston
diameter and the radiation becomes concentrated into a
progressively narrowed angle.

The ratio of pressure P ø at a point set at an angle ø off
the axis, to the on axis pressure P

A
at the same radial dis-

tance is given by:

P
ø = 

2J
1 

(2πa
λ K

a
sin ø) 

P
A

2πa K
a
sin ø

λ

Figure 15.2 shows radiation patterns for different
ratios of λ /D. The radiation from a piston is directly
related to its velocity, and we can compute the acoustic
power radiated and the sound pressure produced at any
given distance in the far field.

Figure 15.2 Directivity of piston as function of piston 
diameter and wavelength.

Sound Pressure Produced at Distance r

Low frequencies: When the piston diameter is less
than one-third wavelength (K

a
≤1.0) it is essentially
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non-directional and can be approximated by a hemi-
sphere whose RMS volume velocity u

1
equals:

u
1
(diaphragm velocity) = Sd × u

c
= πa2u

c
(15.9)

and the RMS sound pressure at distance r is:

p(r) = 
Sdfp

o
=

πa2fp
o N/m2

r              r 

total power radiated W
t
:

W
t 
= 

4πp
o (Sd × f × u

c
)2 W

c

Medium frequencies: At frequencies where the radiation
from the piston becomes directional but still vibrates as
one unit, the pressure produced at a distance r depends
on the power radiated and the directivity factor Q:

The mechanical impedance in MKS mechanical ohms
(Newton-seconds/metre) of the air load upon one side of
a plane piston mounted in an infinite baffle and vibrating
sinusoidally is:

where Z
m

= mechanical impedance in Newton seconds/
metre

a = radius of piston in metres
ρ

o
= density of gas in Kg/cubic metre

c = velocity of sound in metres/second
R

mR
= mechanical resistance in Newton

seconds/metre 
note: this component varies with frequency

X
m

= mechanical reactance in Newton
seconds/metre

K = ∞/c = 2π/λ = wave number
J

1
K

1
= two types of Bessel function given by the

series:

where W = 2Ka
Figure 15.3 shows graphs of the real and imaginary

parts of this equation:

Z
m

= R
mR

+ jx
m

as a function of Ka.

It will be seen that for values of Ka<1, the reactance X
m

varies as the first power of frequency, whilst the resistive
component varies as the second power of frequency. At
high frequencies, (i.e., Ka>5) the reactance becomes
small compared with resistance which approaches a con-
stant value. The graph can be closely approximated by
the analogue Fig. 15.4, where:

R
m1

= 1.386 a2 ρ
o
c MKS mechanical ohms

R
m2

= πa2 ρ
o
c MKS mechanical ohms

C
m1

= 0.6/a ρ
o
c2 metres/Newton

M
m1

= 8a3 ρ
o
/3        Kg

Numerically, for Ka<1:

R
mR

= 1.5ω2 a4 ρ
o
/c ohms

M
m

= 2.67 a3 ρ
o

Kg

It will be seen that the reactive component behaves as a
mass loading on the diaphragm and is a function of
diaphragm area only.

The term Ka has special significance: it relates the
diaphragm radius to the wavelength of sound at any par-
ticular frequency. It is numerically equal to:

where a = radius of diaphragm and λ = wavelength
When the wavelength λ is greater than the cir-

cumference of the diaphragm, the loudspeaker behaves
substantially as a point source and the sound field pattern
is essentially omnidirectional. At the same time the radi-
ation resistance increases with frequency. Thus, at fre-
quencies below Ka = 1, the increase in radiation
resistance with frequency is exactly balanced by the
reduction in velocity of the diaphragm with frequency
due to its mass reactance (assuming there are no res-
onances in the diaphragm) and the sound pressure will be
constant. At values above Ka = 1, the radiation resistance
(neglecting the minor ‘wiggles’) becomes constant, but
because of focusing due to the diaphragm dimensions
being greater than λ, the sound pressure on the axis
remains more or less constant. The velocity of sound in air
is approximately 340 m/s., therefore a 150 mm (6 in)
diameter diaphragm will behave as a point source to a
limiting frequency of about 720 Hz; thereafter it begins to
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(15.10)

(15.11)
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focus. Various artifices (such as corrugations) are used
with paper cones to extend this range, with more or less
success. This was the classic premise which Rice and
Kelogg postulated in 1925 when they re-invented the
moving coil loudspeaker, and it is still fundamental today.

Figure 15.4 Impedance analogue of Fig. 15.3.

To summarise, the loudspeaker should operate under
mass controlled conditions and (neglecting directional
effects due to focusing of the diaphragm) sound pressure
will be constant and independent of frequency; for a given
magnet and coil system it will be inversely proportional to
the total mass of the diaphragm and moving coil system.

Electrical Analogue

The analysis of mechanical and acoustical circuits is
made very much easier by the application of analogues in

which mass is equivalent to inductance, compliance to
capacitance, and friction to resistance. Using SI units,
direct conversion between acoustical, mechanical and
electrical elements can be performed.

The three basic elements (RCL) of acoustical elec-
trical and mechanical systems is shown schematically in
Fig. 15.5. The inertance M of an acoustic system is repre-

sented by the mass of gas contained in a constriction
which is short enough so that all particles are assumed to
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Figure 15.3 Air load on plane piston; mechanical impedance ref.; driving point.

Figure 15.5 Acoustical, electrical and mechanical analogues.
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move in phase when actuated by a sound pressure. The
compliance C of the system is represented by an enclosed
volume, with its associated stiffness. It should be noted
that the mechanical analogue of acoustic compliance is
not mechanical stiffness, but rather its reciprocal,
mechanical compliance C

m
= 1/s. Although resistance of

an acoustic system may be due to a combination of a
number of different factors, irrespective of its origin, it is
conveniently represented by narrow slits in a pipe, for
the viscous forces that arise when gas is forced to flow
through these slits always results in the dissipation of
energy.

The Helmholtz resonator may be graphically repre-
sented by Fig. 15.6, but converting it to its electrical ana-
logue shows it to be a simple resonant circuit which can
be analysed easily using general circuit theorems.

The beauty of the analogue method of analysis is that
it is possible by using various transformation equations
to refer the acoustic and electrical parameters to the
mechanical side, or conversely, the mechanical and
acoustic parameters to the electrical side, etc. For the
purpose of this analysis the electrical and acoustical
parameters are referred to the mechanical side. The
diaphragm can be thought of as an acoustic/mechanical
transducer – that is, a device for transforming acoustic
energy to mechanical energy, and vice versa. Under
these circumstances it will also act as an impedance
transformer, i.e., it will convert acoustic inertance into
mechanical mass and acoustic compliance into mechan-
ical compliance and acoustic resistance into mechanical
resistance. The equivalent mechanical values of the
acoustical quantities may be obtained from the following
relationships:

Mechanical Acoustic
Force = Pressure × Area

F
m
= p × Sd Newtons (15.18)

Velocity =
Volume velocity

Area
u = U

Sd

Figure 15.6 Schematic representations of a Helmholz
resonator.

Displacement =
Volume displacement

x  =
x

v

Sd
Resistance       = Acoustical resistance × Area squared

R
m  

= R
a 
× Sd2 (15.21)

Mass                     = Inertance × Area squared

m = M × Sd2 (15.22)

Compliance      =
Acoustical capacitance

C
m

=
C

a

Sd2

Diaphragm/Suspension Assembly

Assuming the diaphragm behaves as a rigid piston and is
mass controlled, the power response is shown in Fig. 15.7
where f

o
is the system fundamental resonant frequency.

Above this the system is mass controlled and provides a
level response up to f

1
; this corresponds to Ka = 2, see

Fig. 15.3. Above this frequency the radiation resistance is
independent of frequency, and the response would fall at
12 dB/octave, but because of the ‘directivity’ effect the
sound field is concentrated into a progressively narrower
beam. The maximum theoretical rate of rise due to this
effect is 12 dB/octave, thus the on axis HF response
should be flat. In real life this is only approximated.

Diaphragm Size

It has been found experimentally that the effective area
of the cone is its projected or base area. This should not
be confused with the advertised diameter of the loud-
speaker, which is anything from 25 mm to 50 mm greater
than the effective cone diameter. In direct radiator loud-
speakers and at low frequencies radiation resistance is
proportional to the fourth power of the radius (square of
the area) and the mass reactance to the cube of the
radius. The resistance/reactance ratio (or power factor)
of the radiation impedance is therefore proportional to
piston radius, thus the electro-acoustic efficiency, other
factors being constant, at low frequencies increases with
diaphragm area. For constant radiated power the piston
displacement varies inversely with area, hence ‘long
throw’ type of small diaphragm area loudspeakers. With
fixed amplitude the radiated power is proportional to the
square of the area at a given frequency, or a frequency

280 Loudspeakers

(15.19)

Area

(15.20)

Area squared

(15.23)

chp15.ian  4/7/98 4:42 PM  Page 280



one octave lower may be reproduced if the area is
increased by a factor of four. The upper limit of
diaphragm size is set by increased weight per unit area
required to give a sufficiently rigid structure.

Figure 15.7 Power response of an infinitely rigid piston.

Figure 15.8 shows the necessary peak amplitude of a
piston mounted in an infinite baffle to radiate one
acoustic watt of sound power at various frequencies (one
side only of the piston radiating). Peak amplitudes in mm
are marked on the family of curves. For any other value
of acoustic power output (P) multiply peak amplitude by
√P. With an average room of 2000 ft3, a reverberation
time of one second, and a sound pressure level of +94 dB,
the total sound output power is of the order of 30 mW. To
radiate this power at 50 Hz the peak amplitude of a
250 mm radiator will be about 2 mm, whilst a 100 mm
piston to radiate the same power would require a peak
displacement of just over 13 mm. Even with ‘long throw’
loudspeakers it is not possible to obtain a peak to peak
displacement of 26 mm, thus the sound power capabil-
ities must be severely limited at low frequencies. One will
often see response curves of these small speakers taken
to apparently extraordinarily low frequency limits, but
these are always undertaken at low power input levels.

The directional radiation characteristics of a
diaphragm are determined by the ratio of the wavelength
of the emitted sound to the diaphragm diameter.
Increasing the ratio of diaphragm diameter to wave-
length decreases the angle of radiation. At frequencies in
which the wavelength is greater than four times the
diaphragm diameter the radiation can be considered
substantially hemispherical, but as this ratio decreases so
the radiation pattern narrows. Figure 15.9 shows the
polar response of a piston in terms of the ratio of diam-
eter over wavelength. This shows the degrees off the nor-
mal axis at which the attenuation is 3, 6, 10 and 20 dB (as
marked on the curves) as a function of the ratio of the
piston diameter over the wavelength of the generated
sound wave.

Diaphragm Profile

A practically flat disc is far removed from the theoretical
‘rigid piston’. With the exception of foamed plastic, the
mass, for a given rigidity will be excessive, resulting in
very low efficiency, and if the cross section is reduced the
system becomes very flexible and inefficient.

Decreasing the angle from 180° increases the stiffness
enormously; concomitantly the thickness can be reduced,
resulting in a lighter cone for the same degree of self
support. The flexure amplitudes will be reduced, but the
bell modes will make an appearance. As the angle is
reduced it reaches an optimum value for level response at
the transition frequency. There will be another angle for
maximum high frequency response, resulting ultimately
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Figure 15.8 Peak amplitude of piston to radiate 1 W.
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in peaking in the upper treble region. Continuing the
reduction in angle, the high frequency peak will be
reduced, but the response above the peak will fall
rapidly.

If instead of a straight sided cone the profile is
curved, the ‘smoothness’ of the overall response can be
improved considerably: bell modes are discouraged, and
the on axis high frequency response improved. The price
charged for this facility is reduced low frequency power
handling capacity because, for a given weight, the curved
cone is just not as stiff (and as strong) as the straight sided
version.

The most efficient shape at low frequencies is circular.
Theoretical and experimental investigations have shown
that an ellipse with a major-minor axis of 2 has an aver-
age of 7 per cent lower radiation resistance in the useful
low frequency range than a circle of the same area; the
loss becomes progressively greater as the shape departs
still further from circular. The shape of the cross section
or profile of the cone depends on the power handling and
response desired.

For domestic loudspeaker systems, which must be
cost-conscious, the loudspeaker size is limited to 150 mm
to 200 mm and a frequency response of 100 Hz to about
7 kHz with, possibly, a 25 mm soft dome to accommodate
the high frequencies. Straight sided cones are usually
employed when good 2–5 kHz response is required and
when reproduction above, say, 7 kHz may be undesir-
able. Curved cones improve the response above 6–7 kHz
by providing an impedance viewed from the voice coil
which has a more uniformly high negative reactance and
therefore absorbs more power from the high positive
reactance due to voice coil mass seen looking back into
the voice coil. This improvement is obtained at the
expense of response in the 2–5 kHz region, a weaker

cone structure, and reduced power handling in the
extreme bass.

Straight-Sided Cones

The most important parameter affecting the perform-
ance of a loudspeaker is ‘cone flexure’. Because real
materials are not infinitely rigid and have mass, the
velocity of propagation through the material is finite.
The cone is driven at the apex and the impulse travels
outwards towards the periphery where it is reflected
back to the source. At particular frequencies when the
distance to the edge are odd quarter wavelengths, the
returning impulse will be 180° out of phase and tend to
cancel; conversely, when the distance is multiples of half
wavelengths they will augment – under these conditions
the system can be considered as a transmission line, and
theoretically (and to some extent, practically) if the
outer annulus were made resistive and of the correct
value the line would be terminated and no reflections
would occur, see Fig. 15.10 (a).

The conical diaphragm also has radial or ‘bell’ modes
of flexure. These are similar to the resonances in a bell
and occur when the circumference is an integral number
of wavelengths, see Fig. 15.10 (b).

Obviously, both modes occur simultaneously, and at
some frequencies reinforce each other and at others tend
to cancel. Their main effect on performance are the ‘wig-
gles’ on the response curve and transient and delay dis-
tortions. It is instructive to apply a short ‘tone burst’; it
will be seen that at particular frequencies during the
duration of the input signal the diaphragm is stationary
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Figure 15.9 Directional radiation pattern with circular piston in infinite baffle.
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and on cessation of the pulse it will burst into oscillation
at some frequency unrelated to the driving current.

The art of diaphragm design is to minimise these dele-
terious effects. One method is to introduce concentric
corrugations; the effect is to increase the stiffness seen by
the bell modes and decrease stiffness for the concentric
modes. By correctly proportioning the number, width,
and wall thickness of these corrugations the outer edges
of the cone are progressively decoupled as frequency
increases. This results in the ‘working’ diameter of the
diaphragm being reduced at high frequencies, thus
improving the high frequency performance.

Material

Hard impregnated or filled pressed calendered papers
are used when loudness efficiency and apparent high fre-
quency response are important. The impregnant is usu-
ally a hard thermo-setting resin. Radiation response
provides very little dissipation in direct radiator cones,
hence by using paper having low internal flexural losses
the transmission line is made to have strong resonances.
The transient response of this type is necessarily poor
since non-centre moving modes of the cone are unappre-
ciably damped by the motor unit. Soft, loosely packed,
felted cones are used when some loss in high-frequency
response can be tolerated and a smooth response curve
with reduced transient distortion is required. The appar-
ent loudness efficiency of high loss cones of this type are
anything up to 6 dB lower than that of low loss cones of
similar weight.

In an effort to overcome the intransigencies of paper
cones, resort has been made to other materials. Light-
weight metal (aluminium alloys, etc.) immediately
springs to mind because of its stability, homogeneity and
repeatability but, because of the very low internal
frictional losses, strong multiple resonances occur in
the upper frequencies. A diaphragm of, say, 250 mm in

diameter made from 0.1 mm thick aluminium alloy with
a total mass of 40 g will show a ‘ruler’ level response up to
approximately 2 kHz when multiple resonances occur.
These are extremely narrow band (in some cases only 1
or 2 Hz wide) with an amplitude of anything up to 40 dB
and an effective Q of several hundred. Putting a low pass
filter cutting very sharply at, say, 1 k Hz does not elimin-
ate shock excitation of these resonances at low frequen-
cies and the result is a ‘tinny’ sound. Reducing the cone
diameter and making the flare exponential reduces this
effect and also places the resonant frequency a few
octaves higher, but does not entirely eliminate the prob-
lem. Using foamed plastic materials (and sometimes
coating the surfaces with a metal to form an effective
girder structure) has met with some success. There are
problems associated with the solid diaphragm in that the
different finite times taken for the sound wave to travel
directly from the voice coil through the material to the
front and along the back edge of the diaphragm to the
anulus and then across the front causes interference pat-
terns which result in some cancellation of the emitted
sound in the mid upper frequencies, say 800–1100 Hz.
This effect can be mitigated by using a highly damped
anulus, with the object of absorbing as much as possible
of the ‘back wave’. Expanded polystyrene is the
favourite material for these diaphragms although
expanded polyurethane has met with some success. An
extension of this principle is exemplified where the
diaphragm is almost the full size of the front of the cab-
inet (say 24 × 18 in). In this case the diaphragm, even at
low frequencies, does not behave as a rigid piston. The
overall performance is impossible of any mathematical
solution and must be largely determined experimentally,
but the lower bass (because of multiple resonances) is, in
the opinion of its advocates, ‘fruity’ and ‘full’! It has been
developed to use two or even three voice coils at strategic
places on the diaphragm. For synthesized noise it is pos-
sible, but in the writer’s opinion, for ‘serious’ music lis-
tening it adds nuances to the music never envisaged or
intended by the composer.
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Figure 15.10 (a) concentric modes (b) bell modes.
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Vacuum-formed sheet thermoplastic resins have
become very popular. Their mechanical stability is excel-
lent, they are non-hygroscopic, and repeatability (a very
important facet when mass producing units in hundreds
of thousands) is several orders of magnitude better than
paper cones. However, there is a price to pay: most of
them contain a plasticiser which increases the internal
mechanical losses in the structure, and hence the magni-
tude of diaphragm resonances are reduced. However,
under user conditions, dependent upon electrical power
input and thus operating temperature, they tend to
migrate. This results in a changed cone (or dome) shape,
and because the internal mechanical loss is reduced, the
frequency response is changed. In extreme cases, espe-
cially with small thin diaphragms, cracking has occurred,
but it must be emphasised that with a correctly designed
unit operating within its specified power and frequency
limits, these ‘plastic’ diaphragms (especially those using
specified grades of polypropylene) give a cost effective
efficient system.

Soft Domes

For use at medium and high frequencies, the ‘soft dome’
system has found favour. It consists of a preformed fabric
dome with integral surround and usual voice coil assem-
bly. It is very light and its rigidity can be controlled by the
amount of impregnant, but the beauty of the concept is
that the damping can be adjusted by the quantity and
viscosity of the ‘dope’ applied to the dome. Responses
flat ±1 dB to 20 kHz are standard, even on cheap mass-
produced units!

Suspensions

The purpose of the suspensions is to provide a known
restoring force to the diaphragm/voice coil assembly and
at the same time to have sufficient lateral rigidity to pre-
vent any side to side movement of the system. This latter
requisite is most important when it is remembered that
the clearance between the voice coil and the magnet pole
pieces is of the order of 0.15 mm for tweeters and 0.4 mm
for 150 W woofers. The average domestic 200 mm (8 in)
loudspeaker is about 0.25 mm.

The combined stiffness of the front and rear suspen-
sions are formulated to resonate with the total moving
mass of the diaphragm/voice coil assembly and air load
to the designed LF resonance. The front suspension
radial width is usually about half that of the rear (in order
to maximise cone diameter for a given cradle size) and it

is this factor which limits the peak to peak displacement.
Figure 15.11 shows displacement/force for a roll sur-
round. It will be seen that the maximum linear move-
ment is limited: it follows the familiar hysteresis curve of
non linear dissipative systems.

Figure 15.11 Displacement relative applied force.

The annulus of the diaphragm can either be an exten-
sion of the cone material itself, or, as is more usual with
high fidelity loudspeakers, a highly compliant surround
produced from cotton or man made fibres, Neoprene, or
plasticised PVC. In the case of woven materials these
must be sealed and the sealant is usually used to provide
some mechanical termination of the cone.

The front suspension represents a discontinuity in the
diaphragm system and because it has its own mass and
compliance it is capable of a separate resonance. When
this takes place it presents a very high impedance to the
edge of the cone, reducing its output and causing a dip in
the response. Because of its non-linearity it radiates con-
siderable distortion, especially at low frequencies where
the amplitude is greatest. The requirements are high
flexibility and high interval losses. Probably the most
successful material is plasticised PVC, using a very stable
non-migrant plasticiser such as dibutyl sebacate.

The rear suspension is the major restoring force, the
radial width is usually at least twice that of the front sus-
pension and is a multi roll concentrically corrugated fab-
ric disc, impregnated with a phenolic resin. The weave of
the material, number of corrugations, diameter and
amount of impregnant determining the stiffness. It
should provide a substantially linear restoring force over
the designed maximum amplitude of displacement. The
whole structure behaves mechanically as a series res-
onant circuit. The mass being determined by the weight
of the cone, voice coil and former, and the stiffness by the
combined effects of the rear suspension and the annulus,
the Q of the circuit being determined almost wholly by
the losses of the restoring force.
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Voice Coil

The dimensions of a voice coil are determined primarily
by the rated power handling of the loudspeaker. It must
be emphasised that with direct radiators 95–99 per cent of
the input electrical power is dissipated in the form of
heat; even with the most efficient horn loaded units a
minimum of 50 per cent is used for heating purposes only.

Figure 15.12 shows voice coil temperature versus input
power. The limiting temperature is set by:

(a) maximum temperature rating of the former: 100° C
for paper based materials; 150° C for ‘Nomex’, which
is an aromatic polyamide; 250° C for Polyimide;

(b) temperature rating of the wire enamel: maximum
220° C for ML insulation, down to 110° C for self-
bonding and self-fluxing wires;

(c) adhesive; from 110° C for cyanoacrylic, to 250° C for
those with polyimide base:

(d) mechanical expansion of the voice coil diameter at
elevated temperatures.

Fortunately, there is an in-built semi protection for the
assembly, namely temperature coefficient of resistance

of the wire, which is +0.4 per cent for 1° C rise in tempera-
ture! Thus at a temperature of +250° C above ambient
the voice coil resistance has doubled, and for a constant
voltage input (which is the norm for modern amplifiers)
the indicated power E2/R

nom
is twice the actual power.

Note, R
nom

is the manufacturer’s specified resistance and
is, or should be, the value at the series resonant frequency
Rω where the input impedance is minimum and resistive.

Moving Coil Loudspeaker

Figure 15.13 shows the structural features of a moving
coil direct radiator loudspeaker, and for purposes of
analysis it will be convenient to divide it into two parts:
the ‘motor’ or ‘drive’ unit, and the acoustic radiator, or
diaphragm, described above.

The driving system consists of a solenoid situated in a
radial magnetic field. It is free (within certain restraints)
to move axially (see Fig. 15.14). When a current is passed
through the coil a magnetic field will be generated, the
magnitude being directly proportional to il, and this will
react with the steady field of the permanent magnet and
a mechanical force will be developed which will tend to
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Figure 15.12 Voice coil temperature versus input power (300 Hz).

Figure 15.13 Moving coil loudspeaker cone, suspensions, voice coil assembly.
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move the coil axially, either inwards or outwards
depending on the direction of the current. The magni-
tude of this force is:

F = Bli (Newtons) (15.24)

where B is flux density in Webers/m2, l is conductor
length in metres, i is current in Amperes.

It should be noted that ‘l’ refers only to that portion of
the coil situated in the magnetic field. As will be shown
later, to reduce distortion the coil is often longer than the
working magnetic field defined by the gap dimensions.

Figure 15.14 Moving coil motor element.

If the coil is free to move, its velocity will be deter-
mined by the applied force F and the mechanical imped-
ance Z

m
. The mechanical impedance Z

m
will be a

function of total mass (L
m
) of the system, i.e. voice coil

and former, diaphragm, air loading, etc. resistance R
m

due to losses in the suspension and radiation, and total
stiffness (1/C

m
) due to the restoring force.

Using normal circuit theory, the impedance will be:

This represents a simple series resonant circuit shown in
Fig. 15.15. Whilst one can predict resonant frequency
from lumped mechanical constants, the analysis must be
carried several stages further to arrive at the correct
transfer characteristic from electrical input to sound out-
put in practical loudspeaker design.

Figure 15.15 Analogue of lumped mechanical constants.

Figure 15.16 takes the analogue a stage further:

• L
md

, C
md

and R
md

are the mechanical components of
diaphragm, voice coil and suspension

• L
ma

, R
ma

: mechanical impedance components of air
load

• Z
me

: mechanical impedance due to electrical system
• Z

ma
: mechanical impedance due to air load on rear of

cone
• Z

mx
: normally zero, but see motional impedance.

Figure 15.16 Analogue referred to mechanical side.

Motional Impedance

The moving coil system is a reversible transducer, a cur-
rent through the coil will produce a force, and the result-
ant velocity of the coil will produce an EMF. This voltage
will be a function of velocity, conductor length, and
magnetic field strength; thus if an external EMF is
applied to the coil the resultant motion will generate a
back EMF. (180° out of phase) which will tend to coun-
teract the forward current flow, thus increasing the elec-
trical impedance. This is ‘motional impedance’.

If the motion of the system can be prevented, by
applying an infinite mechanical impedance (Z

mx
in

Fig. 15.16) there will be no back EMF and the electrical
impedance will be only the voice coil resistance
and inductance (blocked impedance). Reducing the
mechanical impedance (reducing mass and resistance
and increasing compliance) will result in an increase in
velocity and the motional impedance will be increased.
Intuitively, this indicates that motional impedance will
be proportional to Bl and an inverse function of the
mechanical impedance. The common factor is the
velocity of motion.

Back EMF E
b 
= Blv V (15.26)

from (15.26) velocity v    = Force = Bli m/s (15.27)
Z

m
Z

m
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It will be noted that in the analogue inductance (mass)
in the mechanical circuit will become a capacitance in the
electrical circuit, etc.

At mechanical resonance

and the mechanical impedance Z
m

will have a minimum
value = R

m
. The velocity will be maximum, thus the

back EMF and motional impedance will be maximum,
indicating a parallel resonance. It will be seen that series
components in the mechanical circuit appear as parallel
components in the electrical side and vice versa.

Analogue models

We can now assemble the various parameters to produce
a basic analogue for a loudspeaker. Figure 15.17 shows
the low frequency analogue referred to the mechanical
side. The quantity fc represents the total force acting in
the equivalent circuit to produce the voice coil velocity
u

c
:

Let us divide the frequency region into five parts and
treat each part separately by simplifying the circuit in
Fig. 15.18 to correspond to that part alone. In region A,
where the loudspeaker is stiffness controlled, the power
output increases as the fourth power of frequency, or 12
dB/octave. In region B, at resonance frequency ω

o
the

power output is determined by the total resistance
because X

m
passes through zero. For large values of Bl

and small values of R
c

the total circuit resistance
becomes sufficiently large so that the resonance is more
than critically damped. The sound pressure will increase
linearly with frequency (+6 dB/octave). In region C, the
power output (and sound pressure) approaches a con-
stant value, provided that the circuit impedance approxi-
mates a pure mass reactance. That is to say RMR and X

m
2

both increase as the square of the frequency.

Figure 15.17 Low-frequency mechanical analogue.

From Fig. 15.17 it will be seen that the inductance of
the voice coil is reflected into the mechanical circuit as a
compliance (very much smaller than C

ms
and this will res-

onate with the total mass at a mid frequency (usually
150–700 Hz), see Fig. 15.18. At this frequency the total
electrical impedance is resistive, has the lowest absolute
value, and is the value which is (or should be) quoted as
the Rated Impedance in the manufacturer’s specification
and corresponds to d in Fig. 15.18.

Instead of referring all the parameters to mechanical
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mesh it is sometimes more convenient to refer to the
electrical input, see Fig. 15.19, in which

R
c
= voice coil resistance

L
c 
= voice coil inductance

C
em

=
m

md Farads (15.40)
B2 l2

L
cm 

= C
md

B2 l2 Henries (15.41)

R
em

=
B2l2

Ohms (15.42)R
md

R
c

and L
c

are the ‘blocked’ impedance values and not
the DC resistance and inductance measured in ‘air’.

C
A

=
ρ

× 
8a     

× Sd       Farads (15.43)
B2 l2         3π

R
A

=
B2 l2

Ohms (15.44)ρ
o C Sd

where a= Diaphragm radius
Sd = Diaphragm area

It should be noted that the factor 8a/π in Equation
(15.43) is actually the ‘end correction’ used to describe

288 Loudspeakers

Figure 15.18 Simplified circuit, valid over restricted frequency ranges (a) very low frequencies (b) at principal resonance
frequency ω

o
(c) above principal resonance frequency (d) at second resonance frequency (e) at high frequencies.

Figure 15.19 Analogue referred to electrical input.
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the accession to inertia acting on one side only of a rigid
piston of radius ‘a’ vibrating in an infinite baffle. The air
loading on the back side of the diaphragm is determined
by the loading presented by the enclosure.

Figure 15.21 A 25 mm OEM soft-dome tweeter.

Figure 15.22 A 200 mm OEM bass Mid-range loudspeaker
drive unit.

Figure 15.20 shows the impedance of a 300 mm (12 in)
loudspeaker in an 85 litre enclosure (3 ft3). It will be seen
that the modulus of impedance rises to 125 Ohms at the
mechanical resonant frequency of 55 Hz, drops to 8

Ohms at the series resonance, and rises to 40 Ohms at
10 kHz. Of equal interest is the reactive component:
below the first resonance an inductive reactance is
presented to generator (rising to infinity at resonance),
whilst between the two resonances a capacitive react-
ance is presented. At 100 Hz the effective capacitance is
about 90 µF, and at that frequency the phase angle is 45°.
Above the second resonance the impedance rises slowly.

It will be seen that the design of a successful moving
coil loudspeaker owes as much to art as science. CAD
can and does simplify much of the detail work, but after
the basic design parameters (diaphragm size, magnetic
field strength, conductor length, etc.) have been calcu-
lated, the nub of the problem is what diaphragm mater-
ial? adhesives? cradle material and shape? etc. etc. etc. –
the art of loudspeaker design is 5 per cent inspiration,
95 per cent perspiration, plus the essential compromise.
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Figure 15.20 Complex impedance of moving coil loudspeaker.
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Loudspeakers and their enclosures are inseparable, and
Stan Kelly here continues his discussion of the loud-
speaker system with the effect of enclosures and the vari-
ous types that are employed.

Fundamentals

To recreate in a domestic environment the same sound
level as obtained under concert hall conditions, a max-
imum instantaneous sound level of +105 dB referred
2 × 10–5 N/m2 is desirable, and this is equivalent to a dis-
sipation of approximately 0.5 W in a room of 2000 ft3 with
a reverberation time of one second. With the normal
type 12 in. moving coil loudspeaker, the effective
diameter of the diaphragm usually employed is about
250 mm, giving a projected area of 0.05 m2, and in order
to dissipate 0.5 W from one side of the cone a peak to
peak displacement of 18 mm at 40 Hz is required.

The ultimate low frequency response of a loudspeaker
is determined by the ‘fundamental resonance’ of the
diaphragm system, this being controlled by the total
mass of diaphragm, voice coil, air loading etc., and the
compliance of the suspension. This frequency is given by
the expression:

where f
o    

= frequency of resonance
M = mass
C

m 
= compliance

The effective mass can be determined by adding a
known mass to the base of the cone (a length of solder of,
say 50 gm, bent into a circle and taped on to the
diaphragm is suitable) and the new resonant frequency
determined. The dynamic mass is then given by:

where M
1
= Added mass

f
o1

= New resonant frequency
and the compliance computed from:

C
m

= 1
39.4 f

o
2 M

Thus to extend the low frequency response either the
mass or compliance (or both) must be increased. These
measurements are made with the loudspeaker in ‘free
air’ – that is, without any acoustic loading due to baffle,
cabinet etc. When fitted into an enclosure the bass
response of the loudspeaker combination is determined
by the lowest system resonant frequency, which is a func-
tion of the total effective mass of the cone plus the air
load, the stiffness of the surround and centering device of
the loudspeaker, and the stiffness of the volume of air
obtained in the enclosure, and because of this added stiff-
ness the system resonant frequency will be higher than
the ‘free air’ resonance of the loudspeaker.

Infinite Baffle

Figure 16.1 shows the analogue (in the low-frequency
spectrum) of an infinite baffle type of enclosure and its
loudspeaker. It is seen that the speaker parameters are
the total mass of the cone/voice coil etc., the total stiff-
ness of the suspensions, and the loss resistance associ-
ated with these suspensions. Additionally, there are the
radiation resistance and reactance due to the air load on
the front of the diaphragm and the stiffness and loss resist-
ance associated with the volume of the enclosure. For the
purpose of this argument it is assumed that the walls of
the enclosure are rigid. This can be achieved to a first
approximation by using chipboard or plywood of thick-
nesses in excess of 16 mm for cabinets with a volume of

16 Loudspeaker Enclosures
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less than 55 ltrs. If the cabinet volume is in excess of
55 ltrs the wall thicknesses should be a minimum of 20
mm. Cementing damping material in the form of rub-
berised felt 12 mm thick will reduce wall vibrations and
their effect on the overall response.

The analogue in Fig. 16.1 can be reduced to the simple
circuit of Fig. 16.2 in which all masses, compliances and
losses are lumped into their individual components. This
is a simple series resonant circuit in which the Q is deter-
mined by the total amount of loss resistance. Q, or the
magnification factor is given by:

Q =
2πf

o
M

R

where R = total loss resistance

Figure 16.1 LF analogue of IB system.

Figure 16.2 Lumped constants of Fig. 16.1.

Figure 16.3 shows frequency response of a series res-
onant circuit for various values of Q, and it will be seen
that in the interest of smooth response the Q should be
kept minimal. Under normal conditions, Qs of 1 to 1.4
are quite acceptable and ‘ringing’ due to this parameter
is then negligible. The ultimate low frequency response
is strictly a function of this resonant frequency and if it is
required to extend the low frequency response by, say,
on octave the resonant frequency of this system must be
lowered by the same amount. The basic formula for res-
onant frequency is given in equation (16.1) above, but it
must be remembered that the effective mass will now be
different from the ‘free air’ conditions and the compli-
ance will be reduced due to the reflected compliance

from the enclosure being in series with loudspeaker com-
pliance, the effective compliance being:

C
me

=
C

m
C

ma

(C
m

+ C
ma

)

where C
ma

= reflected acoustic compliance
C

me
= total circuit compliance

Thus the frequency of resonance is determined by
mass M and compliance C

me
only; the resistive compon-

ent not entering into the equation.

Figure 16.3 LF sound pressure and Q.

Damping

Addition of damping material will reduce the velocity of
sound in the enclosure, increasing its effective compli-
ance and reducing the ultimate resonant frequency of the
system; but this does not invalidate the present argu-
ment. Therefore, assuming that the total compliance of a
given system is constant, the low frequency response will
be strictly a function of the mass of the diaphragm and
the air load. From the analogue Fig. 16.1, it will be seen
that at frequencies below the resonant frequency the sys-
tem is stiffness controlled and the response will decrease
at –12 dB/octave below it. At frequencies above the res-
onant frequency the system will be mass controlled, and
it is normal practice for the speaker to be operated under
these mass controlled conditions.

As stated above, operating the loudspeaker unit in an
enclosure will be determined by the ratio of the reflected
acoustic compliance and the loudspeaker compliance:

where f
o2

= resonant frequency in enclosure 
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and:

where V = volume of enclosure in m3

ρ = air density 1.18 kg/m3

c = sound velocity 334 m/s.
A = diaphragm area in m2

The reflected acoustic compliance is inversely propor-
tional to the square of the diaphragm area, thus reducing
the diaphragm area will increase the reflected compli-
ance and minimise the increase in resonant frequency
due to the acoustic stiffness. Intimately connected with
the reflected compliance is the required effective mass of
the diaphragm to determine the low resonant frequency.
In the absence of any diaphragm restoring force (loud-
speaker compliance infinitely large) the required mass
M

t
is:

where ω2 = 2πf
o2

With practical loudspeakers with some compliance,
this mass M

t
will have to be increased by an amount

determined by the ratio of the two compliances men-
tioned in Equation (16.6) above.

Efficiency

The overall efficiency ‘ε’ is the ratio of acoustic power
delivered by the loudspeaker system to the electrical
input power supplied to the input terminals:

where B = flux density in Webers/m
L = coil length in m
A = diaphragm area in m2

R
c
= coil resistance in ohms

M
t
= total diaphragm mass in kg

This equation is fundamental, depending only on
speaker parameters. It is seen that the efficiency is pro-
portional to the square of the diaphragm area and
inversely proportional to the square of the diaphragm
mass. This latter value also includes the mass due to air
loading, voice coil and former mass, and incidental

masses such as suspension, cements, etc. It also assumes
that the unit is working above the major low frequency
resonance and the diaphragm is moving as a piston with-
out any odd resonances, etc.

From Equation (16.9) it is seen that overall efficiency
is proportional to the diaphragm area squared and to the
inverse square of total effective mass. These two con-
stants are the ones involved in determining the low fre-
quency resonance (and hence the ultimate low frequency
response). It can be shown that there is an optimum size
of diaphragm area for any given enclosure volume, this is
independent of the system resonant frequency and
numerically equal to:

where D = diaphragm diameter in mm
V = enclosure volume in ltrs

C
m

=  loudspeaker compliance in metres/Newton

Frequency response

It is the aim of the designer to maximise frequency
response, efficiency and power handling for a given
product cost; 200 mm loudspeakers have found wide
acceptance because they optimise the above require-
ments for domestic reproducers, but for extended bass
response they do present some major snags for accept-
ability by the distaff side of the menage, namely the size
of the enclosure necessary to keep the resonant fre-
quency (and hence the ultimate low frequency response)
to the lowest possible value.

The low frequency resonance can be determined by
Equation (16.1) where M is the total mass and C

m
the

effective compliance of the enclosure and loudspeaker
suspension in series. From Equation (16.10) it will be
seen that for a resonant frequency of 50 Hz and a 200 mm
loudspeaker with a compliance of 10–3 metres/Newton,
the optimum enclosure volume will be over 200 ltrs,
which is somewhat large even for the most ardent hi-fi
enthusiast, especially when two enclosures are required
for stereo! Therefore, under practical conditions, either
the diameter of the diaphragm must be reduced, or the
overall efficiency must be sacrificed.

Reflex Cabinets

One method of minimising this difficulty is to use a reflex
cabinet where some of the latent energy available from
the rear of the diaphragm can be made available at low
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frequencies. The reflex enclosure is a closed box with a
hole or tunnel in one (usually the front) wall. The area of
the port is equal to or smaller than the effective area of
the driving unit. Figure 16.4 shows the usual construc-
tion, and Fig. 16.5 the analogue. It is seen that basically
we have placed a mass in parallel with the enclosure com-
pliance, and fundamentally it is nothing more nor less
than a Helmholtz resonator. The addition of a port of
area A

p
behaves as a second diaphragm, since an effect-

ive mass of air oscillates in the opening. The mass of air
M

p
in the port includes the radiator mass on each side of

the port as well as the mass of air inside the port. In the
area of interest where 2πR /λ is less than one half, the
radiation mass of the port is:

where M
p

= radiation mass of port
A

p
= area of port

Figure 16.4 Vented enclosure.

Figure 16.5 Analogue of Fig. 16.4.

and the radiation resistance of the port is:

where R
p

= radiation resistance
The mass contribution due to the length L of the port is:

M
p

= A
p
Lρ (16.13)

where M
p

= mass of air in port
The total port mass is:

M
t = 

A
p 
ρ (L + 0.96 √A

p
) (16.14)

where M
t
= total mass due to port

This mass will resonate with the acoustic capacitance C
a
:

C
a

= V
ρ c2 (16.15)

where V = volume of enclosure
c = velocity of sound in air

It is good design to make the acoustic resonance of the
loudspeaker enclosure equal to that of the driving unit. It
is even better to make the reflected mass of the port
equal to the diaphragm total mass and the enclosure
reflected compliance equal to the suspension compliance
of the loudspeaker. These values can be computed from: 

M
m

= M
t
A2 (16.16)

where  M
m
= mass reflected to loudspeaker driving 

point
M

t
= acoustic inertance of port (see Equation

(16.14))
A = diaphragm area

C
m

=
C

a

A2 (16.17)

where C
m

= compliance reflected to loudspeaker driving
point

C
a

= acoustic capacitance

Helmholtz resonator

Lord Rayleigh investigated the Helmholtz resonator and
derived the following formula:
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where f = resonant frequency
c = velocity of sound

A
p

= area of port
L = length of port

From the analogue of Fig. 16.5 it will be seen that the
system has two resonant and one anti-resonant frequen-
cies. The upper resonant frequency f

o1
is the total mass of

the speaker diaphragm resonating with the compliance
of the diaphragm suspension and the reflected acoustic
compliance in series; it should be noted that this is the
same frequency as for an infinite baffle. The second res-
onant frequency f

o2
is the total mass of the speaker

diaphragm plus the effective mass of the port and the
diaphragm suspension compliance, thus the resonant
frequency will be below the fundamental resonance of
the loudspeaker. The anti-resonance f

o3
is that of the

enclosure capacitance and the port mass.
At this frequency, f

o3
, the impedance is resistive and is

maximum, so the loudspeaker diaphragm velocity is
minimum and radiation from the port predominates and
is in quadrature with the diaphragm radiation. At the
other two resonant frequencies (one above and one
below f

o3
) the mechanical impedance is minimum and

will produce an impedance maximum on the electrical
side. Below f

o2
the phase shifts rapidly so that the

radiation from port and diaphragm are 180° out of phase,
whilst above f

o2
the two radiating surfaces are in phase.

What has been achieved is that the radiation efficiency of
the system has been increased at frequencies below the
normal resonance of an infinite baffle to a limiting lower
frequency, determined only by the acoustic resonance
of the enclosure volume and the port mass. This can
amount to at least half an octave with correct design.

Because of increased acoustic loading, the distortion
relative to an infinite baffle is reduced at frequencies
above the enclosure resonance (f

o2
). Below f

o2
the distor-

tion will be increased due to absence of the stiffness load-
ing of an infinite baffle (as the mass reactance of the port
decreases with descending frequency).

It will be seen that increasing the area will increase the
port length and hence the port volume, which must be
added to the effective enclosure volume to determine
the overall cabinet dimensions. At low resonant frequen-
cies with large port areas the port volume becomes
increasingly large and one soon encounters the law of
diminishing returns. For example, with a design centre of
85 ltrs, 250 mm loudspeaker (diaphragm area 0.06 m2)
and resonant frequency of 40 Hz, for a port area of
0.06 m2 the tunnel length is 925 mm and the port volume
50 ltrs! Therefore one either reduces the port area,
increase the resonant frequency, or increase the enclosure
volume!

Maximising bass response

A way out of this difficulty is to replace the air mass in
the tunnel with a rigid piston; the mass of the piston can
be varied independently of the area. The volume of the
assembly is negligible compared with that of a tunnel, it
is therefore possible to maximise the bass response for a
given set of conditions. The analogy between the rigid
piston of given mass and an equivalent tunnel is exact,
except that viscosity effects of the tunnel volume are
absent and the Q of the piston is therefore somewhat
higher. But the piston does have to be supported, and
this introduces another component into the circuit: a
compliance, due to the restoring force of the piston sur-
round. Figure 16.6 shows the analogue. It is seen now to
be two series resonant circuits in series, one (the passive
diaphragm) shunted with the enclosure capacitance, this
latter mesh can result in an anti-resonance at a frequency
higher than the speaker resonance. It is good practice
and perfectly feasible to introduce sufficient acoustic
damping in the enclosure to reduce the effect to neg-
ligible proportions. It will be seen that the low-frequency
response can now approach that of the basic loudspeaker
resonance.

Figure 16.6 Enclosure with passive radiator.

The beauty of the passive diaphragm is that one can
vary three parameters independently, i.e. the mass, com-
pliance, and area. It is possible to use more than one pas-
sive diaphragm, but the law of diminishing returns soon
operates, and in practice two units are about the max-
imum which can be used.

The equations quoted above for infinite and vented
enclosures apply to passive diaphragms equally well.
If the passive unit diaphragm and suspension is made
identical to the driving loudspeaker the low frequency
response will be extended by one half octave relative
to an equivalent infinite enclosure. Unlike the port of
the vented enclosure, the impedance of the passive
diaphragm will increase at frequencies below resonance
due to the compliant reactance of the surround, thus the
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impedance seen by the driving diaphragm will increase
with decreasing frequency (actually the effective react-
ance of the enclosure compliance in parallel with the pas-
sive diaphragm surround compliance). Thus the
distortion in reflex enclosures at frequencies below f

o2

due to reduced acoustic loading is virtually eliminated.
Figure 16.7 shows the frequency response of a 250 mm

diameter unit in an 85 ltrs infinite box. ‘A’ is the response
of the system on an infinite baffle, and ‘B’ with the add-
ition of the passive diaphragm. This diaphragm consists
of a second speaker unit without the magnet and a 7 gm
mass of Araldite in place of the voice coil. The bass
response extends to 40 Hz (–3 dB) and total distortion is less
than 10 per cent for inputs of 30 W. Under these conditions
the sound pressure is 103 dB in a room of 2500 ft3, and
reverberation time of 1.2 s. Correctly used, the passive
diaphragm can extend the lower frequency response
considerably; it can be (and is) used to good effect on
miniature bookcase loudspeakers, but it must be remem-
bered that although the frequency response can be
extended in a downward direction to possibly 40 Hz, the
power handling capacity is limited by maximum permis-
sible displacement of the loudspeaker diaphragm. This is

usually about 10 mm maximum, thus with a diaphragm
of 150 mm diameter the output is limited to a level of
100 dB referred 2 × 10–5N/m2 at 120 Hz, below which the
power available decreases at –6 dB/octave. It may be
noted that 100 dB is a high sound level, equal to the

crescendo of a fairly large orchestra 30 ft away in, say, the
Festival Hall.

Labyrinth Enclosures

The major problem of all enclosure design is the back
radiation from the loudspeaker diaphragms. Ideally, it
would be reversed in phase (180°) and re-radiated, this
would double the efficiency of the loudspeaker; but
because of the finite velocity of sound this is impossible.
The vented enclosure goes some way towards solving
this problem, giving at least an extra half-octave in the
bass for the effort. The other problem of back radiation
is the internal acoustic resonances due to reflections in
the enclosure. These can be mitigated by adding damp-
ing, but complete eradication is impossible. One solution
is to use a long tube; if it were infinitely long there would
be no reflections and no colouration. A practical solution
is to make it a half-wavelength long at the bass resonant
frequency and add damping. The cross-sectional area
should match the diaphragm area, but in practice one can
reduce it by up to 50 per cent (although the damping
becomes more critical).

Figure 16.8 shows the analogue. R
1
represents the ‘fric-

tional’ content and R
2

the absorption of the damping
material; M is the mass of air, and C its compliance per
unit length. R

1
will increase and R

2
decrease with fre-

quency, thus for optimum low frequency performance
the damping material lining the labyrinth should be fairly
thick. However, if the damping material is too thick the
air loading on the back of the diaphragm will become
excessive and thus limit the high-frequency radiated
power.

Obviously if all the energy radiated from the rear of
the diaphragm is absorbed it does not matter if the end
of the labyrinth is open or closed. If the end is left open
and the damping is reduced there will come a point when
a substantial amount of low frequency energy can be
radiated; the amount will be inversely proportional to
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Figure 16.7 Resonant enclosure (a) closed box (b) with
passive diaphragm.

Figure 16.8 Labyrinth enclosure.
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frequency, so at low mid frequencies (say, 100 Hz
upwards) absorption will be 100 per cent and colouration
due to back radiation eliminated. Correctly designed, the
labyrinth offers the most effective way of getting rid of
the unwanted back radiation from the diaphragm and is
amongst the least ‘coloured’ of all enclosures.

Thus we are still presented with the fundamental
proposition that to move large volumes of air at low fre-
quencies large radiators are required. Reflex enclosures
and passive diaphragms help to extend the low frequency
response of the loudspeaker system by using some of the
available energy from the rear of the loudspeaker
diaphragm, and even though this amounts to only a few
dB it must be remembered that an increase of 3 dB in
sensitivity is equal to doubling the power of the amplifier
output stage. The labyrinth is beautifully smooth but
large, complicated, and expensive.

We thus return to the economics of the situation – does
the cost of the loudspeaker enclosure complication offset
the otherwise increase in cost of a power amplifier with,
say, twice the power output for extended bass response?

Professional Systems

The specification for professional studio monitors is
much tighter than that for domestic units because:

(a) the maximum sound level is high, 114 dB SPL is min-
imum, and with systems used in ‘pop’ recording 124
dB SPL is often specified:

(b) the acoustic environment is much larger than the
domestic one;

(c) distortion levels even at the maximum output are sig-
nificantly less (especially in the lower bass) than the
domestic counterpart.

Assuming an auditorium 50 × 40 × 15 ft (103m3) with a
reverberation time of 1.5 s, a power of 8 acoustic W would
be required for an SPL of +114 dB; 32 W for +120 db; and
80 W for +124 dB. A speaker system of sensitivity +92 dB
SPL for 1 W input has a conversion efficiency of 1 per cent,
thus to produce +114 dB SPL assuming hemispherical
radiation would require an electrical input of 800 W. Fortu-
nately, due to reflections from the boundary surfaces the
effective sound pressure is considerably increased, so the
power input can be reduced by about –3 dB (halved!).
Additionally, the speakers are normally used in pairs so
the total input power per speaker for 114 dB SPL under
normal operating conditions would be 200 W.

Assuming a 3-way system, it would be divided:

(a) bass power 80 W;
(b) mid-range 70 W;
(c) treble 50 W;

and could consist of a 15 in (380 mm) unit for bass, two
4 in (100 mm) mid-range, and a 1 in (25 mm) soft dome
for treble. The treble unit should be of a Ferrofluid type
to raise the power handling capacity. Normal practice is
to use a 3-way passive network, but for optimum results
it is preferable to drive each unit separately from its own
amplifier with low level crossover; in this way the
sound level from each of the speakers can be matched
accurately and the problems of impedance mismatch
between the crossover networks and the loudspeakers
eliminated.

For larger systems, say for high level ‘pop’ studio
monitoring where levels of +124 dB SPL are the norm,
and levels of +130 db SPL peak can and do happen (what
effect this has on the hearing of the artists is another mat-
ter) a total input power of 1500 W per speaker system is
the accepted standard.

A typical system will use four 12 in (300 mm) bass
units using 4 in (100 mm) diameter voice coils in a vented
enclosure of 1 m3 tuned to 40 Hz with a Q of 1.4, the –3 dB
point being 35 Hz. They are connected in parallel and fed
from a 500 W RMS amplifier. The mid-range is a
100 mm soft dome unit, the gap flux density is 1.85 Tesla
and is fed from a 500 W amplifier. The treble unit is a
40 mm soft dome, gap flux density 2.0 Tesla and is also
fed from a 500 W amplifier. The crossover frequencies
are 250 Hz and 5000 Hz (split at low level at the input to
each amplifier). Additionally, a 24-way one-third octave
equaliser is fitted to the input and the system is then
adjusted in situ so that under operating conditions the
system is flat ±1.5 dB 35 Hz to 17 kHz, and –3 dB 23 kHz
at 120 dB SPL.

Networks

The requirements for a single loudspeaker to cover the
‘full’ frequency range of 20–20000 Hz are in practice self-
defeating; if the diaphragm is sufficiently large to radiate
20 Hz efficiently, at 20 kHz entirely apart from cone res-
onances etc., the focusing would result in a very narrow
beam. Thus it is necessary, for wide band reproduction to
split the frequency range into a number of sections. A
good practical compromise would be two sections with a
crossover frequency of about 2 kHz; a more exotic sys-
tem would use three bands with crossover frequencies of,
say, 500 Hz and 5 kHz.

By definition a ‘low’ pass filter will ‘pass’ all frequen-
cies up to a specified frequency, and ‘stop’ all frequencies
above it; a high-pass filter will be its inverse. This defini-
tion is impossible in the real world, and the crossover fre-
quency is the –3 dB point of the attenuation curve.

The simplest network uses a series inductance for the
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low-pass and a series capacitance for the high-pass.
Assuming the load is resistive, the attenuation will be
–6 dB/octave and because it introduces minimal phase
shift it is preferred by some designers. The next filter is
the ‘two-pole’, i.e. for a low-pass network a series
inductance and shunt capacitor across the load with the
elements interchanged for high-pass. The attenuation
slope is –12 dB/octave. By adding a third element (in
series) and forming a ‘T’ network, a ‘three-pole’ system
results and the attenuation slope is –18 dB/octave. A
fourth element (in shunt across the load) will give a ‘four-
pole’ system with a loss of –24 dB/octave, and so on, see
Fig. 16.9. In commercial practice it is rare to use more
than a three-pole network, and the two-pole is by far the
most popular.

Figure 16.9 Basic network systems.

Before design of the network can commence four
independent parameters must be known:

(a) generator impedance
(b) load impedance
(c) cut-off frequency
(d) attenuation slope.

Modern power amplifiers have massive amounts of
overall negative feedback and are basically constant
voltage generators, so the impedance ‘looking into’ the
output terminals is a short circuit. The load impedance
presented by the loudspeaker varies widely with
frequency, and bears only passing resemblance to the
manufacturer’s impedance rating. Therefore, the first
requirement is to measure the impedance at the crossover
frequency. It will, in most cases, be a complex load, a
resistance in series with an inductance for LF drivers and
a resistance in parallel with a capacitance for tweeters.

To terminate the network correctly the reactive com-
ponent must be removed and the easiest way is to use a
‘Zobel’ network, which is connected in parallel with the
loudspeaker. For the low pass case this consists of a
resistance R in series with a capacitance C. R and L equal
the measured resistance and inductance of the
loudspeaker at the cross-over frequency, and C = L/R2.
For the tweeter (high-pass case) the resistances are again
equal but the reactance is generally capacitative,
therefore the other element in the Zobel network is an
inductance: L = C/R2 although in some cases, where the
tweeter is used well above its resonant frequency
(frequencies of 5 kHz and above) it may present an
inductive reactance, in which case the Zobel network
will use a capacitance as in low frequency drive units.

Figure 16.10 shows the schematic for a two-pole net-
work, the values of the two inductors and two capacitors
are equal:

Note: R
L

is the measured AC resistance of the loud-
speaker (plus Zobel network if used).

Figure 16.11 3 is for a three-pole network:

L
1
=

1.6R
L C

1
=

1 

2πf
c                                                               

πf
c
R

L

L
2
=

R
L C

2
=

1 

2πf
c                                                              

3.2πf
c
R

L

L
3
=

R
L C

3
=

1 

4πf
c                                                              

2πf
c
R

L

The network Fig. 16.10 would normally be used on
medium power systems, say maximum 100 W, whilst
network Fig. 16.11 would be used for higher power
systems. For a three-way system, the low-pass section of
Fig. 16.10 would be used for the bass and the high-pass
for the treble. A band pass network for mid range is
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shown in Fig. 16.12. The element values calculated from
Equation (16.19), L

a
C

a
would be for the high frequency

cut-off (say 5000 Hz) and L
b
C

b
for the low frequency

cut-off (say 500 Hz).

Figure 16.10 Two-pole network.

Figure 16.11 Three-pole network.

Figure 16.12 Band-pass network.

Components

For medium-priced equipment, bipolar electrolytic
capacitors are normally used, but it must be remembered
that the normal tolerance is ±20 per cent or ±10 per cent

to special order. This means that unless one is prepared
to select capacitors to closer tolerances, say ±5 per cent,
the cut-off frequency will vary out of design centre
tolerances. The best capacitors are of the non-polar
dielectrics such as polypropylene, PTFE, and poly-
styrene.

Inductors can be either air cored or ferrite cored. The
air cored inductor has the advantage of no hysteresis
losses or distortion but is expensive, especially with high
power (which require thicker wire), high inductance
coils. With ferrites there is non-linear distortion and
because of low saturation induction there is a limit to
their power handling capacity, being at about 350 Amp.
tns for a 10 mm diameter core (proportional to cross sec-
tional area) for 5 per cent THD. The advantage of the
ferrite is the saving in copper. Coil resistance is
important, with an 8 ohm loudspeaker a series coil resist-
ance of 1 ohm will result in a power loss of about –1 dB.

Ribbon Loudspeaker

The ribbon loudspeaker is one of the most efficient
high frequency units in production. Its construction
(Fig. 16.13) is simplicity itself. The diaphragm consists
only of an aluminium foil ribbon which is suspended
between the poles of a magnet. The nominal flux density
in the gap is 0.6 Tesla and high energy columnar magnets
are used.

A practical ribbon is 55 mm long, 10 mm wide, 3 µm
thick, and its mass is 3.5 mgm. The resistance of the rib-
bon is of the order of 0.1 ohm, necessitating a matching
transformer when used with commercial amplifiers
designed for a 4–8 ohm load.

Figure 16.13 Ribbon transducer.

If the ribbon were flat, it would have to be stretched
slightly to prevent it twisting and ‘sagging’ in the middle,
and possibly moving out of the gap. This would also
result in multiple mechanical resonances of the ribbon
which would adversely affect the frequency response.
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The solution is to corrugate it laterally, as this not
only removes the mechanical problem but also prevents
cross resonances. Additionally, it is very difficult to
obtain a uniform magnetic field over a gap width of
10 mm (the flux density is about 15 per cent higher at
the pole faces compared with the centre), therefore the
force is not constant across the ribbon face and it
would flex longitudinally and eventually break; the
lateral corrugations effectively prevent this.

Because of the very low mass the ratio of applied force
(Bli) to mass (3.5 × 10–6 Kg) is extremely high, giving a
good efficiency and excellent high frequency and tran-
sient response, the cut-off point (–3 dB) being 55 kHz.
However, the small radiation area puts the ‘low’ fre-
quency cut-off at 5 kHz. This problem is overcome by
providing horn loading, and with a suitable design the
‘low’ frequency response can be extended down to
1 kHz; this demands a very steep cutting high pass filter
with an attenuation slope in excess of –60 dB/octave to
prevent the high power mid frequencies destroying the
ribbon. Figure 16.14 shows a suitable design in which the
mutual inductance of the two shunt arms resonates with
C

2
giving infinite rejection at 700 Hz.
The rear surface of the ribbon is acoustically coupled

to the cavity between the magnets, which is filled with an
absorbing material to prevent resonances.

The excellent high frequency and transient response is
primarily dependent upon the low mass of the diaphragm
which is also the conductor. This means that the thermal
capacity is low and, concomitantly, the power handling.
With present designs this is limited to 30 W and a 50 per
cent overload for 5 ms. would melt the ribbon, so some
form of overload protection should be built into the
amplifier.

Wide Range Ribbon Systems

The ‘wide range’ ribbon loudspeakers currently available
have claimed frequency response 25 Hz to over 30 kHz,
but being di-pole radiators (similar to electrostatics) the
final acoustic performance is dependent on the listening
room geometry, furnishings, and speaker placement.
Maximum SPL is about +115 dB at 4 m in a room
27 × 14 × 10 ft and reverberation time of 1.5 s, using two
100 W amplifiers per speaker. The quoted SPL is for a
pair of units in normal stereo configuration. The system
consists of bass, mid-range, and treble units, the bass
being fed by one 100 W amplifier, and the mid-range and
treble by a similar 100 W amplifier.

These speakers are not small, each weighing about 136

Kg (300 lbs) and are 2000 mm high, 890 mm wide, and 10
mm deep. The drive units are mounted side by side (see
Fig. 16.15) and are 1850 mm long. The bass is trapezoid in
shape, 250 mm wide at the top and 350 mm at the bottom;
the mid-range is 50 mm wide, and the treble unit 20 mm
wide. The diaphragms are 10 µm Kapton with an alu-
minium conductor 20 µm thick cemented to it.

Figure 16.14 High-pass network.

Figure 16.15 Wide range ribbon loudspeaker.

Figure 16.16 shows the construction of the bass unit.
The conductor is arranged in ‘zig-zag’ fashion and the
magnets alternately N-S-N-S etc., the conductor over-
lapping a pair of magnets, thus the resultant force from
the interaction of field due to the current and that from
the magnets will move the diaphragm, the displacement
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being proportional to magnitude and direction of the
current. It is stretched slightly to prevent sagging, and the
system although not as ‘transparent’ as the electrostatic
has excellent transient response.

The mid-range driver is under slight tension and is sup-
ported along its edge by plastic foam and the corruga-
tions are at 45° to reduce transverse vibrational modes.

The treble unit is smaller to the mid-range, except for
width and transverse corrugations. A simple two-pole
crossover network is used for the two units which, like
the bass, has a substantially resistive input impedance of
4 ohms. The crossover frequencies are 400 Hz and 5 kHz.

The distortion at rated output is less than 1 per cent
over the whole frequency range, and intermodulation
products are negligible.

Pressure Drive Units

From time immemorial a horn has been used to ‘amplify’
sound; when used as a musical instrument and applied to
the mouth the tiny vibrations of the lips can produce an
ear-shattering sound (especially the brass family). With
the invention of the telephone it was rational to use a
horn in an attempt to amplify the low level of sound from
the early receivers, indeed the first ‘loudspeakers’ used
for wireless reception in the 1920s were nothing more
nor less than a headphone with an attached horn. From
these humble beginnings the most powerful and efficient
form of sound reproduction has evolved.

Figure 16.16 Bass unit.

The modern unit consists of a moving coil drive unit
and matching horn. For optimum results the two units
should be designed as a system.

Horns

A horn is basically an acoustic transformer. It transforms
a small area diaphragm into an effective large area
diaphragm without the disadvantages of increased mass,
cone resonances, etc. The radiation resistance of a large
area diaphragm is much greater than one of small area,
thus more power is radiated for a given velocity volume
of air. The basic parameters for designing a horn are
maximum acoustic power, frequency range, and toler-
able distortion. Knowing these, the driving unit can be
specified, then the throat and mouth diameters and the
form (or shape) and length of the horn can be calculated.

Mouth size

The mouth (large end) should have a circumference
large enough so that the radiation impedance is substan-
tially resistive over the designed frequency range.
i.e., Ka> 1; that is, C/λ> 1, where C is the mouth
circumference (2π a), and λ is the wavelength of the
lowest design frequency. Thus, for f

c
= 50 Hz, the horn

mouth diameter should be ≈ 2.2 m (7.25 ft) which for
domestic purposes is rather large.

Rate of flare

Having determined the mouth dimensions and the throat
diameter which in turn are controlled by the driving unit
constants, the length of the horn is determined by the
rate of flare, which in turn is a function of the cut-off fre-
quency. The actual relationship depends upon the particu-
lar flare law used.

The conical horn

This is the oldest and simplest form. The area A
x

at any
distance x from the throat is:

Ax = A
t
x2 (16.21)

where A
t
= Throat area

The low frequency limit f
L

taken –3 dB is:

f
L

= 9x
Ax

or x =
f

L
Ax

9
(16.22)
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Exponential Horn

The exponential horn will extend the low frequency
response by about three octaves compared with a conical
horn of the same overall dimensions. The secret is the
rate of flare. The area Ax at any distance x from the
throat is:

Ax = A
t
εmx (16.23)

where m = Flare constant
ε = 2.718

The low frequency limit (–3 dB) is:

f
L

=
mc

√2π

but the frequency of complete cut-off normally quoted is:

f
c

=
mc

4π

Hyperbolic horn

For the same overall dimensions this horn will show an
improvement of one-third octave downwards compared
with the exponential horn. The law is:

Ax = A
t
(cosh x /x

o
+ T sinh x/x

o
)2 (16.26)

where      x
o

= Reference axial distance from throat
x = Axial distance from throat
T = Parameter which never exceeds unity and

is usually about 0.6

f
c

= c /2πx
o

x
o

= c /2πf
c

(16.27)

The hyperbolic has a nearly vertical cut-off curve and
the –3 dB point can be considered the same as f

c
.

Figure 16.17 shows the relative impedance of these
three horns; R

ma
= Resistance, and X

ma
= Reactance.

• Curve No. 1 = Conical
• Curve No. 2 = Exponential
• Curve No. 3 = Hyperbolic

These curves are for horns of infinite length. Practical
horns will have the same general shape but there will be
‘wiggles’ on the curve due to reflections from mouths of
finite size. See Fig. 16.18 – the shorter the horn the larger
the discrepancy.

Figure 16.18 Exponential horn Fig. 16.17 but length = 2.5 m.

Distortion

For optimum coupling the horn throat is usually of
smaller area than the diaphragm of the driver and the
horn throat forms a constricted volume of air.

The variation of pressure in air is a function of volume
and is given by:

p = 0.726 /V1.4 (16.28)

where p = Absolute pressure in bars (1 bar = 105 N/m2)
V = Differential change of volume of air in 

throat due to movement of diaphragm
(in m3/Kg)

For very small changes in volume, this equation is
substantially linear, but where the relative volume
displacement due to diaphragm excursion may be large,
distortion is generated. Assuming a sinusoidal motion of
the diaphragm, the second harmonic distortion is:

% second harmonic distortion = L × 73 f/f
c
√I

t
× 10–2 (16.29)

where f = Driving frequency
f

c
= Horn cut-off frequency

I
t
= Intensity in W/m2 at horn throat
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Drive units

Figure 16.19 shows the layout of a horn/driver unit. Over
the working frequency range the mechanical impedance
Z

mt
presented by the throat of the horn is a pure resist-

ance:

Z
mt

= p
o

C S
t

where p
o
C = 407 Ohms (16.30)

S
t

= Throat area in m2

The mechanical impedance presented to the diaphragm
is proportional to the ratio of square of the diaphragm
area to the throat area:

Z
D

= Sd2/Z
mt

= Sd2/p
o
C S

t
(16.31)

The effect of the horn is to produce a large increase in
Z

D
at low frequencies (above the horn cut-off frequency,

of course); such a system is therefore much more efficient
at these frequencies than the small drive unit alone.
Additionally, because the moving mass of a small drive is
low, the inherent efficiency is proportionally greater
when compared with a direct radiator loudspeaker of
comparable cone size to the horn mouth.

Horn type loudspeakers can easily be built with effi-
ciencies in excess of 20 per cent (best examples reach 50
per cent) over a wide range of frequencies above cut-off
frequency of the horn. The primary difficulty is that in
order to produce high outputs at low frequencies the
displacement of the small diameter diaphragm must be
very large, so that it requires considerable ingenuity
and skill on the part of the designer to construct a
suspension system which will not introduce non-linear
distortion.

Figure 16.19 Horn driver unit.

It will be seen from Equation (16.31) that increasing
the ratio of diaphragm to throat area increases Z

D
and

thus the efficiency at low and medium frequencies, but
because of the increased mass of the driving system will

reduce the ultimate high frequency response – what one
gains on the swings!

The analogue of the mechanical circuit is shown in
Fig. 16.20. C

D
is the compliance of the suspension, M

t

total mass of voice coil, diaphragm, etc., R
t
total mechan-

ical losses (suspensions, damping, etc.), Z
t
= Ra + jXa

the reflected acoustic resistance and mass reactance
(which increases with frequency) at the throat. and C

c

reflected compliance of the air chamber between the
diaphragm and the throat:

C
c

= V
c
/1.4 × 10–5 Sd 2 (16.32)

and this reactance acts in parallel with the radiation
impedance Z

t
at the throat of the horn, thus at some high

frequency the reactance of C
c
will be less than Z

t
and the

high frequency response will fall.

Figure 16.20 Analogue of Fig. 16.19. 

The motional impedance, speaker efficiency, and
power output, can be calculated from this mechanical
circuit and the known electrical characteristics of the
motor system. Figure 16.21 shows the complete analogue
referred to the electrical side, which over the working
frequency range can be simplified to Fig. 16.22. It will be
seen that it is purely resistive, i 2 R

mt
being the actual

power radiated by the horn.
Figure 16.23 shows a response curve; at frequencies

below A the response will drop because of reduced load-
ing due to horn ‘cut-off’. The mid-frequency range B is
flat; in this region the diaphragm velocity is constant with
frequency and the acoustic load is resistive, therefore the
acoustic output will be flat. At high frequencies the
response is limited, principally by the combined mass of
the diaphragm and voice coil assembly. If there were no
cavity between the diaphragm and throat the response
would fall at –6 dB/octave, C in Fig. 16.23. In real life
there is always a cavity and it is possible to choose C

c
so

that it will resonate with the total mass M
m

and extend
the upper frequency response by about an octave – note
the response then falls at –12 dB/octave rather than the
–6 dB/octave when C

c
is zero.
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Figure 16.23 Response of Fig. 16.21.

The principal diaphragm/suspension resonance is usu-
ally chosen at the centre frequency of the desired range
and is highly damped by the reflected acoustic resistance.
With optimum design a flat response can be obtained
over a range of four octaves.

Electrostatic Loudspeakers (ESL)

The electrostatic transducer is by far the oldest piece of
electrical equipment to transform electrical energy into
another form, either mechanical or acoustic. The electric
machines of the 18th century with their whirling globes
of glass or brimstone and with their discs plastered with
silver paper and ‘what-have-you’ provided the experi-
menters with ample opportunity to become familiar with
the loud impulsive sounds which accompany spark dis-
charges in air. Accumulating the charge on a condenser

or, as it was known in those days, a Leyden Jar, still fur-
ther enhanced these noisy discharges. The main spark
provided a noise by direct ionisation of the air, but also
the Leyden Jar itself acted as an electro-acoustic trans-
ducer and provided a small amount of acoustic energy.
The effect can now be identified as a shock excitation of
the compressional waves in the material of the Jar, pro-
duced by the sudden release of the electro-strictive stress
established by the electric charge. Some of the Leyden
Jars actually emitted a musical tone corresponding to the
frequencies of the mechanical resonance of the Jar itself.
However, these resonance vibrations died out very
quickly, presumably due to the damping introduced into
the mechanical circuit by the adhesive used to stick the
foil onto the Jar. This was later identified in 1863 by Lord
Kelvin who inferred that the cause of the effect must be
closely related to the electrostatic stresses about which
Faraday had speculated.

Since that time, at periodic intervals, the use of
the electrostatic forces have been harnessed (generally
unsuccessfully) into making an electro-acoustic trans-
ducer. The most successful of the early attempts
was in 1917, when Wente produced the first successful
electrostatic or condenser microphone. It was the first
transducer design in which the sensitivity was deliberately
offset for uniformity of response; and it was certainly the
first in which electronic amplification was relied upon to
gain back the ground lost by eschewing resonance.

The principal changes introduced into the condenser
microphone itself during the next three decades con-
sisted of the virtual elimination of the cavity in front of
the diaphragm and a drastic reduction in the size of
the instrument. As a matter of course the action was
reversed and an electric potential applied to the con-
denser microphone, which behaved as a miniature loud-
speaker. However, the electrostatic loudspeaker failed
to gain any commercial acceptance in spite of extensive
activity devoted to it between about 1925 and 1935. Prin-
cipally, there were several serious shortcomings which
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still adhered to the basic design. Either the diaphragm or
the air cavity itself had usually been relied upon to pro-
vide the protective insulation against electrical break-
down, but this protection was often inadequate and
limits were therefore imposed on the voltages that could
be used and, concomitantly, the maximum power output.

Close spacings, a film of trapped air, stiff diaphragm
materials, and vulnerability to harmonic distortion,
combined to restrict to very small amplitudes both the
allowable and the attainable diaphragm motion. As a
consequence large active areas had to be employed to
radiate useful amounts of sound power, especially at low
frequencies. When large areas were employed, the sound
radiation was much too highly directional at high fre-
quencies, and several of the early Patents bear on one or
other of these features. It is now apparent that an inte-
gration of such improvements would have made it pos-
sible to overcome, almost but not quite, every one of
those performance handicaps. The problem was that no
one sat down and coherently thought about it.

The essential components of a simple electrostatic
loudspeaker are shown diagrammatically in Fig. 16.24.
One plate, P

1
is fixed, the other plate, P

2
being movable

and therefore responsible for sound radiation. If a steady
DC voltage is applied between the plates the attracted
force will cause P

2
to approach P

1
and ultimately stay

there unless prevented from doing so. This action follows
from the law of inverse squares, namely, force (E/D)2. It
is imperative, therefore, to introduce some form of elas-
tic constraint between P

1
and P

2
. For analytical purposes

it is immaterial how this is effected so long as the force
displacement law is known. To make the analysis practic-
able, we must perforce deal with a linear differential
equation, the force displacement law should be linear.
Accordingly, we postulate a thin dielectric substance in
which the law of compression is F = Sx, where x is the dis-
placement in the direction of F.

Figure 16.24 Basic single-sided electrostatic loudspeaker.

If an alternating voltage be applied across P
1
P

2
, then

seeing that the attraction is independent of polarity, the
diaphragm moves towards the plate during each half

cycle. The relationships are indicated in Fig. 16.25, where
curve (a) corresponds to the electric input and curve (b)
corresponds to the acoustic output. This output can
be resolved by Fourier analysis into an infinite
series of sequences. The sine wave input is therefore
reproduced with an infinite retinue of harmonics and
electro-mechanical rectification ensues. If a polarising
voltage large by comparison with the signal voltage is
imposed thereon, the action of the device undergoes a
remarkable transformation. The steady voltage causes
the dielectric to be compressed by an amount αE2;
the signal voltage causes a fractional variation in the
compression according to harmonic law when the signal
voltage is additive; the dielectric is compressed
(E + ∆E)2, whilst in the middle of the next half-cycle it is
compressed (E – ∆E)2. The force varies as 1/D2 but if ∆D
is a small fraction of the dielectric thickness the variation
with distance can be disregarded and the action is
substantially linear. Thus, if the dielectric is massless the
device reduces mechanically to a harmonically driven
mass on a simple coiled spring; the diaphragm is the mass
and the dielectric provides the spring effect; whilst
the alternating electric force does the driving. Under such
conditions the acoustic output will be a replica of the voltage
input, providing the amplitude of vibration is small.

Figure 16.25 Rectified acoustic output, single-side transducer
(a) electric input (b) acoustic output.

This simple system has been used with some success
in the production of high frequency tweeters. If the
diaphragm is to be mechanically stable it is obvious that
there must be a limit to the polarising potential that may
be applied. Irrespective of corona discharge the electro-
static force acts as a negative compliance and if this
increases above the static compliance of the diaphragm it
will collapse onto the other electrode.

The beauty of the electrostatic loudspeaker is that (in
theory at least) the driving force is applied equally over
the whole surface of the diaphragm, which thus moves in
phase as a coherent unit, whereas the cone of a moving
coil unit is driven at the apex only and problems arise due
to finite velocity of the acoustic wave through the
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diaphragm material and resonant modes dependent on
shape, size, and material of the diaphragm present the
designer with a permanent headache.

There are problems, of course. It is customary to
regard electrostatic devices as basically non-linear since
the tractive force between condenser plates at a constant
potential difference varies inversely as the square of dis-
tance between them, and Fig. 16.26 shows the schematic
of a single-sided transducer. There are several basic
parameters: (a) the force of attraction between oppos-
itely charged condenser plates; (b) the capacitance of a
parallel plate condenser; (c) relation between charge and
EMF across the plates.

F
e

=
–q2

2ε
o
Sd

; C =
ε

o
Sd

D + x    
;          q = C. E

o
(16.33)

F
e
is the mechanical force originated by the charge q, and

it will be noticed that the stress is a tension and acts in a
negative x direction. The presence of q2 term in Equation
(16.33) indicates that the system is non-linear. It follows
an inverse square law, thus the input AC voltage must be
a small proportion of the polarising voltage if distortion
is to be kept within reasonable limits.

Figure 16.26 Single-sided system with DC bias.

Another important factor is the negative compliance
generated by q, which at some value of E

o
will exceed the

diaphragm stiffness which will then collapse onto the sta-
tionary back plate with disastrous results.

Push-pull electrostatic loudspeaker

One way of overcoming this problem is to place a second
electrode on the other side of the diaphragm. This, so far
as DC is concerned, is connected to the first electrode,
thus there is now an equal and opposite force applied to
the diaphragm and, if the potential is not too high, the
diaphragm will remain central. Thus if the two outer

electrodes although at zero DC potential are connected
together through the secondary of a transformer and
an alternating potential applied to the primary the
diaphragm will be alternately attracted to one and then
the other of the outer plates according to whether
the instantaneous potential is increasing or decreasing,
(See Fig. 16.27).

Figure 16.27 Constant charge push-pull system.

It will be seen that the two outer plates are each at
ground potential except for the applied AC signal volt-
age; this is assumed to be divided equally between the
two meshes. R

1
is of small value and is purely for protec-

tion against short circuiting the power supply if the
diaphragm touches either outer electrode. As shown in
the single-sided transducer, the device is basically non-
linear because the tractive force between the diaphragm
and back plate is essentially non-linear since for a con-
stant potential difference F

e
varies as the inverse square

of their separation.

Constant charge push-pull system

If, however, R
1
is made very large, then the time constant

of R
1

Ca and R
1

Cb is very long (several seconds in prac-
tice) and can be considered, so far as the signal voltage is
concerned, infinite; this will be the equivalent of a con-
stant charge on the diaphragm and will be independent
of its position in the space between the electrodes. Thus
the force acting on the diaphragm will be determined
only by the magnitude of the unvarying charge on the
diaphragm and the electric field established by the signal
voltage, most importantly it will be independent of the
position of the diaphragm in the space between the
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electrodes. Thus the major drawbacks of the electrostatic
loudspeaker are removed by this simple expedient. The
non-linearity due to diaphragm spacing is eliminated as
is the requirement to restrict the ratio of signal to polar-
ising voltage, and in this form the electrostatic trans-
ducer comes out as a clear winner in the distortion stakes
when compared with electrodynamic units.

The efficiency is directly proportional to the (polarising
voltage)2 and inversely as the spacing between the
diaphragm and the outer electrodes, and is limited by volt-
age breakdown. To prevent catastrophic breakdown the
outer electrodes are covered with a plastic coating which
not only has a high voltage breakdown capacity but also a
high dielectric constant; with modern materials over 95
per cent of the polarising voltage appears in the air space.

The other problem is ionising of the air in the gap. It is
usual to arrange for the polarising voltage and half the
peak-to-peak signal voltage to be 90 per cent of the break-
down voltage. This leaves very little safety margin and a
momentary overload will cause ionisation and consequent
audio distortion and in extreme cases puncture the
diaphragm. However, with the present generation of loud-
speaker systems protection circuitry is built into the system.

Diaphragm size

The ultimate diaphragm dimensions are controlled by a
number of conflicting requirements: to radiate low fre-
quencies the area must be large – the lower the cut-off
frequency the larger the diaphragm – for good dispersion
at high frequencies the converse is true. Fortunately,
there is a compromise solution – that is, to split the
diaphragm into a number of discrete electrical sections
whilst still maintaining a coherent whole.

Low frequencies

The first limitation is the spacing between the plates and
diaphragm which limits the excursion at low frequencies.
The fundamental resonant frequency of a rectangular
diaphragm f

o
is:

where T = Tension
A = Area
Lm

t
= Total dynamic mass

a = Short dimension
b = Long dimension

The static force is (E
o
/D)2; it will be linear with displace-

ment, will behave as a negative stiffness, and provided
this does not exceed the positive mechanical stiffness of
the diaphragm it will remain stable. This sets the limit for
maximum displacement, and for a given low frequency
resonance the diaphragm size – thus one trades low fre-
quency response against diaphragm size and efficiency.

Compared with the dynamic loudspeaker the total
mass of the moving system is very small, in theory and to
some extent realised in practice, this leads to high effi-
ciency; being thin and relatively large it is flexible and
under working conditions is lightly stretched, but the
major restoring force is a function of the electric field. It
can be shown that a stretched membrane will break up
into an infinite number of frequencies, not necessarily
harmonically related: the expression Equation (16.34)
gives the first (or fundamental), others can be calculated
from:

where    m = 1,2,3, etc.
n = 1,2,3, etc.

Fortunately, these resonances are highly damped by the
resistive component of the air load and the perforated
outer electrodes, and do not present any difficulties with
current designs.

Of all practical loudspeakers, the ESL is the nearest
approach to an ideal piston. It provides direct conversion
from a constant voltage to a constant force applied to the
air load. This air load is the major portion of the
mechanical impedance of the system and with modern
designs approaches 70 per cent of the total loading; thus
the diaphragm velocity (and hence radiated power) is
directly controlled by the radiation impedance.

Because of the low acoustic impedance of the
diaphragm, it is virtually ‘transparent’ to a sound wave. If
the rear of the speaker is contained in a box, because of
this ‘transparency’ all reflections from the walls and res-
onances of the box will pass through the diaphragm unat-
tenuated and will, according to the phase of the reflected
signal, augment or cancel the original signal, and the
resultant sound field will be a considerable degradation
of the otherwise flat response. Additionally, the diaphragm
has a much greater area than the traditional moving
coil loudspeaker and the dynamic mass is an order
of magnitude lower. The low-frequency resonance is
controlled by the total mass of the moving system and the
total compliance. Because of the low mass of the
diaphragm the effective mass is that of the air load, and
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the compliance will be inversely proportional to the
square of the diaphragm area. Thus the reflected
compliance would be extremely low and together with
the low mass, even with a large enclosure would place the
‘low’ frequency resonance in the upper mid frequencies.
For this reason all practical ESLs are ‘unbaffled’ – this is
known as a ‘doublet’ source, because the maximum radi-
ated energy levels are found on the front and rear axis
with the minimum levels in the plane of the diaphragm.

Directivity

Focusing at the higher frequencies is inevitable because
of the relatively large size of the diaphragm. There is,
however, a simple solution which was used in the first
commercial ESL. This consisted of splitting the outer
electrodes into three vertical sections, the centre section
covers the frequency range from about 500 Hz upwards,
and the two outer sections handle the bass frequencies.
Since a step-up transformer is necessary, it is possible
to form effective crossover network components by
deliberately introduced leakage inductance in the
transformer to match the inherent capacitance of the
loudspeaker.

The latest developments carry this philosophy to its
logical conclusion. It was developed by PJ Walker in his
Quad ESL 63 using the ‘constant charge’ concept and
taking advantage of the ‘transparent’ diaphragm. These
techniques allow one to short circuit the somewhat cum-
bersome methods of equivalent analogue circuit analysis
and use a much simpler reciprocity system. The ‘trans-
parent’ diaphragm means that if it is immersed in any
sound field it will not introduce any discontinuities and
will not disturb the field. When this is the case radiation
impedances and diaphragm velocities can be eliminated
from the equations and instead a much simpler relation-
ship between electrical input current and acoustic sound
pressure is revealed, even for complicated surface
shapes.

The basic transduction mechanism must be defined
and then by reciprocity the current/pressure relation-
ships are derived. Figure 16.27 represents a section
through an ESL of as yet undefined area. Of these elec-
trodes, the two outer ones are assumed to be stationary
plates, parallel to each other and perforated to allow free
passage of air. The centre electrode, a thin stretched
membrane, is assumed to be sufficiently light and unre-
strained so that if placed in any sound field its normal
vibrations will follow that of the air particles prior to its
introduction. There are no baffles or boxes or other
structural impediments.

The electrodes are open circuited and the system
charged such that the equal voltages E appear between

the electrodes as shown. The polarising forces on the
centre electrode are in equilibrium and no voltage
appears across the outer electrodes.

Let the central electrode be moved to, say, the left.
The voltage on the left-hand side will now reduce since
with no charge migration it must remain in direct pro-
portion to the spacing. The voltage on the right-hand side
will increase, again in proportion to the spacing. The
electrical forces on the central electrodes are still in equi-
librium but now a voltage has appeared across the outer
electrodes. The fact that the electrical forces on the cen-
tral electrode still cancel to zero means that no work has
been done in moving the electrode from one position to
another, and yet a voltage has appeared across the outer
electrodes. This is not the creation of energy but merely
a manifestation of negative compliance. The mechanical
system ‘sees’ the capacity between the outer electrodes
in series with a negative capacity of equal value. Thus the
two-terminal system is linear and the voltage appearing
across the outer electrodes is directly proportional to the
displacement of the central electrode. Additionally, it
is necessary to prevent the charge distributing itself
unevenly over the diaphragm during its excursions,
which would produce variations of sensitivity in different
areas. To avoid this the conductive coating is very highly
resistive, thus localising the instantaneous charge.

Imagine a point source of volume velocity U in the far
field at right angles to the plane of the membrane and at
a distance r: near the loudspeaker unit the waves from
this point source will be essentially plane with a pressure
of U.f

p
/2r and have a particle displacement of U/4πrc

which is independent of frequency. The centre electrode
will vibrate in accordance with this displacement and will
produce a voltage between the outer electrodes which
will be independent of frequency. Thus a volume vel-
ocity at point P produces a voltage at a pair of open
circuit terminals and by reciprocity a current into
those same terminals will produce a pressure at point P
equal to:

p = E/D × I/r × 1/2πC Newtons/m2 (16.36)

where E is the initial polarising voltage on the membrane
when central, and D is the distance between the two fixed
electrodes. This, then, is the expression for the far field
axis pressure. The result, dependent only upon two sim-
ple electrical and dimensional measurements, indepen-
dent of frequency, area, or shape of the loudspeaker
elements, is in sharp contrast to the laborious postulation
connected with the design of, say, a moving coil loud-
speaker.

The next problem is directivity – ideally, a small sur-
face for high frequencies and a progressively larger area
as the frequency is reduced. Theoretically, a thin flexible
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membrane with vibration patterns arranged to radiate
waves as if they had come from a point source some
distance behind the membrane surface. It would be
expected that the membrane would vibrate in the form of
expanding rings, falling in amplitude as they expand in
accordance with simple calculations.

Figure 16.28 shows a point source S producing spher-
ically expanding sound waves at a distance r (in practice,
about 300 mm) to the transparent membrane. It will be
seen that for the membrane when driven electrically to
synthesize the spherical wave, the input signal must be
progressively delayed proportional to distance from its
centre. Assume that the wave front M with radius r is just
arriving at the membrane surface; after time t

1
it will have

radius d
1
, and t

2
= d

2
etc., it will be seen from the diagrams

that if the differences between successive delay lines are

equal the radii of corresponding circles will get progres-
sively closer as they move out. If the membrane is now
placed between two perforated plates on which conduct-
ors are arranged in concentric circles, the signal is fed to
the centre one and also through successive steps in a
delay line to the outer ones in turn, each step of the delay
line being equal to t–t

1
, t

1
–t

2
, etc., then the membrane

movement will be that of a plane through which the
sound field is passing, see Fig. 16.29.

For simplicity the electrodes are divided into six sec-
tions of equal area and hence equal capacity. It is
assumed equal delay time and attenuation to each sec-
tion. Figure 16.30 shows the simplified electrical circuit,
and Fig. 16.31 one section of the delay line. The self
capacity of the inductors is balanced out by the cross con-
nected capacitors, so the delay is to a large extent inde-
pendent of frequency.

By optimising the delay line constants it is possible to
produce smooth axis and polar curves with an almost
complete freedom of choice for directivity index versus
frequency. The solution is to examine the motional
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Figure 16.28 Radial delay from point source.

Figure 16.29 Radial delay and attenuation of signal currents.

Figure 16.30 Simplified electrical circuit.

Figure 16.31 Delay-circuit section.
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current because this is a direct measurement of the
membrane velocity:

µ =   
I

mo
T

E
o

EA
d2

(16.37)

Figure 16.32 shows a suitable bridge circuit to extract

the motional current – the so-called ‘blocked impedance’
is obtained by switching off the polarising supply since
this has the effect of increasing to infinity the apparent
impedances to the right of the dotted line. With the
bridge carefully balanced, the polarising supply is
switched on and the membrane velocity (obtained from
the motional current into the system) can be plotted
directly on a standard curve tracer. This motional
current also gives direct access for accurate distortion
measurements.

Figure 16.33 shows a practical example of these proced-
ures: (a) is the vector sum of electrode currents; (b) is
deviation due to suspension stiffness from motional
current measurements; and (c) is calculated deviation
due to diaphragm mass and plate obstruction. The
actual response measured outdoors at 2m is shown in
Fig. 16.34, and shows excellent correlation when com-
pared with the predicted response of Fig. 16.34.
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Figure 16.32 Bridge for direct measurement of membrane
velocity.

Figure 16.33 Results of bridge measurements.

Figure 16.34 Outdoor axis response at 2 m.
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Not all sound reaches us through loudspeakers, and the
advent of the Sony Walkman has led many listeners back
to headphone stereo. In this Chapter, Dave Berriman
shows the very different type of problems and their solu-
tions as applied to this alternative form of listening.

A Brief History

The history of modern headphones can be traced back to
the distant first days of the telephone and telegraph.
Then, headphone transducers for both telephone and
radio, worked on the same moving-iron principle – a
crude technique compared to today’s sophistication, but
one which served so well that they are still to be found in
modern telephone receivers.

Moving-iron headphones suffered from a severely
restricted frequency response by today’s standards, but
they were ideal. These sensitive headphones could run
directly from a ‘cat’s whisker’ of wire judiciously placed
on a chunk of galena crystal. Radio could not have
become such a success so early in its development with-
out them.

As ‘cat’s whiskers’ bristled around the world, these
sensitive headphones crackled to the sound of the early
radio stations and headphones became as much a part
of affluent living as the gramophone. But the invention of
sensitive moving-iron loudspeakers was the thin end
of the wedge for headphones. Though little more than a
telephone earpiece with a horn or radiating cone tagged
on (with developments like the balanced armature to
increase sensitivity and reduce distortion) they freed
individuals or even whole families from the incon-
venience of having to sit immobile.

Later, in the 1930s, with the invention of the then revo-
lutionary but insensitive moving-coil loudspeaker and
the development of more powerful amplifiers to drive
them, headphones were largely relegated to the world of
communications, where they stayed until the mid 1950s,
when they underwent something of a revival.

Why the change? In a nutshell, stereo. Though stereo
was developed in the thirties by Alan Blumlein, it
was not to see commercial introduction, via the stereo
microgroove record until the 1950s. Hi-fi, as we now
know it had been developing even before the introduc-
tion of the LP, with the 78 rpm record as its source, but
the introduction of the microgroove record and then
stereo were definitely two large shots in the arm for this
emergent science of more accurate sound reproduction.
Stereo was also a major stimulus to headphones, and
though it may seem an obvious thing now, it took an
American Henry Koss to think of the idea of selling
stereo headphones as ‘stereophones’ and creating a
whole new market for quality stereo headphone listen-
ing. Needless to say, Koss has not looked back since and
neither has Sony since the introduction of its first Walk-
man personal cassette player. Ironic, perhaps, because
stereo was originally developed by Alan Blumlein for
loudspeaker reproduction!

Pros and Cons of Headphone Listening

Good headphones, having no box resonances, can pro-
duce a less coloured sound than loudspeakers – even
today. Headphones have the further acoustic advantage
of not exciting room resonances and thus giving the lis-
tener a more accurate sense of the recorded acoustics.

On the other hand, headphones do not seem capable
of producing the sheer impact available from loudspeak-
ers, and unfortunately, stereo images are formed unreal-
istically inside the head due to the way stereo is recorded
for loudspeaker reproduction.

None of these disadvantages matter much if your
prime requirements are privacy or, in the case of
Walkmans, portability. You can cheerfully blast away at
your eardrums without inflicting your musical tastes on
others. The closed back type of headphone in particular
is very good at containing the sound away from others
and insulating the listener from outside sounds.

17 Headphones

Dave Berriman
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Dummy heads

One way of overcoming the sound-in-the-head phenom-
enon which occurs when listening to normal speaker-
oriented stereo through headphones, is to record
the signal completely differently – using microphones
embedded in artificial ears in a dummy human head. This
‘dummy head’ recording technique effectively ensures
that each listener’s ear receives a replica of the sound at
the dummy head’s ear positions. The result is much
greater realism, with sounds perceivable behind, to the
side, and in front of the listener – but not inside the head.

The exact location of sound images depends to some
extent on how similar the listeners’ ears are to the
dummy’s, but even using a plastic disc for a head-like baf-
fle between two microphones gives very passable results.

Why then, has this not been taken up more widely? In a
word, the answer is loudspeakers. Dummy head record-
ings do not sound at all convincing through loudspeakers
due to the blending of sounds between the microphones
which occurs around the dummy head during recording.
The only way to listen to dummy-head recordings with
loudspeakers is to sit immediately between them and listen
as if they were headphones, which is not exactly practical.

Nevertheless, listening to good dummy-head record-
ings through fine headphones is an experience which is
not easily forgotten. The sound can be unnervingly real.

Cross-blending

Other ideas used to try to reduce or eliminate the
unwanted images in the head with headphone stereo
have centred around cross-blending between the two
stereo channels to emulate the influence the listener’s
head would normally have. In other words, to reproduce

and imprint electronically the effect of the listener’s head
on the stereo signals.

The head has two main effects. Firstly, it acts as a baf-
fle, curtailing the high frequencies heard by the ear fur-
thest from the sound. Secondly, it introduces a time delay
(or rotating phase shift with increasing frequency) to the
sound heard by the furthest ear from the source.

Naturally such a simulation can only be approximate.
Basic circuits simply cross-blend filtered signals between
channels to emulate the absorptive factor. More com-
plex circuits have been devised to introduce a time delay,
in addition to high-frequency absorption, into the cross-
blended signals. This is reported to be more effective,
lending a more natural out-of-the-head sound to head-
phone listening with normal stereo recordings.

Biphonics

There were attempts in the 1970s to emulate dummy-
head listening when using loudspeakers. The technique
was known as biphonics and the idea was to cross-blend
signals feeding two front-positioned loudspeakers to
give an all-round effect, with sounds appearing to come
from behind the listener as well as in front (Fig. 17.1).
Surprisingly, the system worked, but only when the lis-
tener’s head was held within a very limited space in front
of the speakers. Predictably, the idea did not catch on.

Headphone Types

Moving iron

Early headphones relied on many turns of very fine wire
wound on to a magnetic yoke held close to a stiff disc

Headphones 311

Figure 17.1 Block diagram of headphone cross-blend circuit with delay.
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made of ‘soft’ magnetic alloy such as Stalloy (Fig. 17.2).
A permanent magnet pulled the thin disc towards the
yoke with a constant force and audio signals fed to the
coil caused this force to vary in sympathy with the input.
They were very sensitive, needing hardly any power to
drive them, and very poor in sound quality due to the
high mass and stiffness of the diaphragm, which caused
major resonances and colorations – not to mention dis-
tortions due to magnetic non-linearities.

Figure 17.2 Moving-iron headphone. The current flowing in
the coil either strengthens or weakens the force on the soft iron
diaphragm. AC audio signals thus vibrate the diaphragm in
sympathy.

Currently used in telephone receivers, they are not
found today in any application requiring high-quality
sound. That is reserved for other more advanced tech-
niques.

Moving-coil

Moving-coil headphones (Fig. 17.3) work in exactly the
same way as moving-coil loudspeakers. A coil of wire,
suspended in a radial magnetic field in an annular mag-
netic gap, is connected to a small radiating cone.

When an alternating audio signal is applied to the coil,
the coil vibrates axially in sympathy with the signal,
recreating an analogue of the original wave shape. The
cone converts this into corresponding fluctuations in air
pressure, which are perceived as sound by the listener’s
nearby ears. Figure 17.4 shows a cut-away view of a
Sennheiser unit.

The major difference, of course, between moving-coil
headphones and loudspeakers is that the former are
much smaller, with lighter and more responsive
diaphragms. They can consequently sound much more
open and detailed than loudspeakers using the moving-
coil principle. They are usually also much more sensitive,
which can mean that, in addition to reproducing detail in
the signal which is inaudible through loudspeakers, they

can also reproduce any background noise more clearly,
particularly power amplifier hiss which is not reduced
when the volume is turned down. This is not peculiar to
moving-coil headphones and can occur with any sensi-
tive headphone.

Figure 17.3 Typical moving-coil headphone transducer. The
current through the voice coil creates a force on the diaphragm
which vibrates it in sympathy with the audio input.

Figure 17.4 Cut-away view of a Sennheiser headphone ear-
piece showing the diaphragm, magnets and acoustic damping
materials.

Moving-coil headphones are essentially medium to
low impedance devices with impedances between eight
and a few hundred ohms. They are usually operated via
the normal amplifier headphone socket, which simply
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takes the loudspeaker signal and diverts it through a
resistor network to reduce it to a level more suitable for
the high sensitivity of the headphones. Alternatively,
some high-quality amplifiers provide a separate ampli-
fier to drive the headphones directly.

Many cassette decks also provide a headphone outlet
and some headphones of lower-than average sensitivity
sometimes do not work very well in this situation due to
the limited output available.

Electrodynamic/orthodynamic

This type of headphone is essentially in the same family
as the moving-coil type, except that the coil has, in effect,
been unwound and fixed to a thin, light, plastics
diaphragm.

The annular magnetic gap has been replaced by oppos-
ing bar magnets which cause the magnetic field to be
squashed more or less parallel to the diaphragm. The ‘coil’
is in fact now a thin conductor zig-zagging or spiralling its
way across the surface of the diaphragm, oriented at right
angles to the magnetic field so that sending a constant
direct current through the conductor results in a more or
less equal unidirectional force which displaces the
diaphragm from its rest position. An alternating music sig-
nal therefore causes the diaphragm to vibrate in sympathy
with it, creating a sound-wave analogue of the music.

The great advantage of the electrodynamic, or flat
diaphragm type of headphone is that the conductor
moves the air almost directly, without requiring a cone to
carry the vibrations from a coil at one point, to the air at
another, with the very real risk of introducing colorations,
break-up, distortion and uneven frequency response.

Unlike a cone, the film diaphragm does not have to be
very stiff, though it is sometimes pleated to give it a little
more rigidity because the force on it is not entirely uni-
form. So it can be very thin and light, which results in a
lack of stored energy and a very great reduction of the
other problems inherent in cones as outlined above.

Consequently, good headphones of this type tend to
sound more like electrostatics, with an openness and nat-
uralness which eludes even the best moving-coil types.

Electrodynamic headphones tend not to be quite so
sensitive as their moving-coil counterparts and are often
best used at the output of amplifiers, rather than with cas-
sette decks. Impedance is usually medium to low and is
almost entirely resistive.

Electrostatic

The electrostatic headphone, like the electrodynamic,
uses a thin plastics diaphragm, but instead of a copper

track it requires only to be treated to make it very slightly
conductive so that the surface can hold an electrostatic
charge. It can consequently be very light.

The diaphragm (Fig. 17.5) is stretched under low
mechanical tension between two perforated conductive
plates to which the audio signals are fed via a step-up
transformer.

Figure 17.5 Electrostatic headphone. The transformer steps
up the audio signal for feeding to the outer metal plates. The
central diaphragm is given a high DC charge with a power
supply. An audio signal causes the diaphragm to be attracted
alternately to the outer plates.

The central diaphragm is kept charged to a very high
voltage with respect to the outer plates using a special
type of power supply, capable of delivering only a non-
lethal, low-current, high voltage from the house mains,
or alternatively, by an energiser which uses some of the
audio signal to charge the diaphragm to a similarly high
but safe voltage.

The diaphragm experiences electrostatic attraction
towards both outer plates. The spacing between the
plates and diaphragm, the voltage between them and the
tension on the diaphragm are all carefully chosen so that
the film does not collapse on to either plate. Instead it
stays in a stable position between the outer plates,
attracted to each one equally during no-signal condi-
tions. When an audio signal is fed to the transformer, it is
stepped up at the secondary from a few volts to around a
thousand volts. This unbalances the forces on the
diaphragm in sympathy with the audio signal, causing it
to be attracted alternately to each plate and of course
reproducing an analogue of the original sound.

The push-pull action of the transformer and plates
effectively produces a linear force on the diaphragm
regardless of its position between the plates – unlike nor-
mal single-ended electrostatic attraction, which follows
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an inverse square law and would create large amounts of
distortion in a transducer.

The electrostatic headphone is therefore the most lin-
ear of all the types available and with its super-light
diaphragm, weighing less than several millimetres of
adjacent air, it is not surprising that good headphones of
this type can offer superb quality sound – the best avail-
able. However, this essentially simple technique is the
most complex to execute. Not surprisingly, electrostatic
headphones are the most costly to manufacture and buy.
Figure 17.6 shows details of the Jecklin Float PS-2 type.

They are generally less sensitive than moving-coil
types and are usually operated directly from the ampli-
fier’s loudspeaker terminals. Due to the capacitive
nature of the electrostatic element and the complex
inductive/capacitive nature of the transformer, they tend
to have a more reactive impedance than other types, but
this does not usually pose any problem for good ampli-
fiers. Air ionisation between the diaphragm and the
plates limits the maximum signal and polarising voltages.
Likewise, the signal voltage on the plates must not
exceed the polarising voltage. These factors impose limi-
tations on the maximum sound pressure level which can
be achieved.

Electrets

Basically the electret headphone is an electrostatic type
but using a material which permanently retains electro-
static charge – the electrostatic equivalent of a perma-
nent magnet. The electret has the advantages of the
conventional electrostatic, but does not require an addi-
tional external power supply. It is similarly restricted in
maximum sound pressure level, though both types pro-
duce perfectly adequate sound pressure levels with con-
ventional power amplifiers.

High polymer

High polymer is basically a generic name to cover piezo-
electric plastics films such as polyvinylidene fluoride film.

Piezo-electric materials have been known for many
years. They change their dimensions when subjected to
an electric field, or, conversely generate a voltage when
subjected to mechanical strain.

The ceramic barium titanate and crystals like Rochelle
salt and quartz are two materials which have been used
for many years in devices like crystal phono cartridges,
ultrasonic transducers and quartz oscillators but their
stiffness is too high and mechanical loss too low for wide-
frequency-range audio applications.

High polymer films, on the other hand are very thin,

some 8 to 300 µm, and have very low mechanical stiff-
ness, which makes them ideal for transducer diaphragms.
The basic film is made piezo-electric by stretching it to up
to four times its original length, depositing aluminium on
each side for electrodes, and polarising with a high dc
electric field at 80–100°C for about an hour.

When a voltage is later applied across the film it
vibrates in a transverse direction, becoming alternately
longer and shorter. If the material is shaped into an arc,
this lengthening and shortening is translated into a pul-
sating movement which will generate sound waves in
sympathy with the electrical input signal.

It is a relatively simple matter to stretch the high poly-
mer diaphragm across a piece of polyurethane foam
pressing against a suspension board to create an arc-
shaped diaphragm and make a very simple form of head-
phone.

High-polymer transducers were first developed by
Pioneer. Advantages are claimed to be a very low mov-
ing mass, similar to electrostatics but without the com-
plexity and, of course, no power supply. The high
polymer headphone is also claimed to be much more sen-
sitive than the electrostatic type and be unaffected by
humidity, which can reduce the sensitivity of electrostat-
ics. Harmonic distortion is also said to be very low at
under one percent.

Basic Headphone Types

Apart from the many different operating principles
described above, there are two basic categories into
which headphones will fall, though some designs will
include features of both and will therefore not function
purely as one type or the other.

Velocity

The open or free-air headphone, known as the velocity
type, sits just away from the ear flap, often resting on a
pad of light, acoustically-transparent reticulated foam.
This type of headphone cannot exclude outside sounds,
which can intrude on the reproduced music, but the best
models can produce a very light, open, airy sound. This
type of headphone has been very successful in recent
years, particularly since the growth in personal stereos –
‘Walkman’ clones – where their light weight and com-
pact dimensions have made them ideal.

A theoretically perfectly-stiff diaphragm operating in
free air, like a velocity headphone, has a frequency
response which falls away at low frequencies at 6 dB per
octave and so you would expect the system not to work
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Figure 17.6 facing page (a) Jecklin Float PS-2 electrostatic headphones and energiser unit (b) Jecklin Float electrostatic
headphone module (c) Jecklin Float energiser units.

(a)

(b)

(c)
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particularly well. However, by juggling with the param-
eters of mechanical diaphragm stiffness, mass and
acoustic damping it is possible to get a perfectly adequate
low-frequency performance from velocity headphones,
which is not dependent on the exact position of the head-
phones on the ears. The rear face of the diaphragm in
velocity headphones is essentially open to the air, which
helps impart a more open airy sound, but does not
exclude outside noises.

Pressure

The other category is the closed or circumaural head-
phone, known as the pressure type, which totally
encloses the ear flap and seals around it with a soft ear
cup. The principal advantages of this type of headphone
are that sealing around the ear makes it possible to pres-
sure couple the diaphragm to the ear drum from about
700 Hz down to very low frequencies, with a linear
response down to 20 Hz easily achievable – so long as the
seal is effective (Fig. 17.7). The frequency response of the

pressure type, unlike the velocity type, is essentially flat
down to a low-frequency which is dependent only on the
degree of sealing. A poor seal due to inadequate head-
band pressure, or the wearing of spectacles for instance,
can cause a marked deep bass loss.

The principle disadvantages are that closed headsets
tend to be heavier, require greater headband pressure
and can make the ears hot and uncomfortable. Pressure-
type headphones can either be closed backed or open-
backed. Closed-backed headphones offer the exclusion
of outside sounds as a distinct advantage, in situations
which require this, like recording studios for instance.
On the other hand there is a body of opinion that judges
the sound of closed-back headphones to be closed-in
compared to open-backed types.

Intra-aural

Another category, which has been recently commer-
cialised is the intra-aural type which actually fits into
the ear to provide very lightweight personal listening
(Fig. 17.8). Obviously the transducer size limits the bass
performance, though this is helped by channelling the
sound almost directly into the ear canal.

Measuring Headphones

Both types of headphone work into an entirely artificial
environment in which the close proximity of the
diaphragm and, in the case of the closed headphone, a
trapped volume of air, modifies the frequency response as
perceived by the ear. This situation is additionally confused
by the fact that each person’s ears are different in shape,
and at high frequencies will introduce their own pattern of
reflections, causing reinforcements and cancellations at
different frequencies. Measuring headphones with artifi-
cial ears reveals some pretty horrifying curves, but the
results on the heads of real listeners are equally alarming.

The fact of the matter is that, even if a headphone were
made to measure ‘flat’ on a person’s head as measured
inside the cavity at the entrance to the ear, the head-
phone would not sound right. This is quite simply
because, even when listening without headphones, the
sound pressure response at this point, in the ear canal, at
the eardrum, or wherever you care to measure it, is sim-
ply not flat. We are not dealing with an amplifier or a
electromechanical transducer but the human ear. The
ear and brain have of course figured out that the nor-
mally complex pattern of reflections and cancellations
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Figure 17.7 Supra-aural headphones (RE 2390) from Ross
Electronics.
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with which it has to continually deal are perfectly natural
and they sound that way.

Unfortunately each individual’s ears make their own
different imprint, but there are some rough trends
which can be observed. For instance, there is generally a
2 kHz to 5 kHz boost, a dip around 8 kHz and all sorts of
peaks and dips above 8 kHz. For a natural sound balance
with headphones, they should produce measurements
which follow this rough trend when tested on real ears.
However, measurements carried out using headphones
on real ears, or artificial ears (designed to mimic real ears
for the purposes of testing) reveal differing results
which can only be interpreted by the experienced
observer. It is clear, though, that published response
graphs of headphones should be taken with a very large
pinch of salt.

The Future

Guessing on the future is always impossible – one can
only be guided by current trends, which are unavoidably
based on the past! It is very difficult to see how head-
phones will develop. New principles of operation are
unlikely to spring out of nowhere. Just about all the likely
candidates of moving air have been exploited. However,

as with the high polymer headphone, the invention of
new, better, materials can often turn a previously impos-
sible type of headphone into a reality. It is consequently
unlikely that tomorrow’s headphones will be anything
other than developments of today’s (unless it becomes
possible to inject the audio signals, suitably coded by
digital techniques, directly into the auditory nerve, or
brain).

That may be highly unlikely, not to say impractical and
unnecessary, but digital technology could play a part in
equalising the response of headphones. For instance, it is
possible to equalise the headphone signal so that the
response at the ears when using headphones, more
closely mimics the headphone-less characteristic. It
would be possible to undertake this equalisation digitally
to exactly compensate for each individual and give
improved sound quality. At present this would be fairly
expensive, but with processing power falling it should
not be long before it is commercially viable. The technol-
ogy already exists.

Likewise it is perfectly feasible to build digital filters
which compensate for each individual’s head-baffle
effect, thus converting stereo into dummy-head binaural
sound for headphone listening. This could all be done at
the same time as the earphone-response correction
outlined above. The only question marks are the very
limited market for such equipment and the high cost of
developing it. The two conflicting sides (development
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Figure 17.8 Sanyo ‘turbo’ intra-aural earphones with Sanyo’s GP600D personal stereo.
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costs versus economies of manufacturing scale) may not
add up to a very balanced equation now, but who knows
about the future?

Finally, the diaphragm itself may be driven, not by
analogue, but directly, using digital signals. This is not
nearly so far-fetched as it sounds. With compact disc as
the source, and given the transducer technology, it would

be perfectly feasible to retain the signals in digital form
from microphone to headphone, with any filtering or
correction (as outlined above) carried out without the
signal having to leave the digital domain.

Guesswork may be way off beam, but there is one
thing which is certain. There is a great future ahead for
headphones.
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Audio in the home is only one part of the audio industry.
A very large part of the audio industry is concerned with
public address problems of all types. In this Chapter,
Peter Mapp deals with the special nature of public
address systems, and reveals a technology that is very
different from the domestic audio scene.

Introduction

Although the function of a commercial public address or
sound reinforcement loudspeaker is essentially the same as
its hi-fi counterpart, i.e. to reproduce sound, the commer-
cial loudspeaker will typically be employed in a very differ-
ent way. Furthermore, the unit may have to withstand and
continue to operate under extremes of environmental con-
ditions indoors or out of doors, e.g. temperature, humidity,
dust or even corrosive atmospheres.

Whereas a hi-fi loudspeaker is designed to reproduce
sound as accurately as possible or perhaps be engineered
to sound good on typical programme material, its com-
mercial counterpart will be designed for robustness,
longevity, ease of maintenance and servicing and ease of
installation – not to mention the price. The sound con-
tracting business is highly competitive – the lowest price
tender is the one which usually gets the job and not
necessarily the best technical solution.

The loudspeaker drive unit may be in the form of a trad-
itional cone unit mounted in a backbox or alternatively
the assembly may be installed directly into a ceiling with-
out an enclosure. Compression drivers mounted to expo-
nential, multi-cellular or, more commonly these days,
‘constant directivity’ horn flares are frequently used in
large sound system installations where advantage is
taken of their increased sensitivity and in the case of the
CD horns of their predictable coverage pattern.

Typically a PA cone drive unit would have a sensitivity
of around 90–93 dB 1 W 1 m and a compression driver
coupled to a ‘long throw’ CD horn flare around 112–114
dB 1 W 1 m as compared to a hi-fi loudspeaker of

typically 87–90 dB 1 W 1 m. Low-frequency drive
unit/cabinet combinations used in conjunction with the
mid/high frequency horn units would typically comprise
of either a single or double cone driver of 12 or 15 in pro-
ducing around 100–103 dB 1 W 1 m.

Large theatre or cinema systems may be augmented with
additional sub-woofers working below 100 Hz and super-
high-frequency units – though with modern drive units and
horn technology this latter requirement is rapidly reducing
as even large horns can operate up to 16 kHz without sig-
nificant beaming – a disadvantage of earlier designs.

Just as with hi-fi loudspeakers, the quality and perform-
ance of the drivers or complete systems varies significantly.
When a well engineered, good quality PA/SR system is
correctly installed, it should be capable of achieving a qual-
ity of reproduction similar to that of most hi-fi systems,
though the level the system has to operate at in order to
achieve the desired listening level may be many times
higher than the conventional hi-fi installed in a relatively
small room. Furthermore, the PA system may also be
working to overcome an adverse acoustic environment
with perhaps a reverberation time of one or two seconds or
even four to eight seconds if the system is installed in a
large church, ice rink, sports stadium or exhibition hall, etc.

Today it is possible to design good quality, intelligible
sound systems capable of catering for most environ-
ments – the components, acoustic theory and engineer-
ing techniques are all available, so that there is no
technical excuse for the well-known ‘station PA system’
quality and lack of intelligibility. However, too many
such systems are still being installed. Whilst inadequate
budgets are often to blame, there is still a remarkable
ignorance in many quarters concerning modern sound
system engineering and design.

Signal Distribution

The way in which the loudspeaker signal is fed and dis-
tributed to a commercial PA or SR system again differs
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from its hi-fi counterpart. The signal may be distributed
at either high or low level or more accurately high or low
impedance, depending on the application or length of
associated cable run.

High-impedance distribution

The high-impedance distribution system allows loud-
speaker signals to be distributed over relatively long
distances without suffering undue losses due to the
resistance of the transmission cable. It also allows mul-
tiple loudspeakers to be simply connected to the system
by simple parallel connections. It is therefore very much
akin to the conventional electrical mains distribution.

High-impedance distribution systems are often
referred to as 100 V (UK and Europe) or 70 V (USA)
systems, so termed because of the nominal voltage at
which transmission occurs for a fully driven system.
Figure 18.1 illustrates the basic principle of operation.

The PA amplifier is fitted with a line-matching trans-
former which converts the amplifier output to a higher
voltage and impedance. The PA system loudspeakers
are correspondingly fitted with a line matching trans-
former which matches the low impedance loudspeaker
(e.g. 8 ohms) to the line. The transformer generally has a
number of power tappings allowing the power input and
hence output sound level of each loudspeaker to be
adjusted.

For example, consider the case of a 200 W amplifier
connected to a 100 V line distribution system.

To dissipate its rated output of 200 W at 100 V the
amplifier would need to see a load impedance of 50
ohms, i.e. from W = V2/R:

W = V2/R = 10000/200 = 50 ohms

Therefore the neglecting any line losses the amplifier
may be loaded up to a total of 50 ohms at 200 W. The
amplifier loading can most conveniently be thought of in
watts with any combination of loudspeakers being nom-
inally permissible up to the amplifier’s rated output. It is
perhaps useful to remember that 1 W would be dissi-

pated into a load impedance of 10 Kohms i.e. a 1 W load
is equivalent to 10 Kohms, 10 W equivalent to 1 Kohm
and 100 W equivalent to 100 ohms (conversely for a 70 V
distribution system or more accurately 70 × 7 V 1 W = 5
Kohms, 10 W = 500 ohms, 100 W = 50 ohms).

Although by transforming and transmitting the loud-
speaker signal at a higher voltage in order to minimise
line losses, with long cable runs, the resistive cable
loss can still become significant. As a general rule, line
losses should be kept below 10 per cent i.e. 1 dB by
selecting an appropriate grade of cable. For medium size
installations, e.g. a theatre paging system, a typical cable
conductor size would be 1.5 mm2, whereas for a large
industrial complex or railway terminus or airport etc,
main feeder cables with 4 mm2 conductors may be
employed with local distribution to the loudspeakers or
groups of loudspeakers at 1.0 or 1.5 mm2 cabling.

The size of conductors required will depend not only
on the total length of cable (do not forget to include the
return signal cable which will double the actual cable
length/resistance) but also on the anticipated loud-
speaker load which the amplifier has to drive i.e. the
higher the power load, the lower the total resistance of
the load and hence the potentially greater effect of the
transmission cable. The total cable resistance should not
exceed 10 per cent of the total load impedance if power
losses are to be maintained within 10 per cent.

Do not forget to add the cable power loss factor to the
total load when sizing the power amplifier. Table 18.1
provides a useful range of maximum cable lengths versus
cable size and circuit loading.

When sizing the amplifier for a high impedance distri-
bution system, sufficient allowance should also be made
for future expansion requirements. Because it is so easy
to connect up further loudspeakers it is also very easy to
load an amplifier to beyond its rated capacity – leading to
distortion and possible failure of the unit. An allowance
of 10 to 20 per cent should be made.

Headroom
A further point to note when calculating power require-
ments and amplifier loadings is the allowance of a suffi-
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cient headroom factor. Whilst this is widely appreciated
within hi-fi circles, it is often inexplicably forgotten in
commercial PA systems. A typical speech signal will
have rms peaks of up to 12 dB over the mean. Further-
more, the natural voice may vary by 20–25 dB in normal
speech. The system design must therefore take due
allowance of this. The resultant effect in amplifier power
requirement terms is significant. For example, employ-
ing a fairly moderate headroom factor of 6 dB results in
an amplifier power requirement factor of four times i.e. a
100 W amplifier becomes 400 W or a 1 KW system
becomes 4 KW. Needless to say, this design factor
requirement significantly affects the cost of an installa-
tion. It is therefore not surprising that in competitive bid-
ding this factor is reduced or often completely neglected
altogether – leading to the all to familiar fuzzy distorted
sound all too frequently associated with PA systems.
Whereas within a hi-fi system the odd couple of dB in
loudspeaker sensitivity is not particularly significant – in
commercial PA systems it can become very important –
for example, consider the effect of a 3 dB sensitivity fac-
tor on the total power requirement for a large PA system
containing several hundred loudspeakers!

In the past 100 V or 70 V PA systems have often
tended to be associated with poor quality sound.
Whereas technically there is no real reason why this
should be the case it is often true. The reasons essentially
stem from economic considerations. One of the prime
reasons for the inferior quality is due to the quality of the
matching transformers used – particularly for the loud-
speakers. Models are available which maintain a wide
frequency response/stable impedance characteristic and
do not saturate (i.e. distort) prematurely – though at a
cost. Furthermore, the quality of the drive units
employed in budget ceiling loudspeakers such as typ-
ically found in shops, supermarkets, and other similar
commercial or industrial installations is generally pretty

poor, though a good frequency response can be achieved
– even within the budget end of the market.

Unfortunately, all too frequently the poorer response
units are also installed where an improved response is
required, again resulting in poor quality PA and doing
little for the reputation of PA systems in general.

A further factor also all too frequently neglected is the
correct loading of such ceiling type loudspeakers. In most
commercial situations the unit is mounted directly into
the ceiling and retained by spring clips. Whilst this makes
for easy installation, it also further degrades the potential
quality of the reproduction, as does fitting too small an
enclosure to the rear of the loudspeaker, which can have a
disastrous effect on the low frequency response of a unit.
An enclosure is often required for fire regulation pur-
poses as well as protection to the loudspeaker itself.

A number of manufacturers, however, are aware of
the problem, and whereas large backboxes can be fitted,
installing a 1 ft3 enclosure on site is very often totally
impracticable and expensive. A unit which overcomes
the problem and achieves good sound dispersion
(another factor of sound system design discussed later) is
the Bose 102, which correctly loads the 4-in drive unit
with a properly ported small enclosure which has also
been made easy to install.

Low-impedance distribution

Low-impedance distribution systems are very much
more akin to the wiring of their hi-fi counterparts.

Low-impedance systems are used where high-quality
sound is required and where only a few loudspeakers are
to be connected to an amplifier. (Installing complex
series-parallel arrangements to match load impedances
is often not practical in commercial sound systems.)
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Table 18.1

Low-impedance High-impedance systems

Conductor AWG Resistance

size (areas ohms 4 Ω 3 Ω 16 Ω 200 W 100 V 100 W 100 V 50 W 100 V 10 W 100 V 2 W 100 V 1 W 100 V

in mm2 1000 or 50 W 70 V 25 W 70 V 5 W 70 V 1W 70 V ½ W 70 V

(300m) 100 W 70 V (100 Ω) (200 Ω) (1000 Ω) (5000 Ω) (10000 Ω)
(50 Ω)

5.26 10 1.00 120 240 480 1500 3000 6000 30000 150000 300000

3.3 12 1.59 75 150 300 940 1800 3800 18000 94000 180000

2.08 14 2.50 48 96 190 600 1200 2400 12000 60000 120000

1.3 16 4.02 30 60 90 370 740 1500 7400 37000 74000

0.82 18 6.39 19 38 76 230 460 920 4600 23000 46000

20 10.1 12 24 48 150 300 600 3000 15000 30000

2 wire copper cable lengths for 0.5 dB loss in SPL
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Low-impedance sound systems are typically to be
found as the main systems often operating in the form of
a central cluster or side of stage and on stage units in
theatres, conference venues or cinemas, or in discos and
in rock band type installations. However, large arenas or
stadia served by either one or two ‘centralised’ loud-
speaker systems are often run at low impedance with
multiple auxillary loudspeakers, e.g. covering walkways
or bars or other rooms etc being catered for via a stand-
ard high impedance 100 V line systems.

The same rule for cable losses applies to low
impedance systems as to 100 V or high impedance
systems, i.e. voltage losses should be kept below 10
per cent – frequently this is held within 0.5 dB. As the
load resistance is low to begin with e.g. 4 or 8 ohms, cable
resistance must also be correspondingly low – requiring
substantial conductors to be employed (see Table 18.1).
For this reason in many installations employing a
centralised loudspeaker system, the power amplifiers are
mounted adjacent to the loudspeakers themselves.

Loudspeakers for Public Address and Sound
Reinforcement

Before looking specifically at the different types of loud-
speaker employed in commercial sound systems, it is
worthwhile perhaps defining what we mean here by pub-
lic address and sound reinforcement systems.

A sound reinforcement system, as its name implies, is
a system used to aid or reinforce a natural sound,
e.g. speech in a conference room or church etc. The
system should therefore be designed to sound as natural
as possible. In fact you should hardly be aware that the
system is operating at all – until it is switched off!

In a public address system, there is no natural sound to
reinforce, e.g. paging system at an airport, foyer or rail-
way station etc. Here the prime goal of the system is to
provide a highly intelligible sound. In the adverse
acoustic environments of airports, stations or shopping
malls etc often a compromise has to be reached between
naturalness and intelligibility – as frequently under such
difficult conditions the most natural sound is not always
the most intelligible. (See later for further discussion on
speech intelligibility.)

Loudspeakers employed in commercial sound systems
can roughly be split into five types or categories:

1. Full range cone driver units
2. Cone driver. Bass reproducers. Ported or horn loaded.
3. Column or line source LS (based on use of multiple

cone drivers)
4. Re-entrant horn/compression driver loudspeaker

units

5. Compression drivers fitted with multi-cellular expo-
nential or constant directivity or other horn flares.

Cone Driver Units/Cabinet Loudspeakers

We have already briefly mentioned the ubiquitous cone
driver in the preceding section. Drive units for full range
working are generally either 4-, 6- or 8-in. cones – the
latter frequently being fitted with a supplementary co-
axial or parasitic cone Hf tweeter unit. 10–12-in. units
are similarly sometimes employed. 12–15-in. cones are
generally the most popular units used for bass or
bass/mid frequency cabinets whilst 18-in. units are
employed for bass and sub-woofer applications.

A wide variation both in terms of the quality and per-
formance of the units exists.

Column loudspeakers

The column loudspeaker, also sometimes referred to as a
line source, is much more widely used in Europe than in
the USA. The majority of column loudspeakers gener-
ally tend to exhibit a pretty poor performance, both in
terms of their frequency response, off-axis response and
irregularity of coverage/dispersion angles (particularly
in the vertical plane). There are notable exceptions, how-
ever. The concept behind the column loudspeaker is
based on the combining properties of an array of mul-
tiple but similar sources which interact to produce a
beaming effect in the vertical plane, whilst maintaining
a wide dispersion in the horizontal plane. The vertical
beam is created by multiple constructive and destructive
wave interference effects produced by the phase
differences between drivers; therefore unless the column
is well designed to take this underlying factor correctly
into account, a very uneven dispersion narrowing
sharply at high frequencies and exhibiting severe lobing
can result. Sadly, the vast majority of units commercially
available do not attempt to deal with this problem.
Furthermore, the quality of drive units generally
employed in such units is extremely poor. The popularity
of the column loudspeaker would appear to be based on
its neat appearance, low cost, presumed directional
control and ease of manufacture. The sound received
from the majority of commercial column loudspeakers
therefore very much depends on where a listener is
standing or sitting relative to the main axis of the unit.

The original popularity of the column loudspeaker
probably stems back to its use in the early 1950s in
St Paul’s Cathedral and Westminster Abbey. The designer
of these units fully recognised the physics which underlie
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the array configuration and employed both power taper-
ing and multiple or sub column array techniques.

The original loudspeakers used in St Paul’s Cathedral
were 11 ft long and fitted with a supplementary high fre-
quency column unit to cater for frequencies above 1 kHz.
The units were highly successful in achieving intelligible
speech in the highly reverberant cathedral [13 s RT60
within the dome area] with throws of over 100 ft. Supple-
mentary 9 ft column loudspeakers were used to cover the
remainder of the Cathedral fed from an early signal

delay unit in order to synchronise sound arrivals and
maintain and enhance speech intelligibility. The installa-
tion was one of the first sound systems recorded as being
capable of achieving satisfactory intelligibility in such a
reverberant environment.

Figure 18.2 shows frequency response and dispersion
data for a number of current column loudspeaker models.

The column loudspeaker should not be dismissed out
of hand, as in many situations it can provide both excel-
lent intelligibility and coverage provided that the system
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Figure 18.2 (a) Typical commercial column loudspeakers (b) column LS data (c) comparison of coverage angles.

(a)

(b)
(c)
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is correctly designed and an appropriate model of unit
employed.

Re-entrant horn loudspeakers

The re-entrant horn loudspeaker is used solely for lower
quality paging or public address systems. Its main advan-
tage is its high sensitivity e.g. approx 110 dB 1 W 1 m and
its compact size. Re-entrant horns, however, generally
suffer from a limited frequency range and often exhibit
strong resonances within their response. The majority of
units are limited to the range between approximately
300 Hz and 4 or 5 kHz giving rise to their characteristic
metallic/nasal sound. There are exceptions however.
The horn’s limited low frequency response can, however,
be an advantage under some difficult acoustic or noisy
conditions. The re-entrant horn can, however, be readily
manufactured to be resistant to adverse environmental
or potential explosive atmospheres. It is therefore ideal
for use in emergency paging systems or paging systems in
industrial or marine environments etc.

However, all too frequently the unit is used where a
small column or some other form of cone driver unit
with its superior frequency response would be more
appropriate.

Figures 18.3 and 18.4 show the basis of operation of
the re-entrant horn and some measurements made by the
author on a number of typical re-entrant horn units.
(The responses have been deliberately smoothed to
illustrate the frequency response range rather than any
irregularities or resonances within the response.)

Figure 18.3 Re-entrant horn loudspeaker: principles of
operation.

Constant directivity horn loudspeakers

Although large horns date back to the 1920s, today most
large horn flares take the form of the so called ‘constant
directivity horn’ first introduced by Electro-Voice in
1971 (See Fig. 18.5).

The Constant Directivity horn was a major break-

through in sound system design, as for the first time
it allowed the system designer to uniformly cover
areas over a wide frequency range – typically 600 Hz to
16 kHz with today’s current range of devices. Apart
from exhibiting a near constant coverage angle – and
eliminating the high-frequency beaming associated with
other horn flares, the constant directivity approach also
allows the sound system designer to control and direct
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Figure 18.4 Re-entrant horn frequency response curves.

Figure 18.5 Constant directivity horns.
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the sound so that it does not strike undesirable reflective
surfaces, whilst maintaining appropriate audience cover-
age, so reducing the formation of echoes and helping to
maintain a good ratio of direct to reflected sound –
important for speech intelligibility and clarity.

The typical performance characteristics of a modern
CD horn are shown in Fig. 18.6, where, for example, the
device is shown to exhibit a coverage angle of 60° × 40° ±
10° over the range 500 Hz to 20 kHz. CD horns are gen-
erally manufactured to provide coverage angles of 40° ×
20°, 60° × 40° or 90° × 40°, which may be considered as
long, medium and short throw. A 120° × 40° format may
also be available.

The CD horn format is comparatively large and bulky
as compared to the column loudspeaker for example.
This is purely as a result of the physics of the horn and the
size of the wavelength of sound at mid to low frequen-
cies. Typically CD horns are used down to around 800 to
500 Hz depending on the application, directivity control
required and desired power handling capability. Com-
pression drivers may fit directly onto the throat of the
horn, or via an adapter section and typically have a throat
diameter of one or two inches.

The majority of CD horn/compression drivers can
exhibit a very smooth frequency response, but typically
this is deliberately rolled off at around 3 to 4 kHz. The

response of the horn may, however, be readily restored
by appropriate pre-equalisation of the signal being fed to
it. (Some manufacturers provide a cross-over/equaliser
unit specifically designed to match their range of horns
and bass units – where possible an electronic cross-over
is preferred together with bi-amplification of the horn
and bass unit.)

Loudspeaker Systems and Coverage

Having looked at the basic loudspeaker units and
methods of signal distribution, this section deals with
how these components are actually used in a sound
system and how appropriate coverage is obtained.

System types and loudspeaker distribution

Sound systems may be divided into central or point
source, distributed or semi-distributed – although in
practice a complete installation may incorporate fea-
tures of all types.

An example of a distributed system would be a low
ceiling conference room or airport terminal etc., relying
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Figure 18.6 CD horn characteristics (HP 4060).

Chp18.ian  4/8/98 1:42 PM  Page 325



on coverage from the ceiling. An example of a semi-
distributed system might be a large church using a
relatively few number of column loudspeakers or a
central cluster with repeater or satellite clusters. A
central cluster or point source system, as its name
implies, is a system whereby coverage of the area is
achieved from one central position. This approach is fre-
quently used in large reverberant spaces where localising
the source of sound at one position and correctly
aligning/directing the cluster can produce superior
clarity or intelligibility over a distributed or even semi-
distributed system. The central cluster cannot always
provide the coverage required particularly in relatively
low ceiling wide or long rooms – here a distributed or
semi-distributed system may be required.

In low-ceiling rooms or under-theatre balconies etc.,
where a uniform and even distribution of sound is
required, e.g. within ± 2 dB (why should it vary throughout
the room?) a high density of loudspeakers will be required.
Many systems fail purely due to there being an insufficient
density of loudspeakers. The following provides some
useful guidelines for correct coverage assessment.

An 8-in loudspeaker typically has a coverage angle of
just 60° contrary to many manufacturers’ data sheets.
The coverage angle at 4 kHz should be taken, as using the
angle at 1 or 2 kHz will deny system high frequency
response and reduced intelligibility.

When calculating the coverage, the ear to ceiling
(loudspeaker) height must be taken and not just the floor
to ceiling height. How often will the listener be lying on
the floor?

Depending on the uniformity of coverage required
either edge to edge or edge to centre overlap should be
used. In large industrial or commercial premises where
the system is to be used primarily for paging (i.e. PA) a
slightly greater spacing can be employed.

A quick and easy way to obtain the correct spacing is to
space the loudspeakers at 0.6 h for optimum coverage or
–1.2 h for a variation of approx 4–5 dB (h = ear-to-ceiling
distance) with a half space at the boundary of the cover-
age area. Do not forget that the coverage angle of a loud-
speaker is defined by its –6 dB points, i.e. the sound level
will be 6 dB down relative to the on axis response – a
marked change – particularly when the dispersion char-
acteristics or off axis response is considered over the
whole frequency range of interest.

When considering the coverage of column or horn
loudspeaker systems the angle at which they subtend the
vertical must be taken into account, requiring a brief
incursion into 3D geometry – although for many purposes
a ‘flat plane’ approach will give a good approximation.

When calculating the coverage of such systems, due
account of the inverse law must be allowed for as
described below.

Inverse square law

In general, the level of sound from a source falls off as the
inverse square of the distance away from it. Put into deci-
bel notation this means that the sound level will decrease
by 6 dB every time the distance is doubled. For example,
the sound level at 2 m is 6 dB less than at 1 m and con-
versely the level at 4 m is 6 dB less than at 2 m or 12 dB
less than at 1 m. But the level at, say, 100 m is only 6 dB
less than at 50 – but 40 dB less than at 1m.

The fall-off in level may simply be found from the fol-
lowing formulae.

or when comparing levels with the standard reference of
1 m

– 20 log r will give the decrease in dB (where r = distance
from LS)

(Note this is only strictly true with small sound sources,
or where the wavelength is small as compared to 1 m.
However, in practice the error is sufficiently small to be
ignored for most loudspeaker types with the exception of
loudspeaker stacks and arrays.)

From the manufacturers data of the sound pressure
level (SPL) produced at 1 m for a 1 W input (or any other
reference) it is a straightforward matter to calculate
either the SPL at any given distance or the power
required to produce a required SPL – bearing in mind
that power follows a 10 log and not 20 log relationship.

The graphs in Fig. 18.7 and 18.8 give an easy method of
establishing sound losses with distance and power
requirements.

For example, let us assume that a given loudspeaker
has a sensitivity of 90 dB 1 W 1 m. What would the sound
level be at 20 m with 1 W input.

From the graph or from 20 log r one can immediately
see that an attenuation of 26 dB will occur, i.e. the sound
level will reduce to 90 – 26 = 64 dB.

If it is required that the level at this point should be 74
dB then the power would need to be increased from 1 to
10 W, or from 1 to 40 W in order to achieve 80 dB. (Note
that at 1 m this would correspond to sound pressure
levels of 100 and 106 dB.)

Whilst it is generally the case that the sound level will
fall off by 6 dB for each doubling of distance – this is only
true for sound travelling or propagating in a non reflec-
tive, e.g. open-air environment. Indoors or in an
enclosed space the reflected or reverberant field should
also be taken into account. (For initial estimate the
reverberant component is generally ignored, but it can
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have a significant effect on the overall sound level and
plays an important role in speech intelligibility consider-
ations.)

Figure 18.7 Inverse square law graph.

Figure 18.8 Power versus dB SPL increase graph.

Reverberant soundfields and loudspeaker Q factor

The following formulae relate the direct, reverberant
and total sound field sound pressure levels.

SPL Direct L
p

= LW + 10 log (Q/4πr2)

SPL Reverb L
p

= LW + 10 log (4/R)

SPL Total L
p

= LW + 10 log ( Q/4πr2 + 4/R)

where L
p

= Sound pressure level (SPL)
LW = Sound power level (PWL)
Q = Loudspeaker directivity factor
r = Distance from source
R = Room constant

The room constant R has to be calculated from a knowl-
edge of the room surface areas and treatments

R = S -a/(1– -a)

where S = total surface area
a- = mean sound absorption coefficient

R can also be calculated from a knowledge of the room’s

reverberation time and volume and is effectively a meas-
ure of the sound absorption present within the room

R = 0.161 V/T

where V = room volume in m3, T = RT60
Other methods also exist to calculate the reverberant

level – particularly if the efficiency of the loudspeaker is
accurately known e.g.

Reverberant SPL = 10 log (Total power input to LS ×
efficiency) + 126 dB

Two other useful formulae based on the above expres-
sions for calculating direct and reverberant sound fields
are as follows:

SPL (direct) = PWL – 20 log D + 10 log Q – 11
SPL (reverberant) = PWL – 10 log V + 10 log RT60 + 14

where PWL is the sound power level of the source.
The difference between the wanted (direct) sound and

undesirable (reverberant) sound is given by:

SPL(D) – SPL(R) = 10 log V – 10 log RT60 – 20 log D
+ 10 log Q – 25

It can be immediately seen that in order to attain
a good direct to reverberant sound ratio in a given
space with a fixed volume (V) and reverberation time
(RT60) together with a fixed listening distance (D), it is
important to keep the value of Q as high as possible.

Where more than one sound source is involved – as is
normally the case, a 10 log N/L factor has to be included
in the reverberant term, to take account of the additional
sound power transmitted into the space. N is the number
of like sources, whilst L is the number of sources which
contribute to the direct sound field at any given listener
position. In most cases it is generally assumed that L = 1. 

Hence the direct to reverberant ratio =

10 log V – 10 log RT60 – 20 log D – 10 log N + 10 log Q – 25

Another important acoustical parameter to be aware
of is DC, the critical distance. This is the distance away
from a sound source where the direct sound field i.e. the
component which follows the inverse square law is equal
in magnitude to the reverberant component.

We can immediately see from this equation that the
greater the Q or directivity of the source or the more
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absorbtive the room, the greater the critical distance –
this is important as Q has been found to be an important
factor in speech intelligibility in enclosed spaces or
rooms.

To put the value of Q, the directivity factor or index of
a sound source, into context, an omni-directional sound
source has a Q of 1, a human talker a Q of 2.5, a typical
column loudspeaker 8–10 and a 40° × 20° CD horn a Q of
around 50. A simplified definition of the Q of a loud-
speaker would be ‘the ratio of the sound pressure level
measured on the main axis at a given distance away from
the loudspeaker to the SPL at the same distance aver-
aged over all directions from the loudspeaker.’ The Q
therefore depends not only on the coverage angle of the
loudspeaker but upon its entire radiation pattern.

However, a simple estimate of Q may be obtained
from the following formula:

where a and b are the vertical and horizontal dispersion
angles of the device in question.

Speech Intelligibility

Effect of direct and reverberant sound components

It is well known that in reverberant environments
speech intelligibility becomes difficult, e.g. a swimming
pool or cathedral etc. In practice it has been found
that little problem generally exists in situations where
the reverberation time is 1.5 s or less. However, in
environments with reverberation times greater than 1.5 s
great care needs to be taken in order to ensure adequate
speech intelligibility is achieved.

Speech intelligibility may be expressed in a number of
ways. However, the most useful from a sound system
design and assessment point of view is the percentage
loss of consonants method ( per cent Alcons) devised by
Peutz in the early 1970s. The method is based on
empirical data and provides a simple but effective
method of predicting the probable intelligibility of a
sound system. Over the years, the basic formula has been
subtly modified to take into account second order effects
and to improve its accuracy. Further more recent
developments in acoustic instrumentation now mean
that intelligibility can be directly measured.

Although the vowel sounds are responsible for the
majority of the power or energy of the human voice, it is
the consonants which are responsible for speech intelligi-
bility. The frequencies between 200–4000 Hz contribute

91 per cent to the intelligibility of speech – which occurs
over a total range of 60 Hz to 10 kHz. (The 2 kHz ⅓

octave alone is responsible for 11 per cent of the total
intelligibility.) A measure of the loss of consonant speech
information is therefore likely to be a very sensitive
predictor of overall speech intelligibility – which is exactly
what Peutz found.

The basic formula he derived is as follows:

%Alcons = 200 D2 (RT60)2 (n + 1)

VQM

where D is the distance from the loudspeaker to the
furthest listener
RT60 is the reverberation time of the space in
seconds
V is the volume of the room or space in cubic
metres
Q is the directivity ratio of the sound source
M is an acoustic or DC modifier – which takes
into account the non uniform distribution of the
sound absorption within the space – e.g. the
additional absorptive effect of an audience in an
otherwise hard surfaced space. M is usually
chosen as 1 except in these special circumstances.
N = Number of like sources (loudspeakers or
loudspeaker groups) not contributing to the
direct sound field.

The basic Alcons equation is very straightforward to
use and gives a good estimate of likely intelligibility
whereby a loss of 10 per cent or less is regarded as good,
10–15 per cent as satisfactory except for complex
information whilst 15 per cent is generally regarded as
the practical working limit of acceptability.

It should be noted that the above % Alcons formula is
valid only when the distance to the listener is less than
three times the critical distance, i.e. when D < 3 DC.

When D > 3 DC, the formula simplifies to

% Alcons = 9 RT60

Figure 18.9 shows another approach to the prediction
of Alcons – based on direct-to-reverberant ratio rela-
tionships.

The figure clearly shows that it is quite possible to
achieve acceptable intelligibility even when a negative
direct-to-reverberant ratio occurs.

A number of other acoustic factors also affect the
intelligibility of speech and must be taken into consider-
ation together with the % Alcons criterion. The factors
include:

(a) Signal to noise ratio (speech level to background
noise)

(b) Frequency response/range of the system
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(c) Echoes or late arriving sound components/reflec-
tions > 50 ms

(d) Strong very early reflections < 3 ms

Figure 18.9 Articulation loss of consonants versus
reverberation time and direct-to-reverberant sound ratio.

Speech signal to noise ratio

It is important to ensure that the sound system achieves
an adequate speech signal to ambient or background
noise level so that speech information is not masked by
the background noise (just as excessive reverberation
masks the impulsive nature of speech – whereby the
reverberant hangover of one syllable masks the next).

It should be noted that the effects of reverberation and
noise masking are directly additive on a log basis – the
problem of achieving intelligible speech in a noisy, rever-
berant environment becomes at least twice as difficult.

There is considerable conjecture as to what the opti-
mum signal to noise ratio should be. Many pragmatists
believe a ratio of +6 or 10 dBA to be adequate. Whilst
other research indicates that no further improvement in
intelligibility will be gained after +15 dB, Peutz states
that a 25 dB S/N ratio is required if speech intelligibility
(as assessed by the % Alcons method) is not to be
degraded. This requirement has later been qualified as a
25 dB S/N ratio in the 2 kHz ⅓ octave band.

In many instances it is simply not possible to achieve a
signal to noise ratio approaching 15–25 dB, either
because sufficient gain before feedback is not possible or
because to apply such a large S/N factor in noisy areas

would require the speech signal to be uncomfortably
loud.

In the author’s experience most general announce-
ment systems should be limited to an operational max-
imum level of 95 dBA. However, there are exceptions,
e.g. sports stadia etc. where the crowd noise as a goal etc.
is scored can easily reach 95 dBA. In these circumstances
a higher PA signal level may be required if the system
also forms part of the emergency evacuation system of
the building or stadium (which it most likely will be).

In such circumstances an emergency override or auto-
matic noise level sensing and control (or both) should be
employed. An automatic noise level sensing and control
system automatically tracks the ambient noise level and
alters the gain of the sound system to maintain the
desired signal to noise ratio. This is effected by placing
special noise sensing microphones throughout the com-
plex which feed into a VCA type controller. During an
announcement the signal level is ‘frozen’ at the level
occurring immediately before the commencement of the
transmission.

Although a number of manufacturers make these
units, the majority do not allow optimum performance to
be attained, by either (a) having a fixed or too low a range
of gain adjustment or (b) not incorporating appropriate
signal averaging to the incoming sensing microphone
control signal such that short transient sounds can trigger
the system inappropriately.

The use of an automatic noise sensing and control sys-
tem is not just restricted to noisy environments but such
systems can also be used extremely effectively in gener-
ally low noise environments which are subject to vari-
ations in background noise level, e.g. lounges or departure
gates at airports, where the ambient level can change sig-
nificantly with occupancy. Many industrial, leisure or
commercial paging/announcement systems can similarly
benefit, enabling the broadcast signal to be sufficiently
intelligible without becoming annoyingly loud.

System frequency response

As we saw previously, the range of the human voice
extends from approximately 60 Hz to 10 kHz, but 91 per
cent of the intelligibility information is contained within
the frequency band 200 Hz to 4 kHz. This is, in fact, a
remarkably restricted range – and although the resultant
sound should be highly intelligible (assuming no other
signal degradation occurs) the quality will be judged as
being extremely poor. A modern good quality PA
system should be capable of responding over the range
100 Hz to 6 kHz and preferably to 10 kHz, though in
some circumstances, e.g. reverberant environments, it
is often desirable to roll off the lower frequency

Public Address and Sound Reinforcement 329

Chp18.ian  4/8/98 1:42 PM  Page 329



range – from perhaps 150 or even 200 Hz. For general
music reproduction the system should be capable of
responding from around 80 Hz to 10 kHz and up to 15
kHz for high-quality theatre-type installations.

Although a frequency range of, say, 150 Hz to 6 kHz
does not seem a particularly onerous requirement, it is
surprising how many installations fail to meet even this
most basic criterion. There are a number of reasons for
this. The most obvious reason already touched upon is
that the loudspeakers themselves are not able to ad-
equately respond over the required frequency range.
However, even in installations where the loudspeaker’s
response has been checked and found to be reasonably
flat from 100 Hz right up to 10 kHz a large ‘in-room’ fre-
quency imbalance can result. This is caused by more
acoustic power being produced at the lower to mid fre-
quencies than at the higher frequencies > 2 kHz, for
example. (Remember that at 250 Hz a typical ceiling
mounted loudspeaker will radiate uniformly over a 180°
angle or hemisphere, but at 4 kHz for example the radi-
ation will be reduced to a 60° cone and although the ‘on
axis’ frequency response may be flat, the off axis radi-
ation will not be and it is the summation of both the on
axis and all the off axis components which account for the
total power radiation into the space. The imbalance will
be further increased if the floor is carpeted or the seating
directly below the loudspeakers is sound absorptive,
e.g. upholstered, as the 60° beamed Hf sound will be
directly absorbed, whilst the lower frequencies radiating
over a much wider total included angle will be multiply
reflected off the wall and other room surfaces – an imbal-
ance in the combined direct and reverberant sound fields
will therefore result.

In many instances the frequency imbalance can be
readily overcome by appropriate equalisation of the
sound system.

Echoes and strong reflections

Although excessive reverberation can mask speech syl-
lables by causing one to run into another, the effect of
strong single (or multiple) reflections can be even more
problematical – and often the effect of such reflections is
incorrectly put down to reverberation – further confus-
ing the issue.

Strong early reflections e.g. those which occur within
approximately 3 ms of the direct sound, can cause serious
aberrations in the frequency response of the system as a
result of complex interactions occurring between the
direct and reflected wavefronts producing severe comb
filtering. Frequently deep notches within the response of
up to an octave in bandwidth can occur with a resulting
loss of information and hence intelligibility. The same

effect also occurs between loudspeakers in array systems
attempting to cover the same area.

These large frequency response aberrations can not be
equalised out by conventional means, but require proper
signal alignment or control at source with correct
acoustic treatment of the offending surfaces. (See Chap-
ter 3 on studio acoustics for further information.)

Strong reflections or late arriving sounds which occur
approximately 40–50 ms after the direct sound can also
serve to reduce speech intelligibility – reflections arriving
after 60–70 ms causing distinct echoes.

The sound system should obviously be engineered to
avoid such problems, e.g. by using well-controlled and
aligned directional loudspeakers to stop high levels of
direct sound from striking potentially harmful hard
reflective surfaces. Alternatively, where this is not pos-
sible such surfaces should be treated with an appropriate
sound absorbing material.

In large spaces where either a semi-distributed system
or central cluster with satellite infills or local perimeter
coverage is employed, a signal delay unit can and should
be employed to synchronise sound arrivals and so defeat
any potential echo sources before they can give rise to a
problem.

Signal (time) Delay Systems

Electronic signal delay units, often referred to as time
delay units, used to be a laboratory curiosity or only
found in the most elaborate recording studios. However,
advances in digital audio signal processing and memory
techniques now mean that a good quality audio signal
delay unit can fit the budget of most medium or low cost
sound systems. Delay units may be used both to synchro-
nise sound arrivals in overcoming potential echo prob-
lems and to improve the naturalness or realism of a
sound reinforcement system by helping to maintain the
correct impression of sound localisation – a technique
which relies heavily on the psycho-acoustic properties of
the human hearing system.

As we noted in the previous section, sounds occurring
after approximately 50 ms can significantly degrade the
intelligibility of speech. In high-quality sound reinforce-
ment system, in a well-controlled and designed acoustic
space, or in outdoor environments, a value of 35 ms is
probably the practical limit of the ear’s ability to inte-
grate or fuse together multiple sound arrivals, i.e. below
35 ms the ear will effectively ignore any discrete reflec-
tions – using the information to merely add to the appar-
ent loudness of the initial sound. The actual integration
time is highly dependent on the exact circumstances of
the particular situation or installation. Often reflection
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sequences which occur within the 35 ms can extend this
period. In other situations full integration may only
occur up to approximately 25 ms. Many authorities
therefore regard 25 ms as the practical limit for total
integration of speech signals.

Musical signals with a high transient content may
require a still shorter integration period e.g., 15–20 ms.

From the foregoing discussion, we can see that a signal
delay line may prove to be useful in situations where sec-
ondary loudspeakers are employed whereby the primary
and secondary sounds reaching a listener will be sepa-
rated by more than 35–50 ms. (This is equivalent to a
path length difference of approximately 38–55.)

Apart from improving speech intelligibility by syn-
chronising sound arrivals, a delay line can also be used to
help maintain correct sound localisation whilst improv-
ing the overall quality and clarity or intelligibility of a
sound, by making use of what has become known as the
Haas effect.

The effect again relies on the underlying resolution of
our hearing system – or rather lack of it. Haas, amongst
others, established that a secondary sound when delayed
in the region of 10–25 ms could be significantly louder
(i.e. greater in amplitude) than the first sound, yet a lis-
tener would hear the sound as though still originating at
the first source. In practice, this means that a weak pri-
mary signal, e.g. from a distant loudspeaker, can be rein-
forced by a louder local signal without localisation being
lost. This has an enormous impact on modern sound rein-

forcement system design for both speech and musical
material. In practice, in the author’s experience, the sec-
ondary source can be as much as 4–6 dB louder than the
primary signal before localisation is disrupted – though
this depends heavily on the reverberation time and local
reflection sequences naturally occurring within the space
and on the frequency response or spectral content of the
two signals.

Infill

A common application and good example of the use of
signal delay lines is the delaying of signals used to feed
under balcony infill loudspeakers in a theatre installation
where the primary loudspeaker system cannot effect-
ively reach. (See Fig. 18.10.)

The in-fill loudspeakers are generally used to help fill
in the missing high-frequency information which does
not penetrate beneath the balcony. Delaying the signal
to the under balcony loudspeakers ensures that the time
difference between the primary sound from the central
cluster stage system and overhead signals will be such as
to ensure full integration occurs so that intelligibility is
improved and not degraded. Furthermore, by ensuring
that the sound from the stage loudspeakers arrives first –
with the under balcony loudspeaker sound arriving
after a delay of around 15–20 ms, correct localisation on
the stage will be maintained. (Note that the optimum
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localisation effect is realised when the secondary signal
is delayed by approximately 15–20 ms relative to the
primary or first arrival.)

Modern digital delay lines enable accurate delays to be
set with 1 ms second or better resolution up to typically
500 ms or, in some cases, resolutions of 20 µs can be
achieved over a delay range of over a second. (This facil-
ity is very useful in correctly aligning horn clusters so that
a single coherent wavefront is radiated.) The frequency
response of current signal delay lines usually extends
from around 20 Hz up to 15 or even 20 kHz, with a
dynamic range capability of over 90 dB.

Equalisers and Sound System Equalisation

Even when a sound system is engineered using the best
possible components which measure ruler flat (on axis
in an anechoic chamber) it can still benefit from being
correctly equalised (e.g. to overcome the frequency
imbalance which frequently occurs when the system is
installed within the room or space).

Of course equalisation only affects the direct sound
component but it can improve the subjective (and objec-
tive) tonal balance of a system as the ear will respond to
a combination of both direct and reflected reverberant
sound.

As we have already seen, frequency equalisation will not
overcome complex acoustic or phase interaction effects.

The object of equalisation is to smooth and contour
the overall response shape of the sound system and over-
come any sharp peaks in the response which may cause
premature feedback when the microphone and loud-
speakers are located in the same space. (See Fig. 18.11.)

System equalisation is usually performed using a nar-
row band e.g. ⅓ octave equaliser – generally a graphic
equaliser in conjunction with a ⅓ octave real time spec-
trum analyser.

A ‘flat response’ measuring microphone is placed in a
typical seating position and ‘pink noise’ (i.e. filtered ran-
dom noise) is fed into the system. The coverage of the
system is first checked together with any major response
anomalies. Once these have been satisfactorily resolved,
then equalisation – response smoothing and contouring –
can begin. (See Fig. 18.12.)

Sound systems are not generally equalised ‘flat’ but a
gradual high frequency roll off, e.g. 3 dB per octave
above 2 or 4 kHz is introduced as this has been found sub-
jectively to sound best. (A flat response can sound
extremely harsh and hard under these circumstances.)
During the equalisation process, the system is regularly
‘talked’ using a microphone or a well known piece of
music is played through the system off high quality tape
or compact disc.

Figure 18.11 Equalisation curve – before and after
equalisation.

Figure 18.12 Principles of sound system equalisation.

Generally speaking, each different loudspeaker type or
group or different acoustic area within a system will
require its own equaliser and separate equalisation curve.

If the system is being equalised to optimise the
acoustic gain of the system, then regenerative equalisa-
tion may be performed, whereby a system microphone
located at a typical working position, e.g. the pulpit in a
church, is connected into the system and allowed to ‘feed
back’ in a controlled manner – enabling the primary
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feedback frequencies to be established and brought
under control by selective attenuation either at the ‘ring’
frequency itself, or by adjustment to the bands on either
side of the particular frequency of interest. A ⅓ octave or
tuneable parametric notch filter are essential for opti-
mum results, the ⅔ octave or full octave band equalisers
having too broad a filter response curve. (See Fig. 18.13.)

Proper equalisation of a system is a very time-
consuming job, but the difference in system perform-
ance can on occasion be quite dramatic. A thorough
understanding of the system, the loudspeakers employed
and their coverage patterns is an essential prerequisite to
correct system equalisation. Figure 18.14 shows a basic
schematic diagram for a simple theatre system showing how
equalisers and delay lines are typically used in practice.

Further detailed information on system equalisation
and the use and psycho-acoustic background of signal
delay lines may be found in Davis and Davies and Mapp
(see references).

Compressor-Limiters and Other Signal Processing
Equipment

Another signal processor frequently found in permanent
or temporary sound system installations along with sig-
nal delays and equalisers is the signal compressor or
compressor-limiter.
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The compressor or compressor-limiter does just as its
name suggests – that is it compresses or reduces the
dynamic range of a signal and/or limits further output
once a predetermined threshold has been reached. For
example, a compressor set to have a compression ratio of
2 would mean that for every 2 dB increase in level that a
signal undergoes, the signal leaving the activated com-
pressor would only be increasing by 1 dB in level.

Compressors are used in sound systems to control the
dynamic range of the transmitted or broadcast signal,
e.g. to keep the signal level more constant to improve
intelligibility and also to reduce the peak power require-
ments on the system. As the compressed signal will have
a higher average energy level, it also tends to sound
slightly louder – another useful factor in helping to get
the message through. (Note some compressors also
incorporate an automatic level control function whereby
the average output signal level, e.g. from a microphone,
is held constant over a given range, regardless of the
input signal level. This is extremely useful in paging
systems, for example, where different announcers with
different voice levels use the system.)

The limiting function is generally used for protection of
the system, i.e. so that the following stages are not driven
into overload. For example, a limiter may be employed
immediately in front of a power amplifier to ensure that
the amplifier cannot be driven into overload or clipping –
a sure way of burning out the loudspeaker drivers con-
nected to the other side of the amplifier – particularly in a
low-impedance system – where there is no matching
transformer to help reduce the high levels of Hf energy
which are produced by a clipped signal.

Other signal processing elements which are commonly
found in sound system installations may include:

• De-essers to reduce voice sibilance
• Phase/frequency shifter to help improve the feedback

margin
• Electronic-crossovers often with inbuilt equalisation

or delay facilities for loudspeaker alignment
• Parametric equalisers allowing both the frequency of

operation and the bandwidth of the filter to be
adjusted

• Effects units such as digital reverberators, time
delay/echo effects and phasing and flanging etc.

Amplifiers and Mixers

So far as we have worked backwards up the sound system
chain from room acoustics to loudspeaker to equaliser
etc we have missed out the amplifier – though its require-
ments were partially discussed earlier when dealing with
loudspeaker signal distribution systems.

Today the power amplifier can very much be taken for
granted. Although there is some debate as to whether a
Mosfet power amplifier sounds any different to a bi-polar,
under the normal working conditions of most sound sys-
tems the difference is very much of secondary import-
ance. The primary consideration is that the amplifier
should be able to reliably deliver its rated output into the
load presented to it. Amplifiers for commercial sound sys-
tems must be adequately protected against open and
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short circuit conditions – situations which occur remark-
ably frequently in the real world.

When installing power amplifiers, it is essential that
adequate provision is made to ventilate them – many
amplifiers run remarkably hot – with typically 15 per cent
of their power rating being converted directly into heat.
In a recent installation the author was involved in, over
15 kW of heat output from the amplifiers had to be
catered for.

Another important point to watch out for – particu-
larly in multiple amplifier installations, is the initial
switch-on current demand – although an amplifier may
only draw 3 A or so under normal working conditions,
for example, it may well draw up to 10 A or so at switch-
on, particularly if fitted with a toroidal transformer when
the initial switch on surge on large amplifiers can be very
high indeed. Modern installations should therefore
incorporate a method of sequenced switch on to stagger
and control the load. Wherever possible amplifiers with
delay relays which disconnect the loudspeaker load until
the amplifier has stabilised should be specified in order to
protect the loudspeaker voice coils – particularly in low
impedance systems.

Mixers used for sound reinforcement purposes vary
considerably, ranging from a simple 4 into 1 combining
unit without tone controls or level indication to the
sophistication of a full 32-channel into 8 × 8 matrix mixer
as used in today’s larger theatres and auditoria.

The type of mixer required very much depends on the
task in hand and the sophistication of the control
required. Computerised control of channel inputs to out-
put groups is now becoming an established technique in
live sound mixing.

Essentially a mixer takes a microphone signal – per-
haps only a millivolt or so and pre-amplifies it up to nom-
inal line level i.e. 775 mV or 0 dBm. At this stage it can be
equalised – usually by a combination of high and low fre-
quency shelving filters and one or two bands of tuneable
parametric equalisation, routed or sent off for further
processing before reaching the main channel fader which
controls how much of the signal will be combined into
the mix. The signal may be mixed into a number of pos-
sible group options – which may themselves undergo fur-
ther signal processing, e.g. reverberation or more specific
equalisation or compression etc. Line inputs are treated
in the same way but via either a different initial pre-
amplification stage or possibly via an appropriate attenu-
ator network.

Microphone input stages should be designed for bal-
anced low impedance operation (e.g. to match 200 ohm
microphone input). Line inputs are generally not bal-
anced – the signal level being appreciably higher, but bal-
ancing may be required under certain circumstances.
Note unbalanced high-impedance microphones should

only be used for very short cable runs e.g. 20 ft or less as
otherwise they can become subject to RF interference
and high-frequency cable losses.

Balanced operation ensures that any interference
picked up by the conductors on the transmission pair is
cancelled out at the input stage by mutual phase cancel-
lation between the signal carrying conductors which are
of opposite polarity.

Great care must be taken with earthing of grounding
of sound system installations to avoid undesirable earth
loops and hum or RF pick-up.

Interconnection between equipment, e.g. equalisers
and other signal processing equipment, may or may not
be balanced. However in Rf or other electrical interfer-
ence prone environments, e.g. where large amounts of
thyristor dimming equipment is installed or where long
runs between equipment occurs, such as mixer to ampli-
fier racks etc., fully balanced operation is recommended.

Cinema Systems and Miscellaneous Applications

Cinema systems

Cinema systems are really no different from basic high
quality reinforcement systems, except that the input to
the system is either the optical film sound reader – the
solar cell or a magnetic pick up if the soundtrack is on
magnetic tape. (Optical sound pick-up is by far the most
common.)

Film soundtracks have in the past gained a reputation
for poor performance. This is in part due to the massive
high frequency roll off the old ‘Academy’ curve pro-
duced e.g. 25 dB down at 9 kHz and inferior and old
reproduction equipment.

Modern Dolby stereo standards require the sound
level within the auditorium to achieve 85 dBC without
undue distortion etc whilst maintaining a flat frequency
response curve within ± 2 dB over the range 80 Hz to 2
kHz with a well-controlled roll-off and response exten-
sion to 12.5 kHz. This response cannot be achieved with-
out proper system equalisation. Separate equalisers are
used to compensate for the high frequency slit loss pro-
duced at the optical sensing head and ⅓ octave equal-
isation to compensate for loudspeaker response and
room response anomalies in addition to the significant
high frequency transmission loss which the film screen
itself causes – even though perforated.

A number of sound track formats are employed but
essentially a left, centre and right signal are recorded and
produced through three behind the screen loudspeakers
which generally comprise of an MF/HF horn and bass bin
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combination. Each channel is independently equalised
and aligned. When applicable surround sound is fed to a
separate amplifier circuit with compact full range sur-
round sound loudspeakers located round the auditorium.
The surround sound channel generally incorporates a
delay line to ensure that the correct impression of localisa-
tion is maintained.

Sub-woofer systems are also sometimes included to-
gether with an appropriate decoder and amplifier channel.

If a Dolby system is employed, all the appropriate sig-
nal processing is included within the Dolby stereo
decoder unit. Figure 18.15 shows a basic block diagram
of a Dolby cinema system.

Sound systems

Sound systems are used for a variety of purposes other
than straight-forward speech or music reproduction.

Other typical applications include sound masking sys-
tems used in large open plan offices to improve speech
privacy by creating a more uniform background ambient
noise, artificial reverberation enhancement is used in
multi-purpose halls, theatres or studios, where the nor-
mal natural acoustics tuned with a short reverberation
time for satisfactory orchestral music performance. A
number of such systems now exist which alter not only
the perceived reverberation time, but by careful use of
artificial reflections, alter the whole feeling, size and
envelopment created by the space.
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Another growth area in audio has been in-car entertain-
ment. The car is not exactly an ideal listening space, and
in the chapter, Dave Berriman shows how the complex
problems of obtaining acceptable reproduction have
been tackled.

Modern Car Audio

Back in the days of the humble car radio, that medium
was the only source of in-car sound. Originally, of course,
it was simply AM, with permeability tuning using vari-
able ferrite-cored chokes to avoid the vibration prob-
lems in the car environment and provide an easy means
of pre-setting stations.

Nowadays we have the luxury of FM radio reception
with its much wider hi-fi quality bandwidth, and the
bonus of stereo – previously a luxury but now expected
as standard on all but the most basic car radios.

Radio reception has been pretty much revolutionised
since those early permeability-tuned sets. Modern
receivers feature the extensive use of integrated circuits
to pack increasing sophistication and features into the
diminutive car-radio slot.

Synthesized tuning is virtually standard today and
because the local oscillator frequency is locked to that of
a quartz crystal, tuned frequencies are extremely stable
and effectively drift free. Displays are digital as a matter
of course – an easy-to-apply bit of technology when
added to frequency synthesis.

The detailed circuitry of modern car radios is very
complex, but integrated circuits reduce it all down to a
few basic interconnected circuit blocks. Modern circuitry
has done away with rows of IF tuning ‘cans’ and FM
decoders have gone ‘phase-lock loop’ which makes for
ease of manufacture and even higher performance, reli-
ability and stability. Circuit diagrams of car radios now
look more like block diagrams and service engineers
need not concern themselves with the minutae of elec-
tronic circuitry. Gone are many of the symbols of indi-

vidual electronic components, to be replaced by circuit-
processing ‘blocks’, several of which are to be found
within each integrated circuit.

FM Car Reception

FM has the potential for a much higher sound quality level
than the AM wavebands. That much we all know. The
main bugbear with in-car FM reception is due to the much
shorter wavelength of the carrier frequency used on this
waveband. Reflections from nearby buildings and objects
result in the carrier being simultaneously received by more
than one path. This is known as multi-path reception.

Due to its short wavelength, the FM carrier is either
reinforced or weakened by the received reflection
depending on the position of the car’s aerial. As the aerial
moves through the nulls, severe audible distortion, or
complete loss of signal can result, producing an annoying
click-clicking sound. The increased multiplicity and
strength of reflections in urban environments makes this a
particular problem in towns and cities, and it is a problem
wherever FM is received on the move.

One particularly novel way of overcoming this major
problem has been introduced by Clarion in its 999MX
diversity reception system. This utilises two aerials situated
at different locations on the vehicle: one is a conventional
whip aerial, the other a window strip aerial. A comparator
monitors the state of the tuned signal at each and selects
whichever has the strongest signal at that instant.

Since it is much less likely that both aerials will be at a
reception null than with a single aerial, there will be very
many fewer instances of distortion or signal loss due to
multi-path reception.

Auto selection

An altogether different approach to the problem of
changing reception conditions has been adopted by
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Philips, who has a system which it has dubbed Micro
Computer Control, or MCC (though it reported to be
working on a diversity system with four aerials).

MCC can store the frequencies of transmissions carry-
ing identical programme modulation and then monitors
their signal strength. If one drops too low in level, the
receiver will automatically switch to the strongest sta-
tion, from a selection of ten user-selected frequencies.

It enables the receiver to select whichever is the
strongest station during long journeys, avoiding the
annoyance of retuning, and could reduce the number of
audible clicks and buzzes while on the move, but to
achieve similar results to the Clarion system it would
require duplication of programmes on a number of dif-
ferent carrier frequencies covering the same location,
which only occurs in overlapping ‘fringe’ reception areas
in the UK.

The technique could be aided by the BBC’s proposal
to transmit station identifying codes. If this were to
become commonplace in commercial and BBC radio,
receivers could use this code to identify and select any
desired transmission, without the receiver having to be
pre-programmed with this information. The strongest
transmission containing the correct programme could
therefore be selected automatically using the transmis-
sion’s own identifying signals, detected and decoded by
the receiver.

Another way around the problem of multipath drop
outs is the use of automatic noise reduction systems,
going under various titles, such as, Mitsubishi’s SRC

(Fig. 19.1) and Nakamichi’s ANC, for example. In
essence, these monitor the signal level and progressively
introduce a degree of stereo-to-mono blending at high
frequencies, thus minimising the audability of noise
while sacrificing stereo performance. Eventually, for
very poor reception, the tuner switches itself to mono or
even to full mute, which is hardly an ideal solution. Noise
Killer circuits, which detect noise spikes and mute them
from the audio output are another technique used by
most manufacturers to minimise the effects of ignition
noise and other interference. A typical example, Trio’s
ANRC III, is illustrated in Fig. 19.2.

Power Amplifiers

Not so many years ago, you were lucky to get five watts of
mono sound. That was considered powerful. Today, car
radios boast many more watts per channel in an effort to
drown out the high levels of in-car road, engine and wind
noise. Using the standard car battery’s 14 V or so of fully-
charged potential and using a four ohm loudspeaker to
extract more power from the amplifier, there is, unfortu-
nately, a technical limit to the power which can be de-
livered. Absolute maximum is about five or six watts for
a normal output stage.

Bridging is a system whereby there are effectively two
output stages per channel, each driven in anti-phase.
This virtually doubles the output voltage available for
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Figure 19.1 Mitsubishi’s stereo reception control (SRC) is its answer to multi-path noise due to weak signals. As the field strength
weakens, SRC automatically changes from stereo to mono mode and smoothly attenuates the higher audio frequencies.
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the loudspeakers and hence pushes the power up to just
over 20 W. Most radio/cassette units offer 4–20 W per
channel.

Separate Power Amps

Today’s enthusiasts want enough power to deliver high
sound levels over and above the ambient noise level. The
availability of higher-quality car loudspeakers with
lower sensitivity and power-hungry sub-woofers (not to
mention the temptation to wind up the bass control,
which seems to have become de riguer for some ICE
reviewers these days) means that 20 W is not really
enough for ‘serious’ in-car hi-fi enthusiasts. For them,
more and more manufacturers are producing separate
power amplifiers. As much as 50 or 100 W is quite com-
monplace these days and to achieve these power levels it
is not possible to rely on the battery voltage – it is simply

not enough. A much higher voltage rail is necessary and
is generated by using a DC-to-DC convertor (Fig. 19.3).
This basically comprises a high-frequency oscillator driven
by the car battery, coupled to a step-up transformer
which increases the AC voltage and finally a rectification
and smoothing stage to bring the AC back to DC again,
but at a higher voltage suitable for the power amplifier.
The principle is very similar to that of switched-mode
power supplies.

Manufacturers say little or nothing about their DC-to-
DC convertors, perhaps realising that their significance
will not be grasped. Trio goes so far as to use two DC-to-
DC convertors, one at ±25 V and one at ±45 V. It is a vari-
ation on techniques used by Hitachi, Acoustic Research,
Proton and Carver for example. The Trio KAC-9020 of
Fig. 19.4 runs using the 25-V rail power supply for most of
the time, switching in a pair of extra transistors to take
the output up to the 45 V maximum, just for those music
peaks that need it. It minimises heat dissipation and
is a very cost-effective route to high power outputs.
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Figure 19.2 In Trio’s ANRCIII a pulse noise blanking system circuit placed between the IF and multiplex (MPX) sections
activates the high-blend mode. When the multi-path noise drops below a predetermined threshold the high blend is taken out,
gradually returning to stereo and avoiding sudden changes to the sound character.

Figure 19.3 Nakamichi’s PA-200 power amplifier uses output triples and provides the driver transistors with a higher rail voltage.
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A ‘Class A’ power amplifier unit from Soundstream is
illustrated in Fig. 19.5.

Multi-speaker Replay

Another trend is the move towards providing four power
amplifiers, even in some radio cassette units, which feed
four loudspeaker systems distributed around the car.
These are even becoming popular as manufacturer-fitted
systems in new cars, though they merely reproduce the
same stereo twice, through two sets of loudspeakers.

They do produce more of a wrap-round sound than
front or rear mounted units on their own, though this
approach is hardly ideal.

Ambisonics

Ambisonics, in contrast, is a system which was designed
from first principles to more accurately recreate the ori-
ginal sound field, using a number of sound channels rang-
ing between two and four. The most basic system uses
just two channels as in stereo but encodes the signals dif-
ferently. After decoding, four signals can be fed to four
loudspeakers to recreate the original sound field more
accurately than stereo, or the many ill-conceived quadra-
phonic systems which failed so miserably. The effect is to
reproduce sounds accurately in space horizontally
around the listener. With more channels than two and
more than four loudspeakers, height information can
also be reproduced for even greater realism.

340 In-Car Audio

Figure 19.4 In the KAC-9020, Trio’s ‘Supercharger’ system uses two voltage supplies. One powers a medium-to-low power
amplifier, and the other provides a higher voltage to another set of output transistors for handling higher power musical peaks.

Figure 19.5 Pure ‘Class A’ power from Soundstream.
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It is a system which has not caught on in the home due,
in part, to the need for more than one set of loudspeakers
and also the lack of suitably encoded software. In the car,
four loudspeakers present no problem and so one com-
pany Troy Ambisonic has decided to launch an Ambison-
ics decoder (Fig. 19.6) specifically for in-car use. The
system has a good pedigree, with much early research on
encoding and decoding parameters done by the BBC
being taken into account by Ambisonics designers. Both
the BBC and the IBA are in favour of the system, though
there have been relatively few transmissions of Ambisonic
programme material. It is a bit of a catch-22 situation, as we
are unlikely to have more Ambisonic software until more
people can replay it and only a few people will buy the
equipment without the software to play through it. Fortu-
nately, ordinary stereo can be processed very simply by the
Troy Ambisonics decoder to give an enhanced stereo
spread which is claimed to be very pleasing. Some of the
smaller record companies are issuing Ambisonic CDs and
if the broadcasting autho2r-ities see a demand, Ambison-
ics may eventually be lifted out of its current obscurity. 

Cassette Players

Philips invented the compact cassette, let manufacturers
have free licences to manufacture tapes and players

(provided they conformed to strict specifications) and so
created a worldwide standard.

The medium was originally intended to be used for
dictation machines and mid-to low-fi music replay, but
very soon after its inception hi-fi compact cassette play-
ers became available. They were bulky and sound qual-
ity was not very inspiring, but it was a start. The main
problems were, and still are, the narrow track width and
slow tape speed. The former limited the amount of sig-
nal available off tape and therefore presented serious
noise problems and the latter meant that the high-
frequency performance from compact cassette tape was
restricted.

Background noise was overcome by a variety of com-
peting noise-reduction systems, of which Dolby B (and
latterly Dolby C) emerged clear victors. Dolby B was the
first complimentary noise reduction system which was
taken up by tape manufacturers and is still, today, the
most prevalent. It is easy to forget that Dolby B played a
significant part in turning compact cassette into a hi-fi
medium because it did its job so dramatically well.

Large strides were made by tape and tape head manu-
facturers to further improve fidelity. Tape manufactur-
ers have developed very short ferric particles, chrome,
so-called pseudo-chrome, and more recently pure iron
particles, for tape coatings. Cassette deck manufacturers
have made great advances with very hard tape heads
which have ultra-fine gaps. Both have greatly improved
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Figure 19.6 Troy’s TA-110P Ambisonic decoder can be used with Troy’s own four-way channel amplifier or with other equipment
for Ambisonic replay in the car.
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the high-frequency performance of cassette tape repro-
duction. Cassettes were of course an obvious choice for
in-car use, with their ease of handling, reasonable cost
and the capability for making recordings. Progress in in-
car cassette units has mirrored those of domestic hi-fi.
Initially car cassette players seemed well behind their
domestic counterparts in performance, but the demand
for quality tape reproduction on the move has lead to the
emergence of cassette players and cassette/receiver units
(Fig. 19.7) which deserve comparison with quality
domestic hi-fi units.

Modern units

Now you can buy in-car cassette units (at a price) with
superb specifications and a sound to match, built and mar-
keted along the same lines as top hi-fi units. Conversely,
there are a great many average performing cassette units.

Powerful electronics may be mass produceable down to a
price, but stable tape transports require mechanical
integrity and precision – and they don’t come cheaply.

Many units now offer auto-reverse, which requires
much better tape head alignment, because any angular
error is effectively doubled when the tape reverses. For
the recorded signal to be replayed faithfully at high fre-
quencies, the tape and head should be accurately
aligned. With compact cassettes, accurate alignment is
absolutely crucial, as very small angular errors result in a
dramatic losses in output at high frequencies.

In the Trio KRC 747D, for example, the tape head is
actually automatically re-aligned when the tape reverses
(Fig. 19.8), to compensate for any angular differences,
while other manufacturers, like Philips for example,
utilise the lower-cost alternative of guides built into the
head. These are claimed to align the tape at right angles
with the gap for optimum high-frequency response
regardless of tape direction.
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Figure 19.7 The Hitachi CSK 350 auto-reverse tuner/cassette unit.

Figure 19.8 Trio’s Bi-azimuth tape head adjusts itself when the tape reverses to avoid high-frequency losses due to tape/head
misalignment.
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Compact Disc

Compact disc is another Philips invention. It was
spawned by the technology developed for the video LP –
a video disc scanned by laser light which reproduces
stunningly clear pictures and excellent sound, as anyone
who has viewed one will testify.

Video LP uses frequency modulation to encode and
decode the picture and sound signals in a fashion not too
dissimilar to FM radio, hence the excellent quality. The
signal is held by the disc as a spiral of microscopic bumps
in a reflective layer, protected by a transparent plastics
coating.

Philips engineers realised that the disc could be scaled
down for audio use and made the intellectual and tech-
nological leap of going for digital signal encoding and
decoding which was ideally suited to the on/off nature of
the recording system (i.e. a bump or no bump represent-
ing a logical ‘1’ or a logical ‘0’).

While digital recording had been used for its high qual-
ity by broadcasting authorities, it had not been used for
mass market domestic recording and replay. The tech-
nology was extremely young and needed considerable
work, particularly on the error correction (which ‘fills in’
any information not picked up by the laser from
elsewhere on the disc) and also on reducing the highly
complex digital processing circuitry on to large scale
integrated circuits.

The advantages of digital recording, providing there
are enough binary digits, or ‘bits’ in each digital ‘word’
used to encode the audio signal, are imunity to back-
ground noise and low distortion. If enough redundant
information is included in the digital signal, the decoder
can use this to make up for any signals lost due to dust or
scratches, for example.

Consequently, digital recording and replay can be very
tolerant of lost information, provided the error correc-
tion works well. Scratches, for instance, which would be
only too audible with an LP, can be inaudible with com-
pact disc.

Error correction was not a field in which Philips had
much experience, but the Japanese company Sony had
just the expertise that Philips required, having designed
and manufactured the industry standard PCM 1600
analogue-to-digital, digital-to-analogue (A/D, D/A)
converter and latterly the PCMF-1 portable A/D, D/A
converter. In fact, it leads the world in digital error cor-
rection, while Philips was significantly advanced in laser
disc technology.

The two companies could have gone their own ways,
but fortunately they pooled their resources to produce
compact disc, a source of music which is now establishing
itself firmly as a serious alternative to the vinyl LP in the
home.

In-Car CD

The same qualities which make CD attractive in the
home hold just as good in the car, with only vibration and
the risk of scratching posing significant threats to disc
replay see Fig. 19.9. Within certain limits, the servo sys-
tem which keeps the laser light focused on the rapidly
spinning disc can cope with vibration, with error correc-
tion making up for the rest. However, beyond that the
system will either conceal the error (not audible) or mute
(audible) while the errors persist. Skipping from one sec-
tion of the information spiral to another is commonly
caused by vibration.

There are now an increasing number of in-car CD
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Figure 19.9 Hitachi’s CD-D4 compact disc player uses anti-vibration techniques for improved sound quality.
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players on the market. They tackle the vibration prob-
lem by means of carefully-designed suspension systems,
as illustrated in Fig. 19.10 which isolate the player’s
mechanism from vibration and shock.

Though scratches, up to a point, are usually coped with
well by the servo mechanism, error correction and con-
cealment, it is still not a good idea to damage the surface
of compact discs. Badly scratched discs can cause skip-
ping and there is little doubt that some players sound
noticeably under stress when their error correction cir-
cuits are working ‘hard’, though theory might indicate
otherwise.

If you take pride in your home hi-fi system, then you
will need to be careful not to scratch your CDs in the car
– just the sort of environment where they might slide
about and get damaged.

Some manufacturers have taken this seriously enough
to design transparent ‘caddies’ which will hold an indi-
vidual CD. The whole ‘caddy’ is inserted into the player
and when not in use the caddy protects the disc from dust
and scratches.

There is a safety aspect to all this too, because that
way, the driver does not have to fiddle about with putting
the disc back in the rather unergonomic Philips-type
‘jewel case’ while hurtling down the autostrada, auto-
bahn or motorway.

Another approach to this problem has been intro-
duced by Pioneer, which make a CD ‘juke box’ type
autochanger which can be mounted in the boot and oper-
ated from the front end. Most users will not wish to go for
caddies or juke boxes and, provided users are careful
with storage, no harm will come to their CDs. Compact
disc in the car is only just taking off and in-car players are
expensive, but with the enthusiasm which CD has
received in the home it should establish itself fairly

quickly, especially as prices of players fall. Figure 19.11
shows a block diagram of a car CD player.

Digital Audio Tape

Digital tape recording in the home is not new. Sony’s
PCMF-1 A/D. D/A convertor was made for just this pur-
pose, with recordings going on to ordinary domestic
video tape.

Digital audio tape is basically an updated domestic
version of this idea but using the very latest miniaturised
8 mm vapourised-metal film video tapes and with the
A/D and D/A convertors all built in to the tape machine.

Though the digital technology is essentially the same
as for CD, the standards for digital encoding and decod-
ing have been deliberately made different to those of CD
to prevent direct copying of the digital pulse train from
CD to DAT. This would have made perfect recordings
possible, and that did not go down too well with those
bodies trying to prevent copyright infringement through
home taping.

People will still copy tapes anyway, of course, and put
up with the minor irritation of marginally less than per-
fect recordings.

The major advantage of tape is, of course, that you can
make your own recordings and this will be an attraction
to those who currently break the law by recording cas-
settes off disc or tape for use in the car. Other advantages
for in-car use are DAT’s relative immunity to vibration
and when the tape emerges from the machine it is pro-
tected by a flap and so it is less likely to be damaged than
the polished surface of compact discs.
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Figure 19.10 Mechanical filtering action of shock absorber used in the Trio KDC-9 car CD player.
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In-Car DAT

When it comes to which medium will succeed in the car,
DAT will be hampered by lack of software. It will be
some time before software manufacturers catch up with
the already large catalogue available on CD and compact
cassette. The success of compact cassette in the car has
been due in no small part to its massive acceptance in the
home and there is no reason to suppose that CD or DAT
will be very different.

Home DAT will also be held back due to the high cost
of machines, which are mechanically similar to video cas-
sette players and require precise well-engineered mech-
anisms. It is debatable whether these will ever be as
cheap to manufacture as CD mechanisms. The digital-to-
analogue convertors and analogue sections of the
machines will be very similar in concept to CD, if differ-
ent in exact execution, and so will be manufacturable
every bit as cheaply as those for CD.

The signal-processing technology used for DAT is
very similar to that used for CD, though dedicated inte-
grated circuits will be needed for DAT. At the time of
writing, manufacturers have been experiencing prob-
lems with making the vaporised metal tapes in sufficient
quantities. It is a new technology with specific problems

which need to be overcome and informed projections are
that DAT tapes will be almost as expensive as CDs.
However, there is every hope that these problems will be
overcome and then prices may fall.

Sound quality of DAT will be virtually identical to CD,
so contrary to some claims, there will be no advantage
here. The slightly higher sampling frequency of DAT
will make no audible difference to sound quality in prac-
tice.

Eventually we will probably see both media gaining
acceptance with car users, depending on the system they
use at home. Both will offer a considerable improvement
in quality over compact cassette, though the latter can
achieve a very high standard in the best car players. It
may take some compact cassette fans a lot of persuading
to change to either of the new systems.

Loudspeakers

Car loudspeakers essentially comprise the same ubiqui-
tous moving-coil drive system found in so much other
sound-reproducing equipment from transistor radios to
top-flight hi-fi. Moving-coil loudspeakers are basically
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Figure 19.11 Block diagram of Trio KDC-9 car compact disc player.
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simple and are consequently easy and relatively cheap to
manufacture compared to other more esoteric sound
reproducing methods, and so it is little wonder that trans-
ducers of this type have a virtual monopoly wherever
you go.

In the moving-coil loudspeaker the magnetic field is
made to flow radially across an annular gap between
cylindrical pole pieces, with the coil suspended freely in
the gap. Current flow in the coil produces a correspond-
ing axial force which drives the coil in the gap. A direct
current would apply a constant force, of course, and
merely a constant displacement of the cone, but audio
signals vibrate the coil in sympathy.

On its own, the coil would make very little noise of
course, so it is connected to a diaphragm to couple it to
the air. The diaphragm should be both light for good sen-
sitivity and rigid for low distortion and extended fre-

quency response. The most cost-effective (and some
would say the best) way of achieving this is to use a cone
for the diaphragm. This has the advantage that it can be
shaped to produce a radiating area which shrinks with
increasing frequency, giving a more extended frequency
response than the theoretical ‘perfect piston’ action of a
perfectly rigid diaphragm would allow.

Diaphragm materials

The traditional material used for this purpose is paper
pulp, which can be deposited on a former to produce the
desired contour. Paper, however, changes its properties
with variations in humidity and of course will disinte-
grate if it becomes wet for long enough. It is conse-
quently not the best of materials for door panels in cars
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Figure 19.12 A typical car loudspeaker with mounting details.
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where rain water or condensation could collect and for
this application has been an increase in the use of plastics
materials such as polypropylene. Figure 19.12 shows the
construction and installation of a typical low-cost car
loudspeaker.

Polypropylene has many advantages. It is resistant to
moisture, easy to vacuum form, consistent, requires no
additional damping coatings and gives cleaner, less
coloured sound reproduction. Not surprisingly, it is now
being used by more and more companies, Acoustic
Research for example, in their quality car loudspeaker
systems. Kevlar is a woven fibre material which, when
bonded together, forms a very light, rigid material ideal
which is claimed to be excellent for loudspeaker cones.
One company which has used this material for their
domestic loudspeakers and has now applied it to their in-
car loudspeakers is Bowers and Wilkins, though it now
uses polypropylene for its domestic products.

An alternative type of diaphragm construction has
been borrowed from aeronautical engineering, where
light, rigid structures are of course essential. This is the
flat honeycomb sandwich, which has been used, for
example, by Trio and Panasonic, to name just two in their
top-of-the-range of car loudspeakers. Normally a flat,
thin diaphragm would have very little rigidity, but by
sandwiching an open honeycomb of thin sheet material
set on edge between two thin outer skins, a very rigid yet
light structure is formed. The main drawback of this type
of diaphragm is that, while it is undoubtedly very rigid, its
flexure cannot be controlled in the same way as a cone to
modify the effective radiating area. Instead of progres-
sive flexure, the highly rigid structure tends to have a pro-
nounced resonance at the top of the unit’s pass band, but
this can be minimised by connecting the coil by means of

a short cone to the honeycomb at the nodal points for the
first resonance – the so-called ‘nodal’ drive (Fig. 19.13).

Low frequencies – in the bass

The low-frequency performance of moving-coil loud-
speakers is governed by the complex relationship
between the drive unit’s mechanical, electrical and mag-
netic characteristics, together with the air compliance
and losses in the enclosure. These have been so well
researched and documented for the formulae not to need
repetition here and this solid core of theoretical and
practical work has made the low-frequency design of
loudspeakers in enclosures highly predictable.

This is fine where there is a precisely defined enclosure
for the drive unit to work into. Unfortunately, with car
loudspeakers mounted in doors, boots or dashboards,
things are somewhat less predictable and so the loud-
speaker designer has inevitably to allow for a range of
possible mounting positions and leave the rest to fate.

Consequently, to get really accurate low-frequency
performance in cars, it is necessary to have proper enclos-
ures for the woofer units, but often the luggage space lost
from the boot is considered too high a price to pay.

KEF unit

One manufacturer who has met this problem head on is
KEF with its GT200 loudspeaker system (Fig. 19.14).
This uses a variation on techniques first applied in its
domestic hi-fi loudspeakers in which a sealed box woofer
is coupled to the air by means of a port which increases
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Figure 19.13 Driving a flat diaphragm at the centre point produces a strong resonance with a ring-shaped node. By connecting the
voice coil via a short sub-cone at the nodal position, this node is suppressed, giving a flatter frequency response and less harmonic
distortion.
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the maximum sound pressure level by increasing the
loudspeaker’s ‘volume velocity’.

Ideally, the port should be exactly dimensioned for its
purpose, as it is in KEF’s domestic models. This has not
been possible in the KEF car derivative, because boots
come in all shapes and sizes and the flexible plastics ducts
used to couple the bass sound from the drive unit to the
car interior must be trimmed to fit, but KEF claims dis-
tinct advantages in bass extension and power handling as
a result of using this technique. Additional drive units
are, of course, required to handle midrange and treble
and these are mounted alongside the port openings on
the rear parcel shelf.

Multi-unit systems

Not so long ago, in-car-audio loudspeakers comprised
simply a couple of full-range drive units in the dashboard
or the rear parcel shelf, but the demand for improved
quality has lead to loudspeakers containing more than
one drive unit to handle the audio frequency band. One
relatively expensive example has already been men-
tioned, but there are many less complex systems.

The simplest form of cross-over (Fig. 19.15) is just a

single capacitor feeding the tweeter. Its high capacitive
reactance at low frequencies filters out signals which
could otherwise damage the delicate tweeter by over-
heating its moving coil or fatiguing the leadout wires.
The cross-over also reduces distortion and coloration,
which would otherwise be seriously detrimental to sound
quality. More complex cross-overs involve the use of
inductors and capacitors which provide a higher rate of
‘cut off’ outside the desired operating band of the unit,
where greater attenuation is required.

Bass units can be rolled off and tweeters ‘rolled in’ in
this way, just as in conventional domestic hi-fi loud-
speakers. Woofers roll off naturally at high frequencies
anyway, and in many in-car applications this has been
used by the designer as a cost-effective alternative to
additional electrical components. Figure 19.16 illustrates
some currently available units.

Active cross-overs

All of these techniques so far discussed are of the so-
called ‘passive’ cross-over type. They offer the advan-
tages of cost effectiveness and compactness, but there is
a section of the market which seems to be on a relentless
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Figure 19.14 Rear parcel shelf mounting for KEF’s GT200 sub-woofer with matching mid-range tweeter satellite units.
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quest for better and better quality. Seekers after in-car
perfection are willing to pay considerably more for the
active type of crossover as offered by companies such as
Nakamichi, Soundstream, and Trio (Fig. 19.17), for
example.

In this type of cross-over, the signal filtering is carried
out electronically by ‘active’ circuits in which their
responses can be tailored more accurately. Unlike ‘pas-

sive’ crossovers which intercede between power ampli-
fier and drive units, ‘active’ cross-overs connect between
the signal source and the power amplifier and work at a
lower voltage level (Fig. 19.18).

Each drive unit thus requires its own power amplifier
in addition to its own filter circuit. The active filters for an
in-car hi-fi system need to be purpose-designed for the
drive units and so it is usual to buy the cross-over (which
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Figure 19.15 Passive cross-over systems can be simple or complex. Car audio cross-overs tend to be of the simple 6 dB/octave type
in basic installations, but more sophisticated systems incorporate more complex networks for sharper cross-over cut-offs.
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comprises all the electronic filters required in one box),
speaker units, and even the power amplifiers from the
same manufacturer.

The resulting systems are by no means inexpensive,
but there are an increasing number of buyers who are
satisfied by nothing but the best from their car audio sys-
tems, spending as much, or more than their home hi-fi on
their mobile sound system.

Acoustics

It is well known in hi-fi and professional sound circles
that loudspeaker positioning has a marked bearing on
sound quality. A loudspeaker placed near a wall or a cor-
ner will sound different to one mounted away. Likewise,
floor-mounting a loudspeaker which should be placed on
an open stand can ruin the performance of a normally
excellent design. So, what about the car? How does posi-
tioning and acoustics come into in-car sound?

The greatest variable at home is the distance between
the loudspeaker and the room boundaries, because each

nearby boundary causes dips and peaks in the frequency
response at frequencies where the reflection either re-
inforces or partially cancels the direct sound.

In a domestic speaker the greatest influences will be
the rear wall, floor and side walls, depending on how
close they are. The rear wall is often a major problem
because the speaker stands in front of it and thus the
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Figure 19.16 (a) Woofer and tweeter are blended by the cross-over to create a homogeneous overall frequency response. The
curves shown here are for Nakamichi’s SP200 loudspeaker (b) CCS-100 three-way component speaker system from Acoustic
Research showing the cross-over module.

Figure 19.17 A three-way system from Trio. Its KGC 4400
low-bass cross-over feeds one power amplifier for the sub-
woofer, while the KEC 1100 splits low and high frequencies for
the rest of the frequency range. Similar multi-way systems are
available from most quality manufacturers.

(a)

(b)
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reflection cannot be eliminated. At least in the car, the
speaker units are flush mounted, which overcomes this
effect.

However, there are more sources of reflections in the
car, notably the windows. Ironically, beaming sound up
from the parcel shelf and reflecting it off the windows is
often promoted by manufacturers as an advantage, but
does introduce a strong direct/reflected mix with
unavoidable dips and peaks in the frequency response.
Figure 19.19 shows the elements of the reflection prob-
lem.

Reflections inside the car environment are very com-
plex, and the only way to adequately deal with them

would be to design each speaker system for a particular
car, or at least adjust the speaker to suit the car. One
advantage of multi-drive-unit active systems is that they
allow a degree of adjustment to individual speaker sound
outputs and flexibility in speaker positioning, though this
is not really perceived by the purchaser.

It would be tempting to assume that graphic equalisers
were the solution for the problem of in-car acoustics,
because these can boost and cut specific broad ranges of
frequencies, but while they can correct for general trends
in frequency response they cannot eliminate dips due to
strong reflections, because pumping more power into the
speaker merely reinforces the reflection as well!

In-Car Audio 351

Figure 19.18 Active loudspeaker system.

Figure 19.19 (a) When path difference equals one wavelength (λ) sound waves reinforce at the listener
(b) when path difference equals one half wavelength (λ2) sound waves will cancel at the listener.
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Reflection Compensation
One system which could correct for reflections is the
Adaptive Digital Signal Processor, or ADSP, which was
originally developed for domestic use by Teledyne
Acoustic Research.

This compensates for reflections in the time domain by
means of digital processing. To set up the system, a
microphone picks up the waveform produced at the main
listening position when a special signal is replayed
through the loudspeakers. The microphone is then
removed – it is only there for setting up.

The digital circuitry then computes a digital filter
which exactly compensates for reflections. Each channel
of the audio signal can then be converted into digital
form and can be corrected in real time by this digital fil-
ter, which in effect creates in the audio waveform the
inverse of errors due to reflections. A digital-to-analogue
converter then turns it back to analogue.

The sonic effect of the ADSP is to remove colorations
due to reflections, but so far the technology has proved
too expensive for domestic use, let alone for inclusion in
the car. However, with costs of complex digital circuits
falling and with the potential cost savings which could be
brought about by mass production, the system may pos-
sibly find its way into cars of the future.

Installation

With the advent of separate power amplifiers, head units,
equalisers, multi-way loudspeakers and cross-overs, the
installation of in-car hi-fi has become a highly specialised
business.

What used to be a simple bolt-in and connect-up job
can now involve much more than the typical do-it-
yourselfer, or even some garages, can adequately cope
with. Recent advances in technology and manufacture
which have provided very real gains in sound quality
have also encouraged users to be fussier than in days
past. When some of the top systems available can cost a
few thousand pounds, the user has a right to expect his
in-car system to give of its best and improper installation
can ruin an otherwise superb system.

In-car audio has perhaps not surprisingly taken a lead
from specialist hi-fi dealers who like to install hi-fi in the
home, rather than let buyers walk out of the shop with
cardboard boxes. Correct installation can make all the
difference in the home and in the car and since you have
got to have your car system installed, you might as well
have it done properly. Some systems come with the car,
of course, and so there is no problem (except when they
are pulled out to make way for something better), and

some are still just a bolt-in job, but more complex sys-
tems take a bit more effort.

Specialised in-car installers will fit just about anything,
from sub-woofers with cross-overs to air conditioning and
mobile telephones. Some take in-car hi-fi very seriously,
others less so and it is up to the buyer to beware and go on
recommendation if possible. It is certainly becoming
apparent that, while the technically competent individual
can cope, there are enough pitfalls for most mortals to
make it well worthwhile employing a specialist for the job. 

Apart from the question of avoiding radio interfer-
ence (which we will refer to later), with systems involving
separate parts (i.e. with a front end, amplifier and even a
cross-over), there is always the risk of the audio sections
picking up interference from various sources within the
car which has been transmitted through the wiring or
encouraged by poor earthing practices. A competent
installer will know how to avoid or cure such problems.

Then there is the purely audio hi-fi side of things. Spe-
cialist hi-fi retailers and enthusiasts have known for years
that connecting cables can have a significant affect on the
sound of a system and the same applies in the car. It is no
use buying a 100 W-per-channel power amp, and then
wiring up with poor cable. The full performance of the
system will never be realised.

At home, enthusiasts are used to paying extra for loud-
speakers with better quality, more rigid cabinets and
solid loudspeaker stands. It does not take a lot of brain-
power to realise that mounting sub-woofers, mid-range
and tweeter units on a thin cardboard and perforated
steel parcel shelf will not be a particularly good recipe for
success. Bolting the same units firmly on a solid baffle of
19 mm plywood (cut to fit and carefully covered to blend
with the car interior) can make a noticeable difference
which will be well worth the extra expense.

There are more down-to-earth considerations, like
avoiding fouling the window mechanism when mounting
door-panel loudspeakers and deciding on the mounting
positions for mid-and tweeter units. They are not always
mounted on the rear shelf with the woofers – the technic-
ally ‘correct’ position – to direct more mid-and treble
towards the listener. Cars are not the perfect audio envir-
onment and sometimes demand unconventional solu-
tions.

Some domestic amplifiers employ separate power sup-
plies for parts of their circuitry to eliminate mutual cross-
talk and distortion. There are some in-car installers who
echo this philosophy and run separate leads back to the
battery rather than use common leads for power amps
and head or cross-over units. They claim that this notica-
bly improves sound quality. Some of the more powerful
amplifiers can draw several amperes of current – enough
to produce a few volts of rather nasty power line ripple
with only half an ohm or so of common power cable
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impedance, so the idea is not really so fanciful, particu-
larly in complex systems with multiple amplifiers and
cross-over modules which might be sensitive to ripple.
Needless to say, however these high-power amps are
connected up, thick low-DC-resistance cables should be
the order of the day.

Another pitfall for the unwary is the little matter of
signal levels – output voltages and input sensitivities – a
problem which has been banished as far as domestic hi-fi
users have been concerned ever since all manufacturers
agreed on a de facto standard. Unfortunately, behind
physically compatible in-car cables and connectors there
often lurk unseen incompatibilities. Units which look as
though they should work together, do not, and specifica-
tions can be confusing enough to make this best left to
specialists. Ironically, items which work well together
sometimes have different connectors and so require spe-
cial leads, which either the manufacturer provides or the
installer makes us. Isn’t it about time there was some
standardisation?

Interference

In general, interference is generated by electrical equip-
ment, in particular spark-generating contacts, within
outside the car (Fig. 19.20). There are also external
sources of interference, such as high-tension cables,
other cars and buildings. There is little that can be done

about interference from outside the car, other than min-
imising its effect by installing the aerial properly and
buying a good-quality radio.

Interference from within the car is another matter and
can usually be cured by a combination of suppression by
strategically placed capacitors, filters and studious atten-
tion to earthing. Knowing where interference gets into
the system is invaluable when deciding how to install a
system or how to cure problems in an installation.

Radio interference becomes a menace in areas of poor
signal strength. Where radio signals are strong, the
wanted signal will effectively drown out the interference.
However, when signal strength drops, interference can
intrude on listening pleasure.

Interference entry points

Aerial
The aerial is most likely to pick up interference from
nearby conductors which are carrying strong-high fre-
quency currents.

It can pick up this radiated interference either directly,
or the cable connecting it to the radio can pick it up from
nearby conductors.

That is why most car aerials are boot-mounted these
days – to avoid interference from the engine either via
the aerial or cable.
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Figure 19.20 (a) Points at which interference can enter the in-car audio system (b) radio interference suppression measures for
automobiles.
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Power Supply Leads
If the power supply leads from the battery are placed
close to leads carrying high-frequency currents, then the
interference can become superimposed on the battery
voltage and enter the equipment that way.

Signal Interconnects
In situations where there are separate pieces of equip-
ment (for instance a console mounted head unit and
remote power amp) the interconnecting cables can pick
up interference directly from the interference source or
by electrical induction from nearby cables which are car-
rying interference. This can be minimised by relocating
the interconnect cables (Fig. 19.21).

The Equipment
Most equipment is built with a metal case which offers a
degree of screening, but if there are cut-out slots or gaps
between metal seams, these can act like slot aerials at
interference frequencies, which let the unwanted signals
in almost unattenuated. Changing the location or mount-
ing angle of the unit can reduce the effects of this type of
interference.

Where is it coming from?

If there is an interference problem in an installation the
best way to solve it is to locate the sources of interfer-
ence. It will then be possible to minimise it at point of
entry and source.

First, site the car in an area free from outside interfer-
ence with the bonnet closed and the aerial fully
extended. Detune the car radio away from radio trans-
missions and listen at three or five points over the tuning
range while briefly revving the engine at about 1500 rpm.
Do not maintain the engine at this speed for long, as you
could damage the engine.

Also listen using a cassette player switched to replay
with no tape or a blank unrecorded tape to assess the
level of interference picked up by the cassette section.
The same thing goes for a CD player, only you will have

to use a quietly recorded CD for this purpose. Turning up
the treble control helps in these tests by making the inter-
ference more obvious.

The Aerial
Start with the aerial. If this is disconnected from the
radio, it is obviously eliminated as a collecting point for
interference. Life is not quite so simple, though, as this
reduces the set’s sensitivity and will appear to reduce the
interference, even if it is not gaining access through the
aerial. To prevent this from happening it is necessary to
replace the aerial with a dummy aerial (Fig. 19.22).

Figure 19.22 Supplementary circuit-dummy aerial.

If the interference disappears with the aerial replaced
with the dummy, then the aerial’s installation needs to be
checked.

The most common cause of problems here is poor
earthing between the aerial’s metal fixing base and the
car chassis. In many cases, the metal shell’s inner coating
does not provide perfect grounding at high frequencies.
If the paint has not been pierced by the fixing washers
and nuts, this will create an open circuit, resulting in
interference. In either case, the aerial cable’s inner con-
ductor, instead of merely conveying the radio signal,
becomes part of the aerial itself and will pick up any
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Figure 19.21 The inter-connect cable should be kept clear of other cables which could induce interference.
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interference around under the dashboard where it will
run close to other cables.

To minimise interference make sure that the aerial is
perfectly grounded and relocate the signal cable clear of
other leads.

If the interference does not disappear when the aerial
is replaced by the dummy, then either the radio is picking
up interference directly, the chassis lead of the radio has
not been sufficiently well grounded to the car’s metal
body, or there are problems with the supply-line filter, or
its connection between the battery and the set.

Connecting the set to a separate car battery and
screening the car radio with a temporary earthed metal
netting will help to pinpoint which route of entry the
interference is taking.

Interconnect Leads
If interference is not entering through the voltage sup-
ply, directly into the set or through the aerial, then it may
be entering by way of the interconnect leads. If they are
picking it up, moving them about will affect the level of
interference. In rare cases, the loudspeaker leads can
also collect interference and guide it into the head unit or
amplifier.

If this is the case, repositioning the leads away from
sources of interference such as other cables will be effect-
ive, and care is needed with earthing (Fig. 19.23).

Internally-Generated Interference
If no source of interference can be located, it is just pos-
sible that the radio or head unit could be at fault and

unless there is an obvious cause, such as loose compon-
ents or circuit boards, repairs are best left to specialists.
In any case, if the guarantee is in force, an individual will
invalidate it if he opens up the set and attempts his own
repairs.

Interference Suppression
Following the above guidelines will help to locate where
the interference is entering the in-car audio system and
minimise its effect. It will also be necessary to suppress
the sources of interference.

Ignition System
Interference generated by spark plugs is the strongest
source in the car and is obviously synchronous with
engine speed. Curative measures include connecting a
5 Kohm to 20 Kohm resistor in the high-voltage lead
between the ignition coil and the distributor and
between the distributor and the spark plugs, fitting sup-
pressed plugs or a suppressing distributor cap and plug
leads.

On the low-voltage side of the ignition system, connect
a 0.5 µF capacitor between the battery connection at the
ignition coil and the chassis (Fig. 19.24). The carbon
brushes which connect with the rotor in the distributor
coil should also be checked for good contact.

Another cure for ignition interference, which may be
finding its way via either the radio or inter-connect leads,
is to connect a noise suppressor (not just a capacitor)
between the battery connection to the ignition coil and
ground, as shown in Fig. 19.24.
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Figure 19.23 Common earthing by using an inter-connect lead when wiring systems comprising more than one component.
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Generator
The alternator generator produces AC which is rectified
to produce DC for the battery and there can be some
residual AC voltage in the output, which can cause a
humming or whining noise. This can be cured by con-
necting a 2.2 µF capacitor between the battery terminal
and the chassis (Fig. 19.25 (a)).

Regulator
This can produce a scratching noise when the battery is
charging which can be cured by a 0.5 µF capacitor
mounted close to the regulator between the battery sup-
ply lead and the chassis (Fig. 19.25 (b)).

Wiper Motors
These can cause annoying interference which can be cured

by a special filter comprising two coils and a capacitor
which is wired into the battery leads to the wiper motor ter-
minals, or by a 0.5 µF capacitor connected between the
wiper motor terminal and the chassis. It should be mounted
as close to the motor as possible (Fig. 19.25 (c) and (d)).

Windscreen Washer Pump
This produces a shrill noise which can be remedied by the
same type of filter used for wiper motors, connected into
the leads to the pump motor or across its supply terminal
and the chassis (Fig. 19.26 (a)).

Heater Motor
This produces a deep noise which can be cured as for
wiper motor and windscreen washer interference
(Fig. 19.26 (b)).
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Figure 19.24 (a) Suppressing the ignition system using a 0.5 µF capacitor (b) suppressing the ignition system by connecting a filter
to the low-voltage (primary) side of the ignition coil.
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Figure 19.25 (a) Suppressing the generator using a capacitor (2.2 µF or 0.5 µF values are used).

Figure 19.25 (b) Suppressing regulator noise by fitting a 0.5 µF capacitor between the positive terminal and ground.

Figure 19.25 (c) Suppressing the wiper motor using capacitors. These can be used for brake lights, indicators, fuel pump etc.
Mount close to the source of interference, connected between the battery feed to the device and ground.
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Figure 19.25 (d) Suppressing the wiper motors using an LC filter.

Figure 19.26 (a) Suppressing the windshield washer pump using an LC filter.

Figure 19.26 (b) Suppressing the fresh air/heater motor using an LC filter; suppressing the
fresh air/heater or heater motor using a capacitor between the battery supply point and ground.
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Brake Lights, Traffic Indicator and Fuel Pump
Interference from these sources can be remedied by
LC filters connected into the battery supply and to the
chassis for each respective item (Fig. 19.26 (c)), or by
0.5 µF capacitors connected as for wiper motors, etc.
(Fig. 19.26 (d)).

Voltage Supply
If tests indicate that interference is being picked up
through the voltage supply from the ignition system or
generator, this can be cured by connecting an LC filter
with an earth connection in series with the battery supply
to the items of equipment in question. One filter may be
sufficient for more than one item.

Grounding and shielding

Careful attention to grounding will help reduce interfer-
ence at source.

Unfortunately, grounding is a topic which is often not
understood. Even though the DC resistance of grounding
leads may be virtually zero ohms, this is not necessarily as
low at radio frequencies, where the impedance can be
sufficiently high for the apparent short-circuit to behave
like an aerial, picking up strong interference. In such cases
radio reception can be accompanied by loud background
noise even when all the anti-interference measures
have been taken. The cure is to use very short, heavy
earthing leads well connected to the car’s metal body. The
same goes for head units and power amps, though some
manufacturers provide inter-unit earth connections with
their screened interconnect leads.

Because of the many conducting paths around the car
engine and body, there are extremely complex patterns
of interference-producing currents. Impedances around
these paths are sufficiently high, due to all the bolted
and screwed connections and the short wavelengths
involved, to produce significant voltage differences at
radio frequencies. Consequently, moving the position of
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Figure 19.26 (c) Suppressing the brake lights, traffic indicator and fuel pump.

Figure 19.26 (d) Suppressing the fuel pump.
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a grounding point only a few centimetres can make a
very large difference to the interference levels.

Grounding can be highly beneficial, particularly
between the motor block and the chassis (Fig. 19.27 (a)),
the radiator grille and the bodywork or motor block, gear
housing and bodywork, bonnet and bodywork and
silencer and bodywork. Each car will have its own opti-
mum positions for connecting grounding leads, which in
these cases should be heavy braided flexible copper con-
ductors made specifically for this purpose. Grounding
items like the bonnet (Fig. 19.27 (b)), and grille will also
have a screening effect which will help shield the aerial
from interference.

Again, grounding and shielding are definitely jobs for
the specialist who knows which bolts can be undone
safely and which positions are likely to be optimal.

That really covers just about every interference prob-
lem one is likely to experience with in-car audio installa-
tions, whether fitting a system from scratch or trying to
cure a problem in existing systems. Knowing the possible
pitfalls from the outset should at least avoid building
difficult-to-cure faults into a car audio system.

The Future for In-Car Audio

This is where the author gets the chance to partake in a
little crystal ball gazing and he makes no apologies if
some of these guesses are entirely wrong.

Going on current trends, in-car audio or ICE (in-car-
entertainment) as it is often called, is likely to become
ever more sophisticated as micro-electronics makes it
more and more possible. Diversity reception is one new
development which will probably become more com-
monplace to reduce the annoying audible effects of FM
multi path signal nulls. Compact disc (and possibly
digital audio tape if initial problems can be overcome)
will be more widespread and may eventually threaten to
usurp compact cassette in the car. By this time, however,
we may have a solid-state music storage system, using
little plug-in-music modules, which will be ideal for both
in-car and domestic use.

Normal run-of-the-mill car radio or radio cassette
units will become ever more decked with features, while
there is little doubt that there will be a growing number
of buyers willing to pay the extra for high-quality systems
which perform a sonic quantum leap over typical car
units.

For most people, who are probably not so con-
cerned with sound quality, the car radio or car radio/cas-
sette/CD/DAT player will become much more than just
an entertainment system. Already there are systems like
Car and Information, or CARIN, the experimental car
navigation system under development by Philips, which
uses a compact disc to store visual information, maps and
what have you for recall and display. It can even plot a
journey and can be linked during the journey to up-to-
date road and traffic information by radio data system
(RDS) transmissions.

In some countries, traffic bulletin information is
broadcast on certain frequencies. These can be automat-
ically monitored and voice messages relayed to the
driver, overriding whatever signal source he has
selected.

It is likely that similar services will become more com-
monplace and it is only a relatively small step to transmit
coded data in the way that CEFAX data is transmitted
along with the TV signal for decoding by television
receivers. Then what is currently regarded as a means of
entertainment will become a comprehensive informa-
tion centre, processing all sorts of traffic and weather
data – even perhaps giving details of and taking hotel or
flight bookings, though preferably not distracting the
driver while on the move!

In-car telephones became even more popular as prices
fell and they also make possible the transmission and
reception of all sorts of data – Prestel for instance – which
could be processed by an onboard computer. This is not
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Figure 19.27 (a) Flexible ground lead between motor and
bodywork.

Figure 19.27 (b) Flexible ground lead between the bonnet
and the bodywork.
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really very far fetched, as some radios on the market
already use micro-computer technology. The mobile
office will truly have arrived.

Perhaps one day the problems of terrestrial FM recep-
tion will be done away with completely by direct broad-
cast by satellite (DBS) of digital stereo or multi-channel

sound, requiring a small roof aerial pointing skywards
and a reasonably powerful satellite transmitter. Cur-
rently not feasible perhaps, but given the investment
in the required geostationary satellite transmission
channel improved aerial and receiver technology, who
knows?
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Not all sound starts off as waves in air, and a substantial
number of the sounds that we hear nowadays have their
origins in electronic instruments. Mark Jenkins reviews
here the rapidly changing scene of electronic music mak-
ing and its relationship with computers.

Electronic Sound Sources

Virtually any electronic circuit which has a periodic
function can be used as a sound source simply by connect-
ing its output to a speaker, which converts electrical
energy into mechanical energy in the form of sound
waves. Early experiments in the electrical and audio fields
indicated that an electronic ‘musical instrument’ was a
possibility, simply because an electronic oscillator could
be set to a variety of ‘musical’ pitches. Controlling the
pitch so that an electrical output becomes a meaningful
musical ‘performance’ has been the problem ever since.

One of the first electronic instruments ever devised,
Elisha Gray’s ‘Musical Telegraph’ of 1874, solved this
problem by adding a keyboard of sorts to the electronic
circuits involved. But later instruments such as Leon
Termen’s ‘Theremin’, which post-dated the invention of
the valve in the 1920’s, showed that this approach was not
the only valid one – the Theremin used a vertical antenna
with the proximity of the performer’s hand determining
the pitch, which was continuously variable rather than
limited to certain notes.

The Theremin’s sound was based on a simple sine
wave, but one with enough side bands to retain some
depth and musical expression. Other instruments com-
bined simple waves to produce more complex sounds,
and the term ‘sound synthesis’ to describe this method of
sound creation was used by Thaddeus Cahill, inventor of
the Telharmonium, as early as 1896.

The Telharmonium used an electromechanical system
involving cogged wheels which closed electrical contacts
at a variable rate. This system was later adapted by the
Hammond Organ company, whose popular home elec-

tronic keyboard introduced in 1929, used a similar ‘tone
wheel’ system. But the second generation of Hammond
organs, introduced in 1939, abandoned the tone wheel
system in favour of valves, and the valve in turn gave way
to the transistor and the integrated circuit, each in turn
making more and more complex methods of sound gen-
eration easily available.

Electronic sound sources, then, treated as oscillators
of one kind or another, have developed rapidly in many
ways, the most recent being the digital storage of a
waveform based on microcomputer wave creation
(as on some of the Japanese Casio keyboards) or on
direct ‘sound sampling’ from acoustic sources (as on
microprocessor-based instruments such as the Fairlight
Computer Musical Instrument, Emulator, Prophet 2000
and many others). However, the simplest way to under-
stand the electronic creation of musical sounds is to con-
sider the history of the music synthesizer.

Synthesizers, Simple and Complex

Although engineers such as Donald Buchla were experi-
menting around the same time, the first commercial
music synthesizer is generally credited to Dr Robert
Moog, whose early work was in constructing Theremins.
Moog’s invention was the Voltage Controlled Oscillator,
the pitch of which was determined by an input voltage,
making it easily controlled by a chain of resistors con-
nected to a keyboard or other musical device. His
1964 paper on ‘voltage controlled electronic music mod-
ules’ for the Audio Engineering Society of America was
rapidly followed by designs for a voltage-controlled
oscillator (VCO), a voltage-controlled amplifier (VCA)
and later a voltage-controlled filter (VCF).

Due to slight distortion in the circuit, Moog’s patented
VCO always produced a rich and full sound which could
not (legally) be reproduced by competitors such as ARP.
Moog’s filter also has an outstanding reputation for
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helping to colour the sound produced by the various
wave shapes available from the VCO.

The other major sound source available at the time
was the noise generator, generally based simply on a
noisy diode which required some time to warm up to
operating temperature. While the diode has now been
replaced by a digital pseudo-random shift register to simu-
late the distinctive hissing sound of totally random tones,
the applications remain the same – filtering with a low-
pass filter to cut off high-pitched tones for white noise, or
with a band-pass filter to create the almost-pitched tones
of red noise, each used for a variety of musical and
non-musical purposes.

For almost 20 years the science of sound synthesis was
based on these same sources – the oscillator and the
noise generator – although the methods of control
improved gradually, as we will see. It is only with the
introduction of sound sampling that this situation has
greatly changed.

Returning to the basic ‘modular’ synthesizers, we see
that most of Moog’s components could be controlled
instantaneously by a keyboard, or over a period of time
by a transient or envelope generator, or by another com-
ponent such as an oscillator running too slowly to create
an audible tone (low frequency oscillator, LFO, or modu-
lation generator, MG).

Moog, a self-confessed non-musician, needed input
from established performers such as Walter (now
Wendy) Carlos and Keith Emerson to design practical
performance synthesizers. Pedals, footswitches and
sequential controllers (sequencers) for repeated phrases
were all added to the system, which was eventually sim-
plified into the still-popular MiniMoog, which has two
VCOs, one VCF, two VCAs and one LFO.

While complex synthesizers still existed (some of
Moog’s larger systems had hundreds of modules), the
trend as the synthesizer became more popular was toward
more powerful but more compact and manageable instru-
ments. ARP under Alan R Pearlman and Tom Ober-
heim’s Oberheim Electronics in the USA, and Peter

Zinovieff’s EMS in the UK, came out with models which
abandoned the modular approach for simpler but still flex-
ible ‘patchable’ designs, while Japanese companies such as
Yamaha and Roland began to introduce synthesizers with
no patching at all, simply a few variable parameters as on
the MiniMoog, or even a fixed number of preset sounds.

Two major problems remained. Most synthesizers
only produced one note at a time, having only one or two
oscillators, and so it was impossible to play chords. In
addition, it took some time to produce and tune a sound,
and even longer to reproduce it at a later date if neces-
sary (such as when playing studio work live on stage).

Synthesizers had to become both polyphonic and pro-
grammable, and as we shall see below, this began to
become practical only when the microprocessor became
available.

Radiophonics and Sound Workshops

Long before Dr Moog developed his synthesizer, com-
posers from the classical avant garde such as Karlheinz
Stockhausen and Luciano Berio were using a selection of
techniques to create original musical pieces on tape.

Once magnetic tape recording became reliable it was
quickly found that it could be exploited in various ways –
cutting, splicing and reversing tape for instance – to cre-
ate new and unfamiliar sounds. Natural and instrumental
sounds were used to create this musique concrète, but
some composers (such as Stockhausen) wished to go
beyond these techniques to create totally electronic
music. Sine wave oscillators and tape recorders were his
only instruments for early pieces such as Studie I (1953)
and Studie 2 (1954), the latter piece also using white
noise.

In the UK the term used for this kind of music has gen-
erally been ‘radiophonics’, a monstrosity perpetrated by
the BBC. Their Radiophonic Workshop under Delia
Derbyshire and other pioneers introduced first concrète,
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Figure 20.1 A small analogue modular synthesizer – Roland’s System 100.
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and then synthesizer sounds, to millions of viewers and
listeners. Early works were created using tape machines
with special modifications, banks of oscillators and
acoustic instruments, and basic synthesizers such as the
EMS VCS3 were only introduced after some years.

Since the Workshop’s output was intended mainly for
TV and radio use, little of it has become available for
general consumption. But one early project, ‘White
noise – an electronic storm in hell’, by David Vorhaus
with Delia Derbyshire and Brian Hodgson, perfectly
illustrates the Workshop’s combination of vocal and
instrumental sounds, electronic sounds and effects pro-
cessing.

Even the more sophisticated synthesizers used now-
adays make great use of external processing, although in
some cases such effects are built in. Modular synthesizers
frequently offer a phase shifter, while the EMS VCS3
had a built-in spring line reverberation unit, for instance.

The radiophonic workshop, or indeed the more con-
ventional recording studio or specialised synthesizer stu-
dio, has access to many kinds of effects processors.

 

Chorus

Chorus is the most common device found on commercial
synthesizers and is used for thickening sounds. Many
cheap ‘home keyboards’ and most of the cheaper poly-

phonic synthesizers such as the Roland Juno 6 and 60 and
the Korg Poly 6 and 800 use it to add life and movement
to basically thin sounds.

When a group of violinists play the same note, they are
never precisely in tune with each other and never play at
exactly the same moment, and so the sounds produced
are full and thick. Chorus units simulate several instru-
ments playing together by delaying the incoming signal
by a variable amount and mixing the delayed signal back
in with the original; this causes any slight variations in the
sound to give the impression of two or more instruments
playing; sometimes it is possible to alter the feedback of
the circuit to its own input to multiply this number.

Chorus units based on analog delay lines are very popu-
lar in pedal form and common models include those from
Boss, Pearl, Tokai, Rozz and many others. Some models
have a stereo pair of outputs, so the straight and delayed
signals can be sent to two sides of a stereo amplifier
or to two channels of a mixer. Stereo positioning and
added thickness in the sound can give an impression of
movement in space, an important element in adding life
to electronic recordings.

Other delay techniques

Flangers and Phasers work on similar delay principles to
give a regular sweep effect to sounds. Phasers (phase
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Figure 20.2 A modern processor-controlled polyphonic analogue synthesizer – the Roland JX-10.

Figure 20.3 Yamaha’s TX816 comprising eight rack-mounted FM synthesizer modules.
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shifters), as their name suggests, use a variable very short
delay to catch the incoming signal at a different phase of its
waveform and combine this delayed version with the ori-
ginal to produce a sweeping or ‘skying’ effect. Phasing was
first produced by mixing the outputs of two tape machines
playing identical sounds, but electronic means of produc-
tion now dominate. Variable feedback or resonance in the
filter circuit and stereo outputs are also common.

Flangers use an analogue delay line in the region of a
few hundred milliseconds long and almost all have a
resonance setting to alter their sweep effects from very
subtle to highly coloured.

A graphic or parametric equaliser can change the tone
of an oscillator output. A graphic equaliser, basically a
sophisticated tone control with five or ten bands per
channel rather than the usual bass and treble, makes it
possible to boost just the deepest frequencies for power-
ful bass sounds, or just the centre frequencies for more
precise snare drum or vocal sounds, or just the top fre-
quencies for clearer cymbals or melody lines.

Parametric equalisers boost or cut just one frequency
in which the user is interested, and usually have just two
controls – boost/cut amount, and frequency. Some more
sophisticated models also have a third control to alter the
width of the frequency band affected.

Echo is a term used by recording engineers to describe

what most of us would call reverberation – the effect of a
sound coming from a deep well. Discrete repetitions of a
sound (such as in a mountain range) are referred to as
‘Repeat’, and while digital systems to create either effect
can cost tens of thousands of pounds, the cheapest
electromechanical delay and reverb units cost only a few
tens of pounds.

Around 300 ms of delay can be created by a cheap
pedal unit based on a charged coupled device (CCD) cir-
cuit which uses a series of charging and discharging
capacitors to delay the signal; this third of a second is
about the level at which separate repeats as opposed to
constant reverberation become distinguishable. Delay
units generally have controls for repeat time, number of
repeats (amount of feedback from output to input) and
mix between original and echo signal.

There are several other methods of producing delay;
magnetic tape in a loop or a cartridge is one popular
method which offers a gradually degrading sound which
can be attractive.

Digital methods

But fully digital audio delay systems have now become
quite inexpensive, with models from Boss and other
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Figure 20.4 A small synthesizer workstation based on the Yamaha DX-100.
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companies selling for under £200. A digital delay ‘sam-
ples’ the incoming sound at a certain rate and with a cer-
tain level of resolution (bit number); both sampling
frequency and bit resolution affect the quality of the
delayed sound. Some delay units include a modulation
oscillator to regularly vary the delay time to produce
effects such as flanging and vibrato, and so represent very
good value for money.

The most expensive digital delay units have very fast
sampling rates (giving frequency response beyond the
normal range of human hearing), 16-bit (Compact Disc
quality) operation for high fidelity, programmable set-
tings and delay times of up to a minute or more.

Many delay units also produce reverberation,
although until recently it was necessary to use a dedi-
cated device. The simplest reverb units is a spring line
with a transducer at either end, one to convert the elec-
trical signals representing the sound into vibrations, and
one to reconvert it into electrical signals with all the
reflections of the spring added. A pair of metal plates are
often used in the same way (plate reverb).

Spring line reverbs are inexpensive but have relatively
low fidelity, while digital reverbs using various computa-
tional algorithms to simulate reverberant spaces of dif-
ferent sizes, shapes and natures can cost from £300
upwards. The Yamaha SPX90, Roland DEP-5, Alesis
MIDIfex and other devices are now capable of produ-
cing both delays and reverb.

Apart from instruments, the radiophonic workshop or
synthesizer studio obviously needs recording and mixing
facilities, and these are discussed elsewhere in the book.
However, it is worth noting here that many synthesizer

studios now dispense with the multi-track tape machine,
since it is possible to record performances from many
instruments in a computer or sequencer and play them
back ‘live’ to a single master tape, a MIDI-based setup
being most common for these applications. Also, the
mixing process is becoming influenced by MIDI, so that
changes can be made to levels, EQ and effects under the
control of a MIDI sequencer or computer during mix-
down. This is a new and relatively inexpensive way to
automate the mixing process.

Problems of Working with Totally Artificial
Waveforms

In the last few years the problems facing early synthe-
sizers were solved when programmability and polyphony
became inexpensive to fit. However, basic synthesizers
still offered very simple sounds created perhaps by a sin-
gle bank of oscillators offering sine, sawtooth or square
waves.

As synthesizer pioneer David Vorhaus pointed out
during a BBC interview in the 1970s. ‘The problem with
early synthesizers was that they produced very square
waves in every sense of the word’. Vorhaus’ concern was
to use artificial ambience and other effects as an integral
part of the sound, and since that time the cheaper avail-
ability of digital reverberation units has made this aim
more easily realised.

The processing devices mentioned previously can help
to make basic electronically-generated sounds more
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Figure 20.5 Yamaha’s chief demonstrator David Bristow with a DX7 synthesizer, QX1 sequencer, RX15 drum machine and CX5
music computer system.
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interesting, but in the last few years it has become easier
for synthesizer manufacturers to offer more powerful-
sounding basic waveforms.

One of the pioneers in this field was Wolfgang Palm of
the German company PPG. Palm’s ‘Wave’ keyboards
store hundreds of waveforms digitally and create sounds
by sweeping through a table of waves which can be

arranged either in logical or totally random orders. Ana-
logue treatment in the form of filters and envelopes are
also available.

Some of Palm’s waves were based on sounds from
acoustic instruments, and the Waveterm unit introduced
as an option for the PPG synths allowed more such sounds
to be loaded. The art of sound sampling – digitising
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Figure 20.6 The master of studio electronics – Karlheinz Stockhausen in rehearsal.

Figure 20.7 The classic days of analogue sound synthesis – Chris Franke of Tangerine Dream.
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acoustic sounds for playback from a keyboard – has
become well-established since the introduction of the
Wave, and non-MIDI-equipped samplers are now avail-
able for less than £100.

MIDI-equipped instruments such as the Ensoniq
Mirage and Akai S900 offer sampling facilities plus filter-
ing, envelope shaping and other musical parameters, and
cost between £1000 and £2000. Since their sounds are
based on those of acoustic instruments and are recorded
with anything up to 16-bit (CD quality) fidelity, they can
be as rich and complex as desired.

Another modern alternative to the problem of bland
electronic sounds is the MIDI layering facility offered by
the simple connection of two keyboards. Any piece
played on one keyboard can be doubled on the other; if
similar sounds are chosen, the two synthesizers can be
detuned from one another to give a powerful ensemble
effect, or alternatively two completely different sounds
can be chosen. In the latter case, a brass sound with a
sharp, sudden attack and many high overtones could be
underpinned by a string sound with faded in with a
smooth attack and a mellow, rich sound.

By and large the problems faced by the early pioneers
of electronic music, such as Karlheinz Stockhausen in his
experiments with sine wave generators, are no longer
serious. Even inexpensive instruments and effects are
now capable of producing full, rich sounds from elec-
tronic sources.

Computers and Synthesizers (MIDI and MSX)

As we have seen, the main problems of synthesizer
manufacture – polyphony and programmability – were

solved by the introduction of microprocessor control on
models such as the Roland Jupiter 8 and Sequential Cir-
cuits Prophet 5.

One remaining problem – that of intercompatibility –
was solved by the designer of the Prophet 5, Dave Smith.
Smith’s early experience, as the company’s name sug-
gests, was in building sequential controllers, and the dif-
ficulties of designing a reliable polyphonic sequencer to
interface to the his Prophet 5 synth led him to propose a
universal synthesizer interface – USI – which would
make this simpler for all manufacturers.

Until that time, instruments from different manufac-
turers worked on largely different principles and inter-
faced to other units, such as sequencers and drum
machines, but only from the same manufacturer. Smith’s
proposal was innovative as it made selective purchasing
rather than enforced loyalty to one brand a much more
realistic proposition.

The Japanese manufacturers, such as Roland (already
using its own DCB or Digital Communication Bus sys-
tem). Yamaha and Korg, suggested several additions to
the system with coded ‘flags’ to identify each function,
and it was decided to opto-isolate the system to prevent
ground loops, and to set its operating speed at 31.25
KBaud. The resulting specification for a serial digital
interface was renamed the Musical Instrument Digital
Interface or MIDI.

The complete MIDI published by Sequential Circuits
sets out the MIDI specification in full, but below we have
covered the main operational points. Early objectors to
the MIDI proposals such as New England Digital, Ober-
heim and Fender, pointed out rightly that a serial inter-
face is limited in speed as compared to a parallel
interface such as the short-lived Triad system; but MIDI
is relatively cheap to fit, needing only inexpensive DIN
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Figure 20.8 Inexpensive effects processors from Vesta Fire.
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leads and sockets to operate as opposed to expensive
computer-grade multicore cables.

MIDI methods

MIDI is implemented in such a way that note information
can be transmitted over a range of 10.5 octaves, changes of
memory can be made, and specific codes for functions

unique to one model or another are available in the ‘Sys-
tem Exclusive’ section of the MIDI standard. MIDI codes
can also be applied to the timing of drum machines,
sequencers and other devices apart from keyboard instru-
ments, and an increasing number of effects units, guitar
convertors, wind instruments, home computers and
other non-keyboard units are being fitted with MIDI.

MIDI has received one update since its inception, at
which time the original specification became known as
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Figure 20.9 A MIDI-equipped sampled drum machine – the Roland TR-505.

Figure 20.10 A MIDI-compatible synchronizer – the Roland SBX-10.
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OLD MIDI and the current version as MIDI 1.0.
Another revision to encompass MSMPTE (MIDI-
SMPTE, or MTC, MIDI time code) is at the time of writ-
ing being completed, and this will allow SMPTE time
codes to be passed through a MIDI system.

The hardware aspect of MIDI is relatively simple; sig-
nals from the instrument microprocessor’s UART (uni-
versal asynchronous receive/transmit) pass through an
opto-isolator to prevent ground loops and damage caused
by high or reverse polarity current. A +5 level indicates a
high and a low is set when the LED in the opto-isolator
turns on and switches on the output isolator.

Connection cables consist of 180° 5-pin DIN cords
with Pin 2 as shield and pins 4 and 5 used for information.
MIDI IN and MIDI OUT sockets are compulsory (this is
not the case on keyboardless expander synthesizers
which often have only MIDI IN, or on remote control
keyboards which usually have only MIDI OUT); a MIDI
THRU socket which passes on the input information
unaltered to other units is optional. MIDI information is
often shared between several units since 16 different
‘channels’ are available to perform different functions
apparently at the same time.

Connecting instruments in a Chain via the MIDI
THRU ports can cause unacceptable delays, but a split-
ter box with one MIDI IN and several MIDI THRU
sockets, so that instruments can be connected in a paral-
lel or star network, will solve this problem.

Modes

Instruments receiving MIDI information specific to a
particular channel can be assigned one of three different
modes – omni, poly and mono mode. Apart from note

information, it’s also possible to transmit volume or tone
levels on individual notes, modulation, patch changes
and changes of individual parameters within a patch, and
pitch bend information. Messages which cannot be
responded to, such as a code to sound a chord of C Major
if sent to a drum machine, should simply be ignored.

In omni mode, MIDI transmitters send information on
Channel 1, while receivers respond to events on all 16
input channels. This simplest mode allows two synthe-
sizers to be connected together and played in parallel
from one keyboard. For computerised control of several
instruments with different parts to play, a more complex
mode is needed however.

In poly mode an instrument will respond to only one
MIDI channel selected by the user; with 16 channels
available, up to 16 different instruments can play differ-
ent parts ‘simultaneously’ if they are transmitted on the
appropriate channels.

Mono mode is the most complex MIDI mode, allow-
ing individual control of every voice on every synthesizer
played (the number of ‘voices’ a synthesizer has is gener-
ally the maximum number of notes it can play simultan-
eously). Usually the user can set the ‘base channel’,
which Voice 1 responds to, and subsequent voices
respond to subsequent MIDI channels. For instance, the
Casio CZ-101 synthesizer plays eight-note chords con-
trolled by any MIDI channel from 1 to 16 in its normal
mode; in poly mode it plays four different monophonic
sounds controlled independently by MIDI channels 1–4,
or 2–5, or 8–11, or whatever.

Apart from added instrumental complexity, mono
mode has the advantage of reproducing variations of
touch response on every individual note (as on the
Prophet T8), and of reproducing a true polyphonic glis-
sando (portamento or glide), which cannot be done in
poly mode since every note has to be switched off before
its value is changed.
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Figure 20.11 A MIDI-equipped FM piano – the Yamaha PF70.
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MIDI information comes in five categories, of which
four are independent of the channel used. Apart from
channel information, the MIDI format recognises sys-
tem common, system real time, system exclusive, and
reset information, identifying the category by a system of
‘flags’ to allow instruments to respond appropriately.
Once a category has been identified information can be
sent until a change of category is needed, so it is not ne-
cessary to label absolutely every piece of information.

A number of different operations are possible under
each category, so each has a number of ‘status bytes’
which define the exact operation to be carried out. Status
and data bytes are differentiated by a ‘Flag’ – a status
byte begins with a 1, whereas a data byte always begins
with a 0. Since MIDI is a binary code designed for 8-bit
processors, this leaves seven digits, with a maximum
value of 1111111 (127), remaining.

For instance, data beginning 1001 (9 in decimal nota-
tion) is identified as ‘Channel – note on’ information,
with the following half-byte specifying the channel from
1 to 16 in use. For example, the binary three-byte code 

Byte; 1 2 3
1001/aaaa 0bbb/bbbb 0ccc/cccc

gives the following information:

• Byte one: 1 indicates status byte – 001 indicates ‘note
on’ information coming – aaaa identifies channel to be
used from 1 to 16.

• Byte two: 0 indicates data coming – bbb/bbbb defines
key number from 0 to 127. This corresponds to a range
of ten and a half octaves, with middle C as 60, a five-
octave synthesizer ranging from 36 to 96 and an 88-
note MIDI piano ranging from 21 to 108.

• Byte three: 0 indicates data coming – ccc/cccc defines
key on velocity, 0–127 (softest to loudest). Instruments
without velocity sensitivity default to 64. Setting ‘key
on’ velocity to 0 is an alternative way to turn a note off.

So these three bytes signify ‘note on’ information, iden-
tify the MIDI Channel in use (the synthesizer to be
played if using poly mode), select a note and switch it on
with a certain key velocity.

‘Note off’ information must also be sent at some point,
and ‘key pressure information may also be sent; these
also come under the category of channel information.

Below is a complete list of the MIDI codes in use
according to The complete SCI MIDI, (first edition).

CHANNEL Codes are as follows:

• Note on: status byte 9 (1001)
1001/aaaa, 0bbb/bbbb, 0ccc/cccc
= Note on channel, key no. 0–127, key on velocity
0–127

• Note off: status byte 8 (1000)
1000/aaaa, 0bbb/bbbb, 0ccc/cccc

= Note off/channel, key no. 0–127, key off (release)
velocity 0–127

• Polyphonic key pressure: status byte 10 (1010)
1010/aaaa, 0bbb/bbbb, 0ccc/cccc
= Poly pressure/channel, key no. 0–127, pressure after
touch value 0–127 (omni mode)

• Control change: status byte 11 (1011) (see notes below)
1011/aaaa, 0bbb/bbbb, 0ccc/cccc
= Control change/channel, control address 0–127,
value 0–127

• Program  change: status byte 12 (1100)
1100/aaaa, 0bbb/bbbb
= Prog. change/channel, prog. no. 0–127

• Channel pressure: status byte 13 (1101)
1101/aaaa, 0bbb/bbbb
= Channel pressure/channel, after touch amount (for
an individual channel in mono mode rather than an
individual key in omni mode – compare with poly key
pressure above).

• Undefined: status byte 14 (1110)
Available for a different purpose for each manufac-
turer. Sequential circuits use this code for pitch wheel
information on the Prophet 600, for instance.

Note on control changes

The fact that every synthesizer or other instrument has a
different control layout is one of the largest problems of
computer/MIDI control. Theoretically it is possible to
take over every parameter of a sound with an external
computer, but in practice this is frequently impossible
because every synth has a different specification. MIDI
was written with conventional analogue synths in mind
and is flexible enough to cope with most designs, but
some models such as the Yamaha DX7 use an FM syn-
thesis system offering perhaps 150 programmable para-
meters. MIDI simply does not assign enough codes to
cope with all these parameters.

Although MIDI control of FM parameters is rare at
the time of writing, there are some packages capable of
altering and storing DX7 patches and a couple which will
work for almost any MIDI synth.

MIDI control addresses are from 0 to 127, with only
the pitch bender specifically defined – this is assigned the
address 0, and a value of 64 indicates no pitch bend. All
other parameters have values varying from 0 (minimum)
to 127 (maximum). Individual manufacturers can assign
the front panel controllers to MIDI addresses in any way
they desire as long as the allocation is given in the user’s
manual for each instrument.

The values of rotary, sliding or other continuous con-
trollers are represented by the third byte of the control
change code (see above). If only low resolution is needed
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then the first half only (MSB) is sent; if higher resolution
is needed then both halves (MSB and LSB) are sent. If
only the less significant half changes value, the most sig-
nificant half need not be sent again.

MIDI control addresses are:
0 Pitch Bender MSB
1 Controller 1 MSB
2 Controller 2 MSB
3 Controller 3 MSB
4–31 Controllers 4–31 MSB
32 Pitch Bender MSB
33 Controller 1 LSB
34 Controller 2 LSB
35 Controller 3 LSB
36–63 Controllers 4–31 LSB
64–95 Switches (0 = off, 127 = on)
96–123 Undefined
124 Local/remote kybd
125 Omni mode/all notes off (value must = 0)
126 Mono mode/all notes off (value must = 0)
127 Poly mode/all notes off (value must = 0)

‘System exclusive’ codes are provided by the MIDI
specification for computers or musical instruments to
take control of functions unique to a particular design.
Although MIDI is intended to be universal, many synths
will have unique functions, and system exclusive com-
mands need only be relevant to one particular product,
and will be ignored by instruments otherwise equipped.
System exclusive information opens with a two-byte
identifier which is followed by the data itself, and then an
‘end of block’ code which terminates system exclusive
status.

The format for system exclusive information is:

1111/0000, 0aaa/aaaa, data, 1111/0111

This is interpreted as:

Status byte, manufacturer’s ID 0–127, data, end of block
terminator.

An instrument which receives a system exclusive
notice will ignore the following information if it contains
the wrong manufacturer’s ID; example IDs (in hex)
include sequential circuits = 01, Kawai = 40, Roland = 41,
Yamaha = 43, and so on.

Data sent can be in any format as long as the flag on
each byte is a 0; the range of each piece of information
can be from 0 to 127, and the end-of-block code, or alter-
natively the ‘system reset code’ (see below) terminates
system exclusive status.

‘System real time’ codes are used to transmit timing
information which can synchronise computers,
sequencers, drum machines and other instruments
together for complex performances. Twenty-four pulses

per quarter note (24ppqn) is generally accepted as being
of high enough resolution for most synchronisation pur-
poses; having a 24 ppqn standard within MIDI does not
make the system directly compatible with older non-
MIDI instruments using 24 ppqn clocks, since the MIDI
clock is delivered in amongst other MIDI information
and at TTL level. However, a range of convertors to
detect MIDI clocks and convert them to normal pulses,
and vice versa, is available.

MIDI sync information in the system real time cat-
egory can be sent between any ‘system common’ (see
below) or channel data consisting of two or more bytes,
but like other codes should not be sent during system
exclusive information (see Table 20.1).

Table 20.1

Status in hex Function

F8 Clock in play (sent at 24ppqn while transmitter is in
play mode)

F9 Measure end (sent at end of each measure instead of
F8)

FA Start from first measure (sent when play is hit on master
– first F8 should follow within 5 ms).

FB Continue start (restarts from point when last F8 was
sent)

FC Clock in stop (sent in stop to synchronise a phase
locked loop for interpolating the timing clock)

‘System common’ codes are transmitted on all chan-
nels and cover various functions including setting
sequencers and drum machines to the same part of a song
(see Table 20.2).

Table 20.2

F1 Undefined
F2 Measure (three bytes – F2, 0aaa/aaaa,

0aaa/aaaa, the two data bytes comprising a 14-bit meas-
ure no.)

F3 Song (two bytes – F3, 0aaa/aaaa – the data byte com-
prising a 7-bit Song no.)

F4 Undefined
F5 Undefined
F6 Tune (initiates synth tune routine duplicating front

panel control)

‘System reset’ is a single code which resets an instru-
ment to its power-on condition, which usually leads to
omni mode and other default values.

FF System reset (should not be used at power-up, as
two linked units could endlessly reset each other)
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The five categories of MIDI information have a strict
order of priority so that vital new signals can interrupt
ongoing transmissions. The order is as follows; system
reset, system exclusive information, system real time
information (except reset), system common and channel
information. Channel information has a four bit-channel
number in the status byte, while all other information is
intended for all channels. System real time information is
interleaved with other data (except system exclusive) so
that timing can be accurately kept.

We have seen how the MIDI standard can address the
problems of transmitting note, velocity, patch and other
information from one processor-controlled instrument
to another. Now for a more detailed look at the mechan-
ics of MIDI. To begin with, a short MIDI conversation
between a micro-computer running a MIDI composition
package, and a connected synthesizer.

10110011 All notes off
01111111 for MIDI channel 3
00000000 in poly mode

10010011 Note on channel 3;
00111100 note is C4;
01000000 velocity is 64

(10010011) Note on channel 3;
00111110 note is D4;
01100000 velocity is 96

(10010011) Note on channel 3,
00111100 note is C4;
00000000 velocity is 0

(turns note off)

(10010011) Note on channel 3;
01000101 note is A4;
01001000 velocity is 16

10110111 Selects mono mode
01111110 on channel 7;
00000000 turns notes off

10010111 Note on channel 7;
00111100 note is C4;
00100000 velocity is 32

(10010111) Note on channel 7;
00111110 note is D4, legato, mono mode;

(11111000) Timing clock sent at any time;
00110011 note velocity is 51

10000111 Note off channel 7;
00111110 note is D4;
00010000 release velocity is 16;
10110111 channel 7 silent

01111110
00000000 Channel 7 all off

Channel 7 silent – Channel 3 D4 and A4 still sounding

In fact it would be more correct to describe these trans-
missions as a monologue since in this example the syn-
thesizer has nothing to say in reply. Various notes are
sounded with different velocities and terminated, the
effect of increased velocities depending on the sound
with which the synth is programmed. Initially the MIDI
‘words’ in this conversation come in groups of three
bytes, but after a basic status such as ‘note on’ has been
established, it is not strictly necessary to repeat it.

What does this conversation sound like in musical
terms? The opto-isolators used in the standard MIDI
input circuit can work very quickly, the standard
demanding a rise and fall time of less than 2 µs, and MIDI
has been set to work at 31.25 kBaud, or 31250 bits/s.
Transmissions are organised in packages of ten bits – a
start bit, eight data bits, and a stop bit, so these bits will
take 320 µs (microseconds i.e. millionths of a second) to
transmit. Therefore MIDI can function much faster than
the human ear can detect, which is how a serial digital
communication system can deal with several events
which are supposed to occur at the same time such as all
the notes of a chord sounding together.

Notes apparently played simultaneously via MIDI are
not in fact sounding together, and are not even being
controlled by a single piece of information each, since
each one needs note on, note off polyphonic key pres-
sure, velocity and all the other information associated
with MIDI to be sent separately. It is true that if many
synthesizers are used, each set to a different one of the 16
‘channels’ available for MIDI transmissions, then delays
can become audible. However, one advantage of most
micro-based MIDI composition packages is that they
allow you to compensate for such delays. Slow scanning
of a synth’s keyboard is likely to create much longer
delays, and so those who would seek to change the MIDI
standard would do better to ask individual manufactur-
ers to improve their keyboard response times.

But suppose we have ten synthesizers responding to 3
byte note on transmissions; each of these takes 3

 

× 320 =
960 µs, or around one thousandth of a second, so the
delay for the synth on the end of the line can be ten times
this long. One hundredth of a second delays are quite
audible to some musicians, and if a lot of other informa-
tion-on velocity, pitch bend or timing – is also being
transmitted, we can look at delays of up to three or
four times this long, so the problem does need some
attention.

Mode Messages

As we have seen, the MIDI modes define how a MIDI-
equipped unit responds to channel codes, but commands

Sound Synthesis 373

chp20.ian  4/7/98 4:57 PM  Page 373



374 Sound Synthesis

Figure 20.12 A typical MIDI sequencer the Linn 9000 also equipped with sampled drums.

Figure 20.13 A MIDI synthesizer capable of using the multi-timbral Mono Mode – the SCI Max.
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to switch to a new mode can also be sent via MIDI. Mode
messages consist of three bytes.

1011/aaaa, 0bbb/bbbb, 0ccc/cccc

but the exact meaning of these bytes has been changed
since the MIDI standard was created (see Table 20.3).

Table 20.3

bbb/bbbb OLD MIDI MIDI 1.0

122 Undefined Local keyboard on/off
ccc/cccc=0; off
ccc/cccc=127; on

123 Undefined All notes off ccc/cccc=0

124 Undefined Omni off + all notes
Off ccc/cccc=0

125 Omni + all notes Omni on + all notes
Off ccc/cccc=0 Off ccc/cccc=0

126 Mono + all notes Mono + all notes off
Off ccc/cccc=0 ccc/cccc=M

(M=MIDI Ch. 1–16)

127 Poly + all notes Poly + all notes
Off ccc/cccc=0 Off ccc/cccc=0

The Tables 20.4 and 20.5 below summarise these
changes.

Table 20.4 OLD MIDI

Functions
bbb/ bbbb Description Omni Mono Poly

125 Omni On Off Off
126 Mono Off On Off
127 Poly Off Off On

Table 20.5 MIDI 1.0

Functions
bbb/ bbbb Description Omni Mono Poly

124 Omni off Off – – 
125 Omni on On – – 
126 Mono – On Off
127 Poly – Off On

Old MIDI products will ignore the codes 122, 123 and
124, so this could lead to problems unless instruments
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Figure 20.14 Jay Stapley demonstrates Roland’s GK-I interface from a conventional electric guitar of rack-mounted MIDI
synthesizers.
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are updated. The new mode commands represent a
slight simplification of the system, and allows one new
feature to be introduced. This is ‘local keyboard on/off’,
which stops MIDI information from a synthesizer’s
keyboard or other controller from reaching its voice gener-
ators. This means that you could play a synth from a
sequencer, and simultaneously use its keyboard to control
another synth without adding notes to the pattern that is
playing. Sending Local Keyboard/127 reconnects the unit’s
own keyboard.

Real Time

There are also some units capable of reading the other
main system real time code, the ‘song pointer’. This code
shows what pattern or measure number has been reached
in a song, and when this figure is converted to a SMPTE
code it is possible to lock MIDI units which give song
pointers to tape machines, film and video equipment.

One very important point to note is that changes have
been made to the system real time and MIDI Mode codes
since MIDI was first defined. Second thoughts dictated a
slight simplification of the system, and any units pro-
grammed with the original MIDI specification (OLD
MIDI) may need an update to MIDI 1.0 to work effi-
ciently with the latest equipment.

System Real Time codes consist of a single byte,

1aaa/aaaa

which can have a value from 128 to 255. Table 20.6 lists
the original System Real Time codes with their updated
versions.

So the new MIDI simplifies the system by throwing out
‘clock in play’, ‘clock in stop’ and ‘clock plus measure
end’ in favour of just ‘clock’ and ‘stop’. The ‘active sens-
ing’ function is a new one – codes can be transmitted
every 300 ms or so to make the receiver expect informa-
tion and to go to all notes off if there is none. In other
words, if the MIDI input cable is accidentally pulled out,
any notes which have not been switched off will rapidly
be silenced instead of droning on endlessly.

MIDI time code (formerly MSMPTE) is at present
being introduced; (it was first seen on the Sequential Studio
440 sampler/sequencer/drum machine) and no doubt some
other minor changes will be introduced at the same time.

But the fact that MIDI as a standard is growing does
not mean that it is basically faulty. The beauty of MIDI is
that it is relatively inexpensive to fit and relatively simple
for the less experienced musician to use. At the same
time, it is powerful enough to offer the professional a vast
range of new tools which can allow him to compose and
edit music and create new sounds and new techniques
much more quickly and impressively.
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Figure 20.15 MIDI standard hardware specification.
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Table 20.6

Value OLD MIDI MIDI 1.0

248 Clock in play (sent at Clock
24 ppqn while transmitter is
in play mode)

249 Measure end (sent at end of Unused
each measure instead of F8)

250 Start from first measure Start
(sent when when play is hit
on master – F8 should
follow within 5 ms).

251 Continue start (restarts from Continue
point when last F8 was sent)

252 Clock in stop (sent in stop to Stop
synchronise a phase locked
loop for interpolating the 
timing clock)

253 Unused Unused

254 Unused Active
sensing

In the immediate future it is likely that MIDI will be de
rigeur on all new processor-controlled instruments (and

will be added to many which need not be processor-
controlled, such as effects units, wind instruments and
guitars). The music industry can congratulate itself on
the introduction of a standard which is much more
universally respected than computer industry standards
such as RS232 or MSX. In fact the computer industry’s
failure to establish the cheap MSX standard for home
micros worldwide (Japan and Germany are still the main
strongholds for this Z80-based system) did something of
a disservice to the micro music market.

Yet the introduction of MIDI on a relatively afford-
able home computer, the Atari ST, has led to its almost
universal acceptance as the modern musician’s micro-
computer, though no other micros have been fitted with
MIDI as a standard rather than an option. Music for
MIDI and micros is currently a very exciting area and is
likely to continue to be one for the foreseeable future.
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Figure 20.16 The Fairlight Computer Musical Instrument – the original studio sampling keyboard.
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The subject of cable connections is seldom dealt with
adequately, and in some circles technology has been sup-
plemented by what amounts to superstition. In this chap-
ter, Allen Mornington-West strips away the fantasies
and reveals the facts about cables and connectors.

Target and Scope of the Chapter

In this chapter we will covering some of the topics which
lie behind signal interconnections. We will first brush up
on the theory and properties of conductors and insula-
tors and describe some of the typical properties and
examples. We will take a brief look at the elementary
physics of electronic components and discourse briefly
on the topic of signal sources and their types before we
arrive at a discussion on the implementation of intercon-
nections. A look at commonly available wire and con-
nector types and a brief discussion of their use with the
cables on offer will be useful. Finally we will need to
touch on the matter of wiring practice, safety and stand-
ards which may be applicable to audio equipments and
installations.

We shall try to involve nothing more detailed than
Ohms’s law in order to make the topic readily accessible.
It needs to be noted that it is certainly possible to be
more rigorous (read this as ‘it will involve a book-full of
maths and physics’) and to account for ever smaller sec-
ondary and tertiary effects. The intention is that all of
the equations presented should be usable without an
evaluation of j, the square root of –1, being required and
they should also be able to account for as much of the
audible world as that to which current research indicates
we are sensible. We have also not attempted to show the
derivation of the expression which have been used and
the reader is thus encouraged to read more deeply in
dedicated texts.

Basic Physical Background

The conduction of electricity is an electronic process
when observed from a microscopic viewpoint. Earthly
matter is composed of atoms whose main structure com-
prises a nucleus surrounded by a cloud of negatively
charged lightweight particles known as electrons. The
nucleus is largely made up of neutrally charged particles
called neutrons bound together with positively charged
particles, protons, of very similar mass. The organisation
of the orbiting electrons into various orbital layers is well
ordered and follows established rules whilst the distribu-
tion of the energies which individual electrons may have
in each group of orbits can be described by statistical
models. The outer orbit or valence electrons play a pre-
dominant role in electrical conduction since, while most
of these outer electrons possess energies which lie in
the valence energy band, some of the more energetic
electrons possess energies which lie in the conduction
energy band. Their behaviour in a metal is described
by the Fermi-Dirac statistical distribution while the
Maxwellian distribution functions describe the statistical
distribution within semiconducting materials.

The distinction between conductors and insulators can
be made simply by considering the ease with which
charges may move within them. In conductors electrons
in the conduction band of energies can be readily
stripped from their attendant atoms whereas for insula-
tors this stripping is very difficult. Substances normally
considered to be conductors under nearly all circum-
stances include metals and strongly ionic aqueous
solutions whilst examples of insulators include mica,
porcelain, glass and most unmodified plastics. There is a
small group of materials, known as semi-conductors,
whose ability to conduct an electrical current lies
between that of metals and of insulators.

A simple diagram, Fig. 21.1, shows this situation in
terms of the occupancy and spacing of valence and con-
duction bands. Here we see that, within a conductor, the
valence and conduction bands are adjacent and are not
separated by an energy gap. Thus, in addition to the elec-
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trons occupying the valence band, there is a significant
number of electrons with energies which lie within the
conduction band. By comparison, insulators can be seen
as materials in which the conduction band is separated by
a large energy gap from the valence band. The probabil-
ity that there will be any electrons with sufficient energy
to escape across the forbidden gap and occupy the con-
duction band is very low, though it is finite.

Bridging these two extremes is the group of semicon-
ductors in which it can be seen that the energy band gap
between the valence and the conduction band is smaller
than that of an insulator and that there is a significant
probability that there will be electrons which can bridge
the band gap. These electrons can take part in the con-
ductive process. In particular this can be shown for cop-
per, Fig. 21.2, where it can be supposed that, with many

of the electron orbits overlapping, electrons are effect-
ively able to occupy any of the intercrystalline space.

The electric charge associated with one electron is
quite small (approximately 1.6 10–19 coulomb) and the
passage of one coulomb per second results in a current of
one ampere. Some indication of the numbers involved
may be useful here. A 1 metre length of copper wire 2
mm in diameter will contain of the order of 1.5 × 1022

atoms. Each copper atom will be associated with 29 elec-
trons of which about a third may be found in the conduc-
tion band at room temperature. A current of one ampere
thus involves a net drift velocity of electrons equivalent
to around 100 µm s–1. This rate of electron movement or
drift should not be confused with the rate at which an
electrical disturbance is propagated since this is close to
the speed of light.

Interconnections 379

Figure 21.1 A diagram which shows the arrangement of energy levels in conductors, insulators and semiconductors. In addition
the diagram shows the Fermi-Dirac probability distribution, P(W), and the electron density, n(W). Note that in a conductor there is
no gap between the valence band and the conduction band. In an insulator the probability of electrons escaping the valence band to
the conduction band is exceedingly small. To overcome this gap electrons must increase their mean energy. Semi-conductors show
some occupation of the conduction band by electrons escaping the valence band.
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It should be recalled that within solids a current can
also be carried by ‘holes’. Holes are essentially the
absence of electrons in the covalent bonds of crystalline
substances such as germanium and silicon and they play
a fundamental part in the description of the working of
semi-conductors. Electrons within the body of a metal
may be considered as a randomly moving mass of par-
ticles. The dynamics of a collection of such particles was
originally derived through a consideration of the kinetic
energies of gases and, with the proviso that the cloud of
electrons is able to occupy energy levels freely, the statis-
tics of gas dynamics can still be applied.

Thus within a conductor there will be electrons (or
current carriers) which, due to thermodynamic activity,
are travelling in a direction other than that of the direc-
tion of the current drift. They will collide principally with
atoms in the crystal lattice and with those going in the
direction of the current drift and this constant buffeting
is a function of temperature. As the temperature rises
there will be more of this buffeting and thus, in accord
with experience, the resistance to motion will increase.
Within some semiconducting materials the resistance to
electron flow appears to fall since the increase in tem-

perature provides the energy to raise more electrons into
the conduction band. As a consequence of this process of
random activity a fundamental property of conductors is
that they have a self-noise and the magnitude of this will
be dependent on the temperature, the resistance of the
conductor sample and the bandwidth over which the
magnitude is to be measured. This is reflected in the fol-
lowing equation:

e
n

= √(4 kTBR)

where      e
n

= rms value of the noise
k = Boltzmann’s constant, 1.38 10–23 W s K–1

B = bandwidth in Hz
R = resistance in ohms, Ω
T = temperature in degrees Kelvin

As an example the 1 m sample of 2 mm diameter copper
wire will have a resistance of around 5.4 mΩ and a self
noise of around 1.3 nV rms (about –174 dBu) over a 20
kHz bandwidth.

The resistance of a metallic conductor to current flow
is, provided that other environmental variables such as
the temperature and pressure are held constant, not

380 Interconnections

Figure 21.2 The electron energy level for copper whose atomic number, Z, is 29. The symbols 1s through to 4p refer to the names
given to the different types of electron orbitals which can be occupied. At the far left the energy diagram is shown for an isolated
copper atom. For a larger, though well spaced collection of copper atoms the laws of quantum physics are obeyed and the range of
energies in each level increases. Electrons with an energy equivalent to the vacuum level are able to escape the copper atom
nucleus. Finally, on the right, we see how the bulk properties of the metal provide a continuum of energy levels. The diagram is not
to scale.
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dependent on the magnitude of the current flowing
through the conductor. This constancy is referred to
through Ohm’s law:

V = I R

where V volts is the voltage which causes a current
I amperes to flow in a conductor of resistance
R ohms, Ω

At the most elementary level of analysis an assumption is
made that the metallic conductor is composed of a single
crystal such that the dynamics of electrons and holes can
be described adequately statistically. For semi-conducting
materials the same assumption allows the general
behaviour of intrinsic and doped (p and n type) semicon-
ductors to be analysed. In order to appreciate the conse-
quences of this assumption consider the size of the
spacing between successive copper atoms in its face
centred cubic crystal. The lattice is of the order of 361 pm
(1 pm = 1 picometre = 1 millionth of 1µm) and for
successive silicon atoms 542 pm. The width of the finest
conductive traces (usually aluminium which has a crystal
lattice spacing of 404 pm) used in manufacturing inte-
grated circuits (ICs) is currently of the order of 1 µm and
thus each 1 µm length of such a trace comprises some 60
thousand million atoms.

Practically sized dimensions of wires tend to be much
larger than these dimensions and they will be thus com-
posed of a very large number of randomly sized and ori-
ented crystals. The orientation will depend much on the
processes which have been used to refine and form the
wire. In addition practical materials will contain impur-
ities some of which will have been added in order to mod-
ify the overall properties such as its ductility and strength.
Impurities modify the crystal structure of the material
even when present in very small quantities. A purity of
99.9999 per cent (or one impurity per million) will mean
that even a 1 µm cube of conductor would contain 60
thousand impurities and it would be unrealistic to expect
materials of this level of purity to be cheaply available.
Commonly available electrolytically refined copper
will be typically 99.99765 per cent pure and the main
impurities will be silver, zinc, iron, oxygen and sulphur.
Curiously, the most cogent reason for the use of very high
purity copper and insulating materials is that after
extended exposure to high temperatures (typically
greater than 120° C) certain impurities, particularly the
oxygen, in both the copper and the insulation material
interact with the copper. Although there appears to be
relatively little change in the electrical performance there
is an increase in the brittleness of the conductor and if
the conductor is subject to continual flexing or strong
vibration there is consequently a risk of mechanical failure.

At the level of microscopic crystals there will be some
degree of anisotropy and electron mobilities and scatter-

ing forces will depend on the relationship of crystal ori-
entation with respect to the electron drift or current flow.
The bulk electrical behaviour of the wire with which we
are familiar is based on very dense mosaic of these ran-
domly oriented crystals and current flow is thus effec-
tively independent of crystal orientation. This situation
is, of course modified for the materials used in semi-
conducting devices though it should be noted that it is
difficult to manufacture reliably a semiconducting
surface with an area larger than 100 mm2 due to the
unwanted presence of impurities.

Resistance and Electrical Effects of Current

The resistance to electron flow of a conductor arises
through the collisions with other electrons and atoms in
the crystal lattice. The rate of these collisions is a func-
tion of temperature. Thus most metals will increase their
resistance with increasing temperature. The specific
resistivity of some typical commercially pure materials is
given in Table 21.1 along with the temperature coeffi-
cient. Note that the resistivity of copper changes by only
0.5 parts in 106 as the crystal size is reduced from 4 mm to
10 µm.

Table 21.1 Resistivity of some common materials

Material Resistivity Temperature
Ωm at 20°C coefficient Ω m–3

(Elements)
Aluminium 2.67 × 10–8 45 × 10–4

Copper 1.69 × 10–8 39 × 10–4

Gold 2.2 × 10–8 40 × 10–4

Iron 10.1 × 10–8 65 × 10–4

Lead 20.6 × 10–8 42 × 10–4

Silver 1.51 × 10–8 41 × 10–4

Tin 11.5 × 10–8 46 × 10–4

Silicon 600
Germanium 0.6

(Compounds)
Nichrome wire 103 × 10–8 1.0 × 10–4

Constantan 48 × 10–8 0.2 × 10–4

Solder 15 × 10–8 approx

We can calculate the resistance, in ohms, of a wire by
using the following relationship:

R
20

= ρ L/A

where R
20

is the resistance at 20° C
ρ is the specific resistivity
L is the length of the wire in metres
A is the area of the wire in square metres
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The resistance at a temperature other than the reference
temperature of the resistivity can be approximated from:

R
t

= R
20 

(1 + α(T – 20))

where R
t

is the resistance at the temperature
T is in degrees C
α is the temperature coefficient of resistance

The resistance change with temperature is not exactly a
linear effect though over a limited range of 30° C the sec-
ondary effects can be certainly neglected for audio signals.

The passage of the electric current will create a heating
effect in the wire which is the product of the current in
the wire and the potential difference between its ends.
The increase in the temperature of the wire and its rate of
increase are dependent on several factors including the
nature of the surrounding material or insulation and
thermal conductivity to the surrounding air. A current of
one amp in a copper wire with a diameter of 2 mm will
cause a dissipation of 5.4 mW per metre. If a thermal
resistance to the ambient air of 5° C per watt is assumed
then the core of the wire will increase in temperature by
about 27 m°C (27 thousandths of a degree Celsius) and a
result in a change in the resistance of about 1000 ppm or
5.6 µΩ per metre. Since this rise may have a time constant
of the order of 200 s we may safely conclude that the
heating effect is unlikely to give rise to an audible effect
due to the modulation of the resistance.

There are other effects of electrical current and metal-
lic contact which we should not forget for the purposes of
a discussion on interconnections and cables. Partly this is
for completeness but also because, at various times,
these effects have been invoked as being responsible for
deteriorations in audio quality. It is instructive to assess
the validity of the claims after some assessment of the
likely magnitude of the claimed effect has been made.

The Hall effect occurs in both conductors and semi-
conductors and it is the creation of an electric field at
right angles to both the current flow and a magnetic field.
Figure 21.3 shows the outline of the phenomenon. For
metals such as copper the effect is minute and a one amp
current flowing in a wire of 2 mm diameter placed at right
angles to the earth’s magnetic field will develop a Hall
effect field of around 315 pV. The effect is sufficiently
pronounced in appropriately doped semiconductors (it
is about 100 million times greater) for it to be useful in
measuring magnetic fields and controlling motors. Its
magnitude can be compared to the voltage levels
required in loudspeaker cables which are in the region
of ten thousand million times greater (approximately
190 dB greater).

Contact potential effects occur when two dissimilar
materials are brought into intimate electrical contact. In
atomic terms a free exchange of valence electrons can
occur between the atoms of each material in the region of

the contact and an electrical potential difference will
exist. This difference cannot be measured directly since
attempts to do so will yield the thermal Seebeck poten-
tial at the junction. Contacts between conductors result
in differences in the energies of electrons in the conduc-
tion band giving rise to a thermally driven voltage effect
known as the Seebeck effect (and its companion Peltier
effect). Within the microcrystalline environment of a
metal wire there will be many such randomly oriented
junctions producing the net effect of a homogeneous
material.

Figure 21.3 A diagram showing the arrangement of currents,
voltages and magnetic fields for the purpose of understanding
the Hall effect. B

y
is the applied magnetic field, the applied

current is shown as a current density vector, J
z
, and resulting

Hall effect voltage is E
H
.

Even in contact between conductors and insulators the
penetration of electrons extends over several nm
(10–9 metre) and is responsible for the triboelectric effects
which can be observed when one surface is moved over
the other. The magnitude of the Seebeck effect potential
depends on the materials which comprise the junction
and their temperature difference. Between the materials
commonly used as conductors the effect can be modelled
as a simple very low voltage offset in which there is no
directional dependency. It is important to recognise that
this directional independency is valuable since it would
otherwise prove arbitrarily difficult to produce distor-
tionless connections and circuitry. The simple reminder
of this point is that it is possible to carry out distortion
measurements at audio frequencies using very simple,
readily available test equipment down to levels of at least
one million to one. Thus, despite the very large number of
interconnecting metallic surfaces involved in making the
measurement there is no measurable effect within the
resolution of the test equipment. The one area where this
effect may be of concern is in techniques for measuring
very low DC voltage levels. This is more a matter of cir-
cuitry design technique for engineers involved in inter-
facing to low frequency sensors, such as seismic and strain
gauges, with bandwidths from ZF (zero frequency) to as
high as 100 Hz, than to interconnections for audio signals
with bandwidths from 20 Hz to 20 kHz. For completeness
Table 21.2 shows some of the common conductor com-
binations and their Seebeck potential effect values.
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Table 21.2 Thermoelectric coefficients of some common
conductor combinations

Conductor combination Thermoelectric coefficient
voltage per °C ref.

cold junction at 0°C

Copper/nickel +22.4 µV
Copper/gold +200 µV
Copper/silver –200 µV
Copper/lead –3.2 µV
Copper/tin –3.4 µV
Copper/brass –1.6 µV
Chromel/alumel 40 µV

This last combination is used for temperature measurements.

Capacitive Effects

The electrons which carry the electric current are also
responsible for electrostatic phenomena. You’ll recall that
the quantity of charge carried by each electron, or by a
hole, is 1.6 10–19 coulomb. The study of electrostatics gives
us analytical access to capacitance and electrostatic screen-
ing. From an electrostatic viewpoint the surface of a con-
ductor has to be an equipotential surface and the whole of
its interior will thus be at the same potential. The static
charge on a conductor resides entirely on its outer surface.
Capacitance is the ratio of electrical charge to voltage. The
simplest form of a capacitor takes the form of two parallel
plates of area A and uniform separation d, Fig. 21.4:

C = e
0
kA/d farads

where A is the area of plates in m2

d is their separation in metres
k is the dielectric constant for the 

material separating the plates (no units)
e

0
is the primary electric constant also 
known as the permittivity of free space, 
equal to 8.854 × 10–12, the units being 
farads per metre, F/m

Two further arrangements of conductors are of interest.
The first is the arrangement known as the coaxial cable,
Fig. 21.5:

C = e
0
2πk /(ln(b/a))

where b is the inner radius of the outer
conductor in metres

a is the radius of the inner conductor also in
metres

k is the dielectric constant of the insulating
material between inner and outer
conductors (no units)

Figure 21.4 The general arrangement for a plate capacitor
where the separation between two parallel plates is d, the area
is A and the voltage applied to the plates is v.

Figure 21.5 The general arrangement for a coaxial cable
type of capacitor. The inner wire or conductor has a radius of a
and the inner radius of the other conductor is b. The
medium between the inner and outer conductors will have
a permittivity of k.

The simple coaxial cable introduces the use of the outer
conductor as a screen. This screen will be effective in
removing the effects of unwanted electrostatic fields
though not necessarily effective at screening all electro-
magnetic phenomena.

The second arrangement is the capacitance between
two parallel wires, Fig. 21.6:

C = e
0
πk /(ln(d/a))

where d is the separation between two conductors
a is the radius of each conductor in metres

The effect of the material between the conductors of a
capacitance is to increase the charge which may be held
on the conductors. The conventional model for this
behaviour considers that the insulating material is put
under an electrical strain by the field between the con-
ductors. Insulators used in this way may not behave
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linearly with either the magnitude or with frequency of
the applied voltage. In addition the phenomena of
dielectric loss and dielectric storage or absorption occur.
Dielectric loss can show a complex relationship with
operating frequency and this is due to the work carried out
on changing the direction of electric stress in the insulator.

Figure 21.6 The general arrangement for analysing the 
capacitance between two wires. The wires have a radius of a
and are separated by d. The medium between the wires will
have a permittivity of k.

Different dielectric materials behave differently with
mica and PTFE having a low loss and materials used in
electrolytic capacitors showing a higher loss. This loss is
referred to as the power factor (tan δ) of the material at a
given operating frequency. From an electronic point of
view dielectric absorption can be modelled as a low level
of electrical charge which is returned to the attached
electrical circuit after the initial charge has been
removed. Equivalent circuits of practical capacitors in
which these deviations from the ideal capacitor can be
reflected can be devised and they are of great practical
use to the circuit designer. The relevance to audio inter-
connections lies mostly in the fact that conductors are
kept apart from each other by insulators which will have
significant dielectric constants and, potentially, dielectric
loss. The performance of some common materials and
the frequency at which they were measured are listed in
Table 21.3.

Table 21.3 Dielectric constants and loss angles for some
common insulating materials

Material κ at frequency tan δ

Porcelain 7 1 MHz 70 × 10–4

Quartz 3.8 100 MHz 2 × 10–4

Mica 7 100 MHz 2 × 10–4

Perspex 2.6 1 MHz 160 × 10–4

PTFE 2.12 3 GHz 2 × 10–4

Polythene 2.3 1 MHz 2 × 10–4

PVC 4 1 MHz 600 × 10–4

Silicone rubber 8.5 1 MHz 10 × 10–4

It would be useful to estimate the effect of such losses on
conventional audio cabling. The effect of the losses can
be modelled by considering the nominally ideal capaci-
tance as paralleled by a suitably valued resistance.
Assume that the cable has a PVC covering and a nominal

capacitance of around 80 pF per metre, then at 20 kHz
the effect of the dielectric loss is equivalent to driving a
1.65 GΩ resistor. This is the kind of loss which can be
neglected readily in audio interconnections. However,
where long lengths of cables are used for carrying digital
audio signals, with their much higher bandwidth, the
effect may start to be significant. One of the available
cures is obviously to use a lower loss dielectric such as
polythene.

It will be useful to recall that triboelectric effects can
arise when conductors and insulators move relative to
each other. The movement causes electrons in the insu-
lator to be stripped from their position in the insulator
and they will be able to join the pool of electrons which
exist in the contacting conductor or, alternatively, they
can be left behind in another insulator. In general the
insulating materials involved have a high resistance and
the currents caused by this effect can never be high.
However the effect can be the cause of problems in cir-
cuits where the impedances are high (typically greater
than 1 MΩ) and the use of special ‘low-noise’ cables are
to be recommended. It might be thought that the cables
usually used in interconnections would thus give rise to a
form of audible distortion as a consequence of being
inevitably placed in an audio sound field. However the
magnitude of this effect is exceedingly small and even
high sound pressure levels in the vicinity of a large
amount of cable are unlikely to produce a triboelectric
current greater that –180 dB of the current required to
make the high sound pressures in the first place.

Magnetic Effects

We now need to bring to mind some of the magnetic con-
sequences of current flow. The passage of a current pro-
duces a magnetic field and a magnetic field predicates the
existence of a moving charge (philosophers may argue
about the best way of stating this and we might be wise to
permit them this liberty). In the coarse world of elec-
tronic components this consideration gives rise to the
bulk visible effects of a magnetic field and the definition
of inductance. The alternative viewpoint recognises that,
together, the electric and magnetic fields constitute an
electromagnetic wave. This second approach leads to the
concept of the transmission line, a topic which is often
not understood properly in audio applications.

For a long thin wire the magnetic field at a distance r
from the wire is given by:

B = n
0
I/(2π r)

where B is the resulting flux in webers/m2 (called tesla)
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n
0

is the primary magnetic constant also 
known as the permeability of free space, 
equal to 1.257 × 10–6 in units of Henry per 
metre, H/m and

I is the current in ampheres

The magnitude of this field or flux is dependent on the
organisation of the wiring such that, for example, the
field in a closely wound toroidal coil with N turns will be:

B = n
0
NI/(2π r)

where N is the number of turns on the ring and
r is the mean radius of the ring

An important feature of such a ring is that, provided that
the windings are closely spaced and even, the external
field is very low. The field within the coil is much
increased when the coil is wound around a magnetic
material such as a ferrite or iron core and it is increased
by the factor µ, the permeability of the core material.
Magnetic core materials do not exhibit linearity over a
wide range of operating fluxes and the effective value of
µ for a given material depends on the flux level at which
it is being operated (Fig. 21.7). Additionally all magnetic
materials exhibit hysteresis and thus energy loss when
they are subjected to alternating magnetic fields.

Materials whose relative permeability is essentially
unity include the common highly conductive materials
such as aluminium, copper and silver as well as the eutec-
tic alloys employed in soldering. Common materials
whose permeability is much greater than unity are based
on iron and nickel. Mumetal has an initial permeability
in the region of 20000 and is a mixture containing
76 per cent nickel, 17 per cent iron, 5 per cent copper and
2 per cent chromium. The steels used for transformer

laminations have lower initial permeabilities (9000) but
can withstand much higher flux levels and are based on a
mixture of iron and between 4 per cent to 5 per cent of sil-
icon. Thus mumetal, with its high initial permeability, is
the preferred material for making magnetic screens for
such items as small signal transformers.

The inductance of these simple arrangements is of
interest since we can take the idea of the magnetic field or
flux and recognise that it can be coupled into a second
separate circuit and this is the basis of operation of trans-
formers.

For a single conducting wire (we assume that the
return current path is carried by another wire which is
very much further away than the diameter of the wire)
the internal self-inductance is 0.05 mH per metre of con-
ductor and it is independent of the diameter of the con-
ductor. More usually the return current is carried by a
similarly sized conductor which runs close typically
within five times the conductor diameter. Under this
condition the self-inductance of the circuit is (Fig. 21.8):

L = n
0
/π(1n (b/a) + 0.25)

where L is the inductance in henries per metre
a is the radius, in metres, of the conductors and
b is their separation also in metres

Figure 21.8 Diagram showing the arrangement for analysing
the magnetic field between two parallel wires of radius a and
distance between centres of b.
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This relationship is derived without consideration of the
effect of the flux at higher operating frequencies within
the individual conductors but it will be valid for low fre-
quencies and it does depend a little on the conductor
shape. For example, the self-inductance of a parallel
arrangement of strip conductors width 2a and separation
2b (in metres as ever) is given approximately by:

L
self

= n
0
/2π(ln (b/a) + 1.5) Henry per metre

This is made a little more complicated when AC currents
are involved because the magnetic flux which is created
by the current will set up eddy currents in the conductive
core of the cable. These eddy currents constrain the cur-
rent to be restricted increasingly to the outer surface
layers, or skin, of the conductor as the frequency is raised.
Thus at high frequencies the resistance of a conductor will
rise. We define the skin depth as that depth where the
magnitude of the flux density has fallen to a fraction:

√2/e = 0.52026

(where e is the base of natural logarithms) and is equal to
2.71828 of its value at the surface or at ZF.

This depth is given by:

d = √ ρ

µ
0
µ

rel
ω

where d is the skin depth in metres
ρ is the specific resistivity of the conductor
µ

0
is the primary magnetic constant 1.257 × 10–6

µ
rel

is the relative magnetic permeability of the 
conductor

ω is the angular frequency (ω = 2πf)

As an example this penetration depth is 6.6 mm for cop-
per and 0.5 mm for iron at 50 Hz. The reader may recog-
nise these dimensions as comparable to those used for
copper bus bars in high current installations and for the
thickness of laminations used in mains transformers and
motors. In the case of wires which are essentially of cir-
cular cross-section we can define the net resistance at fre-
quencies which are high enough such that the resistance
performance is dominated by the skin effect as:

R = R
0
/a/((2√2) d)

where R
0

is the resistance of the sample at ZF
a is the radius of the wire and
d is the skin depth or flux penetration 

depth given above

Figure 21.9 shows how this relationship gives an accept-
ably accurate result when the ratio of a/d exceeds 3. Below
this ratio the resistance of the wire is within 20 per cent

of its value at ZF. There are many circumstances where it
is desirable to reduce the skin effect and this requires
increasing the surface area available for conduction for a
given amount of conductor. This can be achieved by
using a larger diameter conductor recognising, ulti-
mately, that the best form for this conductor will be hol-
low. The other common approach requires making up a
bundle of very fine wires each of which are individually
insulated and this is the basis for a wire known as Litz
wire. A thin walled (walls of 0.13 mm) copper tube of
8 mm diameter will have the same area as the 2 mm diam-
eter wire considered so far and it would have the same
resistance at ZF but would spread the skin effect resist-
ance over four times the surface area whilst the same per-
formance would be obtained with Litz wire comprised of
16 individual cores each of 0.25 mm radius. Either
approach is sometimes used in radio frequency (RF) cir-
cuit design but its application to baseband audio is
arguably specious. Eddy current effects and the resulting
skin effect resistance also occur within the pole systems
of conventional loudspeakers and can be taken into con-
sideration in exceptional driver designs.

Figure 21.9 The relationship between skin effect depth and
the wire diameter where a/d is the ratio of wire diameter to
skin depth and the ratio R/R

0
is the resulting ratio of resistance

at ZF to overall resistance at the frequency being considered.
The derivation of this curve is quite a complex matter.

The total current lags the surface current by 45°, so
that an expression for the internal self-inductance of a
wire can be derived as:

L
i

= ρ/ 2√2πadω

in which d is proportional to the root of angular fre-
quency, so that L

i
tends to zero as the frequency is raised

(and the skin that carries the current becomes thinner).
Because of this, at high frequencies the reactance of the
internal self-inductance approaches the AC value of
resistance, and this value is independent of the material,
making properties such as oxygen content, zinc content,
boron doping et al. totally irrelevant.
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Another aspect that can be ignored is the proximity
effect, caused when the magnetic field of one wire affects
the distribution of current in a nearby wire. Analysing
this and estimating for 2.53 mm2 copper wires at 20 kHz,
separated by 10 mm gives a ratio of AC to DC resistance
of 1.0086, so that the effect is of little significance in loud-
speaker leads. The proximity effect is, however, signifi-
cant in wound components such as transformers.

Characteristic Impedance

The electrical audio interconnection can be analysed
either in terms of its lumped components or in terms of
its behaviour as a transmission line. The lumped com-
ponents approach uses the values of the cable’s series
resistance, inductance and shunt capacitance which have
been given so far, groups them together to model the
cable and, further, makes the assumption that the length
of cable involved in carrying the signal is very much
shorter than the wavelength of any signal being handled
by the cable. This will be a very valid assumption in most
installations since, for a sinewave of 20 kHz, a wave-
length of the order of 15 km can be expected. An advan-
tage of looking at the cable as a transmission line, where
this is appropriate, is that the final calculations are sim-
pler since the model can incorporate of the effect of field
losses. The lumped component model offers the advan-
tage that it is easier to appreciate the individual physical
mechanisms which give rise to the losses, though evalu-
ating it at any arbitrary frequency becomes a chore.

We can calculate the characteristic impedance of a
cable, Z

ch
, from its lumped component values:

Z
ch

= √(L
self

/C
self

)

where L
self

is the cable’s self-inductance per metre
C

self
is the cable’s self-capacitance per metre

and its companion, the velocity of propagation (or the
rate at which an electromagnetic disturbance travels)
down the interconnect cable:

V
ch

= 1/√(L
self

×C
self

)

In both cases, we will assume that, at high frequencies,
the reactance of the self-inductance dominates the re-
sistance component and that there is negligible shunt
resistive loss in the cable. Thus there is an additional rea-
son in not treating the loudspeaker cabling as a transmis-
sion line since, in general, the characteristic impedance
of typical interconnects is usually at least one order of
magnitude greater than the impedance offered by the com-
bination of the loudspeaker, crossover and air-loading
system. As a consequence for all practical purposes

loudspeaker cable will appear as an inductance in series
with the loudspeaker system.

For operators of systems where the audio interconnect
length is indeed long then there are real reasons for con-
sidering the transmission line approach to intercon-
necting. The operators of telephone systems have long
known this and the approach involved has thus been his-
torically linked firstly to broadcasting installations and
thence the professional audio users where the phrase
‘600 Ω line’ is encountered. However the 600 ohm line
philosophy is not a panacea and, for many environments,
it is an operational state worth avoiding.

Whilst baseband audio signals are still so common it is
easy to forget the existence of both audio in a digital form
and of digital control signals in complex systems such as
mixing desks. Digitised audio signals occupy a band up to
3 MHz for a single AES/EBU channel. It is thus quite
appropriate that the sending, receiving and transmission
impedances have been well defined for both the domes-
tic (IEC958) and the professional (AES-3-1992) stand-
ards. For domestic installations a 75 Ω system is defined
whilst a 110 Ω system is used for professional systems.
For the most reliable results connections should be made
to input and output connectors using the proper connect-
or style and a cable of the correct impedance. An ex-
ample of a problem which can arise in audio equipment
intended for domestic use is the apparent failure of a
digital audio interlink. This may be blamed on the cable
for the mythical reason that it does not sound ‘musical’.
A more honest appraisal of the situation may reveal that
there was significant distortion of the digital waveform
taking place due to the reflections of the digital signal at
various impedance mismatches. A companion example
can occur in professional audio mixing desks where the
need to control upwards of 100 channels of analogue pro-
cessing exists. In this particular application eighty faders
had been unevenly distributed along a serial digital con-
trol bus some 30 m in length. Although standard ribbon
multiway cable has a characteristic impedance of
approximately 110 Ω, and could be correctly terminated
thus giving a fair waveform, the failure to recognise the
individual reflected contributions from each of the faders
meant that the passage of data was not reliable.

In fact, the need to consider wire and cable connec-
tions crops up surprisingly often. If you are analysing sys-
tem performance in the frequency domain, consider
using the transmission line approach when the length of
the circuit represents around a fifteenth of the wave-
length of the highest significant frequency. The alterna-
tive analytical approach, working in the time domain,
suggests that if the time required for the signal to travel
the length of the conductor is more than an eighth of the
signal rise time you should also consider the system as
better described by transmission line theory. In addition
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to these simple rules consider those below which may
help you to decide which approach to use for borderline
cases. Bear in mind that different logic families switch at
different speeds.

If R
s
>Z

ch
: consider the cable’s capacitance from the

driver’s point of view.

If R
1
<Z

ch
: consider the cable’s inductance from the

load’s point of view

where R
s
is the source or driver resistance

R
1
is the load or sink resistance

For the sake of consistency, however, the 1 m length of
2 mm diameter copper wire which we have considered so
far can be revalued. Consider two such lengths, a send
and return current path, with their centres placed 6 mm
apart, each covered with a PVC insulation and evaluated
at 10 kHz.

wire diameter 2 mm
copper resistivity 1.7 × 10–8 Ωm–3

vinyl coating dielectric constant 5
conductor square area 3.14 mm2

resistance of 1 m at ZF 10.8 mΩ
self-inductance 439 nH
skin depth 0.463 mm
approx overall resistance at 10 kHz 13.04 mΩ
capacitance 126 pF
Z

ch
58.9 Ω

V
ch

1.3 × 108 ms–1

It is worth noting that the existence of a very thin coating
(approximately 0.05 mm) of tinning or solder over the
wire does not materially affect the resistance nor does
become significantly involved in the skin effect. The
velocity of light in free space is around 3 × 108 ms–1.

We have revised the background concerning the
essential processes of conduction, electrostatic charges
and the magnetic effects of current as they may affect the
topic of interconnections. Before we can tackle some of
the problem areas for audio signals we will need to recall
some simple alternating current (AC) background.

Reactive Components

There are three linear passive electrical components
with which we will be concerned and these are the resis-
tor, the capacitor and the inductor. At low frequencies,
for example 100 Hz, most components can be treated as
ideal and we can represent them on circuit diagrams by
the conventional simple symbols. Thus a resistor will
have a behaviour which can be considered independent

of frequency whilst the capacitor and inductor will both
exhibit a reactance:

X
c

= 1/(2πfC) X
1

= 2πfL

where C is the value of the capacitance in farads
L is the value of the inductance in henrys and
X

c
and X

1
will have the units of Ω

f is the frequency in Hz

Non-ideal behaviour of resistive and capacitive compon-
ents employed in the input and output stages of audio
equipment is unlikely to be a cause of concern. To a first
approximation typical 0.25 watt resistors may be simply
modelled, Fig. 21.10, and capacitors can be modelled
similarly, Fig. 21.11. Within the design of audio equip-
ments it may be necessary to recognise these non-ideal
behaviours and this may be particularly so for capacitors
used in sample and hold amplifiers. The effect of dielec-
tric absorption in the large values of capacitor used
within conventional passive crossover networks can simi-
larly be neglected within the band of audio signal fre-
quencies. This can be appreciated through considering a
more developed model for such types of capacitor in
which the model of Fig. 21.11 is shunted by a series resis-
tor and capacitor network. The values of these series
components will depend on the materials used to form
the capacitor but for polyester the series resistor will typ-
ically be more than 10 MΩ and the series capacitance
value about 1/30 of the main value. For a capacitor with a
nominal value of 10 µF this gives a time constant of 50
minutes, a value which may be safely considered irrele-
vant for audio purposes. In passing we may note that
over-enthusiastic application of voltage may cause dam-
age to resistors (primarily through over-heating) and to
capacitors (by causing breakdown of the dielectric) and
that before these effects produce some observable catas-
trophe the individual components will usually have
ceased to perform linearly. We can thus appreciate that
the simpler functions carried out by short lengths of
cables are not going to be the cause of significant audible
defect.

Combinations of R and the reactive components, L
and C, will in general show a resistance which depends on
frequency. This is given the name of impedance and the
use of the term serves to remind us that the impedance is
accompanied by a phase difference. We do not intend to
cover the aspect of phase in this text but the reader might
note that the small amounts of phase shift (less than 45°)
associated with the small amplitude errors (typically up
to 3 dB) which we have noted in this discussion have not
been shown to have a directly audible consequence. Far
greater amplitude and phase errors (more than 720°) can
result from limitations in loudspeaker driver and
crossover design and implementation. Where these
errors occur in the mid-frequency band for audio signals,
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Figure 21.10 A model of a real resistor. The idealised resistor has no associated parasitic components. In this model the resistor is
considered as being paralleled by a 0.3 pF capacitor and has approximately 7 nH of lead inductance. Real resistors are also subject
to a very small extent to the effect of applied voltage but extremely sensitive equipment is needed to measure the resulting
harmonic distortion components since these are often 140 dB lower than the fundamental.

Figure 21.11 A model of a real capacitor showing the first-order imperfections. In this case the main imperfections can be
modelled as a series resistance of approximately 75 m Ω and a lead inductance of 7 nH. Note that one effect of the inductance and
capacitance is a series resonance. For very high values of capacitance this can fall in the audio bandwidth but this can only
occur when the impedance presented by the capacitor is at an exceedingly low value. Certain types of capacitor, notably ceramic
capacitors using high permittivity dielectrics can have their capacitance modified by the applied voltage and for this reason their
use in the audio signal path is often avoided in quality audio designs.
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around 4 kHz, they may produce an audible artefact for
some listeners. Thus, while the amplitude errors associ-
ated with poor interconnections may give rise to some
audible defect the accompanying phase changes are of
no great significance.

The input impedances of audio equipment can usually
be modelled simply as an input resistance with a small
value of stray (or sometimes intentional) capacitance in
parallel whilst the output impedances are often resistive
accompanied by a small amount of series inductance.
Hardly any audio transducers are intrinsically entirely
resistive (the use of resistive strain gauges as a vibration
pick-up would be an example of one). Considerable skill
is exercised by some transducer system designers in
order to arrange for almost purely resistive impedance
over most of the audio band and this is exhibited by many
microphones and loudspeaker systems. Capacitive audio
transducers do exist and examples include piezo pick-ups
for musical instruments, capacitor microphones, piezo
pick-up cartridges and a variety of positional and
motional sensors.

For the purposes of interconnections the deviations
from the ideal in individual resistive and capacitive com-
ponents encountered at the input and output of equip-
ments can be neglected since they are very small. The
behaviour of inductors is slightly different because it is
far from easy to design inductors which can be reliably
modelled purely as simple inductors. Inductive signal
sources include guitar pick-ups, dynamic microphones
and vinyl record pick cartridges and the end target of
audio power amplification is almost certainly the moving
coil loudspeaker and its attendant crossover network. In
addition connections between equipments used in pro-
fessional environments are often accomplished using
transformers for both input and output.

At its simplest an inductor has to be modelled as an
ideal inductor associated with the series resistance of its
windings and with an internal shunt capacitance which is
very much a function of the individual construction
(Table 21.4).

Table 21.4 Characteristics of some common audio signal sources

Type of inductance Typical values for
L C R

Moving iron pick-up 600 mH 10 nF 1 kΩ
Moving coil pick-up 1 mH 200 pF 6 kΩ
Guitar pick-up 7 H 5 nF 10 kΩ
Mic transformer 1:7 ratio 1 H 1 nF 1 kΩ
Line input transformer 5 H 1 nF 1 kΩ
Line output transformer 500 mH 1 nF 75 Ω
Loudspeaker voice coil 500 mH 100 pF 8 Ω
Loudspeaker crossover coil 20 mH 300 pF 0.5 Ω

This arrangement of L, C and R will have a self-
resonant frequency and an accompanying Q-factor
which indicates the degree to which the arrangement is
resonant. It will become clear that in certain cases poor
interconnection practice may be justifiably understood
to give rise to some auditive defect and that this will be
largely due to a failure to take into consideration the rel-
ative nature of the source of the signal and its destination
or load. In addition it might be due to the inappropriate
use of connectors and the quality of the connection.

Interconnection Technologies

The problems of interconnections for audio purposes
and the effects that should be considered can be broken
down into three areas. In the first we will consider the
connection of an input transducer to the first item of
equipment, in the second group we will consider the
interconnection of signal handling equipments and, in
the third, we will consider the connection to the output
transducer. The correct use of interconnection technol-
ogy is as important within equipments for entirely similar
reasons.

In the first we will be concerned with handling signals
whose amplitude will range from around –120 dBu up to
around 0 dBu. The term dBu is used to indicate a dB ratio
with respect to 0.7745 V. Typical signal sources will
include microphones, moving coil pickup systems and
musical instrument pick-ups of various designs. Typical
source impedances range from 30 Ω mostly resistive for
ribbon microphone types, to inductive sources such as
guitar pick-ups and conventional vinyl disc cartridges
and, finally, to almost pure capacitive sources, which can
be found in musical instrument transducers. It is fair to
say the designers of microphone systems have, by incorp-
orating appropriate electrical and acoustical loading of
the raw transducer, arranged to provide for a largely
resistive source. Designers of capacitor microphones,
whether of the pre-polarised kind found in tie clip styles
or of the bulkier studio microphone which requires an
external polarising voltage, have nearly always incorp-
orated a very high input impedance buffer amplifier very
close to the diaphragm and thus can engineer a substan-
tially resistive output impedance.

The second group will consider the transport of signals
which lie in the region of –20 dBu to +20 dBu. Typically
these signal sources will come from essentially resistive
sources and will terminate in essentially resistive sinks
but the power level will still be low and the maximum
power involved is typically 10 mW. Note that it is com-
mon, particularly in professional systems, to operate
with signals using balanced connections and that this is
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often achieved by using transformers whose non-ideal
behaviour needs to be taken into account.

The final group is concerned with the transport of
power and, in keeping a broad outlook, this group should
include the range from the connection of mains power,
the connection of power supplies and the connection of
loudspeaker systems to power amplifiers. Power levels
up to 5 kW can be involved and the small amount of the
losses which associated with cables may become signifi-
cant. With this wide range of signal and power levels to
be handled it will not be surprising to note that there is a
wide range of connector styles in current use. There is
thus also a companion selection of cables which can be
used with such connectors.

A simple classification of cables available to the audio
engineer would cover unscreened, screened and power
cable types. There is a very large range of such cables
readily available and, in addition, manufacturers are usu-
ally able to make up specially designed cables in surpris-
ingly short lengths.

Unscreened cables

The insulation materials most commonly used are based
on one of the many PVC formulations. Higher tempera-
ture working is offered by plastics such as silicone rub-
ber, kaptan and PTFE all at a much higher cost than
PVC. Recent standards of fire safety are requiring the
use of low smoke and fume (LSF) insulations especially
where such cabling carries voice evacuation signals.
Almost universally the conductor used will be copper in
one form or another. Stranded copper is much easier to
handle than is solid core copper of the same cross sec-
tional area. Single copper cores larger than about 0.4 mm
diameter also tend to be very intolerant to repeated flex-
ing. Even a single sharp bend may create sufficient dam-
age to restrict the current flow at the point of the bend.

Wire diameters are almost universally used in parts of
the world where the metric system is in full use. In the
USA wires are still reckoned by Standard American
Wire Gage (AWG) which is similar to the old Imperial
Standard Wire Gauge (SWG). It is usual to refer to wires
by the number of strands and the diameter of each strand
(see Table 21.5). In electrical installation work reference
is usually made to the conductive cross-sectional area in
mm2. For electronic equipment practice it is usual for
each strand to have been given a very thin coating of sol-
der, a finish known as tinning. This coating has no signifi-
cant effect on the electrical performance but it does
make it possible for the wire to be readily soldered and it
also protects, to a limited degree, the surface of the
copper core from being attacked by atmospherically
borne acids. Other variants on tinning include plating by

precious metals such as silver. This, as we have disclosed
above, will have negligible effect on the conductivity at
audio frequencies but it adds considerably to the cost.
Braided forms of cabling are available and are usually
used where some flexibility is required and high currents
need to carried. They can often be found as part of the
earth bonding system in equipment racks.

Note that the total circuit resistance must allow for the
return path. The indicated maximum current rating
assumes a single layer of insulation and it can be achieved
when the cable has free access to the ambient air.

Table 21.5 Unit circuit resistance and current rating of some
common wire sizes

Stranded Area Resistance Current rating Approx. size

wire size mm2 mΩ/m amps SWG AWG

7/0.12 0.08 230 1.0 30 28
16/0.2 0.5 38 4.0 22 20
24/0.2 0.75 25 6.0 20 18
32/0.2 1.0 19 10.0 18 16
48/0.2 1.5 12 16.0 17 15
64/0.2 2.0 9.5 20.0 16 14
78/0.2 2.5 7.6 25.0 14 12
192/0.2 6.0 3.1 48.0 11 9
256/0.2 8.0 2.3 80.0 10 8
†24*12/0.2 9.3 2.0 90.0
196/0.4 25.0 0.76 130.0

† braided cable

Single unscreened wires are used to make connections
with mains, power supplies and power transducers. Note
that the send and return wires should be kept as close as
possible in order to avoid being sensitive to, or give rise
to, electromagnetic compatibility (EMC) problems. The
larger the separation between the cables the larger the
inductance. It is often advantageous to twist wire pairs
together.

Multicore unscreened wires are found in a variety of
guises and they can be used where signals are not much
affected by, nor give rise to, an EMC problem. Examples
include power cables and, very commonly, multicores
used in telephone systems. Ribbon cables are often used
within equipments and for digital interconnections. Note
that EMC considerations may force the use of screened
ribbon cables external to equipment. Unscreened aerial
feeder is usually arranged to have a characteristic imped-
ance of 300 ohms and although versions intended for
audio loudspeaker cable look similar they can be manu-
factured to have a characteristic impedance of around
8 ohms.
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Screened cables

Of the screened types of cable the most common form of
screening uses a single layer of copper wire braid. The
screening offered is usually more than adequate for most
audio purposes. Two other ways of forming the screen-
ing can be met commonly. In the first the screening braid
covers a thin layer of highly conductive plastic. This con-
struction is often used in cables which need to show a low
amount of triboelectric behaviour. The second replaces
the braid by an aluminium foil wrapper which is usually
accompanied by a ‘drain’ wire which should be used to
assist connection. This format can offer improved
screening since the electrical cover is clearly more com-
plete. Where the impedance performance is required to
be very consistent a double braided screen cable may be
used but its use is, in general restricted to video circuits.
Note that where precision coaxial cables are required
that the performance can be prejudiced if the cable is
kinked or bent through too tight a radius. This is because
this mechanical deformation causes a local change in the
characteristic impedance which may lead to distortion of
high frequency pulse shapes.

For most modern cable types the outer insulation will
usually be one of the PVC family. However greater flex-
ibility over a wider temperature range is offered by sil-
icone rubbers. Single core screened cable is available in a
wide range of designs. In order to determine the correct
selection you’ll need to consider a list of characteristics
which include the screening performance, the character-
istic impedance, the mechanical strength, environmental
limitations such as oil, water, radiation, dust and tempera-
ture. The insulation between the inner core and the outer
braided sheath depends on the signals the cable is
designed to carry. Most commonly this will be simply a
PVC insulation similar to that used in conventional sin-
gle unscreened cables. For applications where the centre
conductor must be accurately held at the centre of the
braided tube and the characteristic impedance must be
uniform along the conductor length a core of polythene
or teflon is used. The control of impedance is important
for the digital audio signals since a cable with a uniform
characteristic is much less likely to suffer from intersym-
bol interference.

Cables in this group of single core screened cables will
be commonly used in interconnecting domestic audio
systems where the cost of operating a properly balanced
port is not justified.

Twin core screened cable is a very important category
since low level signals are very commonly handled using
balanced inputs and outputs in professional audio sys-
tems. Although mineral insulated cable (MICC) was not
intended for audio work it is sometimes required. Since
copper has a melting point around 1083° C such cables

can find use in installations where robustness in the face
of fire is required. Typical examples include installations
of voice evacuation systems where the sound and sig-
nalling system integrity requirements are set by BS6527
and BS7443.

It seems obvious that any installation of a cable system
should be planned and that a consistent cable marking
philosophy should be a part of the installation. There is a
wide selection of cable marking and numbering systems
available currently and, although their use during an
original installation may seem a great way of absorbing
time, this time is more than readily saved on the first
occasion when the cabling must be modified. The wise
engineer learns to make sure that the wiring schedules,
charts and diagrams are kept in step with any modifica-
tion.

For external installations a suitable alternative may be
the use of steel reinforced cables. The outer steel braid is,
however, not intended to be used primarily as a coaxial
shield. Multicore screened cables come in a variety of
forms from multiple single conductors and twisted pairs
with an overall braided screen to complex mixtures of
screened twin pairs, single conductors and multiple co-
axial cables intended for RF or video signals such as
might be used in a SCART connector.

The usage of cables

There are two ways in which an audio or video signal can
be carried by a cable. It can either be single-ended (also
known as unbalanced) or it can be balanced. A single-
ended signal can be carried by a simple coax or single
screened type of cable whilst the balanced signal requires
twin conductors which are usually within an overall
screen. The simpler scheme is most commonly used in
domestic audio and semi-professional equipments. It
becomes important to ensure a uniform earthing policy
with such equipment. Balanced circuitry is more expen-
sive to implement. In its simplest form it requires the use
of transformers with their attendant limitations. More
commonly transformerless electronic balanced circuitry
has been implemented. The advantage of using trans-
formers is that there can be complete electrical isolation
between the sending and receiving equipments. Elec-
tronic balancing loses this advantage but substitutes
lighter weight and potentially greater signal performance.

The use of the term ‘balanced lines’ should not be con-
fused with the term ‘600 ohm line’. The concept of the
characteristic impedance of a cable pair has been intro-
duced above. The main point about using a cable over a
sufficiently long distance such that its characteristic
impedance dominates the performance is that the cable
will always appear resistive irrespective of the length of
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cable used provided that it is correctly terminated. In
addition the arrangement provides for the maximum
transfer of power. For historical reasons the impedance
which has been targeted is 600 Ω and you may recall that
1 mW developed in a 600 Ω load requires 0.7745 V rms.
Thus this voltage has become fixed as the reference of
the dBm (used when the sending and receiving imped-
ances are 600 Ω) or as the reference for dBu (used when-
ever voltages are measured in audio systems without
reference to 600 Ω).

These days you will find 600 Ω working being used in
large broadcast studios, for example, where the lengths
of cable between source and destination may be both
long and variable. In smaller installations and systems
the practice of sending balanced signals from a low
impedance (between 30 Ω and 100 Ω) and receiving the
signal at high impedance (typically between 10 kΩ and
100 kΩ) is far more common. The disadvantage of 600 Ω
working is that the signal undergoes a minimum attenu-
ation of 6 dB and this loss must be made up at the receiv-
ing end with all of the consequent problems such as
noise. Note that the lines provided by the telephone com-
panies are seldom 600 Ω and are around 140 Ω and this
requires the use of matching transformers. In particu-
larly noisy environments you will come across ‘quad’
cable. This is a cable which has two sets of twin cores
within a screen jacket and the arrangement offers an
improved rejection of interference over that obtainable
with the more common twin screened cable.

For digital audio (and video) signals it is important to
use cables and terminating impedances which are precise
and well behaved over the signal spectrum since this
avoids undue frequency sensitive losses and waveform
distortion due to non-linear phase performance. Digital
audio signals have a bandwidth with fundamental com-
ponents up to 2.4 MHz, some 100 times that of the audio
baseband signal.

We have shown above that the common cable con-
structions are ineluctably associated with capacitance
and inductance. The significance of these associations
depends much on the length of cable and the nature of
the sending or receiving impedance. Since the combin-
ations of cable and system impedance can be so varied a

few examples will help to highlight some typical problem
areas. A classic problem is the connection of a moving
coil pick-up cartridge to a preamplifier, Fig. 21.12. The
cartridge has an essentially inductive output whilst the
usual coaxial cable has a significant capacitance. Thus
the two will resonate at a frequency usually just beyond
the top end of the audible bandwidth.

Most domestic equipment output impedances lie in
the range of 100 Ω to 2 kΩ, Fig. 21.13. At the higher
impedance a 1 metre length of interconnecting cable
with a net capacitance of, say, 300 pF would cause the
audio signal to be rolled off by 3 dB by 265 kHz. Conven-
tional wisdom concerning the acuity of human hearing
indicates that this error will not produce any audible arti-
fact. Although this error may be small the wise audio sys-
tem designer will note that there may be many such
places where the audio bandwidth is being limited and
will usually take steps to ensure that the sum of all of this
kind of error will not exceed the sensitivity of trained
ears. It would also be prudent to keep the lengths of
interconnection as short as is needed. For example, a 20
metre length of the same cable in the same application
will produce a response which is 3 dB down at 13 kHz and
this is very likely to be audible.

Similarly the cable which connects an amplifier to a
loudspeaker system can be selected by bearing in mind
the maximum amount of power which can be lost in the
cable. The power can be lost in the basic resistance of the
wire used or in the interaction between the cable’s induc-
tance and capacitance and the reactance of the loud-
speaker load. This topic deserves closer attention since a
number of manufacturers have made some fairly outra-
geous claims for various specially devised cables. Most of
these claims can be considered as pure fairy tale sur-
rounded by plausibly used technical jargon. Much of the
text above can be used by the astute reader to reveal the
underlying fallacy of these claims.

Loudspeaker cables

The key parameters which describe a loudspeaker, or
indeed any power cable, are its series resistance, series
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Figure 21.12 The simplified arrangement of a moving coil cartridge, the cable and the preamplifier. The cartridge has an induc-
tance of L

p
and an associated winding capacitance of C

p
and it feeds a signal to the preamplifier and its own associated stray input

capacitance C
input

via the cable which has a self capacitance of C
cable

.
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inductance and shunt capacitance and shunt conduc-
tance. The lengths of cable normally encountered are of
the order of one thousandth of a wavelength even at
20 kHz thus a treatment of a loudspeaker cable on the
basis of transmission line theory is essentially an academic
exercise. Such a treatment will consider the characteris-
tic impedance, the need for termination and matching,
the effects of reflections and frequency dispersion. A
cable of 10 m is approximately one wavelength long at
30 MHz and it will be at this frequency that the effects of
poor termination would be manifest as reflections. Com-
monly, well behaved audio amplifiers do not perform at
this high frequency and, indeed, there are thus good rea-
sons why an audio power amplifier should have its high
frequency response well controlled by 50 kHz. Audio
power amplifiers are arranged to have as low an output
impedance as practicable and the input impedance of a
loudspeaker system is both varying and complex over the
audio frequency band. Thus neither end of a loud-
speaker cable will be matched to the characteristic
impedance of the cable and one must conclude that, for
cables of reasonable length, there are no transmission
line effects of any audible consequence.

The matter of frequency dispersion arises since the
series inductance of the cable is too small compared to the
resistance of the cable. In telecommunications where very
long distances are involved this is remedied by adding
loading coils to long lines. The magnitude of this disper-
sion for a typical loudspeaker cable is minute however
and amounts, typically, to around 20 ns per metre at
10 kHz. In principle this can be adjusted for acoustically
by moving the tweeter 17 µm further from the listener and
it should be immediately clear that this is not worth doing.

It is more fruitful to model the loudspeaker cable as

lumped components. In addition we should consider a
competently designed amplifier as having an output
impedance which, over the full range of audio signal fre-
quencies, will have an output impedance between 0.05 Ω
and 0.42 Ω. It is usual for the amplifier to incorporate an
output inductance of around 2 µH and this will increase
the output impedance at 20 kHz by some 0.25 Ω.
Amplifiers which cannot tolerate even slightly capacitive
loading without becoming unstable require redesign to
resolve their problem.

A simple diagram, Fig. 21.14, can be drawn to show the
resulting simplified equivalent circuit. It is important to
realise that the loudspeaker load represents a compli-
cated impedance in which the effects of cabinet, drivers
and crossover networks are incorporated. It is common
to use the term damping factor to indicate the value of
the amplifier’s output impedance at a given frequency.
The damping factor is the ratio of the intended load
treated as a pure resistance to the output impedance. In
practical terms this measurement is almost valueless
since any practical loudspeaker system will incorporate
the effects of the acoustic loading, the effect of the
crossover unit and the loudspeaker driver coil resistance
as elements in series with the cable and amplifier output
impedance. This provides one reason for performing the
crossover function at a low signal level and driving each
loudspeaker element with its own appropriate amplifier.
The major benefit of this is that it is possible to produce a
more complex crossover filter more cheaply without
incurring the costs associated with wasting power by
using high power capacitors, inductors and resistors in a
passive crossover filter.

A common technique involves splitting the high fre-
quency and low frequency crossover elements and
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Figure 21.13 This diagram shows, in simple form, the problem which occurs for real signal sources when practical values are
considered. The sending output impedance, shown here as Z

out
, has to drive the input impedance of the following equipment and

the cable capacitance C
cable

. The reactance of the series inductance element of the cable will usually be a very small fraction of the
input impedance and is neglected here. The input impedance Z

in
is shown here as comprised of an input resistance R

in
paralleled by

an input capacitance C
in
. Typical values for R

in
and C

in
are in the region of 1 MΩ and 50 pF for oscilloscopes and laboratory

instruments, 100 kΩ and 100 pF for musical instrument amplifiers, 20 kW and 50 pF for much audio equipment. Although much
professional audio equipment is required to work in a balanced 600 Ω environment it is usually preferable to operate equipment to
send from a low impedance and receive the signal using a high input impedance. In this way the effects of the cable and the input
capacitance are minimised. For high frequency signals, such as digital audio and video, the connectors and cable should be
considered as components of a transmission line.
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arranging that the amplifier channel drives each segment
via a separate cable. The approach, known as bi-wiring,
does require that the loudspeaker crossover is designed
to be split in this way. It is argued that there is an audible
improvement in performance as ‘the high frequency
components do not travel down the same wire as the low
frequency components and thus do not become confused
as to which driver they should emerge from’. It is not an
argument which is particularly convincing as there seems
to be no reason why the principle of superposition should
break down for certain loudspeaker loads but still be
applicable to other engineering activities such as high
power generation and space flights.

Note also that many amplifiers and loudspeakers are
protected by a fuse. A fuse works by becoming so hot
that it melts and breaks the circuit. Thus a fuse must have
a resistance and this will change with the temperature
caused by increasing the current handled by it. In turn
this modifies the maximum power which will be de-
livered to the loudspeaker voice coil. Whilst it comprises
yet another component between the amplifier and the
loudspeaker driver it should be remembered that the
loudspeaker voice coil itself will become warmer as
higher powers are dissipated from it. This increase the
voice coil temperature and thus its resistance and

thereby compresses the movement of the voice coil. It is
worth commenting that this change in voice coil resist-
ance (and possibly the change in the resistance of the
crossover coils themselves) will temporarily shift the
alignment of a passive crossover filter and this may pro-
duce an audible result. All of these effects are orders of
magnitude greater than those caused by loudspeaker
cables.

In summary, the performance of some typical loud-
speaker cables, Figs. 21.15(a) and 21.15(b), can be
shown. Once more the breath of reality in audible per-
ception suggests that any performance which guarantees
the transmission of an audio signal with no non-linear
distortion and a frequency response error of less than
0.25 dB at 20 kHz will provide a performance which is
essentially that of a perfect lossless wire. Indeed there is
nothing much in the audibility of different loudspeaker
cables save for those which are too short to reach the
loudspeaker.

Much the same set of considerations apply when the
choice of power cable (and connectors) is being con-
sidered. The prime requirement for a DC power supply
has to be the minimisation of voltage drop along the supply
cable. Provided that the power supply has been compe-
tently designed the length and type of cable connected to
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Figure 21.14 A simplified circuit for the overall interface between an amplifier and the loudspeaker load. Although this is
simplified it is necessary to show the many reactive and resistive components which are in the path between the amplifier input and
the required sound wave in the air. On its own the amplifier exhibits a frequency response which is limited at the bass end by the
time constant of R

1
C

1
and at the treble end by R

2
C

2
. The amplifier’s effective output impedance Z

amp
will change as a function of the

amplifier’s response. Most amplifiers will have an output inductance, shown here as L
amp

, and an output resistance R
amp

which
includes the wiring and terminal resistances. The loudspeaker cable is shown simply in terms of its lumped component values L

cable
,

R
cable

and C
cable

. It would be too much of a simplification to show the loudspeaker as simply the voice coil resistance when, in reality,
many loudspeaker systems comprise a minimum of a bass and treble driver each handling a frequency band determined by the
components used in a crossover filter. Here the bass and treble drivers have been shown as comprising R

coil
, C

cone-mass
, L

cone-compliance
,

R
cone-damping

and the radiation impedance Z
rad

. The crossover filter (L
x
, R

x
and C

x
) has been much simplified. We have shown that the

values of the cable’s lumped components are almost negligible when compared to those of the amplifier or the loudspeaker system.
By a similar token the magnitude of the difference in performance which can be expected when suitable different cables are
substituted can be clearly appreciated to be negligible.
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Figure 21.15 These curves show the performance of various types of cable which have been used to connect power amplifiers and
loudspeakers. (a) Shows the impedance in ohms per metre length for a selection of types of cable. Type [a] is simply a set of car
jumper leads around 8 mm2 area; [b] is a special cable with a greater area whose conductive strands are not individually insulated,
whilst [c] has been made as a Litz cable with an overall conductive area of 4 mm2. Type [d] is a standard 6 ampere rated flex with a
cross section of 0.75 mm2 and type [e] is a similarly common 20 ampere rated flex of 2.5 mm2. Note that the jumper lead, type [a],
impedance rises with frequency as does that of type [b] due to the relatively wide separation between the two cores of the cable.
Although Litz cable with an area of 4 mm2 is an expensive cable it does not exhibit any particularly outstanding property when
compared to a conventional 20 ampere rated flexible cable with an area of only 2.5 mm2. The performance of these cables can be
accurately described by the simple models developed above.

Figure 21.15 (b) When such cables are connected between practical amplifiers and practical loads the differences in performance
become only marginally measurable. The power amplifier is typical of the majority available and it provides an output voltage
response which has fallen 0.5 dB by 20 kHz and the curves shown should be appreciated accordingly. The loudspeaker was a three
way design nominally 8 Ω but whose impedance falls to about 4.8 Ω above 8 kHz. Though the Litz cable has lost slightly less
response than the 2.5 mm2 flexible copper cable it is a matter of only 0.25 dB. The thin 0.75 mm2 cable and the jumper leads are a
further 0.25 dB worse than this. The differences between performance depend on the loudspeaker impedance and a loudspeaker
system showing a more normal impedance response which rises with frequency will also show much reduced differences.
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it should not affect its stability. Power supplies which are
located some distance from the circuitry which they sup-
ply will often be able to sense the delivered voltage and
adjust the output voltage in order to counteract for any
voltage drop. Some thought should be given to the pla-
cing and type of the sensing cables since they could pick
up interference. In some cases it may prove possible to
distribute unregulated DC power and to carry out the
regulation locally. Where a large amount of power is
required from the mains supply an appropriate cable
installation should be made and, in addition, some care
should be taken to ensure that all of the relevant connec-
tors are suited to the task of handling the high currents.
Such installations benefit greatly from preventative main-
tenance.

The term ‘100 V line’ is sometimes encountered in pro-
fessional audio. The reader is referred to the relevant
section for greater details. Note that the idea is to reduce
the losses in the loudspeaker cabling due to carrying high
currents by transforming the power amplifier output
voltage up to a higher level. At locations where a loud-
speaker is to be placed a step down transformer is placed.
These are normally supplied with their secondary ratios
marked in terms of the nominal output power into an
8 ohm load. An advantage is the freedom to use a thinner
gauge of wiring. A natural choice of cable for installa-
tions where emergency voice announcements are not
required to be made is to use a standard mains type of
cable. It is thus important that this cable is clearly and
frequently marked and identified as an audio loud-
speaker feed cable during the installation. The import-
ance of a consistent and properly effected cable
identification plan cannot be better emphasised.

Summing up about cables

This outlines some of the factors which need to be taken
into account when selecting a cable for audio use. The
effect on the frequency response (and its concomitant
the phase response) and the magnitude of any attenu-
ative loss which may require compensation should be
borne in mind. Where low level signals are concerned the
choice will be made after considering the impedance of
the source and destination and the degree of screening
which is required. These considerations are fairly
straightforward though they have been the subject of
outrageous unsupportable claims. Thus the reader
should find it easy to recognise that the main benefit in
using exotic cables (read this as often exotically priced) is
for the supplier of the cables. The audible performance
of the cable can be calculated and verified by measure-
ments to a resolution and an accuracy which is well
beyond that of the human ear’s ability to assess. The

situation has been made a bit murkier where loudspeaker
(and to a much lesser extent power) cables are considered
due to the over-zealous claims for performance which
have been made in recent years.

Connectors

It is difficult to discuss the various types of cable used in
audio without including a brief review of the connectors
which are commonly used. Connectors for audio pur-
poses can be neatly divided into two groups, those com-
monly used in domestic environments and those more
associated with professional use. The domestic group
includes a number of readily recognised types. In addi-
tion to the connector types it is necessary to recognise the
wide variety of materials which are used in making con-
nectors. A casual review of the pages of most electronic
components stockists catalogue will reveal the very wide
range of connectors which are available. The intention
here is to cover some of the more common ones which an
audio engineer might encounter.

Connector materials

There are two parts to a connector, the metallic con-
ducting elements and the insulating and protective
elements. The commonest metallic materials used for
electrical contacts include brass and beryllium copper
alloy. Often some environmental protection is given to
the raw metal by plating or coating the contacts. The
range of plating materials includes chromium, tin, nickel,
silver and gold. The advantage of brass is that, when clean,
it is readily solderable. A coating of tin increases the ease
of soldering to brass without adding significantly to the
cost. Silver is also readily solderable and makes a good
contact which cleans easily on mating. Gold plating is
amongst the more expensive treatments and for that
reason it is often applied selectively to specific contact
mating areas. Gold is readily solderable but is almost
immune to common corrosive environmental attack.
Beryllium copper offers the advantage that it will act as a
spring without undergoing fatigue. Thus contacts can be
formed to provide an acceptable contact pressure.

The insulating and protective elements use a much
wider range of materials. Insulation is provided by ma-
terials such as ABS, teflon, bakelite, nylon, acetal resin,
polycarbonate, neoprene, silicones and rubber. Each is
used after the necessary compromises between material
and manufacturing cost, thermal performance, electrical
performance, mechanical strength and environmental
requirements have been considered. ABS is an easily
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moulded thermoplastic with fair temperature perform-
ance (it has a melting point in the range 140° C to
180° C and this can be compared to the tip temperature
of typical soldering irons which is around 340° C). Nylon
and acetal resin are also thermoplastic and the mechan-
ical performance of nylon can be significantly enhanced
by incorporating fillers such as chopped glass fibre.
Teflon has a very high melting point but it is an expensive
material. Bakelite is a thermosetting plastic which since
it is very cheap and withstands heat reasonably well con-
tinues to be commonly used for mains power and lighting
fittings. Polycarbonate shows good dimensional stability
as well as a good temperature performance and is readily
mouldable. In addition to their use as supports for mat-
ing contacts the rubbers are often used to help seal the
internal parts of the connector from the external world.

The connector shell materials include the plastics
referred to above and a range of metals which include
anodised and bare aluminium, die-cast zinc, brass, deep
drawn steel, stainless steel and bronze. Again the choice
of material is made after due consideration of the salient
compromises. Die-cast zinc, usually nickel plated, is used
for XLR connectors and provides a very strong shell for
the connector but one which does not run the risk of rust-
ing. The use of steel shells (usually plated with zinc) pro-
vides some strength and also some protection from the
hazards of electromagnetic radiation whilst being very
cheap to produce. Brass is almost always plated either
with nickel or chromium.

Making the connections

An important role which the connector shell plays is in
supporting the cable. The better connectors provide a
means of securing the cable to the shell in order that any
mechanical strain on the cable is not directly taken by the
contact pins. Connectors which must not become acci-
dentally disconnected under strain or vibration will
incorporate some form of latching fastening. Connectors
which must perform in adverse environments will need
to be able to accommodate some form of seal between
the cable and shell whilst the matching connector
mounted in a panel will need to incorporate some form
of seal to the panel.

There are four main methods of attaching wires to
contact terminals and these are crimping, soldering, insu-
lation displacement and mechanical fixing. Crimping can
produce very reliable joints and you’ll note that exam-
ples of this abound in every motor vehicle though the
technique is not limited to high current connections. It is
important to use the correct combination of tool, wire
gauge and contact in order to form a reliable crimp. The
technique of producing a reliable soldered joint is one

which must be learnt through practice. Part of the skill is
in being able to control the time for which the connector
pin is being heated whilst the joint is made. Too long a
time may result in a molten or deformed connector hous-
ing! Insulation displacement (IDC) techniques are wide-
spread and often require the use of proper tools. When
properly carried out IDC connections can be very reli-
able. Simple mechanical connections means screw ter-
minals and other simple methods of securing wiring.

IEC mains connector

This is the most common mains power connector in use
with modern equipment. In its plain form it is rated at
5 A capacity and it should be fused at no more than this
value. Higher current versions of this style are available
and the chassis mounted socket carries an identifying lug
which prevents the use of lower powered mains cables
being used. The quality of the mains connection is import-
ant not for any audible reason but principally from the
safety point of view. A good quality earth path needs to
be provided in the wiring installation. Recording, radio
and television stations are amongst users who make a
very special point of achieving the very best technical
earth installation with the additional target of ensuring
the lowest possible risk from interference.

Alternative connectors have been used for mains
power especially for professional audio and video equip-
ment. Such connectors as the Cannon XLR-LNE
and EP-LNE styles exist but the connectors do not neces-
sarily satisfy the safety requirements for domestic
environments and are thus decreasingly common.

Phono connectors

The phono (also known as the RCA jack) is intended for
use with a single core screened coaxial cable, Fig. 21.16,
of typically around 3 mm to 5 mm in diameter. This con-
nector can be exceedingly cheap to manufacture and is in
very common use for low power signals. Although so-
called ‘professional’ styles of this connector are now
available you should bear in mind that their cost can be
more than forty times that of a well made economy
model and there will be no measurable audible differ-
ence between the two types. Due to its ease of use and
low cost the humble phono connector has found its way
into semi-professional audio equipment. However, it
does seem to be quite a dumb choice to use an over-
priced professional version of the phono connector when
a proper professional style connector can be had for less
outlay. Both will offer a gold flash finish that will look
expensive and hold back any atmospheric corrosion. The
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usual means of termination involves soldering and some
dexterity with the soldering iron and hand tools will be
involved. The convention with the connectors is that the
cable carries the male plug and the chassis the socket.
Thus the usual cable with phono connectors can be con-
nected either way though cable mounted sockets can be
purchased. The common form of phono connector suf-
fers one minor disadvantage in practical use because its
design means that the protective and signal earth con-
nection is made after the active signal connection. This is
one of the causes of loud crackles and bursts of hum
which accompany the insertion of such cables into work-
ing equipment. You’ll soon learn, however, to turn down
the audio level of any channel of audio equipment into
which a new connection is being made! It is worth point-
ing out that the most expensive phono connector cur-
rently available features a spring loaded shielding ring
which does ensure that the earth connection is made
before the signal connection.

Figure 21.16 Phono connectors come in a variety of styles and
their cost, robustness and suitability varies accordingly. In the
USA the phono connector is sometimes referred to as an RCA
connector. The phono connector is often used for video signals
and it is the specified connector for the SPDIF or consumer
digital audio interface. In these applications the connector
should be attached to cable of nominally 75Ω impedance.

Coaxial connectors

Aerial down leads for radio and television commonly use
a very simple coaxial connector. Termination can be
made without soldering. The connector is very cheap and
is not suited for use outside the domestic environment.
The professional coaxial connector in greatest use is the
BNC, Fig. 21.17. This connector can be found in use for
test equipment connections, in professional video sys-
tems and in radio frequency (RF) work. It is important to
note that there are two impedence conventions in use
and the connectors are mechanically interchangeable.
The world of RF and data networks uses cables and con-
nections based on the characteristic impedance of 50 Ω
whilst the world of video follows a convention based on
75 Ω cables and terminations. Using connectors and
cables of the incorrect characteristic impedance will give
rise to phase and frequency response errors due to the
mismatch of impedance.

Figure 21.17 Coaxial cable connectors vary enormously.
Those which the audio engineer might encounter include the
common aerial feeder connector and the more robust and
expensive BNC style of connector. Note that as for the phono
connector the usual arrangement of the connector results in
the outer part of the chassis mounted connector is directly
attached to the chassis. An insulating bush can be readily
purchased for BNC connectors.

DIN connectors

The DIN connector was similarly designed to be a cheap
and reliable connector principally for domestic equip-
ment. However, unlike the simple coaxial styled phono
connector the DIN connector is essentially a multipole
connector. The two-way version is intended to be used
for loudspeaker circuits whilst the three, four, five, six
and seven-way styles are intended for low power signal
circuits, Fig. 21.18. Once again it is intended that the
cable carries a plug connector at each end whilst the chas-
sis of the audio equipment bears the mating socket. For
the purposes of domestic equipment interconnection the
signal circuits are assumed to be unbalanced single
ended and this means that even the three pin DIN con-
nector can carry both left and right stereo channels whilst
the five pin connector is usually used to carry left and
right signals to and from an equipment such as a tape
recorder. When wiring up the five-pin connector bear in
mind that since pin 1 on a preamplifier socket is the left
audio output the audio connection at the cable’s other
end must be made on pin 4, the tape recorder’s left chan-
nel input pin.

This swapping over of pin functions has caused confu-
sion for many users in the past. The DIN connector can
be a bit fiddly to assemble and to wire especially if indi-
vidually screened signal leads are used since all of the
screen connections will need to be soldered to the one
central earth pin 2. The DIN connector also suffers from
the failure to ensure that the earth connection is made
before the signal pins make contact with their respective
socket contacts. Although the DIN connector is small it
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can be manufactured to be robust and there are also sev-
eral styles of the DIN connector which offer a latching or
locking feature. The DIN connector can also be designed
to provide strain relief for the signal cables, something
that is not commonly possible in the phono connector.

Figure 21.18 DIN type connectors can vary in price and
quality in the same way as phono connectors. Note that there is
a provision for a cable strain relief and that the shell of the
connector does not have to carry signal currents.

The DIN connector is also specified in the MIDI
(Musical Instrument Digital Interface) standard. The
fixed equipment carries the socket whilst the cables are
fitted with plugs. In the case of the MIDI equipment
some freedom from earth and hum loops is achieved
through the use of optical coupling of the incoming
MIDI control signal.

The jack plug

The domestic headphone connector is the ¼ inch jack
plug and its companion the jill socket, Fig. 21.19. This
style connector is also widely used for low level signals

and it is very common in musical instruments and their
associated amplifiers. The barrel, or sleeve, is always
connected to the signal screen or earth and the tip carries
the audio signal. There are three main variants. The com-
monest in domestic environments is the stereo head-
phone jack in which the left and right headphone signals
are carried on the tip and ring thus leaving the barrel to
carry the earth signal return. Note that the tip, ring and
barrel all have the same diameter of 6.3 mm. The mono
version of this connector simply carries the signal on the
tip. Broadcasters and telecommunications users (in the
UK) have a modified form of the stereo jack, the Type B
or Type 316, in which the ring and tip are of progressively
smaller diameters than the barrel. Depending on the
details of a particular jill the two variants may not be
mechanically interchangeable. The Type B is intended to
be used in systems where the audio signal is balanced and
the tip will carry the ‘hot’ phase of the signal while the
ring will carry the cold.

The 4 mm plug and post

Possibly the most common form of loudspeaker connec-
tion is provided by the 4 mm socket and binding post, its
associated plug, Fig. 21.20, and its variants. By long-
standing international convention the spacing between
pairs of such sockets is fixed at 19 mm and access, particu-
larly when large wire sizes are involved, can be very
restricted. Although examples of such sockets can be
supplied with current ratings up to 30 A you will find it
quite tedious to make a neat reliable connection as a con-
sequence and it is more usual to terminate cables in a
4 mm plug. Stranded wire can cause shorting unless all of
the strands are carefully twisted and properly incorp-
orated into the connection. Plugs are commonly rated at
10 A but usually provide no protection against shorting
to each other and adjacent metalwork. A range of self-
shrouding plugs is available which meet the VDE 0100
and 0110 standards. The high current rating, low cost and
ease of use have helped this style of connection to
become commonplace not only for audio power ampli-
fier outputs but also, for example, as an output connector
for low voltage laboratory power supplies.

The problems with this style of connector stem from
the very convenience with which connections can be
made. Firstly, because it is so easy to make a poor con-
nection in the relatively crowded space at the rear of an
amplifier, and secondly, because the very simplicity of
the connection means that it is very easy to come into
contact with live metal parts. The issue of electrical
safety is prescribed in the BS415 standard. Fortunately
suitable high power connectors are available and an
example is the NL4 Speakon from Neutrik, Fig. 21.21.
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Figure 21.19 The 6.35 mm or 0.25 inch jack plugs come in
mono and stereo versions. Note that the professional user will
use the type B jack and that this has a smaller tip and ring
diameter than the stereo jack. This style of jack has been made
in smaller versions for particular purposes. For domestic head-
phones it has been reduced to 3.5 mm diameter and you may
find 2.5 mm diameter occasionally. For the professional user a
bantam jack is available in which the barrel diameter is 4.5 mm.
It is common for the jills to have switch contacts which are
actuated when the jack is inserted and these can be arranged
to perform a range of useful functions. In professional
installations there is often a very comprehensive switching
arrangement available when there are a large number of jills
and there are three common ways (some times referred to as
normalling) used for wiring the sockets.
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The use of members of the XLR family for power connec-
tions should be avoided because there are well established
conventions for their use in low-power circuits.

Figure 21.21 There are a few connectors which are intended
solely for use in connecting loudspeakers and the Neutrik NL4
is the most commonly used. Alternatives (now shown) include
the Utilux and ITT Cannon AXR PDN design. The NL4
design offers a fully shrouded set of contacts which meet fully
the safety requirements in a shell outline which is consistent
with the Cannon XLR series. Each contact is rated at 30 amps
continuously and the tough plastic shell and connector body
can provide the airtight seal which is required for loudspeaker
connections. Although more expensive than the 4 mm binding
post it is much cheaper than the alternative dedicated 
loudspeaker connectors. Termination within the equipment
may be by soldering or, preferably, by the use of crimped 
connections. Connections to the cable may be made either by
soldering or by the screw clamp provided and the contacts can
accommodate conductors up to 10 mm2. The connector shell is
able to handle easily the large diameter cables which are
needed for large powers. Note, however, that unlike the Can-
non XLR series, and indeed the DIN and phono series, that the
genders of the cable and chassis mounted connectors cannot be

changed and thus a fully compatible cable will have a cable-
mounted plug at each end whilst the amplifier and loudspeaker
will always carry a chassis-mounted socket. A simple double
socketed barrel is available in order to join successive lengths
of cable.

The XLR connector

For professional audio use the main connector for single
screened cables has been the XLR-3 series of three-pin
connectors, Fig. 21.22. There is an internationally agreed
standard for the wiring of this connector series and this
can be found in IEC 268 or in a standard published by the
Audio Engineering Society (AES-14-1992). The essen-
tial element is that pin 1 of the male connector is
arranged to mate with pin 1 of the female before elec-
trical contact with the other pins is established. This
allows the safety earth contact to be made first. The IEC
268 standard lays down the wiring convention that pin 2
carries the in phase signal (also known as the hot pin) and
pin 3 carries the signal current return (often referred to
as the cold pin). Note that the numbering of the pins is
not obvious.

Figure 21.22 The Cannon XLR series of connector is, per-
haps, the most common connector in use in professional audio
systems. Its shell and connector body are high pressure die-cast
zinc and are mechanically very sound. The cable shell has
proper provision for a cable clamp. The connections are made
by soldering and good, tidy soldering skills are required to
make a reliable durable connection. Higher numbers of con-
tacts, with appropriately reduced contact current rating are
available and may be used to provide extra signalling or power.
The use of the XLR series for loudspeakers is not ideal since
the contacts are not fully shrouded when the connector is used
in the preferred IEC-268 convention and the maximum current
rating of the three-pin version is 16 amps. Some manufacturers
and users have modified their power amplifiers to use a gender
convention opposite to that specified in the standard. This cre-
ates the risk that a low power signal source can be connected
directly to a high power amplifier output. Many terminally
damaged microphones and other equipment have resulted.
This abuse also requires the use of gender changing connectors
since the loudspeakers are often fitted with the XLR chassis
mounted female connector.
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Figure 21.20 The 4 mm binding post has been in existence for
a long time and it is very commonly found as the output ter-
minal on low voltage bench power supplies. At the equipment
side the termination will be made either by soldering directly to
the threaded part of the post or, preferably, to a suitably rated
solder tag. In use there are three main ways of making a con-
nection to the terminal. The first is probably the most common
and simply involves wrapping bared wire around the post, or
threading it through the small central hole in the post, and then
tightening the insulated boss. A second method requires that
the cable ends are first terminated in a ‘spade’ terminal. This is
an ideal method when a reliable connection is required and
when the risk of whiskers of wire and poor connection needs to
be minimised. The third method is often used for loudspeakers
and it requires that the cable end is terminated in a 4 mm
‘banana’ plug. This can be inserted in the centre of the post.
However the quality of the contact is a little more difficult to
control because of the need to ensure that there is adequate
contact pressure to clear the surface contamination and to
ensure a low contact resistance. The two virtues of the 4 mm
binding post system are its low cost and its relative ease of use.
The user of this method should be aware of the safety aspects of
using this connector. Under the current low voltage safety
standards (BS415, IEC65, EN60065) its use may be question-
able when voltages equivalent to exceeding 70 W into 8 Ω may
be present. Thus for higher powers a better safer connector
should be installed.

chp21.ian  4/7/98 5:01 PM  Page 401



Versions of the XLR connector bearing up to 7 pins
can be found but they are not in common use in audio
applications. The IEC 268 standard also supports the
convention that the male XLR carries the signal whilst
the female XLR receives it. Thus, in those cases where a
male XLR has been used to carry a power amplifier out-
put, you should remember that the pins are live and they
are readily touchable. At low powers this may not cause
a problem especially for healthy individuals, but at
power levels above 100 W into 8 Ω there is an increasing
risk of shock. Users of XLRs should be aware that for
some time audio equipment originating from the USA
followed neither the convention for the gender of con-
nector nor the convention for the wiring polarity but
instead followed the NAB convention.

It is worth pointing out here that the XLR-3 pin con-
nector is specified as the connector for use with the
AES/EBU digital audio interface (AES-3-1992) and
with a cable with Z

ch
= 110 Ω.

The D-type connector

A very common form of multi-pole connector is the D-
type, Fig. 21.23. Some dexterity is required when solder-
ing to the connector pins but the connector series does
provide a reliable connection. A range of styles which
reflects the various environmental and performance
compromises is available. Forms of this connector are
available which use insulation displacement connection
(IDC) techniques and these are ideally suited to making
a connection to ribbon cables.

Figure 21.23 The D-type connector is available in a variety of
styles. The connector series provides for multiway contacts
from 9 way through to 50 way. The cable mounted connector
(which may be either male or female) is usually associated with
a shroud or shell, some forms of which are fitted with jack
screws which allow the mated connectors to be mechanically
secured. The quality of contact ranges from the cheap formed
tin plated variety to the turned gold plated pin. Connecting the
cable to the connector contacts is often achieved by soldering
and, again, skill is needed. However, two further important

methods are available. The first allows the D-type connector to
be directly attached to a ribbon style cable through the use of
insulation displacement connection. This is a simple way of ter-
minating a large number of wires in one go using nothing more
than a modified vice. The second method recognises that in
many cases not all of the contacts in a multiway connector are
going to be used and thus only the intended ones need to be
connected. This can be achieved by using individually crimped
contacts which are then inserted into the connector shell in the
required location.

The FCC 68 style

IDC terminations are also used to make up cables with
the FCC68 connectors, Fig. 21.24. These are very similar
to the current UK telephone jack socket and in clement
environments they provide a reliable connection for the
low power audio signals. Making IDC terminations does
require that the proper tool is used.

In the future it is increasingly likely that audio signals
will be distributed digitally along simple unshielded
twisted pair (USP) cabling. The signal format will follow
the requirements for ISDN. Although such systems will
be inherently more reliable if the cabling has the
required 110 Ω impedance the increasing processing
intelligence which is being incorporated into the trans-
mitting and receiving ends will make this a less critical
element in the overall performance.

Figure 21.24 The use of insulation displacement connection is
fairly widespread. The technique can produced durable reli-
able connections which can be made speedily either manually
or by machine. The ones shown here are an example of the
style of connector which is used to connect telephone systems.
Traditionally these systems would be considered as analogue
only but increasingly the cables will carry signalling informa-
tion and digitally encoded voice signals.

Optical connectors

A mention should be made here for the role which op-
tical connectors will be playing in the future in bearing
digital audio and video signals between equipments. The
discussion of optical fibre techniques warrants its own
chapter. Though it is worth commenting that there has
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been much misrepresentation of the engineering issues,
particularly within the hi-fi industry, concerning the bene-
fits of optical coupling of digital audio signals between
equipment such as CD players and their associated ana-
logue to digital converters (ADCs). Between compe-
tently designed implementations of equipment there is
no reason why simple electrical connection should not

suffice. Very occasionally it is admitted that the improve-
ment in performance can be traced to poor electrical
grounding or some other simple curable fault. All too
often it seems that pride and prejudice play ponderously
upon the purse as the purveyor and purchaser of such
over-complicated technological implementations fail to
engage the faculty of rational thought.
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We take stereo radio for granted nowadays, but the FM
system that we have used for so many years is now out-
dated and takes up a large amount of precious band-
width. In this chapter, Geoff Lewis reviews the NICAM
system that is used for stereo sound transmission on TV
and notes the various proposals that exist for digital
sound broadcasting.

It has long been recognised that the inclusion of high
quality stereo audio with television significantly adds to
the viewing experience and consequently, the analogue
Zenith-GE Pilot tone system has been included in some
parts of the world. The Zweiton analogue dual carrier
system was developed in Germany and is used with some
success. The monophonic signal for the single channel
receiver is transmitted as the sum of left and right hand
signals, but in the form of (L + R)/2, whilst the R signal
only is transmitted on the second sub-carrier, both using
frequency modulation (FM). This system, which consid-
erably simplifies both the transmission and the reception
circuitry, has been very successfully used on the PAL sys-
tems B&G, where the sound and vision carrier spacing is
5.5 MHz. When tested on the UK PAL I system with
6 MHz carrier spacing, the Zweiton modulation created
unacceptable interference with either the vision or pri-
mary sound carriers. At about this time, the compact
audio disc was available which, by using digital process-
ing, was capable of producing very much better audio
quality than was available by analogue FM broadcasting.
The teletext system had demonstrated that analogue and
digital signals could be included in the same multiplex
without creating mutual interference. Taken together,
this probably created the necessary impetus for the engin-
eering departments of the BBC and what was formerly
the IBA to develop jointly the system that is now known
as NICAM-728 (Near Instantaneous Companded Audio
Multiplex 728 kbit/s). NICAM which can be adapted to
suit all PAL or NTSC systems, allows almost CD quality
stereo audio to be delivered direct to the home alongside
a television signal that also includes teletext. 

The signal structure of the NICAM-728 system

In the interests of compatibility, NICAM transmissions
retain the standard 6 MHz monophonic FM audio chan-
nel and place the digital signal on a second sub-carrier
located at 6.552 MHz or 9 × 728 kHz above the vision car-
rier. For the PAL systems that use 5.5 MHz sound car-
riers, the NICAM sub-carrier is located at about
5.85 MHz above the vision carrier. The sub-carrier which
is maintained at a level of –20dB and –10dB relative to
the peak vision and sound carriers respectively, is differ-
entially encoded with the digital signals for both chan-
nels of the stereo pair using quadrature (four phase) PSK
modulation. Using this scheme, each carrier resting
phase represents two data bits and so halves the band-
width requirements. Because the data is differentially
encoded (DQPSK) it is only the phase changes that have
to be detected at the receiver decoder. The bits to phase
change relationships are as follows:

00 = –0° phase change,
01 = –90° phase change
11 = –180° phase change
10 = –270° phase change

By using this Gray code scheme, only 1 bit change is
needed for each step phase shift making the signal more
robust in noisy conditions. Pre-emphasis/de-emphasis to
CCITT Recommendation J.17 which provides 6.5 dB
boost or cut at 800 Hz is applied to the sound signal either
when in the analogue state, or by using digital filters in
the digital domain.

The left and right hand audio channels are simultane-
ously sampled at 32 kHz, coded and quantised separately
to 14 bits resolution and transmitted alternately at a frame
rate of 728 kbit/s. Using the formula of (1.76 + 6.02n) dB
for bipolar signals shows that where n = 14 bits per sample
this yields a quantisation noise of about 86 dB.

The NICAM compander processes the 14 bit samples
in the manner shown in Figure 22.1 and the protocol for
discarding bits can be summarised as follows:

22 NICAM Stereo and
Satellite Radio Systems
Geoff Lewis
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• The most significant bit (MSB) is retained and the four
following bits are dropped if and only if they are of the
same consecutive value as the MSB. If this leaves a
word longer than 10 bits, then the excess bits are
dropped from the least significant bit (LSB) region.

A single even parity bit is added to check the 6 MSB
bits in each word. The data-stream is then organised into
blocks of thirty-two 11-bit words in the 2’s compliment
format. This is used because it provides for both positive
and negative signal values. A 3-bit compression scaling
factor is calculated from the magnitude of the largest
sample in each block and this is then encoded into the
parity bits for that block. At the receiver, the scale factor
can be extracted using a majority voting logic circuit. At
the same time, this process restores the original parity bit
pattern.

Two blocks of data are then interleaved in a 16 × 44
(704 bits) matrix to minimise the effects of burst data
errors. Adjacent bits in the original data-stream are now
16 bits apart. A transmission frame multiplex is then
organised in the manner shown in Figure 22.2 with addi-
tional bits being used as follows:

• 8 bits (0100 1110) are used as a frame alignment word
(FAW);

• 5 control bits are used to select the mode of operation
(C

0
–C

4
) either:

– stereo signal composed of alternate channel A and B
samples;

– two independent mono signals, transmitted in alter-
nate frames;

– one mono signal plus one 352 kbit/s data channel on
alternate frames;

NICAM Stereo and Satellite Radio Systems 405

Figure 22.1 NICAM-728 Data Compression scheme.
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– one 704 kb/s data channel, plus other concepts so far
undefined;

• 11 data bits are entirely reserved for future develop-
ments. 

Following the interleaving of the 704 sound data bits
(64 × 11 bit samples), the complete frame with the excep-
tion of FAW is scrambled for energy dispersal by adding
XOR to a pseudo random binary sequence (PRBS) of
length 29 – 1 (511). This 10-bit sequence (1000010001) is
created by the generator polynomial, X9 + X4 + 1. At the
decoder, the PRBS generator is reset on receipt of every
FAW code.

To limit the signal bandwidth, the data-stream is
passed through a spectrum shaping filter that removes
much of the harmonic content of the data pulses. This

combined with the effect of a similar filter in the receiver
produces an overall response that is described as having
a full or 100 per cent cosine roll-off.

The data-stream is finally divided into bit pairs to drive
the DQPSK modulator of the 6.552 MHz sub-carrier.

The NICAM-728 receiver

The NICAM sub-carrier appears at either 32.948 MHz
(39.5 – 6.552 MHz) or 6.552 MHz depending upon the
adopted method for sound IF channel processing. As
indicated by Figure 22.3, this component is amplified and
gain controlled within the normal receiver IF stages. The
spectrum shaping filter forms part of the system overall

406 NICAM Stereo and Satellite Radio Systems

Figure 22.2 NICAM-728 frame multiplex.

Figure 22.3 Decoding the NICAM-728 stereo signal.
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pulse shaping and has an important effect upon the noise
immunity. The overall filtering effect ensures that most
of the pulse energy lies below a frequency of 364 kHz
(half bit rate). 

The QPSK decoder recovers the data-stream and the
framing word detector scans this to locate the start of
each frame and reset the PRBS generator. This sequence
is then added XOR to the data for descrambling. The de-
interleaving circuit is also synchronised by the arrival of
the FAW code word.

Error control follows standard practice, but since this
is buried within an IC, the process is transparent to out-
siders.

The operating mode detector searches for the control
bits C

0
–C

4
, to set up automatically the data and audio

stage switches, the data outputs being those for the 352 or
704 kbit/s options.

The NICAM expansion circuit functions in a compli-
mentary manner to the compressor, but using the scaling
factor to expand the 10-bit data words into 14 bit samples.

Finally, the data-stream is converted back into ana-
logue format for delivery to the audio amplifier stages.
These should be designed to a very high standard, as
NICAM-728 has an audio quality approaching that of
compact disc systems.

The DQPSK decoder

This complex stage is commonly embedded within an
Application Specific IC (ASIC) NICAM processor
device. Figure 22.4 which represents this is very much
simplified. The two main sections are associated with the
recovery of the carrier and bit rate clock. The first section

relies on a voltage controlled crystal oscillator running at
6.552 MHz and two phase detectors to regenerate the
parallel bit pairs, referred to as the I and Q signals
(in-phase and quadrature). A second similar circuit
which is locked to the bit rate of 728 kHz is used to
synchronise and recover the data-stream. Parallel adaptive
data slicers and differential logic circuits are used to square
up the data pulses and decode the DQPSK signals. The bit
pairs are then converted into serial format. The practical
decoder incorporates a third phase detector circuit driven
from the Q chain. This is used as an amplitude detector to
generate a muting signal if the 6.552 MHz sub-carrier is
absent or fails. This mute signal is then used to switch the
audio system over to the normal 6 MHz mono FM sound
signal.

Satellite-delivered digital radio (ASTRA digital
radio ADR)

Multiple carrier sound channels

Several years ago, Wegener Corporation showed that it
was possible to incorporate up to 10 FM sub-carriers
spaced by 180 kHz, within the spectrum of the satellite
delivered sound and vision channel. Provided that the
FM modulation index was maintained below 0.18 there
was no worsening of the normal S/N ratio or reduction of
the demodulator threshold. Since the sub-carrier devi-
ations were small compared with that of the main carrier
system, these added components made a negligible con-
tribution to the total transmission bandwidth. Each 180
kHz slot was allocated to 15 kHz of audio or sub-divided
to provide either 7.5 kHz or 3.5 kHz of audio or data

NICAM Stereo and Satellite Radio Systems 407

Figure 22.4 Decoding the DQPSK signal.
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using FSK or QPSK. For the NTSC system these sub-
carriers were placed between 5.2 and 8.5 MHz and for
PAL, between 6.3 and 7.94 MHz.

In the Wegener 1600 stereo system, the L and R chan-
nels are separately used to frequency modulate adjacent
sub-carriers spaced by 180 kHz. These are then used to
frequency modulate the final RF carrier so that the sys-
tem became known as FM2. The two commonly used
sub-carrier frequencies are 7.02 and 7.20 MHz. Total
sub-carrier deviation of ±50 kHz is allowed and both
channels are companded. There are two standards for
companding, PANDA I and PANDA II. The former is a
broadband 2:1 linear system that under certain condi-
tions can suffer from system noise. PANDA II was de-
veloped to combat this by dividing each audio channel
into two segments at 2.1 kHz and then applying com-
panding with a ratio of 3:1 separately to each segment.

The ADR system

Figure 22.5(a) shows the frequency spectrum associated
with the television baseband signal as applied to the
ASTRA system before the introduction of ADR. The
monophonic sound channel was placed at 6.5 MHz
above the vision carrier and two Wegener type stereo
channels positioned at 7.02 and 7.20 MHz. At further 180
kHz intervals a group of stereo radio service sub-carriers
was included. The component at 8.64 MHz is used for
network control. As the provision for stereo audio
became a standard feature of satellite TV receivers, the
mono channel virtually became redundant. The new fre-
quency spectrum for ASTRA satellites 1A to 1D is

shown in Figure 22.5(b) with the original two stereo
channels at 7.02 and 7.20 MHz being retained, leaving
the spectrum to support 12 stereo radio channels each
spaced by 180 kHz. Thus it becomes possible to provide
12 stereo (or 24 mono or any mix of the two) audio chan-
nels with each TV channel on the 16 transponders of the
four satellites. The basic parameters of the ADR system
are shown in Table 22.1.

Table 22.1 ADR transmission parameters

Audio frequency range 20 Hz to 20 kHz
Sampling frequency 48 kHz 
Dynamic range >90 dB
S/N ratio >96 dB
Modulation DQPSK
Audio coding MPEG-Layer II (MUSICAM)
Data rate 192 kbit/s total
Error control CRC for data and scale factor
Bandwidth 130 kHz (180 kHz carrier spacing)
Encryption IDR/IBS implementation of CCITT v.35

Of the 192 kbit/s audio rate, 9.6 kbit/s is reserved for
service use. This can provide on-screen display informa-
tion such as channel number, station name, music title,
artist etc., related to the programme being received.
Encryption to the CCITT v.35 standard provides for pay
channels which are switched on via a smart card system. 

MPEG Layer II (Musicam) audio processing

The Musicam system exploits the masking effect whereby
only those sounds above some threshold level of hearing
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Figure 22.5 (a) Sound channel spectrum before ADR. (b) Reallocation of spectrum after introduction of ADR.
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convey useful information (see Chapter 4). This thresh-
old is sensitive to the level of nearby frequency compo-
nents in the signal and also to the actual frequencies
involved. A simplified block diagram of the processor is
shown in Figure 22.6(a). The PCM audio samples are fil-
tered into 32 sub-bands. A model based on the perception
of human hearing is then used to generate a set of data
that is used to control the quantising and coding process.
Successive samples of each sub-band data are grouped
into blocks in which the maximum level in each sub-band
is used to calculate a scale factor. In this way, it is possible
to code only those signal components above the individ-
ual threshold levels using just two or three bits to ensure
that the quantisation noise is inaudible. The re-quantised
and coded signal words together with scaling factor are
then packed into MPEG frames in the manner shown in
Figure 22.6(b). The formatter stage inserts the ancillary
data bits and the error control checks. The signal is then
passed to the digital modulator stage. At the receiver, the
data from the set of code words is decoded to recover the
different elements of the signal to reconstruct the quant-
ised sub-band samples. An inverse filter bank then trans-
forms the sub-bands back into digital PCM code at the
original 48 kbit/s sampling rate.

The ADR receiver

Figure 22.7 shows the several ways that the receiver can
be linked to a satellite TV system which allow for radio
reception even when the TV receiver is switched off. In
Figure 22.7(a), the ADR set is coupled via a loop-
through to the normal satellite receiver, dividing the sig-
nal into its two constituent parts and avoiding the need
for using a separate LNB as shown in Figure 22.7(b).
Later developed receivers will most likely incorporate
the ADR receiver module into the main system as
implied by Figure 22.7(c). Whichever way the system is
deployed, the receiver/decoder will rely heavily on
microprocessor control and phase locked loops. Figure
22.8 shows how the processing may be achieved. The
input to the receiver will be via an LNB which provides
the first IF signal at 950 to 2050 MHz with the band
switching, channel switching and polarisation selection
under the control of the microprocessor. The satellite
tuner section down-converts this to the second intermed-
iate frequency typically at 480 MHz before being ampli-
fied under the control of the AGC system. The serial
digital signal is formatted into 8-bit parallel words before
being input to the QPSK demodulator. Note that this
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Figure 22.6 (a) MPEG audio processor/encoder. (b) MPEG audio bitstream frame format.
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Figure 22.7 Linking a receiver to a satellite system: (a) Separate receivers with loop-through control. (b) TV/radio fed 
via satellite LNBs. (c) Combined TV/radio receiver.

Figure 22.8 Notional block diagram of an ADR receiver/decoder.
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stage is driven by a crystal controlled oscillator running
at 24.576 MHz and that all the other frequencies that are
derived from this are all multiples of the bit rate of
192 kbit/s or sub-multiples of 24.576 MHz. The demodu-
lated I and Q signals are then input to an ASIC which
carries out error control, decryption and demultiplexing
as well as regenerating all the necessary clock signals.
The data-stream is then decoded back into PCM format
before being converted into its original analogue form.

A smart card is necessary to provide for pay per listen
programmes and this function is controlled via the cen-
tral processor and the card reader/verifier stages. The
processor carries embedded RAM and EEPROM, with
the former handling all the user type of data, whilst the
EEPROM provides for the programmable memory
necessary for channel tuning etc. Because the ancillary
data (9.6 kbit/s) carries information about each
programme, additional interfaces are provided which
allow this to be displayed either on the front panel of the
receiver or on the remote control handset.

The central processor adds another significant feature
to the receiver: at power-up, the receiver automatically
goes into a search and scan mode to identify all the ARD
channels and their polarisation data. This is then stored
in memory for future use. This system also allows the
receiver to detect which channels are transmitting dual
language mono signals so that the user can select the
appropriate one.

The RS 232E interface provides for linking the re-
ceiver to a personal computer, not only does this provide
for pre-programming but it is also valuable for service
purposes. 

Digital Audio Broadcasting (DAB)

This system which derived from the European Union
(EU) Eureka 147 development project is accepted by the
ITU-R organisation as one of the world standards for
digital broadcasting. It is also covered by the European
ETSI standards in document ETS 300/401. DAB is some-
times referred to internationally as Digital System A.
The project developed from the perceived need to find a
system that could deliver CD quality audio into moving
vehicles with little or no multipath distortion effects.
As the system has developed, it has been shown to be
capable of delivering a much wider service to listeners,
not only those that are mobile, but also as a possible
future replacement for conventional sound broadcasting
needs. The service can be delivered by terrestrial trans-
missions, satellites or even via cable networks. Bit rate
reduction is achieved by using the MPEG-II (Musicam)
algorithm and the data-stream is heavily error protected
before transmission.

The system can provide a range of services as follows:

• audio, stereo, mono or bi-lingual;
• programme associated data, programme type, trans-

mitter identification, date, time etc.;
• independent data for road maps, pictures and even dif-

ferential GPS data.

Coded orthogonal frequency division multiplex
(COFDM)

The OFDM concept consists of generating a large num-
ber of carrier frequencies with equal spacing. Each is
digitally modulated with a sub-band of frequencies and
then filtered to produce a (sin x)/x response as shown in
Figure 22.9(a). The spectra of the individual neighbour-
ing carriers thus overlap in the orthogonal manner
shown. When these combine, the total spectrum
becomes practically flat as indicated by Figure 22.9(b).
The channel capacity approaches the Shannon limiting
value and the spectrum of carriers thus behaves as a
parallel transmission bus.

The allocated bandwidth is divided into N elementary
frequencies and arranged to carry P programme chan-
nels. There are therefore N/P interleaved elementary
carriers which carry sub-band modulation for a given
programme in the manner shown. In practice, either 4 or
8 phase PSK or even 64-QAM modulation may be
employed.

The system performance can be further improved by
employing COFDM and it is this form that is actually in
use. A fast Fourier transform (FFT) processor is used in
conjunction with convolution error coding at the modu-
lator stage. When used with a complimentary FFT
processor and Viterbi decoding at the demodulator, the
overall bit error rate is very low. Since the COFDM spec-
trum has noise-like properties and the signal can be
transmitted at relatively low power, it produces very
little adjacent channel interference. In addition, co-
channel interference from transmitters radiating exactly
the same data will actually reinforce the primary signal
provided that the delay is within some specific limits.

The transmission system

The multiplex of bit rate reduced audio together with its
service information, programme associated data and
independent data provides a 2.048 Mbit/s data-stream
which is distributed to all the transmitters in the network.
The multiplex configuration information is transmitted
within the programme associated data group and this is
used to ensure correct decoding. This concept can also
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give warning to the receiver about impending changes
and so ensure a seamless changeover. The correct syn-
chronisation of the signals for each transmitter is import-
ant, hence one possible delivery system would involve
the SDH (synchronous digital hierarchy) system of the
telecom companies. The data is time-stamped before
delivery to the distribution network so that the precise
time for the transmission of each packet is accurately
known. This time reference may easily be obtained from
an incorporated GPS (global positioning system) receiver.

Generating the transmission signal

The COFDM generator converts the 2.048 Mbit/s data-
stream into I and Q signals using a DSP (digital signal
processing) chip. An adjustable delay is arranged via
software control to ensure synchronism with other trans-
mitters in the network. The data is modulated using
DQPSK on to the individual carriers of the COFDM
system. Although the gross bit rate is high, the actual
rate per individual carrier is relatively low when shared
between all the carriers. This feature provides much of

the multipath immunity. This output is then modulated
on to a relatively low RF carrier which can then be up-
converted to the final transmission band. Before final
radiation, the RF signal is band pass filtered to remove
any spurious components that might create interference
with other DAB transmissions. The radiated power is
relatively low for example, using Band III VHF, the total
radiated power may be around 1 kW.

Four modes of operation are defined in the standards
as shown by Table 22.2.

Table 22.2 System operation modes

Transmission mode

System parameters 1 2 3 4
Max separation of TX sites (km) 96 24 12 48
Max receiver frequency (mobile Ghz) 0.375 1.5 3.0 1.5
Number of carriers 1536 384 192 768

Because all the same transmitters within a network
radiate the same group of programmes within the same
multiplex bandwidth, typically 1.5 MHz, DAB makes
much better use of the frequency spectrum. By compari-
son, four VHF/FM stereo transmissions occupy at least
2.2 MHz of bandwidth.
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Figure 22.9 OFDM spectra (a) (sin x)/x response curves, (b) spectrum of combined carriers.
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The signal parameters for Mode 3 operation are
shown in Table 22.3.

Table 22.3 Mode 3 signal parameters

Frame duration 24 ms
Sync signal duration 250 µs
Total signal symbol duration 156.25 µs
Useful signal symbol duration 125 µs
Guard period 31.25 µs

Typically each carrier of the OFDM system is un-
affected by delayed signals up to 1.2 times the guard
period. For the 12 km path for Mode 3 operation, this
represents a signal arriving from an extra path distance
of around 10 km. In fact, such a multipath signal might
well be beneficial to the system. With a mobile receiver
moving around town, the main signal might well become
blocked by a high building. In this case, the reflected sig-
nal will fill-in until the vehicle moves out of the shadow.

Design of a possible receiver

Among the many proposals that have been made that
might create consumer confidence and enthusiasm for
this new system, the following are the result of crystal
gazing. It is thought that the listener is unlikely to accept
the new system unless the extra cost is somewhat below
£200 within the next five years or so. Figure 22.10 based
on the superhet principle summarises one possible
approach. The front end tuner needs only to be fre-
quency switchable between channels and so could easily
be produced today using surface mount technology and a
dedicated ASIC chip for the lower frequency operations.
Eventually, the whole of this stage could be integrated
into a single chip that is software controlled. If a rela-
tively low IF is chosen, then the IF signal could be conve-
niently converted into digital format at this stage, thus
removing much of the filtering normally associated with

such analogue amplifiers. Since quadrature modulation
is employed, it has been suggested that a DSP chip using
a 50 MHz clock could easily handle the conversion of a
12.5 MHz IF signal. The second DSP handles all the data
packet decoding, error control and demodulation.
Finally depending upon the success of the Musicam algo-
rithm to audio coding, then within the next few years a
dedicated single chip could well be available to generate
the audio outputs.

The JPL digital system

This system, which is often referred to internationally as
Digital System B, has been developed by the Jet Propul-
sion Laboratory (JPL) of America, under the sponsor-
ship of the Voice of America (VOA). It is capable of
delivering full CD quality stereo audio at 384 kbit/s
together with a range of lower qualities at slower bit rates
right down to 32 kbit/s. The system uses convolutional
encoding followed by interleaving for a high degree of
error protection. Once again, DQPSK modulation is
employed with the data pulses being filtered to ensure
bandwidth efficiency. In order to synchronise the
demodulation and de-interleaving process, a unique sync
word is included within the data multiplex. The receivers
for this system are designed to be resilient to fading,
echoes and multipath effects by the inclusion of the fol-
lowing features.

• Convolutional encoding at either the 1/2 or 1/3 rate
can be selected by the service provider, with the 1/3
rate being preferred for use under the most difficult
conditions.

• Viterbi maximum likelihood decoding is well estab-
lished for high integrity error control systems.

• Because of the multipath effects in built-up areas and
within buildings, it is suggested that space diversity
reception will be necessary. This involves using more
than one aerial on each receiver. 
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Figure 22.10 Notional block diagram of a 4-chip DAB receiver.
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• The receiver circuitry will include an equaliser that
automatically chooses between the direct and reflected
signals.

Reality of digital sound broadcasting

There are many questions and problems that need to be
resolved before such a service becomes widely accepted
and it needs wide acceptance to ensure relatively low costs
to the listener. Whilst Europe is well advanced with the
deployment and testing of the Eureka-147 system, other
countries are not quite so sure that this concept will suit

their specific needs and applications. Another important
consideration involves the availability of frequency spec-
trum and this varies around the world. Microwave fre-
quency operation is more expensive than VHF. Within
the VHF Band II, it might be possible to utilise the taboo
channels that already exist between the present analogue
FM transmission frequencies. Furthermore, the organisa-
tion of sound broadcasting differs widely between Europe
and the USA. Whilst much of Europe has stations radiat-
ing four or five different programmes from the same
transmitter site, the US tends to use single programmes
per transmitter and this is not conducive to single fre-
quency networks. The search for a world standard has a
long way to go yet.
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It would be foolhardy in the extreme to suggest that in a
chapter of a few thousand words we could cover all that
there is to know about servicing modern audio and hi-fi
equipment. It is thus the purpose of this chapter to précis
the modern servicing scene whilst pondering upon some
of the new techniques and problems brought about by
modern equipment.

It is a fact (as indeed has been mentioned in other
chapters of this book) that for many years audio equip-
ment saw little development or revolution and thus in
servicing environments similar stagnation occurred.
There was greater interest for an engineer in, say, VCR
servicing with its fast moving, innovative technology.
This was of course largely paralleled with public percep-
tion of audio and hi-fi, and compact disc brought about
large-scale changes. The impact on the market is widely
appreciated but it introduced to the domestic engineer
his first real digital signal processing system. Initial per-
ceptions of great fear and trepidation have largely been
replaced with the common experience that few faults,
especially on newer generations of compact disc player,
occur in the complex digital areas.

Now we have recordable digital formats and multi-
media falling into the sphere of a hi-fi engineer. Thus the
level of technology, breadth of knowledge and the abil-
ities of a proficient hi-fi engineer are much higher and
directly comparable with any other branch of consumer
electronics – indeed the distinctions between TV, VCR,
hi-fi, telecommunications and PCs are becoming
extremely indistinct. Already home PCs can record
audio from microphones or line inputs and store them on
hard or floppy disks. The computerised musical instru-
ment interface MIDI is present on virtually any PC with
a sound card. We can look to the professional and broad-
cast audio markets to see where we are heading with
computer and audio integration. Here audio is (as
indeed is video) recorded on hard disks as a digital data
and then edited on screen in a familiar Windows or Mac
environment with the aid of signal traces and time scales.
Sections can be cut and dropped and inserted at will. The

audio engineer here needs to consider the massive impli-
cations of software set-up or design problems.

Let us then consider some key areas that influence the
way in which modern audio and hi-fi is serviced.

Mechanism trends

Let us be under no misapprehension that the majority of
servicing involves the mechanism components of a unit.
The obvious cassette deck, compact disc player and
turntable have now been supplemented by MD (mini-
disc) players and recorders (see Figure 23.1) and the-
oretically at least, DCC (digital compact cassette). In the
mainstream hi-fi market, sales of systems with a
turntable have nose dived. This is reflected in the number
seen for repair – indeed the majority are very old units
being determinedly kept going by the vinyl stalwarts who
cannot afford or justify the turntables of the enthusiast
market and cannot tolerate such mainstream units that
are still available!

As well as the conventional, mains-powered units of
each format, there are portable and personal audio coun-
terparts (with the exception of the turntable). To qualify
my terms, ‘portable’ refers to battery/mains units with
speakers and a handle, ‘personal unit’ refers to the
smallest battery powered units using headphones –
generically referred to as ‘Walkmans’ (a Sony trade
mark). Such reduction of scale gives rise to its own prob-
lems. Personal stereo equipment, which very often also
incorporates a radio tuner is, of course, by definition, very
small. One factor that limits the reduction in size is the size
of the software, be it cassette or disc. Figure 23.2 illustrates
that by building the mechanism through the circuit board,
one can achieve these space savings – one also introduces
new servicing problems! Many designs today are exter-
nally only a fraction larger than the software.

When it comes to servicing, one has to contemplate
tiny screws, high component density (although this is not
peculiar to personal stereo of course), and often highly

23 Modern Audio and
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complex but tiny mechanisms. In order to achieve size
(and doubtless cost) target, it is often the case that manu-
facturers make such mechanisms – or at least the base
parts of them – in a ‘once only’ manner. By this I mean
that certain parts cannot be removed or replaced –

riveted or melted rather than screwed. This results in the
necessity to replace mechanism parts en bloc – a practice
that is anathema to many engineers. This practice is typ-
ically employed on most items in the range, save the most
expensive. Certain strategic parts will be available sep-
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Figure 23.1 Plan view of a mini-disc mechanism showing the all-enclosing nature of the construction.

Figure 23.2 A cassette mechanism from a personal stereo illustrating the space saving technique of building the mechanism
through the circuit board.
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arately, pinch rollers, belts and heads being the obvious
examples.

The question raised by this practice is of course viability
of repair. A mechanism as a ‘spare part’ is often
unfavourably compared with the cost of a replacement
unit. The only converse argument is the smaller labour
time involved in such a repair, which may or may not
reduce the cost of repair. Under warranty, many manufac-
turers operate an exchange scheme for low cost items such
as the cheaper personal stereos as paying labour claims to
repair them is more expensive than throwing them away!

The one incontrovertible parallel that can be observed
between personal and home hi-fi is the change in mater-
ials used for the components. Traditionally levers and
plates were constructed of metals. Plastics found their
niche in wheels that then had rubber tyres for drive pur-
poses. This developed into clutches and idlers and then
the replacement of rubber tyred wheels with all plastic
gears. Today we see large-scale plastic mechanism con-
struction. The extent of integration of plastic compon-
ents varies but is greatest at the cheaper end of the
market. All of the gears and pulleys, mechanism base
and head plate, latching plates, key plates even the cap-
stan flywheels are plastic but with a metal insert to retain
some weight. The inclusion of plastic gears has meant
that even in cheaper designs, rubber components, the
traditional Achilles heel of mechanisms, are reduced to
perhaps just the pinch roller and one drive belt.

The result is, despite what designers may wish to
believe, an inferior mechanism. Life expectancy is gener-
ally poorer. To define this more precisely, rather than as
was traditional, belts and pinch rollers would wear out
and upon replacement, the mechanism would then be in
good order again. Modern, plastic designs wear more
generally and therefore it is often the case that a larger
number of parts require replacement to return the unit to
good order. Furthermore, plastic components break.
One of the most annoying failures is when a clip or spring
hook which is part of the moulding of the plastic mech-
anism base breaks necessitating replacement of the com-
plete base. This can be at best a long job and at worst a
nightmare as all of the mechanism components have to
be rebuilt on to the new base. 

The plastic-based construction of a mechanism gives
rise to some specific problems which are not exactly ser-
vice failures. Firstly, plastic gears meshing and running at
relatively high speed as opposed to a rubber tyred idler
on metal pulleys create a noisier mechanism. Complaints
about this generally come from those who have just
replaced an older unit. Furthermore, static can build up
as plastics move across each other or metal components,
and as this is discharged a noise will be generated via the
audio path. In a cassette system this will often be a
crackle on the audio which can be recorded on the tape

even when in playback! There are various techniques
used to try to counteract such problems: rubber belts can
be made conductive as can the lubricating grease. It’s
another possibility in the list of causes of faults and it’s
not one you are likely to find if you are not aware that it
can be a problem!

It is reassuring that higher specification mechanisms such
as those used in commercial and industrial equipment still
retain favourable qualities of earlier domestic units!

Circuit trends

Obviously there is a massive range of circuit techniques
in use across all formats of audio and hi-fi. Here we will
consider those that have been implemented into more
recent units and that give rise to the need to reconsider
how we tackle faults.

Compact disc

The compact disc really heralded the most major change
ever in audio servicing practice. Digital techniques were
used throughout a large proportion of the circuits. Lasers
were present! When the dust settled for most engineers it
became obvious that common sense played as much a
part in successfully servicing the players as anything else.
However, some engineers still simply cannot come to
terms with them. The patterns of design and servicing
have panned out much like cassette machines. Mechan-
ical faults are more likely to be the cause of a symptom
than electronic ones – this is the most important (and
familiar) lesson to learn.

As with cassette decks, especially lower range models,
across many different brands one will find similar or
identical mechanisms used, often allied to bespoke elec-
tronics. With compact disc, two major manufacturers’
mechanisms will be found to be used, extensively: Sony,
with their KSS range of optical pick-ups and allied KSM
mechanisms, and Philips with their CDM range of mech-
anisms. This brings a number of servicing advantages.

If an engineer is servicing any brand of player and
encounters unfamiliar designs, the inclusion of one of
these almost generic compact disc mechanisms means
that a number of tests can be carried out without service
information or a knowledge of the individual unit. This
assumes experience of the mechanism concerned of
course, which must surely follow any degree of involve-
ment with compact disc servicing. 

For example, one will be familiar enough with the unit
to check the rf test point – usually obvious in any player –
and find that there is 1.2 V p-p of signal with a Sony
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KSS150 and be happy that this is adequate. One will also
naturally be able to assess whether it is clean and undis-
torted. If one has a suspect motor, a DC resistance check
on brush motors will often elicit a clue as to its fault – if
one knows what to expect.

As with any design where there is familiarity there will
be experience of failure patterns. Again using the Sony
KSS150 as our example, it is commonplace in the event
of a failure such as failure to register certain discs, to find
that the rf level has dropped to say 400 mV p-p. Cleaning
the objective lens (as should always be a first step) will
often restore the level by up to 50 per cent but it will still
be low and quite possibly ‘dirty’ i.e. indistinct. Diagnosis
of the faulty optical pick-up unit can thus take minutes.

As we have discussed earlier with respect to cassette
mechanisms in personal stereo units, the extent of the
replacement part in certain compact disc mechanism
designs can be quite large. With virtually all portable or
personal unit mechanisms, one has to obtain the entire
‘traverse deck’ of optical pick-up unit, traverse and spin-
dle motors and mounting base. The Philips CDM mech-
anisms also represent complete replacement units save
the very earliest radial designs where the so-called ‘light
pin’ (optical pick-up unit) could be replaced separately.
This theoretically required the use of some fairly
unlikely and expensive test equipment such as a glass
disc to ensure that the laser was perpendicular to the disc.

Wherever a large assembly represents the replace-
ment part, the emphasis shifts heavily on to correct diag-
nosis. The embarrassment of replacing an entire CD
mechanism only to find that one has missed a dry joint on
a tracking coil drive transistor can only be guessed at by
anyone who hasn’t been there!

As will have been gathered, different approaches have
been taken by Philips to achieve the same ends – some-
thing characteristic of Philips! Whereas most other manu-
facturers opt for a separate tracking (of the lens) and
traverse (of the optical pick-up unit complete) circuit,
Philips have combined the two in their radial servo.
Instead of the optical pick-up unit being moved across
the radius of the disc in a linear plane, they move the op-
tical pick-up unit, courtesy of a linear motor, in an arc
across the radius. One has to accept that in terms of reli-
ability of playing without skipping it is the best system.
Such linear motor designs cannot be used in portable
units as the optical pick-up unit arm is free to move
around when not powered or when knocked. The alter-
native linear system invariably uses a worm drive which
obviously has a permanent mechanical linkage.

The greatest incidence of compact disc player failure is
where the unit sticks or skips whilst playing. A unit’s
ability to play without such error is called playability, a
term considered insufficiently technical by the author.
This problem, if not handled correctly, will lead to much

wasted time and probably much customer antagonisa-
tion. Handling the problem correctly can only stem from
adequate ability and experience. One has first to estab-
lish whether there is a problem with a player. We discuss
towards the end of the chapter the implications and inci-
dences of symptoms being caused by defective software,
and poor compact disc playability is a classic case in
point. Test discs are available which have designed-in
defects to simulate the effects of damaged (interrupted
signal layer) and dirty (simulated fingerprints) discs. The
discs will have a series of such errors of increasing sever-
ity. The player should be easily able to play up to a cer-
tain level of error to be within specification. Invariably a
working player will play all levels of error and a faulty
one will fail at an early stage. If a player passes such tests
and checks on the RF waveform indicate no defects
(such as a dirty lens or low OPU) one has to look else-
where, i.e. the software being used. The vast majority of
problems will by now have been identified. Beyond this
one needs to consider traverse problems, possibly
motors or belts, or even dirt in the mechanism providing
a physical encumbrance. Furthermore tracking or focus
servo problems may hold the key to the problem.

Tuners

Tuners have seen modest development in recent years
but the most significant in terms of aspects of servicing is
the change from the use of tuning capacitors to varactor
diodes and beyond this to electronic (PLL) tuning sys-
tems. Fault-finding is rather more straightforward due to
the presence of a DC tuning voltage which can be easily
checked and monitored. The development of this tuning
voltage, however, may be rather more complex – a volt-
age or frequency synthesis system is employed enabling
a microprocessor to interface between the user, a digital
display, tuning sweep and preset buttons and the humble
varactor diode. To those readers familiar with tuning sys-
tems in TV, VCR and satellite equipment, this is, of
course, very familiar.

Power supplies

Conventionally anything other than a linear power sup-
ply in audio equipment would be a nonsense. All the
noise generated by switched mode types would be in-
tolerable to hi-fi users! Therefore power supplies tend to
be very simple in principle, if sometimes elaborate in
design, to achieve excellent regulation. The modern
audio and hi-fi market place contains a massive amount

418 Modern Audio and Hi-fi Servicing

chp23.ian  4/8/98 2:16 PM  Page 418



of portable products and they typically are powered by
rechargeable battery units; often these batteries are of
bespoke design. The charging units can often be very
complex units with oscillator based power supplies and
all forms of charge detection and over-voltage and cur-
rent protection.

System control

We cannot go far these days in domestic electronics
before we encounter system control circuits in one form
or another. They have gradually become commonplace
in everything from turntables to compact disc players in
audio and are also very prominent in modern TV and
VCR designs. Their overall purpose is to interface the
various sections of an appliance and ensure that they all
operate together correctly. They also initiate appropri-
ate measures, should a failure be detected, to protect the
unit and its user. Their exact mode of operation depends,
of course, on the type of unit which they control. In audio
this inevitably involves an interface between electronics
and mechanics as well as between electronic sections and
the user.

The inclusion of a system controller circuit is not
always a blessing for service engineers though! Whereas
it may help the user by preventing misoperation and
damage it tends to hinder and complicate fault finding
due to the fact that it often prevents a unit from showing
its true symptoms. If, for example, a cassette deck loses
tacho pulses from one reel sensor it will probably be
returned to stand-by by the system controller in exactly
the same way as when the capstan stops turning. Without
‘syscon’ the symptoms would be quite different and the
fault immediately obvious. On the other hand you would
probably have a handful of ruined tapes.

Microprocessors

The heart of the whole circuit is a microprocessor, which
receives information and instructs the other circuits. It
has at least one power supply and one ground connec-
tion, a master clock oscillator and a reset line. Its inputs
come from sensors of one form or another: rotation sen-
sors, infrared remote signal detectors or manual switches
on an operation keyboard. In line with these sensors
are usually signal amplifiers/buffers, input expanders or
A–D (analogue to digital) converters to provide suitable
input signals for the processor. The sensors used in
various mechanisms are covered in their own chapters.

Microprocessor outputs consist of data to other ICs,
switching lines or pulses to operate other circuits, or
‘on/off’ control lines to turn on switching devices. Figure
23.3 demonstrates to what degree system control can be
implemented in modern hi-fi.

A dead unit may well be caused by system control fail-
ure. There are three basic checks to make before getting
deeply involved. Are the supply(ies), and ground lines,
RESET and clock (oscillator) signals correct to the
microprocessor? Once these have been established the
possibility of a faulty IC can be considered!

Many problems within a unit can be attributed to sta-
tus lines being incorrect – e.g. a permanently muted
audio output will be invoked by system control. One
needs to understand the operation of the unit to be able
safely to disable such lines for further fault finding. It
cannot be over-emphasised that incorrect outputs from a
system control are usually caused by incorrect inputs to it
rather than a fault within the system controller itself.

Amplifiers

Audio output or power amplifier stages have always
tended to cause problems for service engineers. Today
one has the two extremes of design. A completely discrete
circuit employing many bi-polar transistors or FETs in a
multi-stage amplifier with degrees of DC coupling
between them brings with it a number of servicing prob-
lems. At the opposite end of the scale, many modern
amplifiers, including higher range ones, include one or
more ICs as the amplifying elements. The servicing of such
circuits is generally easier than discrete designs but of
course, the emphasis is again on getting diagnoses right!

Output stages are of course one of the highest power
stages in any audio unit and thus one of the most prone to
failure. This said, many designs are supremely reliable
but others are not. One extra factor that puts them at a
higher risk of failure is the interface with users, i.e. the
speakers and their connections. Short circuits in cabling
or connectors or indeed faulty speakers themselves give
rise to many amplifier failures. Furthermore, excessive
loading can be present where speakers (maybe more
than one set) are connected such that their impedance is
lower than that permitted by the amplifier. Over a period
of such use (usually of running at fairly high volume as
well) the output stage runs hot and then fails. An output
stage failure should precipitate an investigation of the
speakers and their connections to save further failures.

Naturally, one major factor in how amplifier circuits
fail is the inclusion of a protection circuit. Indeed, the
symptom presented may be that of a protection circuit
having operated and one needs to find a masked problem
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Figure 23.3 A system-control circuit from a sophisticated tuner/amplifier, illustrates ,most of the features discussed in the text:
microprocessor control; memories; data buses; displays; remote control; and input expansion. It is referred to many times in the
text. The circuit is also particularly relevant to the description, later in this chapter, of integrated control systems, specifically the
Bang & Olufsen ‘Master Control Link’, for which it acts as a central ‘master’. The extra features that this entails can be seen, 
including an infra-red remote control transmitter as well as receiver (Bang & Olufsen)
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or be able safely to over-ride the protection for further
investigation. This latter course is permissible only if
severe failures have been ruled out by cold tests.

Some designs leave a lot to be desired in terms of their
effectiveness and a lot to be replaced when a failure
occurs; others are virulent and will cause muting or shut
down under transient undesirable conditions. The result
of the latter is fewer failed output stages but some inter-
mittent and annoying symptoms. 

It is quite common when pairing certain Japanese
amplifiers with specialist British speakers, for example, to
get this kind of problem. The amplifier’s protection is
very keen and despite the speakers being within specifica-
tion for impedance (4–16 Ω) at usually 4 or 6 Ω, and well
capable of handling the power delivered, the protection
operates causing no sound after a variable period of time.

The interfacing problem seems to be that the speakers
may have a nominal impedance of, say, 6 Ω, but at certain
frequencies at the lower end of the spectrum, typically
around 100 Hz, the impedance characteristic is such that
impedance drops to say 2 Ω or less for the period of that
frequency. It is not uncommon for high powers to be
present for such IF audio content and so the worst
possible set of circumstances are present. 

It is interesting to note that in circumstances where
such speakers have been used with amplifiers with much
less ‘fussy’ protection, they have suffered rather than the
amplifier. You may find open-circuit bass units and tweet-
ers and crossover circuits that have got so hot as to melt
the solder on the p.c.b.! There is a large-scale lack of
appreciation of the need to get amplifiers and speakers
correctly matched. The problem can be exacerbated by
the introduction of sub-bass units (sub-woofers), pur-
posely designed to increase disproportionately the bass
content of the audio signal. If these are not used with
speakers with sympathetic impedance characteristics,
such over-running problems can be introduced.

All of this can be seen to increase when users purchase
boxes from multiple stores with no installation or expert
advice, so that no recourse is made to existing equipment etc.

Discrete output stage failures

Many have a fear of such faults. If one discovers that the
output devices have failed then it is best service policy to
replace all semiconductors in the area. Refer to Figure 23.4
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Figure 23.4 A high-quality hi-fi audio output stage including the cooling fan control circuit. The dotted line demonstrates the
break point for failures. Semiconductors failing to the right of the line would probably result in protection circuits operating or
more catastrophic failure. To the left, one is likely to end up with purely an audio fault- distortion or loss of audio (courtesy of
Bang & Olufsen).
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which illustrates the cut-off area for this work. Checks
should also be made on very low-value resistors (usually
less than 2.2 Ω) for even remotely increased values. It
would also be sensible in units that are more than a few
years old to replace all electrolytic capacitors.

Having rebuilt the stage, one should decrease the bias
and power the whole unit up via a variac. Gradually
increase the supply whilst monitoring the Iq (quiescent
current). If all runs up without excitement, then carefully
align the Iq to specification and run the unit for some
hours. Ensure that the Iq does not vary outside the speci-
fication, if it does then there is another fault and it, of
course, could be the underlying cause of the output stage
failure. Check on bias stabilising and regulation circuitry
– remember the advice to change all semiconductors.

There is always a question mark over the second chan-
nel in such circumstances. In most cases it will not be any
more likely to fail than it was previous to the repair but in
some cases one might find the unit returning to the work-
shop with the unrepaired channel down. If the primary
failure has been found to be due to external causes such as
over-running or shorts, then it may be worth rebuilding
both stages together. If this involves significant extra cost
it is unlikely to be worth it and more worth the risk –
ultimately the decision is the owner’s, of course, and one
can only give informed guidance.

Digital signal processing

Reference here is really to the large-scale processing cir-
cuitry encountered in MD or DCC rather than the now
well established methods in CD. We should also consider
the imminent arrival of DAB (digital audio broadcast-
ing). The problems are manifold. One needs firstly to
understand what is to be achieved, then how it’s done, at
least in outline and finally to consider how one tackles
failures (or indeed rules out the possibility of failures) in
this area. Incumbent in the final factor is the application
of test equipment.

The basic brief of the MD and DCC signal processing
circuitry (aside from the obvious A–D and D–A conver-
sions) is to provide data reduction during the record
process and reconstruction during playback. The systems
employed by MD and DCC are respectively ATRAC
(Adaptive TRAnsform Coding) and PASC (Precision
Adaptive Sub Coding). Both work on similar principles of
data redundancy achieved through mathematical calcula-
tions (cosine transforms/ Fouriers etc.). The theory of all
this is mind blowing at its deepest and much can be read
elsewhere (a basic grounding may be achieved from Ser-
vicing Audio and Hi-fi Equipment). From our analysis of
modern servicing we need consider these facts.

Firstly, the number of faults that occur in such circuitry
are very small indeed. Witness the ratio of digital signal
processing faults to mechanism faults in CD players. How-
ever, when working on any number of such units, the ques-
tions are bound to be there. There is a human tendency to
assume that, because a particular circuit is very complex
and carries out massive amounts of processes it is more
likely to be at fault than a simple circuit. As realists will
acknowledge, the inverse applies!

Secondly, the reduction/reconstruction processing is
integrated to a large degree to within ICs. The PB and
record processes are largely a simple case of direction
reversal and so if a fault occurs on playback but not on
record or vice-versa, then it is highly unlikely that the prob-
lem will be within this signal processing.

An oscilloscope is as useful and practical a tool as any-
thing when tracing faults here. One can only really (at a
servicing level) look for the presence or absence of data
(especially where it is in serial form) and any obvious
deformity in terms of level or shape. Beyond this we are
given no information as to data form. If corruption is
occurring in an area where parallel data processing is used,
an oscilloscope may well show where there is no activity on
a specific line. A further useful test may be to open-circuit
or short-circuit (via a suitable capacitor) to ground the sus-
pect line and see what effect it has on the fault symptom. If
none, then you’ve hit the right spot, if the symptom varies,
then you likely haven’t.

Mini-disc

Specific to the mini-disc, we have the magneto-optical
recording system. It is all fairly straightforward, especially
to those who are experienced with CD but the laser power
control is slightly more involved as it has to be able to
switch powers between record and playback modes. Here,
then, is a prime area to look for a one-mode only symptom.
The magneto-optical system has also been seen now in
back-up and storage media drives for PCs. Whereas MD
has seen quite forcible marketing at a domestic level and
fair inroads being made into broadcast radio, DCC has
simply not impressed the market.

Alignment procedures

A number of factors have culminated in the greatly
reduced requirement for alignment of much audio equip-
ment. A traditional source of requirement is the radio
receiver. Here, the use of ceramic filters and IC based cir-
cuitry has reduced typical alignment to a couple of
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adjustments. In turntables and cassette decks, speed
adjustments can be simplified by the use of highly accur-
ate servo systems. The fact of the matter is that the num-
ber of adjustments is generally reduced across all
products but a whole new generation of adjustments and
new ways in which adjustments are carried out generally
are what we need to consider.

If we take DAT as an example, this is an audio tape
recording system. There is no azimuth adjustment, how-
ever. The method of operation is helical scan as with
most VCR formats. This means that there is tape path
alignment of much greater complexity than for any other
audio tape format. The alignment procedure will be by
monitoring the off-tape FM with an oscilloscope and
obtaining the correct (usually flat envelope) shape.
Things are slightly more complex though. In a helical
scan system there must be some form of tracking
arrangement to ensure that the heads both read their
correct tracks and run over the track completely rather
than overlapping adjacent ones. In DAT (as with the
Video 8 VCR system) an automatic tracking system
called ATF is used which, to allow sensible alignment,
has to be disabled or allowed for. Like a speed servo it
will ‘follow’ adjustments.

In much current hi-fi, especially of digital format, elec-
tronic alignment is perpetrated not by a screwdriver but
by some form of computer based interface. This may
take several forms. An example may be a compact disc
player. The player incorporates digital servo signal pro-
cessing and so its adjustment values for gain and offset
are written into non-volatile (NV) RAM within the servo
signal processing device. However, the setting of these
values has to be initiated. Some units may well have soft-
ware to allow them to align themselves, others may need
values adjusting and then storing. Either way the adjust-
ment will be via a series of key press sequences from the
front control panel or remote handset, or possibly from
an external device such as a PC, connected via some form
of (usually serial) interface. An alternative method of
entering the electronic alignment mode is by enabling a
link or switch within a unit. This may allow access to test
modes useful for fault finding, as well as the alignment
modes.

Test modes

With the complexity of modern designs and the inclusion
of all-seeing system control, when a failure occurs it may
be extremely difficult to fault find in any conventional
sense. This is due to the nature of system control circuitry
in that it will protect when anything it considers abnor-
mal occurs. This protection usually involves making the
unit largely inoperable – keeping it in stand-by or return-

ing it to stop mode within seconds of a problem. A com-
pact disc player may fail to play a disc, it simply returns to
stop mode after a couple of seconds of attempting to
play. The sequence of events that leads to successful
reading of the disc includes focusing, disc spinning on
rough servo, tracking and disc speed locking. Dependent
on the design of the player, any of these could lead to a
disc spinning and then returning to stop having failed. 

There is little or no time available to make meaningful
tests. A service mode, allowing each stage of the process
to be initiated by the engineer, is thus invaluable. This
gives the vital indication of where a problem is occurring
and by sticking at that stage of the sequence, tests and
repairs can be carried out. Simple options on the test
mode may allow for example, the laser to be turned on –
one may wish to check its presence or indeed measure its
power. Alternatively in any unit using a display, there
may be a test to illuminate all segments or sections of the
display. This helps to determine where a problem may
occur by proving that the display and its drive device are
clearly (or not) able to produce the display.

One final use of a PC or computerised interface with
audio equipment is with in-car units that use a security
code. The PC can be connected, via suitable hardware, to
read existing codes and write in new ones. Naturally
there are legitimate reasons for requiring to do this – flat
batteries and lost codes etc. – and indeed when received
for repair. There is equally though the obvious use of
such technology for theft whereby stolen units are repro-
grammed to make them useful again.

Surface mounted and VLSI devices

Virtually every piece of electronics from a remote hand-
set to a mini-disc recorder contains surface mounted
components (see Figure 23.5). Indeed we can also safely
stipulate that they all contain VLSI (Very Large Scale
Integration) devices also. The ideas behind their inclu-
sion are the obvious ones of space saving and production
cost reductions. From a servicing perspective they repre-
sent another new challenge – ‘new’ can be qualified as
‘within the last few years’ to some and ‘in the future’ to
others! Much has been written on how to handle such
devices and there are a plethora of soldering tools on the
market all claiming to make the job easy. The basic facts
are, however, that no method will be straightforward
without practice. That practice should not come when
one first needs to remove a device in anger. One should
obtain scrap PCBs and put in some hours getting familiar
with techniques. Similarly, simple and often cheaper
methods (and tools) are as straightforward as those cost-
ing hundreds of pounds. One has to balance the costs
against likely usage. Do not try to take the line that you
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won’t need to work with surface mounted devices
though! Even those engineers familiar with handling sur-
face mount devices for some time have recently been fac-
ing new challenges with devices incorporating J-legs
where the solder joint is under the body of the device. We
are also beginning to consider what happens when one has
to change VLSIs being used in current equipment where
over 150 legs are present with an almost invisible pitch.

For a more detailed discussion of techniques see Ser-
vicing Audio and Hi-fi Equipment by the same author
and publisher.

Obsolete formats

We have once again a situation where format wars have
meant that certain units are no longer sold or have irrele-
vant market position despite their recent introduction.
We have seen it previously with eight track and the
Elcaset; today DCC and 3DO (the compact disc based
multimedia/games format) are rapidly falling into this
category. Whereas there may be little or no new software
available for these formats, purchasers are not keen to

simply scrap them and so engineers are required to
repair them wherever possible. DCC of course can be
used to play conventional, analogue compact cassettes
and will still perform as a digital tape recorder even if no
pre-recorded software can be found.

Software problems

I refer to the tapes and discs that are used in the units that
are accused of having failed. When a symptom (e.g. skip-
ping) fails to show despite thorough testing of a compact
disc player, it is time to inspect the owner’s discs! If a
symptom seems improbable ask for an example of the
problem on tape or disc. This will often provide the
answer. Cassette decks received with badly contam-
inated tape paths reveal that the user has not been taking
care with their tapes – maybe they are damp or just plain
worn out. Nip the problem in the bud by checking tapes
and disposing of suspect ones – unless you wish to see the
deck again soon!

The vast majority of the public fails to appreciate the
delicacy of their equipment and the need for the software
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Figure 23.5 The inclusion of SMDs is now commonplace – look here and see if a distinction can be easily made between solder
joints and SM components!
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to be in good condition. The obvious example of where
this is most prevalent is with compact disc. Mainly due to
press and media misinformation, the public believes that
compact discs are indestructible and that a player should
play them faultlessly whatever their condition. Nothing
is further from the truth. The problem now exists of con-
vincing someone that the problem is a software rather
than hardware one.

Good servicing practice

There are a number of points to ponder if one is to con-
sider oneself a service engineer. Many try to carry out
repair and alignment without the requisite test equip-
ment. Whereas this may pass unnoticed when repairing
low grade, cheap audio units, it is totally unsatisfactory
for those aiming to work on anything resembling hi-fi. In
certain areas the safety factor comes into play. Can you
be sure that laser power on a compact disc player is not at
a dangerously high level? Most significantly there is the
need to test all mains powered equipment, following
repair, for electrical safety. The most convenient way to
do this is with a Portable Appliance Tester (PAT) which
tests for insulation resistance between the mains input
and all exposed conductors and where appropriate
the integrity of earth connections. For further informa-
tion on safety and test equipment, refer to Servicing
Audio and Hi-fi Equipment by the same author and
publisher.

Test equipment

The level of test equipment that is necessary (or accept-
able dependent on your perspective!) will vary but if true
hi-fi servicing is envisaged then the following should be
available to engineers. 

• Analogue oscilloscope, minimum 30 MHz bandwidth,
not necessarily because of encountering high band-
width signals but because lower specification units
have poor beam acceleration (dim displays) and

poorer triggering abilities. A delayed sweep will also
be necessary for DAT amongst others.

• Digital multi-meter with at least 3.5 digit display, bar
graph display and reasonable accuracy. 

• A frequency counter for the ever increasing appear-
ances of PLLs and VCOs.

• Audio and RF generators, sweep and FM stereo gen-
erators. The need for an RDS generation capability
will increase, especially for those working extensively
on in-car products but it is likely to remain useful
rather than necessary for most.

• DC power supply to at least 30 V (to replace tuning
voltages). A Variac for power supply and amplifier
repairs.

• Wow and flutter/drift meter is essential as is an audio
voltmeter (ideally two channel). 

• A distortion meter may be dispensable but in the case
of all of these items, combined test units at reasonable
price (a few hundred pounds sterling) represent the
ideal way of obtaining them.

A modern workshop must also have means to be able
to work in a static-free environment to prevent damage
to ICs, FETs and lasers. Conductive work surfaces and
tools are becoming commonplace.

The final few bits and pieces would include a stylus
pressure gauge and turntable strobe, a head demag-
netiser and some form of infrared detector for remote
handsets. The latter can be achieved by connecting an IR
receive diode across an oscilloscope trace.

Never forget that test equipment is useless if used
without the requisite knowledge. Similarly it is a burden
if it only ever sits on a shelf looking pretty!

Conclusion

So a few thousand words to condense a lifetime’s experi-
ence and a book’s worth of advice and observation! This
should have given the reader the feel for modern practice
and conveyed the impression of the extremely satisfying
job that it is. For further research refer to the much men-
tioned Servicing Audio and Hi-fi Equipment and then for
the ultimate method of gaining knowledge, work with an
experienced engineer.
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0 VU, 215
100 V line, 320
13-bit PCM, 135
14-bit symbols, 76
4 mm socket, 400
600 ohm load, 215
600 ohm line, 387
70 V line, 320
78 rpm speed, 163
8/14 code, 104
8/10 code, 104

Absolute temperature, 1
Absorbers:

performance, 37
studio, 34
types, 37

Absorption, 4
dielectric, 384

AC parameters, valves, 174
Academy curve, 335
Acceleration, 159
Accelerometers, 24
Access time, 97
Accuracy, 41
Acetate, 158
Acicular crystals, 113
Acoustic characteristics, 4
Acoustic energy, 276
Acoustic environment, 28
Acoustic gain, 333
Acoustic loading, 290
Acoustic radiator, 285
Acoustic response, 33
Acoustic stiffness, 18
Acoustic transformer, 300
Acoustically dead rooms, 39
Acoustics:

car, 350
listening room, 4
studio, 33

Action, ESL, 307
Action substitution, 153
Active cross-over, 348
Active loads, 228, 267
Active noise absorbers, 12
Active sensing, MIDI, 376
Adaptive bit allocation (ABA), 138
Adaptive digital signal processor (ADSP), 352
Adaptive filter, 140
ADC, 59, 97

Adding circuit, binary, 51
Addition and analogue mixing, 51
Additive effects, speech, 329
Adjacent channel interference, 188
ADR receiver, 407, 409
Advanced designs, power amplifier, 263
Advantages, digital form, 43
Aerials:

car radio, 353
feeder, 391
noise, 201
signal strength, 211
testing, 354

AFC, 204
AGC effects, 204
Age, frequency response, 1
Air conditioning noise, 28
Air ionisation, 314
Airtight seal, 31
Alcons equation, 328
Aliasing noise, 68
Aliasing, PCM, 193
Alignment, crystal, 113
Alignment procedures, 423
Alignment protractor, 165
Alignment, tape domains, 113
Alternative transmission methods, 195
Alternator interference, 356
AM car radio, 337
AM linearity, 211
AM qualities, 189
AM rejection ratio, 205
Ambisonics, 27, 340
Ampere turns unit, 120
Amplification factor (l), 174
Amplifier noise, tape replay, 126
Amplifier, voltage controlled, 362
Amplifiers, 419
Amplitude compensation, 160
Analogue and digital, 41
Analogue audio signal, 47
Analogue delay lines, 364
Analogue for loudspeaker, 287
Analogue, infinite baffle, 290
Analogue, labyrinth enclosure, 295
Analogue model, LS, 287
Analogue oscilloscope, 426
Analogue to digital converter (ADC), 59, 97
Analogue waveform, 47
ANC system, 338
AND gate, 43
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Angel zoom, 172
Anode, 173
Anode-bend demodulator, AM, 212
Anode (slope) resistance (r

a
), 174

Anti-aliasing, 135
Anti-aliasing filters, 193
Anti-resonance, 294
Anti-skating force, 165
Anvil ossicle, 5
Application-specific ICs (ASIC), 44, 217, 407
Arithmetic, binary, 51
Armstrong, Major Edwin, 199
Artificial reverberation enhancement, 336
Artificial waveforms, 366
Assumed remanent flux, tape, 116
ASTRA, 408
Astra digital radio (ADR), 407, 409
AT-cut crystal, 202
ATF system, 424
ATRAC, 423
Attaching wire, 398
Attack, AGC, 204
Attack time, compressor, 145
Attenuation rate, filter, 250
Audibility, bit error, 100
Audible range, 1
Audio edit, digital, 110
Audio generator, 426
Audio mixing, 53
Audio power amplifier, 252
Audio transducers, 390
Audio witch-doctor, 56
Auditory canal, 5
Auditory masking, 110
Auto-changer deck, 163
Auto-reverse cassette player, 342
Auto selection, 337
Automated bias setting, 132
Automatic frequency control (AFC), 204
Automatic gain control (AGC), 204
Automatic level control, 334
Automatic noise level sensing, 329
Automatic noise reduction, FM, 338
Automatic power control (APC), 80
Average sound insulation, 31
Averaging, 57
AWG, 391
Axial modes, 35
Azimuth recording, 97, 108

B-H curve, 113
Backboxes, 321
Background noise level, 236
Background noise requirement, 28
Back-polarised construction, 21
Back radiation, 295
Backwards compatible cassette, 137
Bailey clamp design, 259
Balance controls, 248
Balanced connections, 392
Balanced line inputs, 133
Balanced operation, 335
Balanced use, cable, 392
Balanced working, 177
Balcony infill LS, 331
Ballistic characteristics, 131

Band splitting, Dolby A, 147
Band-limited impulse, 58
Band-limited noise, 2
Bandpass coupled circuits, 198
Bandwidth allocations, 189
Bandwidth, digital signals, 63
Bandwidth, FM, 190
Barlow-Wadley loop, 202
Barrel, jack plug, 400
Base channel, MIDI, 370
Base of ten, 42
Basic digital recording, 94
Basic waveforms, 367
Basilar membrane, 6
Bass and room size, 3
Bass frequencies, 3
Bass response and AFC, 204
Bass response, maximising, 294
Bass traps, 38
Bass units in car, 347
Batteries, microphone, 20
Baxandall:

explanation of current dumping, 270
output stage, 255
tone control, 241

BBC criteria, noise, 28
BBC FM/VHF parameters, 214
BBC NICAM, 195
BBC PCM distribution, 192
Beam tetrode, 173, 252
Beast, the, 180
Bell modes, 282
Belt drive, 164
Berliner, 157
Bi-linear companders, 144
Bi-wiring, 395
Bias compensation, 165
Bias frequency, 120
Bias field, 94
Bias level setting, 122
Bias noise, 124
Bias oscillator, 129
Bias setting, 122
Bias, tape, 114
Biaxial orientation, 112
Bidirectional microphone, 15
Bimorph, 21
Binary, 42
Binary adding circuit, 51
Binary arithmetic, 43, 51
Binary division, 58
Binary logic, 43
Binary multiplication, 51
Binary point, 52
Binaural hearing, 8
Binding forces in metals, 173
Binding post, 400
Biphonics, 311
Bipolar transistors, 226
Bit, 43
Bit errors, 100
Bit rate reduction, 411
Bitstream, 91, 136
Block address, 105
Block diagram, tape recorder, 125
Blocked impedance, 309
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values, 288
Blocks, data, 98
Blomley non-switching circuit, 269
Blumlein, 157, 249, 310

arrangement, microphone, 25
work on stereo, 25

BNC connector, 399
Bode plot, 261
Boltzmann’s constant, 219
Bone-conducted sound, 6
Boolean algebra, 43
Boomy speech, 6
Bootstrapped load, 233
Bose 102 unit, 321
Boundary layer, 94
Boundary microphones, 21
Boundary (PZM) microphone, 21
Box within a box, 33
Braided cable, 391
Brake light interference, 359
Braking systems, 123
Breakage, plastic components, 417
Breakdown, MOSFET, 229
Break in/out, 31
Breakthrough, image, 200
Breathing, 145, 146
Brick wall filters, 136
Bridging, 338
Broadband noise, 125
Broadcast studios, 34
Brushless AC motor, 131
Buffer amplifier, 59
Buffer areas, 29
Buffer memory, 104
Building materials, 33
Bumps, 68
Burst errors, 100
Byte, 44

Cabinet loudspeakers, 322
Cabinet volume, 291
Cable connections, 378
Cable losses, 322
Cable power loss factor, 320
Cable support, 398
Caddy, CD, 344
Calrec Soundfield microphone, 27
Capacitive audio transducers, 390
Capacitive effects, 383
Capacitor microphone, 19
Capacitor model, 389
Capacitor, stabilising, 262
Capacitors, 273
Capacitors, power amplifier, 273
Capstan, 123
Capstan motor, 164
Capture ratio, 206
Car and information (CARIN) system, 360
Car audio, 337
Car loudspeaker, 347
Carbon microphones, 21
Card reader/verifier, 411
Cardioid microphone, 15
Cardioid pattern, 18
Care of CDs, 426
Care of LPs, 170

Care of tapes, 425
Carriage servo, 84
Cartridge, 165
Cascode connection, 267
Casings and interference, 354
Cassette units, car, 342
Cat’s whisker, 310
Cathode, 172
Cathode follower, 175
Cavity absorber, 38
CCD echo unit, 365
CCITT J17 pre-emphasis, 143
Ceiling loudspeakers, 321
Central cluster system, 326
Ceramic cartridge, 216
Channel allocation, 188
Channel balance controls, 248
Channel bits, 104
Channel coding, 103
Channel note on, MIDI, 371
Channel separation controls, 248
Channels, MIDI, 370
Characteristic impedance, 277, 387
Characteristics:

cartridge, 165
distortion, 254
Dolby B, 150
Dolby C, 151
microphone, 14

Choke input filter, 184
Chorus, 364
Chrome tape, 341
Chromium dioxide, 112
Chromium dioxide tapes, 113
Cinema systems, 319, 335
Circuit capacitances, 241
Circuit design, tuners, 212
Circuit layout, 132
Circuit layout, tape, 125
Circuit magnification, Q, 197
Circuit trends, 417
Circular memory, 98
Circumaural headphone, 316
Clamp transistors, 259
Clapham Junction tone control, 246
Clarity, 186, 206
Clarity, FM receiver, 205
Clarity, radio, 186
Class A, 269
Class A designs, 269
Class A mode, 254
Class B mode, 254
Class S amplifier, 271
Class S system, 271
Cleaning, capstan/rollers, 123
Clipping, 263
Clock frequency, 70
Clock, MIDI, 376
Clock rate, final, 77
Closed headphone, 316
Clumping, 113
CMOS bilateral switches, 224
CMOS gate, 45
CMOS logic, 45
Co-channel interference, 411
Coaxial cable, 383
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Coaxial connector, 399
Cobalt coating, tape, 112
Cochlea, 5
Coded orthogonal frequency division multiplex (COFDM),

411
Coding, stereo, 190
Coercivity, 119

of tape, 93
Coincident pair, microphone, 25
Cold pin, 401
Collector-base leakage noise, 126
Collimation lens, 81
Collisions, 381
Column loudspeakers, 322
Comb filter effect, 22
Combination, code, 76
Combination microphone, 17
Common cathode amplifier, 174
Common code, system, MIDI, 372
Compact cassette, 341
Compact disc, 67, 231, 343, 417

care, 426
construction, 74
juke box, 344
player, block diagram, 
player, servicing, 79

Compact storage, 97
Compander, NICAM, 404
Companding, 143
Comparison of loudness, 6
Compensation, reflection, 352
Complementary noise reduction, 142
Complementary output transistors, 255
Complementary processing, 160
Complementary system, NR, 139
Complex waveform, 2
Compliance, 168

LS, 280
Components, network, 298
Compresser characteristic, 144
Compression drivers, 319, 325
Compression, time, 98
Compressor/limiters, 171, 334
Compromises:

design, 274
disc cutting, 160

Computer-aided editing, 135
Computer based interface, 424
Computers and synthesizers, 368
Concealment, 100
Condenser microphone, 19
Conduction band, 378
Conduction, electrical, 378
Conductors, 378
Cone drive units, 322
Cone flexure, 282
Confidence replay, 101
Conical drive, 164
Conical horn, 300
Connection cables, MIDI, 370
Connector shell, 398
Connectors, 397
Consonants, intelligibility, 328
Constant angular velocity (CAV), 67
Constant charge principle, 306
Constant current sources, 232, 267

Constant current sink, 177
Constant directivity horn, 324
Constant linear velocity (CLV), 67
Constant time delay, 48
Construction, CD, 74
Contact noise, 124
Contact potential, 382
Continuous sine wave, 48
Control layout, 371
Control link, companding, 143
Control room acoustics, 28
Control word, 73
Controller values, MIDI, 371
Controls, 226, 240
Conversion efficiency, microphone, 15
Convolutional cross interleave, 101
Convolutional encoding, 413
Cook-books, 55
Copper wire braid, 392
Copyright infringement, DAT, 344
Corona discharge, 112, 304
Correction, errors, 71
Corruption, 423

CD, 71
Cosine roll-off, 406
Cosine wave, 48
Counters, 44
Counting base, digital, 42
Coupling bits, 77
Coverage, LS, 325
Crimping, 398
Critical angle prism, 81
Critical distance, 327
Critical frequency, 187
Croft Series III, 178
Cross-blending, 311
Cross-fader, 111
Cross interleave Reed-Solomon code, 135
Crossover, 348
Crossover distortion, 254
Crossover/equaliser, 325
Crosstalk, 118, 168
Crosstalk attenuators, 30
Crystal control, motor speed, 132
Crystal control, tape speed, 132
Crystal form, tape coating, 113
Crystal ovens, 202
Curie point, 96
Current dumping circuit, 270
Current mirrors, 233, 267
Current switching circuit, 60
Current transfer characteristic, 226
Curvature of Earth, 186
Cut and splice editing, 135
Cutter head, 158
Cylinder address, 104
Cylindrical lens, 81

D layer, 187
D MOSFET, 256
D-type connector, 402
D-type flip-flop, 44
Damping factor, 394
Damping, LS, 291
Darlington push-pull, 267
DASH, 94
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DAT, 137, 424
DAT, in car, 345
Data presence/absence, 423
Data reduction, 49, 105, 110
Data separator, 103
dbx, 148
DC power supply, 426
DC to DC converter, 339
DCC see Digital compact cassette
Dead rooms, 4
Decay, AGC, 204
Decibel unit, 3
Decimal base, 42
Decoder, CD, 86
Decoding, stereo, 190
Decoding PCM, 194
De-essers, 334
Deformation of cable, 392
Degree of insulation, 30
De-interleaving, 86
Delay, 49, 365
Delay line, 336
Delayed echo, 8
Delays, MIDI, 373
Delta-sigma modulators, 64
Demodulator misalignment, 205
Demodulator systems, FM, 207
De Morgan’s theorem, 44
Design compromises, 274
Design requirements, output, 260
Destructive interference, 95
Detectability, 201
Detectable frequency range, 1
Detectors:

AM diode, 211
anode-bend AM, 212
Foster-Seeley, 208
grid leak AM, 212
phase coincidence, 208
pulse counter, 210
phase locked loop, 209
ratio, 208
Round-Travis, 207
slope, 207
synchronous AM, 212

Diagnosis, 420
Diaphragms, 280

materials, 346
microphone, 16
passive, 294
size, ESL, 306

Dielectric absorption, 384, 388
Dielectric loss, 384
Difference signal, stereo, 190
Differential logic circuits, 407
Differential network, 144
Differential non-linearity, 62
Differential pair, 177
Differentially encoded data (DQPSK), 404
Diffraction grating, CD player, 80
Diffraction limitation, 95
Digital audio, 41
Digital audio broadcasting (DAB), 411
Digital audio disc, 67
Digital audio interlink, 387
Digital audio recording, 93

Digital audio tape, car, 344
Digital compact cassette (DCC), 65, 92, 94, 110, 137
Digital compression, 63
Digital data, 68, 415
Digital delay lines, 332
Digital filtering, 54, 87
Digital mastering, 28
Digital methods, synthesis, 365
Digital multimeter, 426
Digital processes, 97
Digital pseudo-random shift register, 363
Digital record head, 93
Digital recording, 161, 343

tape, 125
Digital reverb, 366
Digital signal processing, 43, 54, 415, 423
Digital system A, 411
Digital to analogue converter (DAC), 60, 90
Digitised audio signals, 387
Digitising waveform, 42
DIN, 215

connector, 399
Diode detector, AM, 211
Diode ring balanced modulator, 201
Diode switching, 224
Dipole radiator, 299
Direct broadcast by satellite (DBS), 361
Direct-coupled output, 273
Direct-drive turntables, 164
Directional microphone, 22
Directivity, 277
Directivity effect, 280
Directivity, ESL, 307
Directivity factor, 328
Directivity, microphone, 14
Disc identification information, 73
Disc pressing, 162
Disc servo, 84
Discrete cosine transform (DCT), 65
Discrete fast-Fourier transform (DFFT), 62
Discrete output stage faults, 422
Discrimination, capture, 206
Discrimination, ear, 7
Displaced heads, 111
Display information, 408
Distortion, 9, 237

horn, 301
meter, 426
microphone, 16

Distributed system, 325
Dither, 52, 136
Dither noise, 61
Diversity reception, 337
Dividers, 44
Dolby, 144
Dolby A system, 147
Dolby B, 149, 341
Dolby C, 150
Dolby HX Pro, 133
Dolby laboratories, 65
Dolby S, 155
Dolby SR, 152
Dolby stereo, cinema, 335
Dolby surround sound, 27
Dolby system, 130
Domains, 113
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Domestic tape recording, 136
Doors, studio, 32
Dopants, tape, 112
Double-leaf construction, 31
Double superhet, 200
Doublet source, ESL, 307
Drain wire, 392
Drift, electron, 379
Drive amplifiers, 158
Drive servo, 158
Drive systems, 163
Drive unit, 285
Drive unit, horn, 302
Dropouts, 100, 112
Dual-capstan, 123
Dual-diaphragm microphone, 18
Dual gap head, 119
Dual-gate MOSFETs, 201
Ducts, air, 30
Dummy aerial, 354
Dummy head, 26, 311
DVMs, 60
Dword, 45
Dynamic element balancing, 61
Dynamic impedance, 228
Dynamic microphone, 18
Dynamic noise filter, 140
Dynamic range, 28, 168

CD, 231

E layer, 187
Ear, 5
Eardrum, 5
Early high fidelity amplifiers, 10
Earmax, 177
Earth path, 398
Echo, 365
Eddy currents, 386

losses, 115
Edge triggering, 44
Edgy sound, 254
Edit gaps, 106
Editing digital tape, 110
Effective mass, 290
Effective series resistance (ESR), 239
Effects units, 334
Efficiency:

horn, 302
LS, 292

EFM comparator, 83
Eigentones, 34
Eight bit set, 44
Eight to fourteen modulation (EFM), 74, 77
Elapsed time displays, 132
Electret formation, 273
Electret headphone, 314
Electret microphone, 20
Electrical analogue, LS, 279
Electrical breakdown, air, 304
Electro-acoustic efficiency, 259
Electro-acoustic transducer, 303
Electrodynamic headphone, 313
Electro-forming, 157
Electrolytic capacitors, 184, 423
Electromagnetic pickups, 165
Electromagnetic wave, 384

Electron charge, 379
Electron cloud, 172
Electron movement, 379
Electronic crossover, 334
Electronic enhancement, 134
Electronic noise absorbers, 12
Electronic (PLL) tuning, 418
Electronic signal delay units, 330
Electronic sound sources, 362
Electrostatic headphone, 313
Electrostatic loudspeaker (ESL), 303
Electrostatic microphone, 19
Electrostatic stress, 303
Electrostatics, 383
Elliptical stylii, 168
Emergency override, 329
Emitter follower, output, 266
Emphasis, 142
Enclosures, 290
End correction, 288
Energy dispersal, 406
Energy gap, 378
Enhancement MOSFET, 256
Envelope generator, 363
Environmental protection, 397
Equal loudness contours, 6
Equalisation, 95, 116, 140, 217, 332
Equivalent circuit, 394

LS cable, 395
Equivalent SPL, microphone, 15
Erase head, 119, 129
Error, azimuth, 108
Error control, NICAM, 407
Error correction, 71, 100, 343
Error, group delay, 49
Errors, quantisation, 69
Excess noise, 126
Excessive loading, 420
Exclusive code, system, MIDI, 372
EXOR gate, 44
Expanded polystyrene, 283
Expander, 141
Expansion, time, 98
Exponential horn, 301
External airborne noise, 29
External processing, 364
External reference locking, 99
External RF noise, 206
Eye pattern, 103

waveform, 82
Eyring formula, 39

F layer, 187
Fader, 53
Fairy dust, 171
Fall time, 47
Fast Fourier transform (FFT), 411
Faulty optical pickup, 418
FCC 68, 402
Feed-forward circuits, 271
Feedback equalisation, 217
Feedback loop stability, 261
Female XLR, 402
Fermi-Dirac statistics, 378
Ferrite materials, tapehead, 118
Ferro-chrome tapes, 113
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Field effect transistors, 228
Figure of eight response, 15, 17
Filters, 249

car audio, 359
circuits, 249
noise, 2
preceding NR circuit, 130
structures, digital, 56
voltage controlled, 362

Filtering and oversampling, 89
Fine speed adjustment, 163
Fingerprint, system, 142
Finite impulse response, 55
FIR filters, 54
First data word, 70
First detector, 199
Fixed pattern noise, 172
Flags, MIDI, 371
Flangers, 365
Flash converters, 63
Flat disc source, 281
Flat frequency response, 116
Flat honeycomb sandwich, 347
Flat response, 332
Flip-flop (FF), 44
Floating construction, 33
Floating point converter, 63
Flutter, 163
Flux reversals, 94
Flying comma converter, 63
FM2, 408
FM, car reception, 337
FM carrier wavelength, 337
FM qualities, 190
FM reception, car, 337
Focus error amplifier, 82
Focus error signal, 81
Focus OK (FOK) amplifier, 83
Focus servo, 84

problems, 418
Focusing, 296
Format wars, 425
Foster-Seeley detector, 208
Four-bit coding, 43
Fourier transform, 48
Fractions, 43
Frame, 45
Frame alignment, 405
Frame multiplex, NICAM, 405
Free-air conditions, 291
Free-air headphone, 314
Free-air resonance, 290
Free electrons, 172
Free-space sound, 3
Frequency, 1, 6

and insulation, 31
changer, 199
choice, 189
counter, 426
deviation, 190
discrimination, 7
dispersion, 394
distortion, 9
maximum absorption, 37
meter display, 205
modulated systems, 142

modulation distortion, 9, 11
modulation (FM), 103
multiplier, PLL, 203
response curve, 198
response, LS, 292
response, optical disc, 96
shift keying (FSK), 106
synthesis, 418
synthesiser techniques, 203

Fringe reception areas, 338
Front suspension, 284
Fudging, 134
Fuel pump interference, 359
Full adder, 51
Fundamental resonance, 290
Fuse, 395
Future, headphone, 317

Gain controls, 240
Gamma ferric oxide, 112
Gap, record head, 119
Gates, 43
Gaussian distribution, 53
Gears, plastic, 417
Germanium power transistors, 253
Gibbs phenomenon, 49
Glass, window, 33
Glide, 370
Glitches, 72, 91
Global positioning system (GPS), 412
Golden ratios, 35
Gold plating, 223
Graceful degradation, 100
Granularity, 135, 193
Graphic equaliser, 246, 332, 365

car, 351
Gray code, 404
Grid, 173
Grid-leak detector, AM, 212
Groove packing density, 157
Groove pitch, 161
Groove radius, 167
Groove walls, 159
Ground attenuation, 186
Ground wave, 188
Grounded grid amplifier, 175
Grounding and shielding, car, 359
Group codes, 104
Group delay, 49
Guard bands, 97
Guitar pickups, 24

Haas effect, 8, 331
Hair cells, ear, 6
Half-track, 132
Hall effect, 382
Hammer ossicle, 5
Hammond organ, 362
Hang-over, 11
Hang-up, 263
Hard clipping, 254
Hard disc recorder, 104
Hard magnetic material, 119
Hard peak clipping, 193
Hardware, MIDI, 370
Harmonic distortion, 237
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Head demagnetiser, 426
Head design, 117
Head losses, 116
Headphones, 310
Headroom, 142, 230, 320
Heater motor interference, 356
Heating effect, 382
Helical scan, 424
Helical tape path, 107
Helmholtz absorber, 38
Helmholtz radiator, 293
Helmholtz resonator, 280
Hemispherical tip, 167
Hertz, H., 186
Hertz (unit), 21
Hexadecimal base, 42
HF bias, 114, 120
HF bias rejection, 130
HF saturation, 152
HF stabilisation, 263
High dynamic impedance load, 228
High fidelity designs, 10
High-frequency beaming, 324
High-frequency parasitic oscillation, 258
High-impedance distribution, 320
High level monitoring, 296
High permeability core, 118
High polymer headphone, 314
High-power connectors, 401
High recording densities, 102
Hill and dale recording, 157
Hiss, stereo background, 192
Hole in the middle, 26
Holes, 380
Hole storage, 229
Home keyboards, 364
Homodyne, 201
Homodyne demodulator, 213
Honeycomb sandwich construction, 347
Horn, 300
Horn loading, ribbon, 299
Hot pin, 401
Hot vertical signal, 159
Hum, microphone, 16
Hum pickup, 221
Human auditory system, 5
Hyperbolic horn, 301
Hysteresis, 93, 385

IC current mirror, 233
IC opamps, 234
IC solutions, constant current, 233
IC use, voltage amplifiers, 235
IDC connectors, 398
Idler wheel drive, 164
IEC mains connector, 398
Ignition interference, 355
Illusion, stereo, 24
Image breakthrough, 200
Image frequencies, 200
Impact noise, 30
Impedance, 388

LS, 286
Impedance matching in ear, 5
Improvements, cassette system, 341
Impulse amplitude limiter, 206

Impulse noise, 205
Impulse signal, 50
Impurities, in crystal, 381
In-car audio, 337
In car DAT, 345
In car hi-fi, 352
In-room frequency imbalance, 330
Inaccuracy, 41
Incompatibility, car audio, 353
Incorrect inputs, 419
Incus, 5
Index, directivity, 328
Indicator, recording level, 131
Induced hum, microphone, 16
Inductance of electrolytics, 273
Inductive sources, 390
Inductor model, 390
Inductors, 298
Inertance, LS, 279
Infill, 331
Infinite baffle, 290
Infinite baffle systems, 259
Infinite impedance demodulator, AM, 212
Infinite impulse response (IIR), 56
Infrared detector, 426
Infrared laser, 80
Inhomogeneous medium, 124
Injection moulding, 158, 163
Inner code, 101
Inner ear, 6
Input capacitance, 165
Input circuitry, 217
Input connections, 223
Input impedance models, 390
Input push-pull layout, 232
Inputs, 215
Installation, car audio, 352
Instantaneous sound level, 290
Insulation, connector, 397
Insulation displacement, 398
Insulation displacement connection (IDC), 

402
Insulation materials, cable, 391
Insulators, 379
Intelligibility of speech, 4, 330
Intensity, 1, 276
Intensity level (IL), 276
Intensity, sound, 6
Intensity stereo, 24
Interconnections, 335, 378, 390
Interdigital transducers (IDT), 199
Interfacing problems, 422
Interference, car, 353
Interleaving, 72, 101, 406, 413
Intermediate stage accuracy, 52
Intermediate frequency (IF), 199
Intermodulation, 201

testing, 10
Internally generated interference, 355
Interpolation, 57, 88
Inter-symbol interference, 95
Intra-aural headphone, 316
Intrinsic noise level, 230
Inverse square law, 1, 326
Ionisation, 306
Ionosphere, 187
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ISDN, 402
Isolated transient, 48

J-legs, 425
Jack plug, 400
Jill socket, 400
Jitter, 92, 103
Jitter performance, ADC, 60
JK FF, 44
Johnson noise, 126
JPL digital system, 413
Juke box, CD, 344

Kerr effect, 96

Labyrinth enclosure, 295
Lacquer, 157
Laser diode, 80
Latching fastening, 398
Late-arriving sounds, 330
Lateral devices, 229
Lateral PNP, 236
Lateral recording, 157
Lathe, 158
Layering, MIDI, 368
Layers, ionosphere, 187
Layout, stereo listening, 24
Lead screw, 158
Left data word, 70
Level control, 133
Level of performance, 236
Leyden jar, 303
LF notch filter, tape replay, 128
Life expectancy, 417
Light-pin unit, 418
Light spot size, 95
Limiting temperature, voice coil, 285
Limiting function, 334
Lin circuit, 253
Linear drive motor, 85
Linear gain stages, 239
Linear integrated circuits, 226
Linear interpolation, 72
Linear motor, 418
Linear phase system, 48
Line-matching transformer, 320
Line microphone, 23
Line source, 322
Linearity, 62, 186, 226

FM, 207
Linking limiters, 193
Linn-Sondek turntable, 164
Lip-ribbon microphone, 23
Listener fatigue, 254
Litz wire, 386
Live end dead end (LEDE), 40
Load impedance, 168, 231
Lobe, aerial, 186
Local keyboard on/off, 376
Local oscillator, 199, 201
Locked loop, 203
Logarithmic characteristic, 240
Logic, binary, 43
Logic circuits, 43
Logical processes, 43
Long throw, 280

Long-tailed pair, 227, 231, 267
Look-up table, 76
Loop filter, 203
Loss, dielectric, 384
Loss of consonants method, 328
Loss of signal, 11
Loudness, 6, 276
Loudness level, 6
Loudspeaker cables, 393
Loudspeaker enclosures, 290
Loudspeaker pickup, 239
Loudspeakers, 276

car, 345
commercial system, 322

Low frequencies, ESL, 306
Low frequency isolation, 30
Low frequency resonance, 183

LS, 291
Low-impedance distribution, 321
Low noise, bias signal, 121
Low-noise cables, 384
Low-noise levels, 29
Low-noise opamps, 126, 222
Low-pass filter, 296
Low standards, AM, 189
Low-value resistors, 423
LP record, 157
LS protection circuitry, 265
LSB, 43
Lumped components model, 394

M-S stereo, 26
Machinery, noise, 30
Magnetic effects, 384
Magnetic medium, 93
Magnetic tape, 112
Magnetic tape recording, 363
Magnetising force, 120
Magneto-optical discs, 93
Magneto-optical system, 423
Magneto-resistive (MR) head, 94
Mains-borne interference, 239
Mains ripple, 265
Maintaining old recordings, 169
Majority voting logic, 405
Male XLR, 402
Malleus, 5
Manufacture, vinyl disc, 157
Manufacturer’s ID, 372
MASH circuit, 91
Masked problem, 419
Masking, 7, 146
Masking effect, 408
Mass law of insulation, 31
Master tape, 157
Matching transformer quality, 321
Material, cone, 283
Materials, 417

connector, 397
disc, 162

Matrix circuit, 191
Maximising bass, LS, 294
Maximum output level (MOL), 121
Maximum usable frequency (MUF),188
Maxwell’s equations, 186
Maxwellian distribution, 378
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MCC, Philips system, 338
MDS/MDP, 86
Measurement methods, 169
Measurement systems, 274
Measuring headphones, 316
Mechanical connectors, 398
Mechanical faults, 417
Mechanical fixing, 398
Mechanical impedance, 278
Mechanical resonance, 160
Mechanical services, 30
Mechanism components, 415
Mechanisms, CD, 417
Media, digital, 93
Melinex, 112
Membrane absorbers, 37
Memory log, tape, 132
Metallisation, 162
Metal tapes, 113, 341
Metals, connector shell, 398
Methods, MIDI, 369
Microcomputer control (MCC), 338
Microcomputer wave creation, 362
Microphone channels, 171
Microphones, 14
Microphone signal, 335
Microphonic effects, 239
Microprocessor control, 409
Microprocessor technology, 213
Middle ear, 5
Middle-side (M-S) arrangement, 25
MIDI, 415
MIDI layering, 368
MIDI sequencer, 366
MIDI specification, 368
MIDI time code, 376
Miller effect, 175
Mineral insulated cable (MICC), 392
Mini-disc, 96, 423
MiniMoog, 363
Minimum phase behaviour, 49
Mirror amplifier, 83
Mismatching units, 422
Missing codes, 61
Mitsubishi noise reduction, 338
Mixers, 199, 335
Mixer noise, 201
Mode messages, MIDI, 373
Mode, reverberation, 3
Modern standards, 236
Modes, MIDI, 370
Modular absorbers, 34
Modular synthesisers, 364
Modulation control, 154
Modulation noise, 124
Modulation systems, 189
Mono mode, MIDI, 370
Mono sound, 24
Moog, Dr. R., 362
MOS devices, 228
MOSFETs, 228
Mother, 158
Motional impedance, 286
Motor unit, 285
Mouth size, horn, 300
Moving car, FM, 337

Moving-coil actuator, 104
Moving-coil cartridge, 217
Moving-coil head amplifier, 219
Moving-coil headphone, 312
Moving-coil loudspeaker, 279, 285, 346
Moving-coil microphone, 18
Moving-coil pickup, 165
Moving-iron headphone, 311
Moving-iron principle, 310
Moving magnet cartridge, 216
Moving magnet pickup, 165
MPEG 2, 411
MPG Layer 2, 408
MSB, 43
Mullard 5–20, 180
Multicore unscreened wires, 391
Multi-miking, 134
Multipath immunity, 412
Multipath reception, 337
Multiple-platter drives, 97
Multiple reflections, 330
Multiplexer, channel, 70
Multiplication, binary, 51
Multi-speaker replay, 340
Multi-stage noise shaping (MASH), 90, 91
Multi-track machines, 133
Music centre, 272
Musical telegraph, 362
Musicam, 65, 408, 411
Musician’s amplifier, 171
Musique concrète, 363
Muting, 72
Mutual conductance (g

m
), 174

Mylar, 112

NAB convention, 402
Nakamichi noise reduction, 338
NAND gate, 44
Narrow-band noise, 2
Narrow-bandwidth FM, 195
Near-coincident arrays, 26
Near-instantaneous companding, 136
Negative feedback, 11, 254
Negative numbers, 43
Networks, 296
Nibble, 45
NICAM, 63, 404
NICAM 728, 143
NICAM sub-carrier, 404
Nodal drive, 347
Noise, 41, 239
Noise, aliasing, 68
Noise behind the signal, 124
Noise-cancelling microphone, 23
Noise control, 28
Noise criterion (NC), 28
Noise, digital generator, 363
Noise floor, 63
Noise gate, 141
Noise generator, 363
Noise killer, 338
Noise level, tape, 122
Noise margin, 45
Noise, microphone, 16
Noise rating, 28
Noise reduction, 139
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Noise reduction circuitry, 133
Noise shaping, 64, 90
Noise spectrum, 142
Noise waveform, 2
Non-complementary system, NR, 139
Non-ideal behaviour, 388
Non-linear mixer, 200
Non-linearity, 9, 41

errors, 91
Non-magnetic gap, head, 93
Non-polar dielectric, 298
Non-uniform frequency response, 114
NOR gate, 44
Norton model, 174
Notch filter, 128
NOT gate, 43
Number damage, 52
Nyquist, 69
Nyquist criterion, 261
Nyquist’s sampling theorem, 58

Objective lens, 81
CD, 418

Octal base, 42
Odd/even shuffle, 100
Off-axis radiation, 330
Off-axis response, 15
Offset angle, 165
Off-tape FM, 424
Ohm’s law, 378
Old recordings, 168
Omnidirectional microphone, 15
Omni mode, MIDI, 370
On-axis response, 14
Once-only assembly, 415
One-bit system, 91
One-mode symptom, 423
Opamps, IC, 234
Open headphone, 314
Open reel digital recorder, 106
Operating mode detector, NICAM, 407
Operational amplifier designs, 219
Optical assembly, 80
Optical connectors, 402
Optical discs, 95
Optical drives, 169
Optical isolator, MIDI, 370
Optical medium, 93
Optical pickup fault, 418
Optimum bias, 122
Optimum diaphragm size, 292
Opto-isolators, MIDI, 373
OR gate, 43
Orthodynamic headphone, 313
Oscillation, cone, 283
Oscilloscope use, 422
Outer code, 101
Outer ear, 5
Output fuse, 265
Output impedance, audio, 393
Output level, 168
Output stage faults, 423
Output stages, 419
Output transformer, 253
Output transformerless (OTL) design, 178
Output transistor protection, 258

Output voltage swing, 227
Oval stylii, 168
Overflow, arithmetic, 51
Overload characteristic, 265
Override, power level, 329
Overriding protection, 422
Oversampling, 64, 88, 136
Overshoot, 238

PA cone drive unit, 319
Packing density, 107
Paging use, 324
PAL systems, 404
Panel absorbers, 37
Panpot, 25
Parabolic reflector microphone, 22
Parallel adaptive data slicer, 407
Parallel plate capacitor, 383
Parallel transmission, 46
Parallel-tuned circuit, 196
Parallel wire capacitance, 383
Paralleled input transistors, 219
Parametric controls, 246
Parametric equalisers, 334, 365
Parasitic oscillation, 258
Parity bits, 71, 405
PASC, 138, 423
Pascal unit, 2
Passive components, 388
Passive cross-over, 348
Passive diaphragm, 294
Passive equalisation, 217
Passive radiator, 294
Passive tone control, 241
Patchable design, synthesiser, 363
Pause control, tape, 119
P-bit, 74
PCM adaptor, 105
PCM encoder, 193
PD array outputs, 82
Peak amplitude, 281
Peak recorded velocity, 159
Peak-shift distortion, 95
Peltier effect, 382
Pen cell operation, 221
Penetration depth, 386
Pentode, 171, 173
Perceived volume level, 240
Perfect piston, 346
Performance characteristics, 235
Permanently muted audio, 419
Permanently polarised material, 21
Permeability tuning, 337
Personal unit, 415
Phantom powering, 20
Phantom sound images, 24
Phase coincidence detector (PCD), 208
Phase comparator, 203
Phase detector, 208
Phase difference, 388
Phase distortion, 11
Phase/frequency shifter, 334
Phase-linear SAW, 199
Phase lock loop, 337
Phase locked loop, 76, 103, 202, 203, 409

demodulator, 209
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Phase modulation, 195
Phase shifter, 364
Phasers, 364
Philips DCC process, 137
Phon unit, 6
Phono connector, 398
Phono connectors, 215
Phono inputs, 223
Photo detector (PD) array, 81
Photodiode (PD), 80
Photodiode assembly, CD player, 80
Photo-resist, 75
Physics of conduction, 378
Pickup arms, 165
Pickup inputs, 216
Piezoelectric behaviour, quartz, 202
Piezoelectric microphone, 21
Pilot tone, 130, 190
Pink noise, 332
Pinna, 5
Piston radiation, 277
Pit lengths, 77
Pitch, 1, 6
Pitch bender, 371
Pitch perception, 7
Pits, 68, 75
Place theory, 7
Plane wave, 1
Plastic gears, 417
Plasticiser effect, 284
Plastic mechanisms, 417
Plate reverb, 366
Plating, 391
Platter, 158, 163
Playability, 418
Playing weight, 165
Plug, 4 mm, 400
PNP silicon transistor use, 126
Point-source, 308
Point-source system, 326
Polar graph paper, 15
Polar response, piston, 281
Polarised prism, 81
Polarising filter, 81
Polarising voltage, 20, 306
Pole-pieces, tapehead, 115
Poly mode, MIDI, 370
Polyphonic glissando, 370
Polyphony, 366
Polypropylene film capacitors, 273
Pollywogs, 112
Poor earthing, 354
Poor quality pressing, 83
Poor quality sound, PA, 321
Porous absorbers, 37
Port, 293
Portable appliance tester (PAT), 426
Portable unit, 415
Portamento, 370
Potentiometer law, 241
Power amplifiers, 335

car, 338
output stages, 267

Power factor, 384
Power handling, ribbon, 299
Power levels, 260

Power MOSFET, 255
Power output stages, 252
Power supply, amplifier, 264
Power supply design, 183
Power supply leads, car, 354
Power supply problems, 418
PRBS generator, 406
Preamplifier, 215, 226

moving-coil cartridge, 165
with gain, 176

Pre-compensation, 95
Pre-emphasis, 190
Precision adaptive sub-band coding (PASC), 138, 423
Precision resistor chain, 241
Predictability, 186, 205
Preferred ratios, room dimensions, 35
Pressure doubling, 16
Pressure drive units, 300
Pressure fluctuation, 1
Pressure gradient microphone, 17
Pressure headphone, 316
Pressure operation, microphone, 16
Pressure pads, 123
Pressure, sound wave, 2
Pressure zone microphone (PZM), 21
Prestimulatory masking, 8
Previous word hold, 72
Principle of superposition, 395
Print through, 113
Probability, noise, 53
Problems, disc cutting, 161
Product code, 101
Professional RDAT, 109
Programmability, 366
Programmable delay, 97
Programme modulated noise, 145, 146
Propagation delay, 46
Propagation velocity, 46
Prophet 5 synthesiser, 368
Protection, output transistor, 258
Protective diodes, 230
Proximity effect, 17, 387
Pseudo-chrome, 341
Pseudo random binary sequence (PRBS), 406
Public address, 319, 322
Public service broadcasting, 186
Pulse code modulation (PCM), 134
Pulse counting demodulator, 210
Pulse density modulation, 92
Push-pull, 227
Push-pull Darlington, 267
Push-pull ESL, 305
Push-pull oscillator, 129
Push-pull symmetry, 231

Q-bit, 74
Q factor, 197
QPSK decoder, 407
Quad cable, 393
Quad current dumping circuit, 270
Quad design, 252
Quad 44 disc input, 223
Quadratic residue diffuser, 38
Quality, 160
Quality factor, Q, 197
Quantisation, 58, 68
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Quantisation noise, 87, 89, 135, 193, 409
Quarter-track, 132
Quarter-wave plate, 81
Quartz crystal, 337
Quartz crystal oscillator, 202
Quasi-complementary circuit, 253
Quiescent current, 273

Radial carriageway tracking, 166
Radial magnetic field, 285
Radial modes, 282
Radial servo, 418
Radiation area, ribbon, 299
Radiation from a piston, 277
Radiation impedance, 276, 277
Radiation of sound, 276
Radiation patterns, 277
Radiator mass, 293
Radio, car, 337
Radio data system (RDS), 360
Radio interference, car, 353
Radio microphone, 23
Radiophonics, 363
Radio receivers, 186
Random access memory (RAM), 73, 96, 97

as recording medium, 96
Random errors, 41, 100
Random noise, 2
Random noise generator, 58
Random sound field, 3
Rapid access, 97
Rate of attenuation, 250
Rate of flare, horn, 300
Ratio detector, 208
Rayl unit, 277
RDAT, 94, 104, 137
RDS specification, 214
Re-alignment, tape head, 342
Re-entrant horn LS, 324
Re-entrant overload characteristic, 265
Reactance, acoustic, 278
Reactive components, 388
Reactively coupled noise, 45
Readout, CD, 95
Real sounds, waveform, 47
Real-time code, system, MIDI, 372
Rear gap, 118
Rear suspension, 284
Receiver design, 196
Receiver, digital, 413
Receiver, NICAM-728, 406
Recordable compact disc (CDR), 137
Recordable CD, 95
Record amplifier, 130
Record head gap, 119
Recorded wavelength effects, 115
Recording level indication, 131
Recording, magnetic, 93
Recording media compared, 96
Recovery time, compressor, 145
Rectangular probability density function, 53
Rectangular windowing, 54
Recursive filter, 64
Red noise, 363
Redundant bits, 100
Reference bias, 122

Reflected sound, 3
Reflections, 34

in car, 351
signal, 337

Reflex cabinets, 291
Refraction in ionosphere, 187
Regulator interference, 356
Rejection filter, 130
Relative permeability, 385
Relay circuits, 266
Relays, switching, 223
Release time, compressor, 145
Remanent flux characteristics, 116
Remanent magnetic flux, 114
Repeat, 365
Replay amplifier, 125

design, 116
Replay equalisation, 127
Replay head gap, 115, 119
Reproduction, vinyl disc, 163
Requirements, equalisation, 128
Requirements, radio reception, 186
Requirements, tape, 112
Reset code, MIDI, 372
Resistance, metallic conductor, 380
Resistive cable loss, 320
Resistor behaviour, 388
Resistor model, 389
Resistor noise, 217
Resolution, 41
Resolution and word length, 51
Resonance setting, 365
Resonances, 34, 169, 324
Response contouring, 332
Response, inner ear, 6
Response shaping components, 217
Response smoothing, 332
Reverberation, 4
Reverberant component, 327
Reverberant environment, 328
Reverberation time, 38, 319
RF condenser microphone, 23
RF generator, 426
RF test point, CD, 417
RIAA, 216
RIAA curve, 160
Ribbon cables, 391, 402
Ribbon LS, 298
Ribbon microphone, 19
Rice and Kellog, 279
Rigid piston source, 281
Ringing, 49, 238, 291
Ringing on transient, 123
Ripple rejection, 265
Rise time, 47
RMS detection, 149
Room dimensions, preferred, 36
Room modes, 34
Rotary head digital audio tape (RDAT), 107
Rotary head recorder, 97, 107
Rotation point, 148
Rotation speed, CD, 67
Round-Travis detector, 207
RPDF, 53
Rumble, 163, 248
Run-length limits, 104
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Sabine formula, 38
Safe operating area (SOA), 258
Safety factor, 426
Sample and hold, 59
Sampler, 97
Sampling, 58
Sampling clock, 100
Sampling frequency, 68, 88, 135
Sampling rates, 366
Sandman, A.S., 271
Satellite delivered digital radio, 407
Satellite tuner section, 409
Saturation output level (SOL), 122
Saturation recording, 93
SAW filter, 198
Scale factor, 405
Scan and search mode, 411
Schottky diodes, 201
SCMS, 109, 137
Scratch filter, 249
Scratched CDs, 344
Screen grid, 173
Screened cables, 392
Screening, car audio, 354
SDAT, 137
Sealed box woofer, 347
Sectors, 104
Security code, 424
Seebeck potential, 382
Selectivity, 186, 196
Self-clocking, 103
Self-demagnetisation, 115
Self-noise, conductors, 380
Self-noise, microphone, 15
Self-shrouding plugs, 400
Semiconductors, 379
Semi-distributed system, 326
Sendust, 119
Sennheiser unit, 312
Sensitivity, 122, 186, 201

ear, 5
headphone, 312
microphone, 15

Separate power amplifiers, 339
Separate power supplies, 265
Separation controls, 248
Sequential copies, 137
Serial copying management system (SCMS), 109, 137
Serial data recording, 102
Serial transmission, 46
Series of 0s, 76
Series of 1s, 75
Series feedback network, 217
Service mode, 424
Servicing, 415
Servo speed control, 131
Servo systems, 80, 343
Set-reset latch, 44
Shaped windows, 54
Shaw/Baxandall circuit, 255
Shell, connector, 398
Shift and add, 51
Shift registers, 44
Short circuits, 420
Shot noise, 126
Shotgun microphone, 23

Shuffling network, 25
Shunt regulators, 183
Shuttle action, 132
Sideband, 145
Sign bit, 43
Signal amplitude range, 390
Signal characteristics, 230
Signal delay line, 331
Signal distribution, 319
Signal inputs, 215
Signal interconnections, car, 354
Signal intrusion, 265
Signal path length, 46
Signal processing circuitry, 423
Signal rise time, 46
Signal strength and height, 186
Signal to noise ratio, 201

microphone, 16
Signal to noise, 169

ultimate, 211
Silencer, duct, 30
Silicon power transistor, 253
Silicone rubber, 392
Simple ramp, 61
Sine response, ear, 6
Single crystal model, 381
Single ended use, cable, 392
Single-function fault, 423
Single sideband (SSB), 195
Single unscreened wires, 391
Sinusoidal waveform, 1
Size of conductors, cable, 320
Sizes, CD, 67
Skin depth, 386
Skip distance, 187
Skipping, CD, 343
Skying effect, 365
Sleeve, jack plug, 400
Slew-rate distortion, 238
Slew-rate limiting, 123
Slew-rate limiting distortion, 262
Sliding stereo separation, 213
Slitting machines, 113
Slope controls, 245
Slope detection, 207
Slow time constants, 147
Small power transistors, 221
Smart card, 411
Soft domes, 284
Soft magnetic alloy, 312
Soft magnetic material, 119
Software, 415
Software problems, 425
Soldering, 398

tools, 424
Solid-state linear circuit, 226
Sone unit, 7
Song pointer, MIDI, 376
Sound absorbing materials, 31
Sound field, 3
Sound field system, 134
Sound insulation, 30
Sound localisation, 330
Sound lock, 33
Sound masking systems, 336
Sound pressure, 276
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Sound pressure level (SPL), 7, 276
Sound quality, 4, 274
Sound reinforcement, 319, 322
Sound sampling, 362
Sound synthesis, 362
Sound workshops, 364
Source of interference, car, 354
Source impedances, typical, 390
Sources, background noise, 29
Space charge, 172
Space wave, 188
Spaced microphones, 26
Spare part, 417
Specific resistivity, 381
Spectral density characteristics, noise, 53
Spectral shaping, 53
Spectral skewing, 151
Spectrum shaping, 103
Spectrum shaping filter, 406
Speech intelligibility, 328
Speech signal to noise, 329
Speed of sound, 1
Speed servo control, 164
Spherical wave, 1
Spindle servo, 84, 85
Sporadic E, 189
Spring line reverb, 364, 366
Spurious signals, 239
Square law characteristic, 200
Square wave, 1, 49
Square wave performance, 123
SRC system, 338
SSB, 195
St. Paul’s Cathedral system, 322
Stabilised power supplies, 265
Stability, 186, 201
Stage gain, 227
Staircase waveform, 134
Stamper, 158
Standards, FM, 190
Standing waves, 3
Staples, 5
State machine analysis, 44
Static build-up, 417
Station identifying codes, 338
Station PA system, 319
Stationary head recorder, 97
Status bytes, MIDI, 371
Step function, 11
Step-up transformer, 19, 219
Stepped pulleys, 164
Stepping motors, 104
Stereo, 190, 310
Stereo effect, 5
Stereo headphone jack, 400
Stereo hiss, 213
Stereo microphones, 24
Stereophones, 310
Stereo radio, 404
Stereo signal, 190
Stirrup ossicle, 5
Stored charge effects, 258
Straight sided cones, 282
Strain gauges, 24
Strain relief, 400
Stranded copper, 391

Stray capacitance, 228, 241
Structural noise, 30
Structure, waveform, 47
Studio acoustics, 28
Studio design, 5
Studio monitor, 296
Stylii, 167
Stylus preheating, 159
Stylus pressure, 165
Stylus pressure gauge, 426
Stylus wear, 168
Sub-bass units, 422
Subcarrier, NICAM, 406
Subcarrier phase, 192
Sub-code detector, 86
Subcode, RDAT, 109
Sub-woofers, 319, 336, 339, 422
Subjective testing, 172, 237
Successive approximation register (SAR), 60
Summary, cables, 397
Summation amplifier, 82
Sun spot activity, 188
Super-Permalloy, 119
Superhet system, 199
Supermatch pair, 230
Supermatched devices, 221
Superposition of waveforms, 47
Superposition principle, 395
Supplementary broadcast signals, 195
Suppression, interference, 355
Surface acoustic wave (SAW), 198
Surface mounted components, 424
Surface recombination noise, 126
Surround sound, 27
Suspended sub-chassis, 164
Suspension, 280
Suspensions, LS, 284
Swarf, 159
SWG, 391
Swishing, 146
Switch-on current demand, 335
Switched mode supplies, 418
Switching systems, 223
Syllabic compander, 63
Symmetrical speaker arrangement, 5
Symmetry, bias waveform, 121
Sync. pattern, 103
Sync. word, 73, 78, 413
Synchrodyne, 201
Synchronisation, 99
Synchronous demodulation, AM, 212
Synchronous digital hierarchy (SDH), 412
Synchronous switching decoder, 191
Synthesised tuning, 337
Synthesiser, frequency, 203
System equalisation, 332
System exclusive code, MIDI, 372
System common, MIDI, 372
System control, 419
System control circuitry, 424
System frequency response, 329
System real time, MIDI, 372
System reset code, MIDI, 372
System reset, MIDI, 372

Table, 105
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Table of contents (TOC), 74
CD, 74

Tape, 96
Tape backing, 112
Tape care, 425
Tape drive control, 131
Tape heads, 341
Tape path alignment, 424
Tape recording, 112
Tape speed effects, 115
Tape thickness tables, 113
Tape transport, 123
Tapered motor shaft, 164
Telecom C4 system, 148
Telharmonium, 362
Temperature coefficient of resistance, 382
Temperature inversion layers, 188
Temporal masking, 8, 146
Terphan, 112
Test discs, 418
Test equipment, 426
Test modes, 424
Tetrode, 173
THD levels, 10
The Beast, 180
Thévenin, 174
Theatre systems, 319
Theremin, 362
Thermal noise, 126, 217
Thermal runaway, 258
Thermally compensated DC source, 203
Thermionic emission, 172
Thermoplastic resins, 284
Thick coatings, tape, 94
Thin sound in hall, 4
Thorens arms, 164
Three-head machines, 118
Three-valve design, 252
Threshold levels, 409
Threshold of hearing, 146
Throat microphones, 24
Timebase corrector, 98
Time code generator, 105
Time code marking, 132
Time code, MIDI, 376
Time compression, 90, 104
Time constants, 142
Time delay, ears, 8
Time delay stereo, 25
Time delay units, 330
Time expansion, 98
Time interval, sampling, 42
Time, reverberation, 4
Time synchronisation, 131
Timing, serial, 46
Tinning, 391
Tiny mechanisms, 415
Tip mass, 169
Tip shapes, stylii, 168
Tizziness, 238
T-MOS, 229
Tonal frequencies, 1
Tone controls, 241
Total absorption, 4
Total harmonic distortion (THD), 9, 122
TPDF, 53

Track dimensions, 68
tape, 120

Track saturation, 93
Tracking arrangement, 424
Tracking error amplifier, 82
Tracking errors, compander, 145
Tracking force/weight, 169
Tracking patterns, 109
Tracking servo, 84

problems, 418
Tracking weight, 165
Traffic bulletin information, 360
Traffic indicator interference, 359
Transducers, 14
Transformers, 390
Transient defects, 238
Transient distortion, 9
Transient intermodulation distortion, 238
Transient, NFB effect, 11
Transient response, microphone, 19
Transistor power amplifier, early, 253
Transistor switch, 223
Transistor switching, 223
Transition frequency, 228
Transitions, magnetic, 95
Transmission bandwidth, 135
Transmission frame multiplex, 405
Transmission line, 46, 282, 384, 387
Transmission lobe, 186
Transmission system, digital radio, 411
Transmitting digital signals, 46
Transparent diaphragm, 307
Transversal SAW, 199
Traverse deck, 418
Treble emphasis, 16
Triangular probability density function, 53
Triboelectric effects, 382
Triode, 171, 173
Triple layer, 32
TTL levels, 45
Tuned circuit characteristics, 197
Tuners, 186
Tuners, problems, 418
Tuning whistles, 203
Turn-off speed, 258
Turn-over frequency, 142
Turntable, 163
Turntable, recording, 158
Turntable servo, CD, 84
Turntable strobe, 426
Tweeters, electrostatic, 304
Twin core screened cable, 392
Two-channel stereo, 24
Two’s complement, 43, 51
Two-way microphone, 23
Tympanic membrane, 5
Typical bias frequency, 121

Ultra-linear connection, 180
Ultra-linear layout, 252
Uncertainty principle, 48
Underwater microphone, 24
Uniform spectrum, 50
Unit of frequency, 1
Unity-gain preamplifier, 176
Universal synthesizer interface (USI), 368
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Unscreened cables, 391
Unshielded twisted pair (USP), 402
Upward spread, masking, 7
Use of ICs, 235

Valence electrons, 378
Valhalla kit, 164
Valve amplifiers, 171
Valve microphone, 172
Valve output stages, 252
Valve types, 171
VCA controller, 329
VCR servicing, 415
V-MOS, 229
V MOSFET, 256
Variable reluctance cartridge, 165, 216
Variac, 426
Varicap diodes, 204
Varigroove, 157
Varigroove system, 161
Velocity microphone, 17
Velocity of sound, 276
Velocity principle, headphone, 314
Vented enclosure, 293
Ventilation, PA, 335
Vertical beam, 322
Vertical cutting angle, 159
Vertical redundancy, 101
VHF oscillation, MOSFET, 230
VHF reasons, 188
VHF/SHF effects, 188
Viability of repair, 417
Vibrating surface, 1
Vibration, CD in car, 343
Video LP, 343
Video recorders, 169
Vinyl copolymer, 163
Vinyl disc, 157
Viterbi decoding, 411
Viterbi maximum likelihood decoding, 413
VLSI, 424
Vocal chain, 171
Voice-activated microphone, 24
Voice coil, 285
Voltage amplifiers, 226
Voltage controlled amplifier (VCA), 141, 362
Voltage controlled filter (VCF), 362
Voltage controlled oscillator (VCO), 362

Voltage gain, 226
Voltage levels, logic, 45
Voltage overload, 128
Voltage supply interference, 359
Vowel sounds, energy, 328
V/U MOSFET, 258

Walker, P.J., 307
Walkman, Sony, 310
Walls, studio, 29
Wave keyboards, 367
Wavelength, 1
Wavelength, on cable, 387
Waves, 1
Wegener 16000 system, 408
Weighted figures, 10
Whip aerial, 337
Whistle filter, 249
White cathode follower, 177
White noise, 2, 363
Wide-range ribbon LS, 299
Width control, 26
Width of gap, head, 93
Williamson design, 252
Winchester technology, 97
Wind noise, microphone, 16
Window, 24
Windows, control room, 33
Windscreen washer pump, 356
Wiper motor interference, 356
Wireless microphone, 23
Woofer, sealed box, 347
Word length and resolution, 51
Words, 45
WORM discs, 95
Wow, 163
Wow and flutter meter, 426
Wrap around sound, 340

XLR connector, 401

Zenith-GE system, 190, 404
Zero cross-over distortion, 91
Zero temperature coefficient (ZTC) crystal, 202
Zobel network, 263, 297
Zone of silence, 12
Zoom microphone, 23
Zweiton system, 404
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