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Preface

At one time in the 1980s, it seemed that audio had
reached the limits of technology and that achieving
noticeably better sound reproduction was a matter of
colossal expenditure. Despite shrill claims of astonishing
discoveries, many of which could never be substantiated,
there seemed little to separate one set of equipment from
any other at the same price, and the interest in audio
technology which had fuelled the whole market seemed
to be dying out.

The arrival of the compact cassette from Philips had an
effect on high-quality sound reproduction that was sur-
prising, not least to its developers. The compact cassette
had been intended as a low-quality medium for distribut-
ing recordings, with the advantages of small size and easy
use that set it well apart from open-reel tape and even
from the predominant LP vinyl records of the day. Devel-
opment of the cassette recorder, however, combined with
intensive work on tape media, eventually produced a
standard of quality that could stand alongside the LP, ata
time when LP quality started to deteriorate because of the
difficulties in finding good-quality vinyl. By the end of the
1980s, the two media were in direct competition as
methods for distribution of music and the spoken word.

The whole audio scene has now been rejuvenated, led,
as it always was in the past, by new technology. The first
of the developments that was to change the face of audio
irrevocably was the compact disc, a totally fresh
approach to the problems of recording and replaying
music. It is hard to remember how short the life of the
compact disc has been when we read that the distribution
of LP recordings is now no longer being handled by some
large retail chains.

The hardest part about the swing to compact disc has
been to understand even the basis of the technology.
Modern trends in hi-fi up to that time could have been
understood by anyone who had experience of audio
engineering, particularly in the cinema, from the early
1930s onward. The compact disc, using digital rather
than analogue methods, was a concept as revolutionary
as the transistor and the integrated circuit, and required

complete rethinking of fundamental principles by all
engaged in design, construction, servicing and selling the
new equipment.

The most remarkable contribution of the compact disc
was to show how much the record deck and pickup had
contributed to the degradation of music. Even low-
priced equipment could be rejuvenated by adding a com-
pact disc player, and the whole audio market suddenly
became active again.

This book deals with compact disc technology in con-
siderable detail, but does not neglect the more trad-
itional parts of the audio system which are now under
more intense scrutiny. The sound wave is dealt with as a
physical concept, and then at each stage in the recording
process until it meets the ear — which brings us back to
principles discussed at the beginning.

Since the first edition, the Audio Electronics Reference
Book, a new chapter has been added on microphones,
making the chapters on recording more complete. There
is now an introduction to digital principles, for the benefit
of the many readers whose knowledge of analogue cir-
cuits and methods will be considerably stronger than that
on digital devices and methods. Compact disc technology
isnow described in full technical detail and this is followed
by a discussion and description relating to the newer
digital devices that are now following the lead carved out
by the compact disc. These include digital audio tape
(DAT), NICAM (near instantaneous companding audio
multiplex) stereo sound for television, digital compact
cassette (DCC) and the Sony mini-disc. A new section on
noise reduction systems is now included to show that the
last gasp of analogue methods may well be prolonged into
the next century. Filling in a gap in the previous text, there
is a short section on cabling and interconnections.

The aim has been to present as wide a perspective as
possible of high-quality sound reproduction, including
reproduction under adverse circumstances (PA and in-
car), from less conventional sources (such as synthe-
sizers) and with regards to the whole technology from
studio to ear.



1 Sound Waves

Dr W. Tempest

Audio technology is concerned with sound in all of its
aspects, yet many books dealing with audio neglect the
fundamentals of the sound wave, the basis of any under-
standing of audio. In this chapter, Dr Tempest sets the
scene for all that is to follow with a clear description of
the sound wave and its effects on the ear.

Energy in the form of sound is generated when a moving
(in practice a vibrating) surface is in contact with the air.
The energy travels through the air as a fluctuation in
pressure, and when this pressure fluctuation reaches the
ear it is perceived as sound. The simplest case is that of a
plane surface vibrating at a single frequency, where the
frequency is defined as the number of complete cycles of
vibration per second, and the unit of frequency is the
Hertz (Hz). When the vibrating surface moves ‘outward’,
it compresses the air close to the surface. This compres-
sion means that the molecules of the air become closer
together and the molecules then exert pressure on the air
further from the vibrating surface and in this way a region
of higher pressure begins to travel away from the source.
In the next part of the cycle of vibration the plane surface
moves back, creating a region of lower pressure, which
again travels out from the source. Thus a vibrating source
sets up a train of ‘waves’, these being regions of alternate
high and low pressure. The actual pressure fluctuations
are very small compared with the static pressure of the
atmosphere; a pressure fluctuation of one millionth of
one atmosphere would be a sound at the level of fairly
loud speech.

The speed of sound in air is independent of the fre-
quency of the sound waves and is 340 m/s at 14°C. It
varies as the square root of the absolute temperature
(absolute temperature is equal to Celsius temperature
+273). The distance, in the travelling sound wave,
between successive regions of compression, will depend
on frequency. If, for instance, the source is vibrating at
100 Hz, then it will vibrate once per one hundredth of a
second. In the time between one vibration and the next,
the sound will travel 340/1 x 1/100 = 3.4 m. This distance
is therefore the wavelength of the sound (A).

Sound velocity

Wavelength = oran = %

Frequency

A plane surface (a theoretical infinite plane) will produce
a plane wave, but in practice most sound sources are
quite small, and therefore the sound is produced in the
form of a spherical wave, in which sound waves travel out
from the source in every direction. In this case the sound
energy from the source is spread out over a larger and
larger area as the waves expand out around the source,
and the intensity (defined as the energy per unit area of
the sound wave) will diminish with distance from the
source. Since the area of the spherical wave is propor-
tional to the square of the distance from the source, the
energy will decrease inversely as the square of the dis-
tance. This is known as the inverse square law.

The range of frequencies which can be detected as tones
by the ear is from about 16 Hz to about 20000 Hz. Fre-
quencies below 16 Hz can be detected, certainly down to
1 Hz, but do not sound tonal, and cannot be described as
having a pitch. The upper limit depends on the individual
and decreases with increasing age (at about 1 Hz per day!)

Pure Tones and Complex Waveforms

When the frequency of a sound is mentioned, it is nor-
mally taken to refer to a sinusoidal waveform, as in Fig.
1.1(a). However, many other waveforms are possible
e.g., square, triangular etc. (see Fig. 1.1(b), (c)). The
choice of the sine wave as the most basic of the wave-
forms is not arbitrary, but it arises because all other
repetitive waveforms can be produced from a combin-
ation of sine waves of different frequencies. For example,
a square wave can be built up from a series of odd har-
monics (f, 3f, 5f, 7f, etc.) of the appropriate amplitudes
(see Fig. 1.2). The series to generate the square wave is



2 Sound Waves

sin6w ft  sin 107/t L sin 2nmft

in 2mft
sin 27ft + 3 3 p

where f is the fundamental frequency and ¢ is time.
Similar series can be produced for other wave shapes.
Conversely, a complex waveform, such as a square wave,
can be analysed into its components by means of a fre-
quency analyser, which uses a system of frequency select-
ive filters to separate out the individual frequencies.
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Figure 1.1 Waveforms (a) sine wave, (b) square wave, (c) tri-
angular wave.
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Figure 1.2 Synthesis of a square wave from its components.

Random Noise

While noise is generally regarded as an unwanted feature
of a system, random noise signals have great value in
analysing the behaviour of the ear and the performance
of electronic systems. A random signal is one in which it
is not possible to predict the future value of the signal
from its past behaviour (unlike a sine wave, where the
waveform simply repeats itself). Fig. 1.3 illustrates a
noise waveform. Although random, a noise (voltage) for
example is a measurable quantity, and has an RMS (root
mean square) level which is defined in the same way as
the RMS value of an alternating (sine wave) voltage, but,
because of its random variability the rms value must be
measured as the average over a period of time. A random
noise can be regarded as a random combination of an
infinite number of sine wave components, and thus it does
not have a single frequency (in Hz) but covers a range of
frequencies (a bandwidth). “‘White’ noise has, in theory,
all frequencies from zero to infinity, with equal energy
throughout the range. Noise can be passed through fil-
ters to produce band-limited noise. For example, a filter
which passes only a narrow range of frequencies between
950 Hz and 1050 Hz will convert ‘white’ noise into ‘narrow-
band’ noise with a band-width of 100 Hz (1050-950) and
centre-frequency of 1000 Hz.

L
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Figure 1.3 Random noise waveform.

Decibels

The pressure of a sound wave is normally quoted in Pas-
cals (Pa). One Pascal is equal to a pressure of one New-
ton per square metre, and the range of pressure to which
the ear responds is from about 2 x 10~ Pa ( = 20 puPa) to
about 120 Pa, a range of six million to one. These pres-
sure levels are the RMS values of sinusoidal waves,
20 pPa corresponds approximately to the smallest sound



that can be heard, while 120 Pa is the level above which
there is a risk of damage to the ears, even from a brief
exposure. Because of the very wide range of pressures
involved, a logarithmic unit, the decibel, was introduced.
The decibel is a unit of relative level and sound pressures
are defined in relation to a reference level, normally of
20 uPa. Thus any level P (in Pascals) is expressed in deci-
bels by the following formula:

P
dB = 20log —
og Ps
where P, =20 uPa.

Table 1.1 shows how the decibel and pressure levels
are related.

Table 1.1

dB P Comment

-6 10 uPa Inaudible

0 20 uPa Threshold of hearing

40 2000 pPa Very quiet speech

80 0.2 Pa Loud speech
100 2Pa Damaging noise level
120 20 Pa Becoming painful

1 Sound levels above 90 dB can damage hearing.

Sound in Rooms

Sound in ‘free-space’ is radiated outward from the
source, and becomes weaker as the distance from the
source increases. Ultimately the sound will become neg-
ligibly small.

When sound is confined to a room, it behaves quite dif-
ferently since at each occasion on which the sound
encounters an obstruction (i.e. a wall) some sound is
absorbed, some is transmitted through the wall and some
is reflected. In practice, for consideration of sound inside
aroom, the transmitted element is negligibly small.

When sound is reflected from a plane rigid, smooth
surface, then it behaves rather like light. The reflected
ray behaves as if it comes from a ‘new’ source, this new
source being an image of the original source. The
reflected rays will then strike the other walls, being fur-
ther reflected and forming further images. Thus it is clear
that after two reflections only, there will be numerous
images in existence, and any point in the room will be
‘surrounded’ by these images. Thus the sound field will
become ‘random’ with sound waves travelling in all
directions. Obviously this ‘random’ sound field will only
arise in a room where the walls reflect most of the sound
falling on them, and would not apply if the walls were

Sound Waves 3

highly absorbent. A further condition for the existence of
arandom sound field is that the wavelength of the sound
is considerably less than the room dimensions. If the
sound wavelength is comparable with the room size, then
it is possible for ‘standing waves’ to be set up. A standing
wave is simply a wave which travels to and fro along a
particular path, say between two opposite walls, and
therefore resonates between them. Standing waves can
occur if the wavelength is equal to the room length (or
width, or height), and also if it is some fraction such as
half or one-third etc. of the room dimension. Thus if the
wavelength is just half the room length, then two wave-
lengths will just fit into the length of the room and it will
resonate accordingly. For a rectangular room of dimen-
sions L (length) W (width) and H (height), the following
formula will give the frequencies of the possible standing
waves.

where cis the velocity of sound (340 m/s approx) and p, g,
& r take the integral values 0, 1, 2, etc.

For example, in a room 5 m x4 m x3 m, then the
lowest frequency is givenby p =1,¢ = 0,7 =0, and is

340 12
f= -5 <§> = 34Hz

At the lowest frequencies (given by the lowest values
of p, g, and r) there will be a few widely spaced frequen-
cies (modes), but at higher values of p, ¢ and r the
frequencies become closer and closer together. At the
lower frequencies these modes have a strong influence
on sounds in the room, and sound energy tends to
resolve itself into the nearest available mode. This may
cause the reverberent sound to have a different pitch
from the sound source. A simple calculation shows that
a typical living room, with dimensions of say 12 x 15 ft
(3.7 x 4.6 m) has a lowest mode at 37 Hz and has only
two normal modes below 60 Hz. This explains why to
achieve good reproduction of bass frequencies, one
needs both a good loudspeaker and an adequately large
room and bass notes heard ‘live’ in a concert hall have a
quality which is not found in domestically reproduced
sound.

At the higher frequencies, where there are very many
normal modes of vibration, it becomes possible to
develop a theory of sound behaviour in rooms by con-
sidering the sound field to be random, and making calcu-
lations on this basis.
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Reverberation

When sound energy is introduced into a room, the sound
level builds up to a steady level over a period of time
(usually between about 0.25 s and, say, 15 s). When the
sound source ceases then the sound gradually decays
away over a similar period of time. This ‘reverberation
time’ is defined as the time required for the sound to decay
by 60 dB. This 60 dB decay is roughly equal to the time
taken for a fairly loud voice level (about 80 dB) to decay
until it is lost in the background of a quiet room (about
20dB). The reverberation time depends on the size of the
room, and on the extent to which sound is absorbed by the
walls, furnishings etc. Calculation of the reverberation
time can be made by means of the Sabine formula

0.16 V
==
where RT = reverberation time in seconds,
V' =room volume in cubic metres
A = total room absorption in Sabins ( = m?)
The total absorption is computed by adding together the
contributions of all the absorbing surfaces.

A = Siay + Sras + Szaz + ...

where S| is the area of the surface and o, is its absorption
coefficient.

The value of o depends on the frequency and on the
nature of the surface, the maximum possible being unity,
corresponding to an open window (which reflects no
sound). Table 1.2 gives values of o for some commonly
encountered surfaces.

The Sabine formula is valuable and is adequate for
most practical situations, but modified versions have
been developed to deal with very ‘dead’ rooms, where
the absorption is exceptionally high, and very large
rooms (e.g. concert halls) where the absorption of sound
in the air becomes a significant factor.

Table 1.2

Frequency Hz
Material 125 250 500 1k 2k 4k

Carpet, pile and thick felt 0.07 025 0.5 0.5 0.6 0.65

Board on joist floor 015 02 01 0.1 0.1 0.1

Concrete floor 0.02 0.2 002 004 005 0.05
Wood block/lino floor 0.02 004 005 005 0.1 0.05
Brickwork, painted 005 0.04 002 0.04 005 0.05
Plaster on solid backing 003 0.03 002 0.03 004 0.05
Curtains in folds 0.05 015 035 055 065 0.65
Glass 24-32 oz 0.2 0.15 0.1 0.07  0.05 0.05

Reverberation, Intelligibility and Music

The reverberation time of a room has important effects
on the intelligibility of speech, and on the sound quality
of music. In the case of speech, a short reverberation
time, implying high absorption, means that it is difficult
for a speaker to project his voice at a sufficient level to
reach the rearmost seats. However, too long a reverber-
ation time means that the sound of each syllable is heard
against the reverberant sound of previous syllables, and
intelligibility suffers accordingly. In practice, maximum
intelligibility requires a reverberation time of no more
than 1s,and times in excess of 2 s lead to arapid fall in the
ability of listeners to perceive accurately every syllable.
Large concert halls, by comparison, require more rever-
beration if they are not to sound too ‘thin’. Fig. 1.4 shows
how the range of reverberation times recommended for
good listening conditions varies with the size of the room
and the purpose for which it is to be used.
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Figure 1.4 Recommended reverberation times.

Studio and Listening Room Acoustics

The recording studio and the listening room both con-
tribute their acoustic characteristics to the sound which
reaches the listener’s ears. For example, both rooms add
reverberation to the sound, thus if each has a reverber-
ation time of 0.5 s then the resulting effective reverber-
ation time will be about 0.61 s. The effective overall
reverberation time can never be less than the longer time
of the two rooms.

For domestic listening to reproduced sound it is usual
to assume that the signal source will provide the appro-
priate level of reverberant sound, and therefore the lis-



tening room should be fairly ‘dead’, with adequate sound
absorption provided by carpets, curtains and upholstered
furniture. As mentioned above, the size of the room is
relevant, in that it is difficult to reproduce the lower
frequencies if the room is too small. In order to obtain the
best effect from a stereo loudspeaker system, a symmet-
rical arrangement of speakers in the room is advan-
tageous, since the stereo effect depends very largely on the
relative sound levels heard at the two ears. A non-
symmetrical arrangement of the room and/or speakers will
alter the balance between left and right channels.

Studio design is a specialised topic which can only be
briefly mentioned here. Basic requirements include a
high level of insulation against external noise, and clear
acoustics with a carefully controlled reverberation time.
A drama studio, for radio plays, might have included a
general area with a medium reverberation time to simu-
late a normal room, a highly reverberant ‘bathroom’ and
a small ‘dead’ room, which had virtually no reverberant
sound to simulate outdoor conditions. Current sound
recording techniques demand clear sound but make
extensive use of multiple microphones, so that the final
recording is effectively ‘constructed’ at a sound mixing
stage at which various special effects (including rever-
beration) can be added.

The Ear and Hearing

The human auditory system, can be divided into four sec-
tions, as follows, (see Fig. 1.5).

L LEARE T
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Figure 1.5 The human auditory system.

(a) the pinna, or outer ear — to ‘collect the sound’

(b) the auditory canal — to conduct the sound to the
eardrum (tympanic membrane)

(c) the middle ear — to transmit the movement of the
eardrum to the inner ear — consisting of three bones,
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the malleus, the incus and the staples, also known as
the anvil, hammer and stirrup ossicles respectively

(d) The inner ear — to ‘perceive’ the sound and send
information to the brain.

The outer ear

In man, the function of the outer ear is fairly limited, and
is not big enough to act as a horn to collect much sound
energy, but it does play a part in perception. It con-
tributes to the ability to determine whether a sound
source is in front of or directly behind the head.

The auditory canal

The human ear canal is about 35 mm long and serves as a
passage for sound energy to reach the eardrum. Since it is
atube, open atone end and closed at the other, it acts like
aresonant pipe, which resonates at 3—4 kHz. This reson-
ance increases the transmission of sound energy sub-
stantially in this frequency range and is responsible for
the fact that hearing is most sensitive to frequencies
around 3.5 kHz.

The middle ear, and eardrum

Sound waves travelling down the ear canal strike the
eardrum, causing it to vibrate. This vibration is then
transferred by the bones of the middle ear to the inner
ear, where the sound energy reaches the cochlea.

Airis amedium of low density, and therefore has a low
acoustic impedance (acoustic impedance = sound vel-
ocity x density), while the fluid in the cochlea (mainly
water) has a much higher impedance. If sound waves fell
directly on the cochlea a very large proportion of the
energy would be reflected, and the hearing process
would be much less sensitive than it is. The function of
the middle ear is to ‘match’ the low impedance of the air
to the high impedance of the cochlea fluid by a system of
levers. Thus the eardrum, which is light, is easily moved
by sound waves, and the middle ear system feeds sound
energy through to the fluid in the inner ear.

In addition to its impedance matching function, the
middle ear has an important effect on the hearing thresh-
old at different frequencies. It is broadly resonant at a
frequency around 1.5 kHz, and the ear becomes progres-
sively less sensitive at lower frequencies, (see Fig. 1.6).
This reduction in sensitivity is perhaps fortunate, since
man-made and natural sources (e.g. traffic noise and
wind) produce much noise at low frequencies, which
would be very disturbing if it were all audible. At high
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frequencies the bones of the middle ear, and the tissues
joining them, form a filter which effectively prevents the
transmission of sound at frequencies above about 20 kHz.
Research into the audibility of bone-conducted sound,
obtained by applying a vibrator to the head, have shown that
the response of the inner ear extends to at least 200 kHz.
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Figure 1.6 The hearing threshold and equal loudness contours.

The inner ear

The inner ear is the site of the perceptive process, and is
often compared to a snail shell in its form. It consists of a
spirally coiled tube, divided along its length by the basi-
lar membrane. This membrane carries the ‘hair cells’
which detect sound. The structure of the cochlea is such
that for any particular sound frequency, the fluid in it
vibrates in a particular pattern, with a peak at one point
on the basilar membrane. In this way the frequency of a
sound is converted to a point of maximum stimulation on
the membrane. This process provides the basis of the
perception of pitch.

Perception of Intensity and Frequency

Since the sinusoid represents the simplest, and most fun-
damental, repetitive waveform, it is appropriate to base
much of our understanding of the ear’s behaviour on its
response to sounds of this type.

At the simplest level, intensity relates to loudness, and
frequency relates to pitch. Thus, a loud sound is one of
high intensity (corresponding to a substantial flow of
energy), while a sound of high pitch is one of high fre-
quency. In practice however, the two factors of fre-
quency and intensity interact and the loudness of a sound
depends on both.

Loudness is a subjective quantity, and therefore
cannot be measured directly. However, in practice, it is
useful to be able to assign numerical values to the experi-
ence of loudness. This has led to a number of methods
being used to achieve this objective. One of the oldest is to
define ‘loudness level’. Loudness level is defined as the
level (in dB SPL) of a 1000 Hz tone, judged to be as loud
as the sound under examination. Thus, if a tone of 100 Hz
is considered, then a listener is asked to adjust the level of
a 1000 Hz tone until it sounds equally loud. The level of
the 1000 Hz tone (in dB) is then called the loudness level,
in phons, of the 100 Hz tone. The virtue of the phon as a
unit, is that it depends only upon a judgement of equality
between two sounds, and it is found that the average phon
value, for a group of listeners, is a consistent measure of
loudness level. The phon level can be found, in this way,
for any continuous sound, sine wave, or complex, but, as a
unit, it only makes possible comparisons, it does not, in
itself, tell us anything about the loudness of the sound,
except that more phons means louder. For example 80
phons is louder than 40 phons, but it is not twice as loud.

Loudness level comparisons have been made over the
normal range of audible frequencies (20 Hz to about
15000 Hz), and at various sound pressure levels, leading
to the production of ‘equal loudness contours’. Fig. 1.6
shows these contours for various levels. All points on a
given contour have equal loudness, thus a sound pressure
level of 86 dB at 20 Hz will sound equally as loud as 40 dB
at 1000 Hz. The main features of the equal loudness
contours are that they rise steeply at low frequency, less
steeply at high frequencies, and that they become flatter
as the level rises. This flattening with increasing level has
consequences for the reproduction of sound. If a sound is
reproduced at a higher level than that at which it was
recorded, then the low frequencies will become relatively
louder (e.g. speech will sound boomy). If it is reproduced
at alower level then it will sound ‘thin’ and lack bass (e.g.
an orchestra reproduced at a moderate domestic level).
Some amplifiers include a loudness control which
attempts a degree of compensation by boosting bass and
possibly treble, at low listening levels.

To obtain values for ‘loudness’, where the numbers
will represent the magnitude of the sensation, it is neces-
sary to carry out experiments where listeners make such
judgements as ‘how many times louder is sound A than
sound B?” While this may appear straightforward it is
found that there are difficulties in obtaining self-consistent



results. As an example, experiments involving the judging
of a doubling of loudness do not yield the same interval
(in dB) as experiments on halving. In practice, however,
there is now an established unit of loudness, the sone,
where a pure (sinusoidal) tone of 40 dB SPL at 1000 Hz
has a loudness of one sone. The sensation of loudness is
directly proportional to the number of sones, e.g. 80
sones is twice as loud as 40 sones. Having established a
scale of loudness in the form of sones, it is possible to
relate this to the phon scale and it is found that every
addition of 10 phons corresponds to a doubling of loud-
ness, so 50 phons is twice as loud as 40 phons.

Pitch Perception

Itis well established that, for pure tones (sine waves) the
basis of the perception of pitch is in the inner ear, where
the basilar membrane is stimulated in a particular pat-
tern according to the frequency of the tone, and the sen-
sation of pitch is associated with the point along the
length of the membrane where the stimulation is the
greatest. However, this theory (which is supported by
ample experimental evidence) does not explain all
aspects of pitch perception. The first difficulty arises over
the ear’s ability to distinguish between two tones only
slightly different in frequency. At 1000 Hz a difference of
only 3 Hz can be detected, yet the response of the basilar
membrane is relatively broad, and nowhere near sharp
enough to explain this very high level of frequency dis-
crimination. A great deal of research effort has been
expended on this problem of how the response is ‘sharp-
ened’ to make frequency discrimination possible.

The ‘place theory’ that perceived pitch depends on the
point of maximum stimulation of the basilar membrane
does not explain all aspects of pitch perception. The ear
has the ability to extract pitch information from the over-
all envelope shape of a complex wave form. For example,
when two closely spaced frequencies are presented
together (say 1000 Hz and 1100 Hz) a subjective com-
ponent corresponding to 100 Hz (the difference between
the two tones) is heard. While the combination of
the two tones does not contain a 100 Hz component, the
combination does have an envelope shape corre-
sponding to 100 Hz (see Fig. 1.7).

Discrimination and Masking
The ear - discrimination

The human ear has enormous powers of discrimination,
the ability to extract wanted information from unwanted
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background noise and signals. However, there are limits
to these discriminatory powers, particularly with respect
to signals that are close either in frequency or in time.

J
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Figure 1.7 The combination of two differing frequencies to
produce beats.

Masking

When two sounds, of different pitch, are presented to a
listener, there is usually no difficulty in discriminating
between them, and reporting that sounds of two different
pitches are present. This facility of the ear, however, only
extends to sounds that are fairly widely separated in fre-
quency, and becomes less effective if the frequencies are
close. This phenomenon is more conveniently looked at
as ‘masking’, i.e. the ability of one sound to mask another,
and render it completely inaudible. The extent of the
masking depends on the frequency and level of the mask-
ing signal required, but as might be expected, the higher
the signal level, the greater the effect. For instance, a nar-
row band of noise, centred on 410 Hz and at a high sound
pressure level (80 dB) will interfere with perception at all
frequencies from 100 Hz to 4000 Hz, the degree of mask-
ing being greatest at around 410 Hz (see Fig. 1.8). By com-
parison, at a 30 dB level, the effects will only extend from
200 Hz to about 700 Hz. The ‘upward spread of masking’,
i.e. the fact that masking spreads further up the frequency
scale than downwards is always present. An everyday
example of the effect of masking is the reduced intelligi-
bility of speech when it is reproduced at a high level,
where the low frequencies can mask mid and high fre-
quency components which carry important information.
Much research has been carried out into masking, and
leads to the general conclusion that it is connected with
the process of frequency analysis which occurs in the
basilar membrane. It appears that masking is a situation
where the louder sound ‘takes over’ or ‘pre-empts’, a sec-
tion of the basilar membrane, and prevents it from
detecting other stimuli at, or close to, the masking fre-
quency. At higher sound levels a larger portion of the
basilar membrane is ‘taken over’ by the masking signal.
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Figure 1.8 Masking by a narrow band of noise centred on
410 Hz. Each curve shows the extent to which the threshold is
raised for a particular level of masking noise. (From Egan and
Hake 1950.)

Temporal masking

While masking is usually considered in relation to two
stimuli presented at the same time, it can occur between
stimuli which are close in time, but do not overlap. A brief
tone pulse presented just after aloud burst of tone or noise
can be masked, the ear behaves as if it needs a ‘recovery’
period from a powerful stimulus. There is also a phenom-
enon of ‘pre-stimulatory masking’, where a very brief stimu-
lus, audible when presented alone, cannot be detected if it
is followed immediately by a much louder tone or noise
burst. This apparently unlikely event seems to arise from
the way in which information from the ear travels to the
brain. A small response, from a short, quiet signal can be
‘overtaken’ by a larger response to a bigger stimulus, and
therefore the first stimulus becomes inaudible.

Binaural Hearing

The ability of humans (and animals) to localise sources
of sound is of considerable importance. Man’s hearing
evolved long before speech and music, and would be of
value both in locating prey and avoiding predators. The
term ‘localisation’ refers to judgements of the direction
of a sound source, and, in some cases its distance.

When a sound is heard by a listener, he only receives
similar auditory information at both ears if the sound
source is somewhere on the vertical plane through his
head, i.e. directly in front, directly behind, or overhead.

If the sound source is to one side, then the shadowing
effect of the head will reduce the sound intensity on the
side away from the source. Furthermore, the extra path
length means that the sound will arrive slightly later at
the distant ear. Both intensity and arrival time differ-
ences between the ears contribute to the ability to locate
the source direction.

The maximum time delay occurs when the sound
source is directly to one side of the head, and is about
700 ps. Delays up to this magnitude cause a difference in
the phase of the sound at the two ears. The human audi-
tory system is surprisingly sensitive to time (or phase)
differences between the two ears, and, for some types of
signal, can detect differences as small as 6 ps. This is
astonishingly small, since the neural processess which
must be used to compare information from the two ears
are much slower.

It has been found that, while for frequencies up to
about 1500 Hz, the main directional location ability
depends on interaural time delay, at higher frequencies
differences in intensity become the dominant factor.
These differences can be as great as 20 dB at the highest
frequencies.

Stereophonic sound reproduction does not attempt to
produce its effects by recreating, at the ears, sound fields
which accurately simulate the interaural time delays and
level differences. The information is conveyed by the rela-
tive levels of sound from the two loud speakers, and any
time differences are, as far as possible, avoided. Thus the
sound appears to come simply from the louder channel,
if both are equal it seems to come from the middle.

The Haas Effect

When a loudspeaker system is used for sound reinforce-
ment in, say, a large lecture theatre, the sound from the
speaker travels through the air at about 340 ms, while the
electrical signal travels to loudspeakers, set further back
in the hall, practically instantaneously. A listener in the
rear portion of the hall will therefore hear the sound
from the loudspeaker first and will be conscious of the
fact that he is hearing a loudspeaker, rather than the lec-
turer (or entertainer) on the platform. If, however, the
sound from the loudspeaker is delayed until a short time
after the direct sound from the lecture, then the listeners
will gain the impression that the sound source is at the
lecturer, even though most of the sound energy they
receive is coming from the sound reinforcement system.
This effect is usually referred to as the Haas effect,
because Haas was the first to quantitatively describe the
role of a ‘delayed echo’ in perception.

It is not feasible here to discuss details of the work by
Haas (and others), but the main conclusions are that, if



the amplified sound reaches the listener some 5-25 ms
after the direct sound, then it can be at a level up to 10 dB
higher than the direct sound while the illusion of listening
to the lecturer is preserved. Thus a loudspeaker in a large
hall, and placed 15 m from the platform will need a delay
which allows for the fact that it will take 15/340 s = 44 ms
plus say 10 ms for the Haas effect, making a total delay of
about 54 ms. The system can obviously be extended to
further loudspeakers placed at greater distances, and
with greater delays. Due to the magnitude of the time
delays required these are usually provided by a magnetic
drum recorder, with pick up heads spaced round the
drum. Presumably, this feature will, in due course, be
taken over by a digital delay device. A useful account of
the Haas effect can be found in Parkin and Humphreys
(1971).

Distortion

The term ‘distortion’ can be most broadly used to
describe (unwanted) audible differences between repro-
duced sound and the original sound source. It arises from
a number of interrelated causes, but for practical pur-
poses it is necessary to have some form of categorisation
in order to discuss the various aspects. The classifications
to be used here as follows:

(a) Frequency distortion, i.e. the reproduction of differ-
ent frequencies at relative levels which differ from
the relative levels in the original sound.

(b) Non-linearity. The departure of the input/output
characteristic of the system from a straight line;
resulting in the generation of harmonic and inter-
modulation products.

(c) Transient distortion. The distortion (i.e. the change in
the shape) of transient signals and additionally, tran-
sient intermodulation distortion, where the occur-
rence of a transient gives rise to a short term distortion
of other components present at the same time.

(d) Frequency modulation distortion — i.e. ‘wow’ and
‘flutter’.

Non-linearity

A perfectly linear system will perfectly reproduce the
shape of any input waveform without alteration. In prac-
tice all systems involve some degree of non-linearity, i.e.
curvature, and will therefore modify any waveform pass-
ing through the system. Fig. 1.9 and 1.10 illustrate the
behaviour of linear and non-linear systems for a sinus-
oidal input. For the case of a sine wave the change in
wave shape means that the output waveform now con-
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Figure 1.9 Transmission of a sine wave through a linear
system.

sists of the original sine wave, together with one or more
harmonic components. When a complex signal consist-
ing of, for example, two sine waves of different frequen-
cies undergoes non-linear distortion, intermodulation
occurs. In this situation the output includes the two input
frequencies, harmonics of the input frequencies together
with sum and difference frequencies. These sum and dif-
ference frequencies include f,f, and f, — f, (where f, and
f, are the two fundamentals), second order terms 2 f, + f,,
2f,—f,» [, + 2f,, f, — 2f, and higher order beats. Thus the
intermodulation products may include a large number of
tones. None of these is harmonically related to the
original components in the signal, except by accident,
and therefore if audible will be unpleasantly discordant.

In order to quantify harmonic distortion the most
widely accepted procedure is to define the total har-
monic distortion (THD) as the ratio of the total rms
value of all the harmonics to the total rms value of the sig-
nal (fundamental plus harmonics). In practice the equa-
tion

4 = /() + (hs) + ().

can be used where d is percentage total harmonic distor-
tion, &, = second harmonic percentage etc.

Although the use of percentage THD to describe the
performance of amplifiers, pick-up cartridges etc. is
widely used, it has been known for many years (since the
1940s) that it is not a satisfactory method, since THD fig-
ures do not correlate at all satisfactorily with listening
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Figure 1.10 Transmission of a sine wave through a
non-linear system.

tests. The reason for this stems from the different audi-
bility of different harmonics, for example a smoothly
curved characteristic (such as Fig. 1.10) will produce
mainly third harmonic which is not particularly objec-
tionable. By comparison the characteristic of Fig. 1.11
with a ‘kink’ due to ‘crossover’ distortion will sound
harsher and less acceptable. Thus two amplifiers, with
different characteristics, but the same THD may sound
distinctly different in quality. Several schemes have been
proposed to calculate a ‘weighted distortion factor’
which would more accurately represent the audible level
of distortion. None of these has found much favour
amongst equipment manufacturers, perhaps because
‘weighted’ figures are invariably higher than THD
figures (see Langford-Smith, 1954).

Intermodulation testing involves applying two signals
simultaneously to the system and then examining the
output for sum and difference components. Various pro-
cedures are employed and it is argued (quite reasonably)
that the results should be more closely related to audible
distortion than are THD figures. There are however, dif-
ficulties in interpretation, which are not helped by the
different test methods in use. In many cases intermodu-
lation distortion figures, in percentage terms, are some
3—4 times higher than THD.

Any discussion of distortion must consider the ques-
tion of what is acceptable for satisfactory sound repro-
duction. Historically the first ‘high-fidelity’ amplifier
designs, produced in the 1945-50 period, used valves and
gave THD levels of less than 0.1% at nominal maximum
power levels. These amplifiers, with a smoothly curving
input-output characteristic, tended mainly to produce
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Figure 1.11 Input-output characteristic with ‘cross-over’
distortion.

third harmonic distortion, and were, at the time of their
development, adjudged to be highly satisfactory. These
valve amplifiers, operating in class A, also had distortion
levels which fell progressively lower as the output power
level was reduced. The advent of transistors produced
new amplifiers, with similar THD levels, but comments
from users that they sounded ‘different’. This difference
is explicable in that class B transistor amplifiers (in which
each transistor in the output stage conducts for only part
of the cycle) produced a quite different type of distor-
tion, tending to generate higher harmonics than the
third, due to crossover effects. These designs also had
THD levels which did not necessarily decrease at lower
power outputs, some having roughly constant THD at all
levels of output. It must therefore be concluded, that, if
distortion is to be evaluated by percentage THD, then
the figure of 0.1% is probably not good enough for mod-
ern amplifiers, and a design goal of 0.02% is more likely
to provide a fully satisfactory performance.

Other parts of the system than amplifiers all contribute
to distortion. Amplifiers distort at all frequencies,
roughly to the same extent. Loudspeakers, by compari-
son, show much greater distortion at low frequencies due
to large cone excursions which may either bring the cone
up against the limits of the suspension, or take the coil
outside the range of uniform magnetic field in the mag-
net. Under the worst possible conditions up to 3-5% har-
monic distortion can be generated at frequencies below
100 Hz, but the situation improves rapidly at higher
frequencies.



Pick-up cartridges, like loudspeakers, produce distor-
tion, particularly under conditions of maximum amplitude,
and THD levels of around 1% are common in high quality
units. By comparison, compact disc systems are highly
linear, with distortion levels well below 0.1 % at maximum
output. Due to the digital nature of the system, the actual
percentage distortion may increase at lower levels.

Frequency distortion

Frequency distortion in a sound reproducing system is
the variation of amplification with the frequency of the
input signal. An ideal would be a completely ‘flat’
response from 20 Hz to 20 kHz. In practice this is pos-
sible for all the elements in the chain except the loud-
speaker, where some irregularity of response is
unavoidable. Furthermore, the maintenance of response
down to 20 Hz tends to require a large (and expensive)
loudspeaker system. In practice the human ear is fairly
tolerant of minor irregularities in frequency response,
and in any case the listening room, due to its natural res-
onances and sound absorption characteristics, can mod-
ify the response of the system considerably.

Transient distortion

Transients occur at the beginning (and end) of sounds,
and contribute to the subjective quality to a considerable
extent. Transient behaviour of a system can, in theory, be
calculated from a knowledge of the frequency and phase
response, although this may not be practicable if the fre-
quency and phase responses are complex and irregular.
Good transient response requires a wide frequency
range, a flat frequency response, and no phase distortion.
In practice most significant transient distortion occurs in
loudspeakers due to ‘hang-over’. Hang-over is the pro-
duction of some form of damped oscillation, which con-
tinues after the end of the transient input signal. This is
due to inadequately damped resonance at some point,
and can be minimised by good design.

Transient intermodulation distortion

Current amplifier design relies heavily on the use of
negative feedback to reduce distortion and to improve
stability. A particular problem can arise when a transient
signal with a short rise-time is applied to the amplifier. In
this situation the input stage(s) of the amplifier can over-
load for a brief period of time, until the transient reaches
the output and the correction signal is fed back to the
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input. For a simple transient, such as a step function, the
result is merely a slowing down of the step at the output.
If, however, the input consists of a continuous tone, plus
a transient, then the momentary overload will cause a
loss of the continuous tone during the overload period
(see Fig. 1.12).

input =
5
’_..-"
output
1] bime ——

Figure 1.12 Transient inter-modulation distortion.

This brief loss of signal, while not obvious as such to a
listener, can result in a loss of quality. Some designers
now hold the view that in current amplifier designs har-
monic and intermodulation distortion levels are so low
that transient effects are the main cause of audible dif-
ferences between designs and the area in which improve-
ments can be made.

Frequency modulation distortion

When sound is recorded on a tape or disc, then any vari-
ation in speed will vary the frequency (and hence the
pitch) of the reproduced sound. In the case of discs this
seems to arise mainly from records with out-of-centre
holes, while the compact disc has a built in speed control
to eliminate this problem. The ear can detect, at 1000 Hz,
a frequency change of about 3 Hz, although some indi-
viduals are more sensitive. This might suggest that up to
0.3% variations are permissible in a tape recording
system. However, when listening to music in a room with
even modest reverberation, a further complication
arises, since a sustained note (from say a piano or organ)
will be heard simultaneously with the reverberant sound
from the initial period of the note. In this situation any
frequency changes will produce audible beats in the form
of variations in intensity and ‘wow’ and ‘flutter’ levels
well below 0.3% can became clearly audible.

Phase distortion

If an audio signal is to pass through a linear system with-
out distortion due to phase effects, then the phase
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response (i.e. the difference between the phase of output
and input) must be proportional to frequency. This sim-
ply means that all components in a complex waveform
must be delayed by the same time. If all components are
delayed identically, then for a system with a flat fre-
quency response, the output waveform shape will be
identical with the input. If phase distortion is present,
then different components of the waveform are delayed
by differing times, and the result is to change the shape of
the waveform both for complex tones and for transients.

All elements in the recording/reproducing chain may
introduce phase distortion, but by far the largest contri-
butions come from two elements, analogue tape
recorders and most loudspeaker systems involving mul-
tiple speakers and crossover networks. Research into the
audibility of phase distortion has, in many cases, used
sound pulses rather than musical material, and has
shown that phase distortion can be detected. Phase dis-
tortion at the recording stage is virtually eliminated by
the use of digital techniques.

Electronic Noise Absorbers

The idea of a device which could absorb noise, thus cre-
ating a ‘zone of silence’, was put forward in the 1930s in
patent applications by Lueg (1933/4). The ideas were, at
the time, in advance of the available technology, but in
1953 Olsen and May described a working system consist-
ing of a microphone, an amplifier and a loudspeaker,
which could reduce sound levels close to the speaker by
as much as 20 dB over a fairly narrow range of frequen-
cies (40-100 Hz).

The principles involved in their system are simple. The
microphone picks up the sound which is then amplified
and reproduced by the loudspeaker in antiphase. The
sound from the speaker therefore ‘cancels out’ the ori-
ginal unwanted noise. Despite the simplicity of the prin-
ciple, it is, in practice, difficult to operate such a system
over a wide range of frequencies, and at the same time,
over any substantial spatial volume. Olsen and May’s
absorber gave its best performance at a distance 8-10 cm
from the loudspeaker cone, and could only achieve 7 dB
attenuation at 60 cm. This type of absorber has a funda-
mental limitation due to the need to maintain stability in
what is essentially a feedback loop of microphone, ampli-
fier and loudspeaker. With practical transducers it is not
possible to combine high loop-gain with a wide frequency
response.

Olsen and May’s work appears to have been confined
to the laboratory, but more recent research has now
begun to produce worthwhile applications. A noise
reduction system for air-crew helmets has been pro-

duced, which can provide 15-20 dB reduction in noise
over a frequency range from about 50-2000 Hz. This
operates on a similar principle to Olsen and May’s
absorber, but includes an adaptive gain control, which
maintains optimum noise reduction performance,
despite any changes in operating conditions.

A rather different application of an adaptive system
has been developed to reduce diesel engine exhaust
noise. In this case a microprocessor, triggered by a syn-
chronising signal from the engine, generates a noise can-
celling waveform, which is injected by means of a
loudspeaker into the exhaust noise. A microphone picks
up the result of this process, and feeds a signal to the
microprocessor, which in turn adjusts the noise can-
celling waveform to minimize the overall output. The
whole process takes a few seconds, and can give a reduc-
tion of about 20 dB. While this adaptive system can only
operate on a repetitive type of noise, other systems have
been developed which can reduce random, as well as
repetitive, waveforms.
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2 Microphones

John Borwick

Almost all sound recording needs to make use of micro-
phones, so that this technology is, for audio systems, the
most fundamental of all. In this chapter, John Borwick
explains microphone types, technology and uses.

Introduction

Microphones act as the first link in the chain of equip-
ment used to transmit sounds over long distances, as in
broadcasting and telephony. They are also used for
short-distance communication in public address, sound
reinforcement and intercom applications, and they sup-
ply the signals which are used to cross the barrier of time
as well as distance in the field of sound recording.

Basically a microphone (Fig.2.1) is a device which con-
verts acoustical energy (received as vibratory motion of
air particles) into electrical energy (sent along the micro-
phone cable as vibratory motion of elementary electrical
particles called electrons). All devices which convert one
form of energy into another are called transducers.
Clearly, whilst a microphone is an acoustical-to-electrical
transducer, the last link in any audio transmission or
playback system, a loudspeaker or a headphone ear-
piece, is a reverse electrical-to-acoustical transducer.
Indeed some loudspeakers can be connected to act as
microphones and vice versa.
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Figure 2.1 A microphone converts acoustical energy into
electrical energy.

Microphone Characteristics

Microphones come in all shapes and sizes. When choos-
ing a microphone for any particular application, some o1
all of the following features need to be considered.

Frequency response on axis

The microphone should respond equally to sounds over
the whole frequency range of interest. Thus in high qual-
ity systems the graph of signal output voltage plotted
against frequency for a constant acoustic level input over
the range 20-20000 Hz (the nominal limits of human
hearing) should be a straight line. Early microphones
certainly failed this test, but modern microphones can
come very close to it so far as the simple response on-axis
is concerned.

Yet the full range may be unnecessary or even undesir-
able in some applications. A narrower range may be
specified for microphones to be used in vehicles or air-
craft to optimize speech intelligibility in noisy surround-
ings. Some vocalists may choose a particular microphone
because it emphasizes some desired vocal quality. Lava-
lier or clip-on microphones need an equalised response
to correct for diffraction effects, and so on.

Directivity

In most situations, of course, a microphone does not
merely receive sound waves on-axis. Other sources may
be located in other directions, and in addition there will
be numerous reflected sound waves from walls and
obstacles, all contributing in large or small measure to
the microphone’s total output signal. A microphone’s
directivity, i.e. its ability either to respond equally to
sounds arriving from all directions or to discriminate
against sounds from particular directions, is therefore an
important characteristic.



Directivity is most easily illustrated by plotting on cir-
cular or polar graph paper the output signal level for a
fixed sound pressure level at all angles in a particular
plane. The most common such directivity patterns are
illustrated in Fig. 2.2. They include the circle (denoting a
non-directional or ‘omnidirectional’ microphone which
responds equally at all angles), the figure-of-eight
(denoting a bidirectional microphone which attenuates
sounds arriving at the sides) and the cardioid or heart-
shape (denoting a unidirectional microphone which
attenuates sounds arriving at the back). As microphones
normally operate in three-dimensional space, a clearer
idea of their directivity can be obtained by rotating these
polar diagrams about the main axis as illustrated in
Fig.2.3.

Figure 2.3  Artist’s impression of three-dimensional
directivity patterns: (a) circle; (b) cardioid; (c) figure-of-eight;
(d) hypercardioid; (e¢) shotgun (courtesy Sennheiser).
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Microphones exist having any one of these basic
directivity patterns, and some more versatile models
offer switched or continuously variable patterns. There
are also microphones designed as a series in which a com-
mon body unit can be fitted with various modular cap-
sules to provide a choice of directional types.

Frequency response off-axis

Ideally any high quality microphone, whatever its direct-
ivity pattern, should maintain the same frequency
response at all angles; i.e. there is a need for polar pattern
uniformity. Unfortunately this criterion is seldom met,
the most common fault being irregular and falling
response at oblique angles for frequencies above about
SkHz.

The main problem is that the microphone itself begins
to act as a physical obstacle to sound waves for shorter
wavelength (higher frequency) sounds. The resulting dif-
fraction and reflection produces peaks and dips in
response which vary with angle of incidence. Reducing
the microphone dimensions helps by pushing the prob-
lem further up the frequency scale.

Sensitivity

The conversion efficiency of a microphone, i.e. the output
voltage produced by a given incident sound pressure
level, should be as high as possible. This boosts the signals
inrelation to noise and interference along the signal path.

The most common method for specifying sensitivity is
that recommended by the IEC and British Standards.
This specifies the open circuit (unloaded) voltage output
for an input sound pressure of 1 Pascal (10 microbars).
This corresponds to a fairly loud sound since 1 Pa equals
94 dB above the threshold of hearing. An alternative
rating quotes the output voltage for 0.1 Pa (74 dB SPL),
or the level of normal speech at 20 cm.

Self-noise

The inherent noise level of a microphone, and this
includes any built-in amplifier, should be as low as pos-
sible. This requirement has been high-lighted by the
advent of digital recording and consumer media such as
the compact disc where signal-to-noise ratios in excess of
90 dB have become commonplace.

Microphone self-noise is usually given as the equiva-
lent SPL which would give the same output voltage.
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Typical values are down around 15-20 dBA SPL which is
about the ambient noise level in the best sound studios
and corresponds to a thermal noise value of about —129
dBm. Alternatively, some manufacturers quote a ‘signal-
to-noise ratio’ in which the equivalent noise level is
measured with reference to 1 Pa (94 dB SPL).

Distortion

For the waveform of the electrical signal to be a faithful
representation of the original sound wave, non-linear
distortion must be as low as possible. Such distortions are
mainly associated with high signal levels and the onset of
overload or saturation effects in the transducer mech-
anism. The distortion rating for microphones is usually
quoted as the maximum SPL which can be handled for a
given value of total harmonic distortion. A typical value
might be 130 dB for 0.5% THD.

Other criteria

A well designed microphone should be immune to
induced hum or noise from electrical wiring and radio
frequency interference. This is specially important in the
vicinity of TV monitors, cameras, lighting regulators or
transmitters. For outdoor work, or close vocals, the
microphone should be proof against wind noise. Hand-
held microphones and microphones mounted on televi-
sion booms also need to be rugged and able to withstand
mechanical shocks and vibrations.

Microphone Types

Except for a few exotic types, all microphones convert
acoustical energy to electrical energy through the
mechanical vibrations in response to sound waves of a
thin lightweight diaphragm. The conversion may there-
fore be regarded as happening in two stages, though of
course they occur simultaneously: (a) the varying air pres-
sure sets the diaphragm into mechanical vibration; (b) the
diaphragm vibrations generate an electric voltage.

This second stage may use any of the common electri-
cal generator principles and microphones tend to be
categorized accordingly, e.g. moving-coil, condenser, etc.
However, before describing these transducer categories
in detail, it is necessary to distinguish between the two
basic ways in which microphones of all types first extract
energy from the sound wave. These are respectively
called pressure operation and pressure-gradient (or
velocity) operation.

Pressure operation

In pressure operated microphones the rear surface of the
diaphragm is enclosed so that the actuating force is sim-
ply that of the instantaneous air pressure at the front
(Fig. 2.4). A small vent hole in the casing equalises the
long-term external and internal pressures, whilst audio
frequency swings above and below normal atmospheric
pressure due to the incident sound waves will cause the
diaphragm to move outwards and inwards. The force on
the diaphragm is equal to the product of sound pressure
(per unit area) and the area of the diaphragm, and is
essentially independent of frequency.
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Figure 2.4 Pressure operated microphone, showing enclosed
back with small vent hole.

Also, at least at low frequencies where the sound
wavelength is small compared with the dimensions of the
microphone, the response is the same for all angles of
incidence. Therefore pressure operated microphones
are generally omni-directional, having the circle and
sphere polar diagrams shown earlier in Figs. 2.2(a) and
2.3(a).

At higher frequencies, however, where the micro-
phone dimensions are equal to or greater than the wave-
length, the obstacle effect comes into play. This sets up
standing waves for sounds arriving on-axis, with a so-
called ‘pressure doubling’ or treble emphasis, and
explains why it is often better to speak or sing across the
microphone rather than straight into it. In addition,
oblique incidence of high-frequency waves causes phase
differences across the face of the diaphragm and reduced
output due to partial cancellations. These effects are pro-
gressively more pronounced at shorter wavelengths and
so pressure operated microphones become more nar-
rowly directional with increasing frequency (Fig. 2.5).

The effects are purely physical and relate strictly to the
ratio of microphone diameter to wavelength. Therefore
halving the diameter, for example, will double the fre-
quency at which a given narrowing of the directivity pat-
tern occurs.



Figure 2.5 A pressure operated microphone is essentially
omnidirectional but becomes more narrowly unidirectional
at high frequencies.

Pressure gradient operation

Many modern microphones, including the ribbon type
to be discussed later, are designed with both faces of
the diaphragm open to the air. The resulting force on the
diaphragm is then not simply due to the pressure on
the front but to the instantaneous difference in pressure,
or pressure gradient (PG) between front and back
(Fig. 2.6(a)).
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Figure 2.6 Pressure-gradient microphone: (a) for on-axis
sounds the path length difference D is a maximum; (b) at
oblique angles D reduces in proportion to cos 6.

At frequencies low enough for diffraction effects to
be ignored, the wave arriving on-axis will produce alter-
nating pressures on the front and back faces of the
diaphragm A and B which do not coincide exactly in
time. Their time of arrival or phase will be separated by
an interval which is directly proportional to the extra dis-
tance travelled to reach the more remote face. This extra
distance D will be a maximum for axial sounds arriving at
either 0° or 180° but will steadily diminish and eventually
fall to zero as the angle of incidence increases to 90° or
270°. The resultant pressure difference and therefore
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force on the diaphragm may be taken to be proportional
to this effective distance. As shown in Fig. 2.6(b), this
shorter distance is CB and, since the ratio of this to D is
CB/AB = cos 6, the microphone output at any angle 0 is
given by the expression Y = X cos 0, where Y is the out-
put voltage at 0 and X is the maximum output voltage on-
axis (6 =0). The value of cos 6 for any angle can be
obtained from cosine look-up tables, and plotting cos 6
on a polar graph produces the familiar figure-of-eight
diagram (Fig. 2.7). Note that there is a phase reversal of
the force acting on the diaphragm for sounds arriving
earlier at the back than the front.

Figure 2.7 A pressure-gradient microphone has a figure-of-
eight directivity pattern.

As with pressure operation, the above simple descrip-
tion of PG operation breaks down at higher frequencies
where the wavelength becomes comparable with the
physical dimensions, and in particular with the distance
D. In practice the designer generally takes account of this
by shaping the microphone so that pressure operation
takes over above the critical frequency.

An incidental feature of all PG operated microphones
is the so-called ‘proximity effect’. This is the pronounced
boost in low frequency output which occurs when the
microphone is placed close to the sound source. It is
caused by the additional pressure differences between
points A and B introduced by the inverse square law
increase in sound intensity at closer distances. The effect
is most obvious in pure PG (figure-of-eight) micro-
phones. However, it is also present in the combination
pressure-plus-PG microphones discussed in the next sec-
tion, though the bass tip-up with closer positioning is less
steep.

Combination microphones

Recording engineers and other users gave an immediate
welcome to the bidirectional PG microphone when it
appeared in the late 1930s. Its ability to discriminate
against sounds arriving at the sides gave greater
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flexibility in layout and balance for music and speech
productions. A few years later, the choice of directivity
patterns became still wider when microphones were pro-
duced which combined the characteristics of pressure
and PG operation.

At first, separate pressure and PG capsules were
assembled in a single casing. Then, making the axial sen-
sitivities of the two units equal, say A, and adding their
electrical outputs together, produced a combined pat-
tern as shown diagrammatically in Fig. 2.8. At the front
(left-hand side of the diagram) the outputs of the two
elements OA and OB are in phase and will add to give a
combined output OC which reaches a maximum value of
2A at 0°. At 90° the output of the PG element OB has
fallen to zero and the combined output is reduced to A
(-6 dB). At 180° (the back) the PG signal is in reverse
phase and will cancel the pressure element’s contribu-
tion to reduce the combined output to zero. The result is
the heart-shaped or cardioid pattern which has become
very popular in many applications. By simply adjusting
the relative axial sensitivities of the two elements, various
intermediate polar patterns can be obtained including
those shown earlier in Figs. 2.2 and 2.3.
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Figure 2.8 Derivation of cardioid directivity pattern by
combining pressure and PG elements of equal axial sensitivity.

Instead of physically building two microphone ele-
ments into a single case, which meant that early cardioids
were bulky and of variable accuracy due to the offset
positions of the two diaphragms, later designs invariably
use a single twin-diaphragm transducer or just one
diaphragm with acoustic delay networks to establish the
required PG operation.

By way of example, Fig. 2.9 outlines the geometry of a
dual-diaphragm condenser (capacitor) microphone. It
comprises identical diaphragms on each side of a central
block having holes bored all the way through to provide
for PG operation and some holes cut only part of the way
through to act as ‘acoustic stiffness’ chambers. Put sim-
ply, with the rear diaphragm not electrically connected,
the output at 0° is due to a combination of pressure oper-

ation (which tends to move both diaphragms inwards
and outwards on alternate half-cycles) and PG operation
(in which only the front diaphragm moves whilst the rear
diaphragm remains stationary due to equal and opposite
pressure and PG forces). At 90° the PG forces on both
diaphragms fall to zero, reducing the output to half, and
at 180° the front diaphragm experiences equal antiphase
forces and the output falls to zero thus producing the car-
dioid pattern.
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Figure 2.9 Dual-diaphragm cardioid condenser microphone,

showing (a) the holes and cavities in the central fixed plate, and
how the pressure and PG forces combine for sounds arriving at
(b) 0% (c) 90°; and (d) 180°.

In later versions both diaphragms are electrically con-
nected and, with suitable switching of polarity and rela-
tive sensitivity of the back-to-back cardioids so formed, a
range of directivity patterns can be selected at will.

The Microphone as a Voltage Generator

Having examined the various ways in which acoustic
forces drive the diaphragm into vibrations which are
analogous to the incident sound waveform, we now
describe ways in which this oscillatory mechanical
energy can be used to generate a corresponding electri-
cal signal. Only the most common transducer types will
be outlined in rough order of importance.

The moving-coil (dynamic) microphone

This category of microphone relies on the principle that
motion of a conductor in a magnetic field generates an
electromotive force (emf) causing a flow of current in the
conductor (as in a dynamo). In the usual configuration
the diaphragm is shaped as shown in Fig. 2.10 and carries



a circular insulated coil of copper or aluminium wire
centred in the annular air gap between N and S pole-
pieces of a permanent magnet. The magnitude of the
induced emfis given by E = Blu, where B is the flux den-
sity, [ is the effective length of the coil in the gap and u is
its velocity. Clearly B and / should be made as large as
possible to give increased sensitivity. The mechanical
resonance of the system is set at some mid-frequency, say
800 Hz, and smoothed as far as possible by introducing
acoustic damping (resistance).
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Figure 2.10 Moving-coil microphone in (a) side; and
(b) plan view.

The microphone presents alow impedance source and
may sometimes incorporate a step-up transformer. Most
modern designs use many turns of very fine wire to pro-
duce a coil with a DCresistance of about 200 ohms which
allows for long connecting cables and direct matching to
standard amplifier inputs at around 1000 ohms. The
majority of moving-coil microphones are omnidirec-
tional but cardioid versions are also available.

The ribbon microphone

The electromagnetic principle is also used in the ribbon
microphone. The magnet has specially shaped pole-
pieces to provide a concentrated field across an elong-
ated gap in which is suspended a thin metal ribbon (Fig.
2.11). This ribbon acts both as diaphragm and conductor
and is typically made of aluminium foil about 0.1 mm
thick and 2-4 mm wide. It is mildly corrugated to prevent
curling and allow accurate tensioning to set the res-
onance to the required low frequency of around 2—4 Hz.
DC resistance of the ribbon is very low and so a built-in
step-up transformer is essential to provide an output at a
standard matching impedance.

The low mass gives the ribbon microphone excellent
transient response but it is sensitive to wind noise and
mechanical movement. Ribbon microphones are there-
fore unsuitable for most outdoor applications or TV
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boom operation. Since both ribbon surfaces are exposed
to the air, except in a few designs, PG operation applies
and the directivity pattern is a figure-of-eight.

Figure 2.11 Ribbon microphone: basic construction.

The condenser (capacitor or electrostatic) micro-
phone

This type of microphone is so-called because the trans-
ducer element is a simple condenser or capacitor whose
two electrodes or plates are formed by the thin conduct-
ive diaphragm and a fixed back plate separated by a nar-
row air-gap (Fig. 2.12). A polarising DC voltage is
applied across the two electrodes via a very high resist-
ance R. This establishes a quasi-constant charge Q on the
capacitor and the capacitance of the system is given by C
= kA/x, where A is the effective diaphragm area, x is the
electrode spacing and k is the dielectric constant (per-
mittivity) of air.
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Figure 2.12 Condenser microphone: basic principle.

Since the voltage across the capacitor is £ = Q/C, we
canwrite E = (Q/kA)x which shows that E is proportional
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to the spacing x. Therefore, when the diaphragm vibrates
in response to a sound pressure wave, the applied
DC voltage will be modulated by an AC component
in linear relationship to the diaphragm vibrations.
This AC component is taken through the DC-blocking
capacitor C to provide the microphone’s output signal.

The transducer mechanism is essentially simple and
makes the condenser microphone potentially a very
high quality device. However, a very narrow gap is
needed to provide adequate sensitivity and impedance is
very high. This calls for precision manufacture and a
built-in amplifier located as close to the electrodes
as possible. This adds to costs, complexity in terms of
connecting cables and extremely low-noise circuitry. The
DC polarizing voltage can be sent down the balanced
signal cable (two live wires with an earthed screen) either
in an A-B manner with the positive pole connected
to one conductor and the negative to the other, or by
‘phantom powering’ in which the positive pole is
connected to both live conductors via the junction
between two identical resistors and the negative pole to
the screen. Alternatively, some microphones have a
compartment for the insertion of batteries to give very
low-noise operation.

Condenser microphones lend themselves to designs
with variable directivity by combining pressure and PG
operation as previously described. Figure 2.13(a) shows
a dual-diaphragm type effectively forming two cardioid

elements back-to-back, whose signal output is of course
proportional to the polarizing voltage applied. The right-
hand diaphragm has a fixed +60 V potential with respect
to the common back plate, to form a forward facing car-
dioid. The voltage to the rear diaphragm is taken via a
network allowing the potential to be switched from -60
V through 0 V to +60 V. Since the audio signal outputs
of the two elements are connected through capacitor C,
the five directivity patterns shown in Fig. 2.13(b) are
obtained. Remote controlled switching gives the user a
degree of flexibility in balancing musical instruments or
voices and, of course, additional switch positions are pos-
sible or a continuously variable potentiometer may be
fitted.

The electret microphone

Aswe have seen, only alow voltage DCsupply is required
to power the built-in amplifier of a condenser micro-
phone. Yet there remains the practical disadvantage that,
although virtually no current is drawn, a relatively high
(60-120 V) DC bias voltage has also to be provided to
polarize the plates. This factor has been eliminated in
recent years, with a simultaneous simplification in con-
struction, by the introduction of the electret microphone
(Fig.2.14).

(A3

Figure 2.13 Variable directivity dual-diaphragm condenser microphone: (a) basic circuit; (b) polar patterns produced for

the five switch positions.
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Figure 2.14 Electret microphone: basic construction.

This uses a permanently polarised material which can
be regarded as the electrostatic equivalent of a permanent
magnet. The electret-foil material, an insulator, is given its
permanent charge, positive or negative, whilst in a strong
electric field and heated either by corona discharge or
electron bombardment. The design may use either a
polarized diaphragm or a neutral diaphragm with the
fixed plate coated with electret material (‘back
polarised’). With the need for a high DC voltage supply
eliminated, electret microphones can also be made very
small and rugged. Push—pull designs are possible; able to
handle high SPL signals with low distortion. Variable
directivity models using switched voltages are not prac-
ticable.

The piezoelectric (crystal) microphone

Very robust and inexpensive microphones can be pro-
duced using crystalline or ceramic materials which pos-
sess piezoelectric properties. Wafers or thin slabs of
these materials generate a potential difference between
opposite faces when subjected to torsional or bending
stresses. The usual piezoelectric microphone capsule
comprises a sandwich or ‘bimorph’ of oppositely polar-
ized slabs joined to form a single unit with metal elec-
trodes attached (Fig. 2.15). Vibrations of a conventional
diaphragm are transmitted to the bimorph by a con-
necting rod thus setting up an alternating voltage at the
output terminals which is proportional to the effective
displacement.

The carbon (loose contact) microphone

Carbon microphones have been around for more than a
century and are still found in millions of telephones
around the world, despite the fact that they are limited in
terms of frequency response, distortion and self-noise.
The principle relies on the variation in DC resistance of a
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package of conductive granules when they are subjected
to variations in external pressure which cause their areas
of contact to increase or decrease (Fig. 2.16).
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Figure 2.15 Piezoelectric (crystal) microphone: basic
construction.
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Figure 2.16 Carbon (loose contact) microphone: a modern
telephone mouthpiece design.

The assembly acts like an amplifier with about 40-60
dB gain but has a number of disadvantages. The capsule
generates high self-noise, is liable to non-linear distor-
tion and becomes unreliable and less sensitive if the
granules pack together, requiring a sharp knock to shake
them loose again. Later push—pull dual-button trans-
ducers give improved quality but do not generally com-
pete in studio or public address applications.

Other types of microphone

Some other types of microphone designed for specific
applications will now be outlined for the sake of com-
pleteness. The boundary microphone, also referred to as
PZM (pressure zone microphone), does not use a new
type of transducer but represents a novel approach to
microphone placement. It comprises a small capsule
element, often an electret, housed in a flat panel in such a
way that the diaphragm is located very close to any flat
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surface on which the unit is placed (Fig. 2.17). The main
aim is to eliminate the irregular dips in frequency
response (the comb filter effect) which often occurs in
normal microphone placement due to interference
between the direct wave and that reflected from the floor
or walls. The two situations are illustrated in Fig. 2.18: (a)
the microphone receives two sound waves, one direct
and one reflected, so that alternate addition and subtrac-
tion will occur at frequencies for which the path length
difference results in a phase shift of 0° or 180° respec-
tively, giving (b) the familiar comb filter effect; (c) with a
boundary microphone, the extreme proximity of the
floor produces no significant interference effect and (d)
the response is uniform.
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Figure 2.17 Boundary (PZM) microphone: basic
construction.

Highly directional microphones are useful for picking
up distant sound sources at sporting events, birdsong,
audience and dance-routine sound in television, etc. The

il

idea is to respond strongly to on-axis sounds whilst dis-
criminating against sounds arriving from other directions.
Two basic approaches have been used, the parabolic
reflector and the shotgun microphone.

A parabolic reflector can be used to collect sound
energy over a wide area of the incident (plane) wave-
front and reflect it back on to a microphone element
located at the focal point (Fig. 2.19). The geometry
ensures that all sounds arriving in line with the axis are
focused towards the microphone, giving a considerable
gain in axial signal level. At the same time, waves arriv-
ing off-axis are scattered and do not contribute much to
the microphone output.
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Figure 2.19 Parabolic reflector microphone: basic
arrangement.

Of course the effect works only at middle and high
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Figure 2.18 How the boundary microphone avoids comb filter distortion: (a) floor reflection produces a delayed wave; (b) uneven
frequency response results; (c) boundary microphone receives only direct wave; (d) flat response results.



frequencies for which the reflector diaphragm is large
compared with the wavelength, so that a 50 cm diameter
parabola, for example, will be more effective than one
measuring only 25 cm. A bass cut filter is usually
introduced to attenuate random low-frequency signals.
A gunsight is often fitted to assist precise aiming and the
microphone is slightly offset from the true focal point to
avoid too fine tuning of the highest frequencies.

The shotgun or line microphone consists of an acoustic
line or pipe with equally spaced holes or a slit along its
length and an omni or cardioid microphone element fit-
ted at the rear end (Fig. 2.20). High directivity results
from the fact that only sound waves arriving on or near
the main axis produce additive pressures at the micro-
phone diaphragm, whereas off-axis waves suffer varying
phase-shift delays and tend to cancel. Again the effect is
limited to middle and high frequencies, any bass exten-
sion being a function of the tube length.

e

Figure 2.20 Shotgun (line) microphone: basic construction.

By adevelopment of this idea, a zoom microphone can
be produced which can, for example, be mounted on a
video camera. The polar pattern can be varied from omni
to highly directional as the TV scene demands. It uses
two cardioid elements pointing forwards and spaced so
as to give second-order pressure gradient performance,
plus a third cardioid pointing backwards which can be
added in or out of phase at various relative levels and
equalization settings. The zoom effect can even be con-
trolled automatically by linking the variable attenuators
to the camera lens zoom mechanism.

Noise cancelling microphones have been developed
for close-talking applications in noisy surroundings such
as sports commentaries, paging and special types of tele-
phone. One classic hand-held /lip-ribbon design dates
back to the 1930s but is still popular with radio reporters
and sports commentators. It uses a ribbon transducer
with a frontal guard-bar to ensure that the speaker’s
mouth is held at a fixed working distance of 63 mm. The
proximity effect at this distance is naturally severe and
must be equalized by means of a steep bass-cut filter
which can be switched to three settings to suit the indi-
vidual voice. Thus filtered, the response to the voice
approximates to a level curve whilst external noise is
drastically reduced. Indeed the noise is so far reduced
that the engineer will often rig one or more separate
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‘atmosphere’ microphones to restore the ambience of
the event.

Radio (wireless) microphones use FM radio transmis-
sion instead of the traditional microphone cable and are
being employed more and more for stage and televisions
shows, and other applications where complete freedom
of movement is demanded. The radio microphone itself
is usually very small and attached to or concealed in the
clothing. Larger handheld versions are also available
having the transmitter built into the handgrip to which a
short aerial is attached. In the smaller models the trans-
mitter is housed in a separate unit about the size of a
pocket calculator and connected to the microphone by
about a metre of cable which may also act as the aerial.
The microphone audio signal is frequency modulated on
to the radio carrier. Frequency band allocations and
licensing regulations vary from country to country, with
both the VHF and UHF bands used and elaborate
design measures taken to overcome the practical prob-
lems of maintaining consistent signal levels and sound
quality as artists move anywhere on stage or throughout
the TV studio. The 8 metre and 2 metre VHF bands,
with relatively long wavelengths, suffer less from the
obstacle effect but require a proportionately longer aer-
ial (up to 75 cm). The UHF band needs only a short aer-
ial (10-20 cm) but is easily blocked by obstacles in its
path. The final choice of waveband may also be influ-
enced by local regulations and the risk of radio interfer-
ence from known sources such as taxis or ambulances in
the given locality. Very large musical shows may call for
a system made up of 30 or more microphones with con-
stant switching between the available transmission
channels as the show proceeds.

Of much older vintage than the true radio micro-

phones just described is the RF condenser microphone.
This was designed in the days before high quality head
amplifiers were available and is still quite common. The
microphone incorporates a built-in RF oscillator (8 Mz)
plus FM modulator and demodulator circuits. Changing
capacitance due to the diaphragm vibrations produces
the required audio signal which modulates the RF fre-
quency as in FM broadcasting, and the resulting signal is
demodulated to provide a standard output for cable con-
nection. High stability and robustness are claimed and
the usual high polarizing voltage is reduced to about 10
volts.
Two-way microphones contain separate diaphragm/trans-
ducer elements to cover the high and low frequencies,
combined via a frequency selective crossover network
as in two-way loudspeakers. The main objective is to
produce a more consistent directivity pattern and high-
frequency response than can normally be obtained
when a single diaphragm has to cover the full audio
bandwidth.
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Voice-activated (automatic) microphones are used in
such varied situations as conference rooms, churches and
security intruder monitoring. In the basic design the
microphone output is muted by a level-sensitive gating
circuit until a predetermined threshold sound pressure
level is exceeded. In a round-table discussion, for ex-
ample, each talker can address a separate microphone,
yet the confusion normally introduced by background noise
and multiple phase errors with all microphones perman-
ently open is avoided. Each microphone will become live
only when spoken to directly from within its frontal
acceptance angle (‘window’). A further development of
this scheme uses two cardioid microphone capsules back-
to-back to avoid the need for exact setting of the thresh-
old level. The rear capsule continuously monitors the
ambient sound level whilst the main front capsule is
switched on whenever some differential level (say 10 dB)
is exceeded by direct speech.

Contact microphones, as their name implies, are phys-
ically attached to the sound source and respond to
mechanical vibrations rather than airborne pressure
waves. They are therefore not strictly speaking micro-
phones, but belong to the family of mechanical/electrical
transducers which includes strain gauges, guitar pickups
throat microphones and accelerometers used for vibration
measurements. The transducer principles most com-
monly used are the moving-coil and condenser/electret.
The unit can be fastened or taped to the soundboard or
body of any acoustical musical instrument — string, wind
or percussion, and of course should be lightweight.

The advantages are complete freedom of movement
for the musician, good separation from the sounds of
other instruments or voices and rejection of ambient
(e.g.audience) noise. In one design, the electret principle
isused in a strip form only about 1 mm thick, 25 mm wide
and some 75 to 200 mm long.

Underwater microphones used to be improvised by
suspending a standard microphone, typically moving-
coil, inside a waterproof cage. Modern versions are often
piezoelectric types supplied as a corrosion-free assembly
with built-in amplifier and special waterproof cables
capable of use in water depths of up to 1000 metres.

Microphones for Stereo

Following a rather hesitant start in the 1950s, two-channel
stereophony has largely taken over as the standard
method for music recording and sound broadcasting.
Single-channel mono sound has certainly not disap-
peared completely, for example in AM radio and most
television programmes, but genuine stereo and even

surround sound are now becoming more common in the
cinema and on video.

The stereo illusion

Stereophony, from the Greek word for ‘solid’, is an
attempt to reproduce sounds in such a way that the lis-
tener has the same feeling of left-right spread in the
frontal area, and the same ability to locate the direction of
individual voices and instruments, as he has at a live
performance. Important differences should be noted
between natural directional hearing and the illusion
of directionality created in stereophonic recording
and reproduction. A listener to a stereo system of two
spaced loudspeakers actually hears everything twice,
since the sounds from both loudspeakers reach both ears
(Fig.2.21). This non-real duplication of signals sets a limit to
the extent to which two-channel stereo can faithfully
recreate the live sound experience. The stereo effect is
obtained by sending to the two loudspeakers left/right
signals which differ from each other in some way which
creates an illusion of an extended sound stage across the
imaginary arc joining the two loudspeakers. Figure 2.21
shows the standard layout for stereo listening which puts
the listener and the two loudspeakers at the corners of
an equilateral triangle. This implies a reproduction angle
of 60°.
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Figure 2.21 Loudspeaker stereo: in the conventional layout,
a =b = candis generally between 2 and 4 metres. Note that the
sound from each loudspeaker reaches both ears, with a slight
time delay to the more remote ear.

In practice, the required arc of phantom sound images
can be established by using microphones in pairs (or
passing a single mono signal through a panpot, to be
described below) so as to make the signals from the loud-
speakers differ by small amounts in intensity, time or
both. By tradition, ‘intensity stereo’ is regarded as most
effective. This is illustrated in Fig. 2.22 where the signal
level fed to one loudspeaker can be attenuated. The



apparent location of the source will then move progres-
sively from the central position (when the levels are
equal) towards the unattenuated loudspeaker. The same
principle forms the basis of a panpot, or panoramic
potentiometer, which uses a pair of variable attenuators
working respectively in the clockwise and anticlockwise
direction to shift a mono source to any required point
between the loudspeakers.
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Figure 2.22 Intensity stereo: (a) attenuating one loudspeaker
causes the phantom image to move towards the other; (b)
typical attenuation (in decibels) for image positions across the
stereo stage.

Substituting a variable time delay device for the attenu-
ator in Fig. 2.22 will produce a similar movement of the
sound image away from the central position. The source
will appear to be located in one loudspeaker or the other
when the time differential has reached about 2 millisec-
onds. Since both ears hear both loudspeakers, however,
there will be some confusion due to the physical pattern
of level and time differences, due to ear spacing, interfer-
ing with those from the loudspeakers themselves. In
intensity stereo these fixed dimensional differences re-
inforce the desired effect, but in ‘time delay’ stereo they
can introduce odd phase effects. Naturally it is possible
to introduce both sorts of left/right signal differences
deliberately, when the effects will be additive.

Basic Blumlein

One very common arrangement of a pair of microphones
has become associated with the name of A.D. Blumlein
whose comprehensive Patent No. 394325 (14.6.1933)
covered nearly every aspect of two-channel stereo as it
exists today. He realized that simple intensity stereo
would provide all the directional clues needed by the
human ear and described several pairings of micro-
phones to produce the desired effect, including spaced
omnidirectional microphones with a so-called ‘shuffling’
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network and the M-S (middle-and-side) arrangement,
both of which will be discussed later.

The particular pairing now regarded as basic Blumlein
consists of two identical figure-of-eight microphones
arranged at +45° to the front axis (Fig. 2.23). The two
diaphragms are placed as nearly as possible at the same
point in space, at least so far as the horizontal plane is
concerned, to eliminate any time-of-arrival differences.
Using separate microphones will inevitably give only
approximate coincidence (Fig. 2.23(b)) but special
stereo microphones with twin left/right capsules can
improve matters and provide for altering the included
angle by rotating the upper capsule (Fig. 2.24).

B

Figure 2.23  Coincident pair (intensity) stereo: (a) basic
Blumlein; (b) locating the two diaphragms for coincidence in the
horizontal plane.

This included angle is traditionally 90° and produces
excellent imaging across the front quadrant which is inde-
pendent of the distance from the source, as well as a uni-
form spread of reverberant sound between the two
loudspeakers. It does suffer from the fact that the outputs
of the two microphones are in antiphase in the two side
quadrants, giving problems with side-wall reflections for
example. Also sound sources located in the rear-right
quadrant will be picked up by the rear lobe of the left
microphone and vice versa, causing these sounds to be
radiated by the wrong loudspeaker (cross-channelled).
Modern small-diaphragm microphones are usually pre-
ferred because they can be placed nearer together. They
also score by having a more consistent response off-axis
than the larger types. This is particularly important since
neither microphone is aimed directly at a centre soloist,
for example, and much of the source may be located off-
axis.

The 90° combined acceptance angle produced by the
basic Blumlein arrangement may be too narrow for
proper balance of some spread-out sources. It can be
altered by changing the mutual angle between the micro-
phones or made much wider, perhaps to allow a closer
microphone position, by replacing the bidirectional
microphones with cardioids or hypercardioids. These
give a basicincluded angle of up to 180° and 120° respect-
ively.
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Figure 2.24 Examples of stereo microphone design allowing
the mutual angle between the two capsules to be adjusted by
rotating the upper capsule (AKG C422 and C34).

M-S stereo

Another arrangement of two coincident microphones
covered in Blumlein’s patent consists of one microphone,
which can be of any directivity pattern, pointing to the
front (middle) to provide a (L + R) signal, and the other
a bidirectional type at right angles (side) providing a
(L — R) signal. This middle-and-side or M — S pairing has
a number of advantages but it does require a matrixing
sum-and-difference network to recreate the conven-
tional left and right signals. In effect this network sends
the sum signal:

M+S)=(L+R)+(L-R)=2L
to the left channel and the difference signal:
M-S)=(L+R)-(L-R)=2R

to the right.

The choice of M component directivity pattern gives a
range of stereo perspectives which can be further
extended by adjusting the relative sensitivities of the M
and S channels. It also has the advantage that a simple
addition of the derived signals provides a fully compat-
ible mono signal: i.e. (M + S) + (M-S) =2M. This is
important for broadcasters who generally have both
mono and stereo listeners to consider. The mono signal
can be of the highest quality, not subject to the off-axis
colorations and phase ambiguities present with other
X-Y methods.

Non-coincident (spaced) microphones

The use of spaced microphones for stereo has been
around for just as long as Blumlein’s coincident pair
method. It will be realised, however, that placing spaced
microphones in front of a sound source will mean that the
waves reaching the left and right microphones differ in
time-of-arrival or phase as well as intensity. This can be
used to produce a pleasing open effect but may give less
consistent imaging of more distant sources, vague centre
imaging and unpredictable mono results. If the spacing i
too great, a ‘hole in the middle’ effect can result in which
the musicians on either side of centre become crowded
together in the two loudspeakers. This can be cured by
adding a third microphone at the centre, whose relative
level setting can then act as a ‘width’ control.

Near-coincident microphones

In recent years, engineers in the fields of broadcasting
and recording have developed various stereo micro-
phone configurations which avoid the main limitations of
both the coincident and the widely spaced methods. In
general these near-coincident arrays use a pair of angled
cardioid microphones 16-30 cm apart. They give clear
unclouded directional clues at high frequencies and
behave like an ideal coincident pair at low frequencies.
A special type of near-coincident array is used for bin-
aural recording in which a pair of microphones are
arranged at the same spacing as the human ears, usually
mounted on a dummy head or baffle (Fig. 2.25). The
result can be uncannily realistic, when listened to on
headphones and each ear receives exclusively the signal
from one channel. It has been used successfully for radio
drama and documentaries but has not been developed
more widely because it does not translate well to loud-
speakers unless an adaptor network is inserted.
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Figure 2.25 Binaural recording: using a dummy head or baffle
can produce realistic stereo on headphones, but need an
adaptor network for loudspeaker listening.



Surround Sound

While stereo reproduction can provide a realistic spread
of sound over a standard 60° arc in the horizontal
plane, much research has gone into extending this to
full-scale three-dimensional ‘surround sound’, perhaps
with height information as well as a 360° horizontal
spread. Only then, it must be admitted, will the real-life
situation of receiving sounds from all possible directions
be recreated.

Early so-called quadraphonic systems in the 1970s
relied on the use of four microphone channels, with
matrix networks to encode these on to two channels for
recording or transmission on normal stereo systems.
Quadraphony did not succeed, partly because the public
found the results inconsistent and not worth the expense
of extra loudspeakers and amplifiers, but mainly because
there was no true sense of the timing, phase dispersal and
direction of the reverberant sound waves.

The British system known as Ambisonics solves most
of these problems and offers a ‘hierarchy’ of encoding
schemes from a stereo-compatible UHJ format, which
some record companies are already using, all the way to
‘periphony’ giving full-sphere playback from a suitable
array of loudspeakers. At the heart of the Ambisonics
system is the use of a special cluster of four microphone
capsules as found in the Calrec Soundfield microphone
(Fig. 2.26). The four diaphragms are arranged as a regu-
lar tetrahedron array, sampling the soundfield asif on the
surface of a sphere and reproducing the sound pressure
at the effective centre. The four output channels repre-
sent one omni (pressure) element and three bidirectional
(pressure gradient) signals in the left/right, front/back
and up/down planes.

Surround sound has become popular in the cinema and
is transferred to television broadcasts and the related
video tapes and discs. The Dolby Surround cinema system
is heard at its best when played back through three full-
range behind-the-screen loudspeakers plus a U-shaped
array of ‘surround’ loudspeakers positioned around the
rear half of the theatre and sometimes additional bass
loudspeakers. Microphone techniques for surround
sound films are basically the same as those used for mono
and stereo, using quadraphonic panpots to steer voices,
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music and sound effects as necessary. Dialogue is concen-
trated at the centre front and surround tracks are delayed
slightly to maintain the impression that most sounds are
coming from the area of the screen.

Figure 2.26 Soundfield microphone (courtesy Calrec/AMS).
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3 Studio and Control Room
Acoustics
Peter Mapp

The reproduction of natural instrumental sound begins
with microphones, but the behaviour of microphones
cannot be separated from the acoustics of the studio.
Peter Mapp shows here the principles and practices of
studio acoustics as used today.

Introduction

Over the past few years the performance, sophistication
and quality of the recording medium and ancillary hard-
ware and technology have advanced at a considerable
rate. The 50 to 60 dB dynamic range capability of con-
ventional recording and disc technology suddenly has
become 90 to 100 dB with the introduction of digital
recording and the domestic digital compact disc (CD). In
the foreseeable future a dynamic range of 110 dB could
well become commonplace for digital mastering.

The increased dynamic range coupled with other
advances in loudspeaker and amplifier technology now
mean that audio, broadcast and hi-fi systems can today
offer a degree of resolution and transparency to the
domestic market unachievable only a few years ago even
with the best professional equipment.

The acoustic environments of the studios in which the
majority of the recordings or broadcasts originate from
have become correspondingly more critical and import-
ant. No longer can recordings be made in substandard
environments. Control rooms and studios exhibiting an
uneven or coloured acoustic response or too high a level
of ambient noise, which previously could be lost or
masked by traditional analogue recording process, can
no longer be tolerated. The transparency of the digital or
FM broadcast medium immediately highlights such defi-
ciencies.

To many, the subject of studio acoustics is considered
a black art, often surrounded by considerable hype
and incomprehensible terminology. However, this is
no longer the case. Today, there certainly is an element
of art in achieving a desirable and a predictable acoustic
environment, but it is very much based on well-

established scientific principles and a comprehen-
sive understanding of the underlying physics of room
acoustics and noise control.

Studios and control rooms create a number of acoustic
problems which need to be overcome. Essentially they
can be divided into two basic categories — noise control
and room acoustics with the latter including the inter-
facing of the monitor loudspeakers to the control room.

Noise Control

The increased dynamic range of the hi-fi medium has led
to corresponding decreases in the levels of permissible
background noise in studios and control rooms.

A single figure rating (e.g. 25 dBA) is not generally
used to describe the background noise requirement as it
is too loose a criterion. Instead a set of curves which take
account of the spectral (frequency) content of the noise
are used. The curves are based on an octave or 1/3 octave
band analysis of the noise and also take account of the
ear’s reduced sensitivity to lower frequency sounds.

The curves most frequently used are the NC (noise cri-
terion) and NR (noise rating) criteria. Figures 3.1 and 3.2
graphically present the two sets of criteria in terms of the
octave band noise level and frequency. (Although as
Figs. 3.1 and 3.2 show, the criteria are not exactly the
same, the corresponding target criteria e.g. NC20 or
NR20 are frequently interchanged.)

The NCsystem is primarily intended for rating air con-
ditioning noise, whilst the NR system is more common-
place in Europe and can be used to rate noises other than
air conditioning. (An approximate idea of the equivalent
dBA value can be obtained by adding 5 to 7 dB to the
NC/NR level).

The following Table 3.1 presents typical design targets
for various studio and recording formats. Many organisa-
tions e.g. the BBC demand even more stringent criteria
particularly at low frequencies. From this table and
curves shown in Figs. 3.1 and 3.2, it can be seen that the
background noise level requirements are pretty stringent



typically being 25 dBA or less which subjectively is very
quiet. (The majority of domestic living rooms, con-
sidered by their occupants to be quiet, generally measure
30-40dBA.)

The background noise level in a studio is made up
from a number of different sources and components and
for control purposes these may be split up into four basic
categories:

e external airborne noise

e external structure borne noise

e internally and locally generated noise
¢ internal noise transfer.
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Figure 3.1 Noise criterion (NC) curves.

Each source of noise requires a slightly different approach
in terms of its containment or control.

Achieving low noise levels in modern studios is a com-
plex and generally costly problem but any short cuts or
short circuits of the noise control measures will destroy
the integrity of the low noise countermeasures and allow
noise into the studio.

External airborne noise

Here we are typically concerned with noise from local
road traffic, aircraft and railways. Any of these sources
can generate levels of over 100 dB at low frequencies at
the external facade of a building. Controlling such high
levels of low-frequency noise is extremely difficult and
costly. Therefore, if possible when planning a sensitive
acoustic area such as a studio, it is obviously preferable
to avoid locations or buildings exposed to high external
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levels of noise. An extensive noise survey of the pro-
posed site is therefore essential.
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Figure 3.2 Noise criterion (NC) curves.

Wherever possible the walls to a studio or control
room should not form part of the external envelope of
the building. Instead a studio should be built within the
main body of the building itself so a buffer area between
the studio and external noise source can be created e.g.
by corridors or offices or other non critical areas. Simi-
larly it is not good practice to locate a studio on the top
floor of a building. However, if it is not possible to create
suitable buffer areas, a one metre minimum separation
should be created between the external and studio walls
or roof and ceiling etc.

Table 3.1

Studio/recording environment NC/NR requirement

Studio with close mic technique (300 mm)

(Bass cut may be required) 30
TV studio control rooms 25
TV studios and sound control rooms 20
Non-broadcast — pre-production 25
Broadcast studio and listening rooms 15-20
Music sound studio 15-20
Concert halls 15-20
Drama studios (broadcast) 15
Sound effects and post production (preferred) 5

(max.) 15

Commercial recording and pop studios
(depending on type and budget) 15-25
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Internally and locally generated noise

Noise apart from being transmitted by sound pressure
waves within the air, can also be transmitted by the build-
ing structure itself. Structural noise can be induced either
directly by the vibration of the structure —e.g. by locating
the building over or adjacent to a railway or under-
ground train line — or sound pressure waves (particularly
at low frequencies) can cause the structure itself to
vibrate. Again, the best method of control is to separate
the sensitive areas from such potential noise sources as
structural isolation is required. One solution is to spend
the available budget on the equipment of rubber pads, or
literally steel springs if really effective low frequency isol-
ation is required. However, the best solution is to choose
the site carefully in the first place and spend the available
budget on the equipment and acoustic finishes rather
than on expensive structural isolation.

If the studio is to be built in a building with other occu-
pants/activities, again a thorough survey should be con-
ducted to establish any likely sources of noise which will
require more than usual treatment (e.g. machinery
coupled into the structure on floors above or below the
studio. This includes lifts and other normal ‘building
services’ machinery such as air conditioning plant etc.).

Internal noise transfer

The biggest noise problem in most studios is noise gener-
ated or transmitted by the air conditioning equipment.
Studios must provide a pleasant atmosphere to work in,
which apart from providing suitable lighting and
acoustics also means that the air temperature and humid-
ity need to be carefully controlled. Sessions in pop stu-
dios may easily last 12 to 15 hours. The studio/control
room must therefore have an adequate number of air
changes and sufficient fresh air supply in order for the
atmosphere not to become ‘stuffy’ or filled with cigarette
smoke etc.

It should be remembered that the acoustic treatments
also tend to provide additional thermal insulation and in
studios with high lighting capacity (e.g. TV or film) or
where a large number of people may be working, the
heat cannot easily escape, but is contained within the stu-
dio, so requiring additional cooling capacity over that
normally expected.

Large air conditioning ducts with low air flow veloci-
ties are therefore generally employed in studios with
special care being taken to ensure that the air flow
through the room diffuser grilles is low enough not to
cause air turbulence noise (e.g. duct velocities should be
kept below 500 ft*/min, and terminal velocities below
250 ft*/min). Studios should be fed from their own air

conditioning plant, which is not shared with other parts
of the building.

Ducts carrying air to and from the studios are fitted
with attenuators or silencers to control the noise of the
intake or extract fans. Crosstalk attenuators are also fit-
ted in ducts which serve more than one area, e.g. studio
and control room to prevent the air conditioning ducts
acting as large speaking tubes or easy noise transmission
paths.

Studio air conditioning units should not be mounted
adjacent to the studio but at some distance away to
ensure that the air conditioning plant itself does not
become a potential noise source. Duct and pipework
within the studio complex will need to be mounted with
resilient mountings or hangers, to ensure that noise does
not enter the structure or is not picked up by the duct-
work and transmitted to the studio.

Waterpipes and other mechanical services ducts or
pipes should not be attached to studio or control room
walls —as again noise can then be readily transmitted into
the studio.

Impact noise from footfall or other movement within
the building must also be dealt with if it is not be trans-
mitted through the structure and into the studio. A meas-
ure as simple as carpetting adjacent corridors or office
floors etc can generally overcome the majority of such
problems. Wherever possible, corridors adjacent to stu-
dios should not be used at critical times or their use
should be strictly controlled. Main thoroughfares should
not pass through studio areas.

Sound insulation

Having created a generally suitable environment for a
studio, it is then up to the studio walls themselves to pro-
vide the final degree of insulation from the surrounding
internal areas.

The degree of insulation required will very much de-
pend on:

(1) the uses of the studio e.g. music, speech, drama, etc.

(2) the internal noise level target e.g. NC20

(3) the noise levels of the surrounding areas

(4) the protection required to the surrounding area (e.g.
in a pop music studio, the insulation is just as much
there to keep the noise in so that it will not affect
adjoining areas or studios as it is to stop noise getting
into the studio itself).

Appropriate insulation or separation between the con-
trol room and studio is also another very important
aspect which must be considered here. 55-60 dB is prob-
ably about the minimum value of sound insulation
required between a control room and studio. Monitoring



levels are generally considerably higher in studio control
rooms than in the home. For example, 85 dBA is quite
typical for TV or radio sound monitoring, whereas pop
studio control rooms will operate in the high 90s and
above.

Sound insulation can only be achieved with mass or
with mass and separation. Sound absorbing materials are
not sound insulators although there is much folklore
which would have you believe otherwise. Table 3.2 sets
out the figures, showing that only very high values of
sound absorption produce usable sound reductions.

Table 3.2  Sound absorption

Absorption  Percentage Insulation Incident sound
coefficient absorbed (%)  produced (dB) energy transmitted (%)
0.1 10 0.5 90

0.5 50 3 50

0.7 70 5 30

0.9 90 10 10

0.99 99 20 1

0.999 99.9 30 0.1

0.9999 99.99 40 0.01

To put the above figures in perspective a single 4.5 in.
(112 mm) brick wall has a typical sound insulation value
of 45 dB, and a typical domestic brick cavity wall 50-53
dB - and you know how much sound is transmitted
between adjoining houses! Furthermore, typical sound
absorbing materials have absorption coefficients in the
region of 0.7 to 0.9 which is equivalent to a noise reduc-
tion of only 5-10 dB.

Figure 3.3 shows the so called mass law of sound insu-
lation — which shows that sound insulation increases by
approximately 5 dB for every doubling of the mass. A
number of typical constructions and building elements
have been drawn on for comparison purposes.

It should be noted that the sound insulating properties
of a material are also affected by the frequency of the
sound in question. In fact the insulation generally
increases by 5 dB for every doubling of frequency. This is
good news as far as the insulation of high frequency
sound is concerned, but bad news for the lower frequen-
cies.

Generally, a single value of sound insulation is often
quoted — this normally refers to the average sound insu-
lation achieved over the range 100 Hz to 3.15 KHz and is
referred to as the sound reduction index (SRI). (STC in
USA based on the average between 125 Hz and 4 KHz.)

An approximate guide to the performance of a mater-
ial can be obtained from the 500 Hz value of insulation as
this is often equivalent to the equated SRI. For example,
our 112 mm brick wall will tend to have an SRI of 45 dB
and have a sound insulation of 45 dB at 500 Hz, 40 dB at
250 Hz and only 35 dB at 125 Hz — which begins to
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explain why it is always the bass sound or beat which
seems to be transmitted. In practice, therefore, the stu-
dio designer or acoustic consultant first considers con-
trolling break-in (or break-out) of the low frequency
sound components as overcoming this problem will
invariably automatically sort out any high frequency
problems.

Table 3.3  Typical sound absorption coefficients

Hz

Material 125 250 500 IK 2K 4K
Drapes

e Light velour 0.07 037 049 031 065 054

* Medium velour 0.07 031 049 075 070 0.60

e Heavy velour 014 035 055 072 070 0.65
Carpet

e Heavy on concrete 0.02 006 014 037 060 0.65

¢ Heavy on underlay

or felt 0.08 024 057 070 070 0.73
e Thin 0.01 005 010 020 045 0.65

Cork floor tiles and
linoleum, plastic flooring 0.02  0.04 0.05 0.05 0.10 0.05

Glass (windows)

e 4mm 030 020 0.10 007 0.05 0.02

e 6mm 0.10 0.08 0.04 003 0.02 0.02
Glass, tile and marble 0.01 0.01 0.01 0.01 0.02 0.02
Glass fibre mat

e 80kg/m*-25mm 0.10 030 055 065 075 0.80

e 80 kg/m*-50 mm 020 045 070 080 0.80 0.80
Wood fibre ceiling tile 0.15 040 055 070 0.80 0.70

Plasterboard over deep
air space 020 015 0.10 005 0.05 0.05

From the graph in Fig. 3.3, it can be seen that some
pretty heavy constructions are required in order to
achieve good sound separation/insulation. However, it is
possible to also achieve good sound insulation using
lightweight materials by using multi-layered construc-
tion techniques.

Combinations of layers of plasterboard and softboard,
separated by an air space are frequently used. Figure 3.4
shows a typical construction. The softboard is used to
damp out the natural resonances of the plasterboard
which would reduce its sound insulation. The airspace
may also be fitted with loose acoustic quilting (e.g. fibre-
glass or mineral wool, to dampout any cavity res-
onances).

Note that an airtight seal has to be created for opti-
mum sound insulation efficiency. Also note that differ-
ent sized air spaces are used.

A double-leaf construction as shown in Fig. 3.4 can
achieve a very good level of sound insulation particularly
at mid and high frequencies.
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Figure 3.3 Sound insulation performance of building materials compared with mass law.

Typically such a partition might achieve the following
insulation values.

Frequency (Hz) 63 125 250 500 1K 2K 4K

Insulation (dB) 40 50 60 65 70 75 80
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Figure 3.4 Typical construction of double-skin lightweight
compartment.

However, the final value will very much depend on the
quality of the construction and also on the presence of

flanking transmission paths, i.e. other sound paths such
as ducting or trunking runs etc. which short circuit or
bypass the main barrier.

Triple layer constructions and multiple layer heavy
masonry constructions can be employed to achieve
improved levels of insulation — particularly at the lower
frequencies.

Studios can also be built from modular construction
assemblies based on steel panels/cavities lined with
sound absorptive material.

The following table compares a double leaf steel panel
construction with an equivalent thickness (300 mm) of
masonry wall construction.

Frequency (Hz) 63 125 250 500 1K 2K 4K
Masonry 28 34 34 40 56 73 76
Steel Panelling 40 50 62 7 80 83 88

Again it must be remembered that when it comes to
sound insulation, large differences frequently occur
between the theoretical value (i.e. what can be achieved)
and the actual on-site value (i.e. what is actually
achieved). Great care has to be taken to the sealing of all
joints and to avoid short-circuiting panels by the use of
wall ties or debris within the cavities. Furthermore,
where doors or observation windows etc. penetrate a
wall, particular care must be taken to ensure that these
do not degrade the overall performance. For example,
the door or window should have the same overall sound
insulation capabilities as the basic studio construction.

Studio doors should therefore be solid core types, and
are frequently fitted with additional lead or steel sheet
linings. Proprietory seals and door closers must be fitted



to form an airtight seal round the edge of the door. Soft
rubber compression or magnetic sealing strips are com-
monly employed whilst doors are rebated to help form a
better joint. (Wherever possible a sound lock should be
employed i.e. two doors with an acoustically treated
space between, such that one door is closed before the
other opened.) Other methods of improving door insula-
tion include the use of two separate doors on a single
frame, each fitted with appropriate seals etc.

Control room windows may either be double or triple
glazed depending on the performance required. Large
air spaces, e.g. 200-300 mm plus, are necessary in order
to achieve appropriate insulation. Tilting one of the
panes not only helps to cut down visual reflections, but
also breaks up single frequency cavity resonances, which
reduce the potential insulation value significantly. The
reveals to the windows should also be lined with sound
absorbing material to help damp out cavity resonances.

Window glass needs to be much thicker/heavier than
typical domestic glazing. For example, a typical 0.25 in.,
6 mm, domestic window would have a sound insulation
performance of around 25-27 dB (21-23 dB at 125 Hz),
whereas a 200 mm void fitted with 12 mm and 8 mm
panes could produce an overall SRI of 52 dB (31 dB at
125 Hz).

Special laminated windows and panes can also be used
to improve performance.

Studios are frequently built on the box within a box
principle, whereby the second skin is completely isolated
from the outer. This is achieved by building a ‘floating’
construction. For example, the floor of the studio is isol-
ated from the main structure of the building by con-
structing it on resilient pads or on a continuous resilient
mat. The inner walls are then built up off the isolated floor
with minimal connection to the outer leaf. The ceiling is
supported from the inner leaves alone, and so does not
bridge onto the outer walls which would short-circuit the
isolation and negate the whole effect. With such construc-
tions particular care has to be taken with the connection
of the various services into the studio. Again attention to
detail is of tantamount importance if optimum perform-
ance is to be achieved. Note that the sealing of any small
gaps or cracks is extremely important as shown by the
plastered and unplastered walls in Table 3.4.

Studio and Control Room Acoustics

Today, the acoustic response of the control room is
recognised as being as equally important, if not
more important, than that of the studio itself. This is
partly due to improvements in monitor loudspeakers,
recent advances in the understanding of the underlying
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Table 3.4 Summary of some typical building materials
Materials SRI
(dB)
Walls
Lightweight block work (not plastered) 35
(plastered) 40
200 mm lightweight concrete slabs 40
100 mm solid brickwork (unplastered) 42
(plastered 12 mm) 45
110 mm dense concrete (sealed) 45
150 mm dense concrete (sealed) 47
230 mm solid brick (unplastered) 48
(plastered) 49
200 mm dense concrete (blocks well sealed/plastered) 50
250 mm cavity brick wall (i.e. 2 x 110) 50
340 mm brickwork (plastered both sides 12 mm) 53
450 mm brick/stone plastered 55
112 mm brick + 50 mm partition of one layer plasterboard and
softboard per side 56
225 brick — 50 mm cavity — 225 brick 65
325 brick — 230 mm cavity — 225 brick (floated) 75
12 mm plasterboard on each side 50 mm stud frame 33
12 mm plasterboard on each side 50 mm stud frame with quilt
in cavity 36
Two x 12 mm plasterboard on 50 mm studs with quilt in cavity 41
As above with 75 mm cavity 45
Three layers 12 mm plasterboard on separate timberframe
with 225 mm air gap with quilt 49
Floors
21 mm + t & g boards or 19 mm chipboard 35
110 mm concrete and screed 42
21 mm + t & g boards or 19 mm chipboard with plasterboard
below and 50 mm sand pugging 45
125 mm reinforced concrete and 150 mm screed 45
200 mm reinforced concrete and 50 mm screed 47
125 mm reinforced concrete and 50 mm screed on glass fibre or
mineral wool quilt 50
21 mm + t & g boards or 19 mm chipboard in form of raft on
min fibre quilt with plasterboard and 50 mm sand pugging 50
150 mm concrete on specialist floating raft 55-60
Windows
4 mm glass well sealed
23-25
6 mm glass well sealed 27
6 mm glass — 12 mm gap — 6 mm glass 28
12 mm glass well sealed 31
12 mm glass laminated 35
10 mm glass — 80 mm gap — 6 mm glass 37
4 mm glass —200 mm gap —4 mm glass 39
10 mm glass — 200 mm gap — 6 mm glass 44
10 mm glass — 150 mm gap — 8 mm glass 44
10 mm glass — 200 mm gap — 8 mm glass 52
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psychoacoustics and the recent trend of using the control
room as a recording space, e.g. for synthesisers, whereby
better contact can be maintained between musician, pro-
ducer and recording engineer.

For orchestral or classical music recording, the studios
need to be relatively large and lively, with reverberation
times lying somewhere between 1.2 and 2 seconds
depending on their size and use. Pop studios tend to be
much more damped than this, perhaps typically varying
from 0.4 to 0.7 seconds.

Broadcast studios would typically have reverberation
times as follows:

e Radio talks 0.25s (60 m®)
e Radio drama 0.4s (400 m?)
e Radio music
- small 09s (600 m?)
- large 2.0s (10000 m?)
e Television 0.7s (7000 m?)

e Control rooms 0.25s

Whilst it has been recognised for some time now that
reverberation time alone is not a good descripter of stu-
dio acoustics, it is difficult to determine any other easily
predictable or measurable parameters which are. Rever-
beration time therefore continues to be used.

Reverberation time is effectively a measure of the
sound absorption within a room or studio, etc. Its import-
ance therefore really lies within the way it alters with fre-
quency rather than on its absolute value. It is therefore
generally recognised that reverberation time should be
maintained essentially constant within tight limits (e.g.
10% ) across the audio band of interest with a slight rise at
the lower bass frequencies generally being permissible.
By maintaining the reverberation time constant, the
room/studio is essentially affecting all frequencies
equally — at least on a statistical basis. However, in prac-
tice, just because a studio or control room has a perfectly
flat reverberation time characteristic this does not neces-
sarily guarantee that it will sound all right, but itis a good
baseline from which to begin.

Studios are generally designed so that they can either
be divided up, e.g. by use of portable screens or by having
their acoustic characteristics altered/adjusted using
hinged or fold over panels, for example, with one side
being reflective and the other absorptive or by the use of
adjustable drapes etc. Isolation booths or voice-over
booths are also frequently incorporated in commercial
studios to increase separation. Drama studios frequently
have a live end and a dead end to cater for different
dramatic requirements and scenes. Recent advances in
digital reverberation, room simulation and effects have,
however, added a new dimension to such productions,
enabling a wide variety of environments to be electronic-

ally simulated and added in at the mixing stage. The same
is the case with musical performances/recordings.

It is important not to make studios and control rooms
too dead, as this can be particularly fatiguing and even
oppressive.

TV studios have to cater for a particularly wide range
of possible acoustic environments, ranging from the
totally reverberation free outdoors to the high reverber-
ant characteristics of sets depicting caves, cellars or tun-
nels etc., with light entertainment and orchestral music
and singing somewhere in between the two.

As the floor of the TV studio has to be ruler flat and
smooth for camera operations and the roof is a veritable
forest of lighting, the side walls are the only acoustically
useful areas left. In general these are covered with wide
band acoustic absorption, e.g. 50 mm mineral wool/glass
fibre over a 150 mm partioned air-space and covered in
wire mesh to protect it. Modular absorbers are also used
and allow a greater degree of final tuning to be carried
out should this be desired.

Absorbers

Proprietary modular absorbers are frequently used in
commercial broadcast/radio studios. These typically
consist of 600 mm square boxes of various depths in
which cavities are created by metal or cardboard dividers
over which a layer of mineral wool is fixed together with
a specially perforated faceboard.

By altering the percentage perforations, thickness/
density of the mineral wool and depth of the cavities, the
absorption characteristics can be adjusted and a range of
absorbers created, varying from wideband mid and high
frequency units to specifically tuned low frequency
modules which can be selected to deal with any particu-
larly strong or difficult room resonances or colorations —
particularly those associated with small rooms where the
modal spacing is low or where coincident modes occur.

Resonances

Room modes or Eigentones are a series of room res-
onances formed by groups of reflections which travel
back and forth in phase within a space, e.g. between the
walls or floor and ceiling.

At certain specific frequencies, the reflections are per-
fectly in phase with each other, and cause a resonance
peak in the room frequency response. The resonant fre-
quencies are directly related to the dimensions of the
room, the first resonance occurring at a frequency cor-
responding to the half wavelength of sound equal to the



spacing between the walls or floor etc. (see Fig. 3.5). Res-
onances also occur at the harmonics of the first (funda-
mental) frequencies. At frequencies related to the
quarter wavelength dimension, the incident and
reflected waves are out of phase with each other and by
destructive wave interference attempt to cancel each
other out, resulting in a series of nulls or notches in the
room frequency response. Room modes therefore give
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Figure 3.5 Formation of room modes.
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rise to a harmonic series of peaks and dips within the
room frequency response.

At different positions throughout the room, com-
pletely different frequency responses can occur depend-
ing on whether a peak or null occurs at a given location
for a given frequency. Variations of 10-15 dB within the
room response are quite common unless these modal
resonances are brought under control. Figure 3.6 pre-
sents a frequency response trace of a monitor loud-
speaker in a poorly treated control room.

There are three types of room mode, the axial, oblique
and tangential, but in practice it is the axial modes which
generally cause the most severe problems. Axial modes
are caused by in and out of phase reflections occurring
directly, between the major axes of the room, i.e. floor to
ceiling, side wall to side wall and end wall to end wall.

Figure 3.7 shows the variation in sound pressure level
(loudness) which occurred within a poorly treated con-
trol room at the fundamental and first harmonic modal
frequencies. Subjectively the room was criticised as suf-
fering from a gross bass imbalance, having no bass at the
centre but excess at the boundaries — which is exactly
what Fig. 3.7 shows, there being a 22 dB variation in the
level of the musical pitch corresponding to the funda-
mental modal frequency and 14 dB at the first harmonic.

When designing a control room or studio, it is vitally
important to ensure that the room dimensions are
chosen such as not to be similar or multiples of each
other, as this will cause the modal frequencies in each
dimension to coincide, resulting in very strong resonance
patterns and an extremely uneven frequency response
anywhere within the room.

The room (studio) dimensions should therefore be
selected to given as even as possible distribution of the
Eigentones. A number of ratios have been formulated
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Figure 3.6 Frequency response trace of a monitor loudspeaker in a poorly treated control room.
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Figure 3.7 Sound pressure level (loudness) variation of first and second modes measured in poorly treated control room.

which give a good spread. These are sometimes referred
to as Golden Ratios. Typical values include:

H W L
1:1.14 : 139
1:128:1.54
1:1.60 : 233

Figure 3.8 presents a graphical check method for
ensuring an optimal spread of room resonances.

The frequencies at which main axial room resonances o T secgRTan

occur can be simply found using the following formula:

172(n)
L

F, res —

LEMGTH

where L is the room dimension (metres)
n=1,2,3, 4etc.
The graph presented in Fig. 3.9 provides a quick
method of estimating room mode frequencies.
The complete formula for calculating the complete
series of modes is as follows:

nr\ 2 ny : nz\2 :
F = 172 [(Lr) +(L—y) +(L—Z) }

At low frequencies, the density of room modes is low, 10T
causing each to stand out and consequently be more aud-
ible. However, at higher frequencies, the density becomes Figure 3.8 Preferred room dimension ratios.
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Figure 3.9 Axial mode frequency versus room dimension.

very much greater, forming a continuous spectrum, i.e. at
any given frequency, a number of modes will occur, which
counteract each other. Room modes therefore generally
cause problems at low or lower mid frequencies (typically
up to 250-500 Hz). Whilst this is primarily due to the low
modal density at these frequencies it is also exacerbated
by the general lack of sound absorption which occurs at
low frequencies in most rooms.

After determining that the room/studio dimensions
are appropriate to ensure low coincidence of modal fre-
quencies, control of room modes is brought about by
providing appropriate absorption to damp down the
resonances.

Absorber performance

Sound absorbers effectively fall into four categories.

(1) high and medium frequency dissipative porous
absorbers

(2) low frequency panel or membrane absorbers

(3) Helmholtz tuned frequency resonator/absorber

(4) quadratic residue/phase interference absorbers/dif-
fusers.

Porous absorbers include many common materials
including such items as drapes, fibreglass/mineral wool,
foam, carpet, acoustic tile etc.

Figure 3.10 illustrates the frequency range over which
porous absorbers typically operate. The figure clearly
shows the performance of these types of absorber to fall
off at medium to low frequencies — unless the material is
very thick (comparable in fact to 1/4 wavelength of the
sound frequency to be absorbed).
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Figure 3.10 Typical absorption characteristics of porous
material.

Panel or membrane absorbers (Fig. 3.11) therefore
tend to be used for low frequency absorption. The fre-
quency of absorption can be tuned by adjusting the mass
of the panel and the airspace behind it. By introducing
some dissipative absorption into the cavity to act as a
damping element, the absorption curve is broadened.
Membrane absorption occurs naturally in many studios
and control rooms where relatively lightweight struc-
tures are used to form the basic shell, e.g. plasterboard
and stud partitions, plasterboard or acoustic tile ceilings
with an airspace above etc.

The frequency at which maximum absorption occurs
can be calculated from the following formula

60
vmd

where m = mass of panel in kg/m?
d = airspace in metres

f =
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Figure 3.11 Typical panel or membrane absorber
construction.

The action of porous and membrane type absorbers is
often combined to form a single wide frequency band
absorber or to extend the low frequency characteristics
of porous materials.

Bass traps are generally formed by creating an absorb-
ing cavity or layer of porous absorption equivalent to a
quarter wavelength of the sound frequency or bass note
in question. Table 3.5 presents the dimensions required
for the range 30-120 Hz.

Figure 3.12 shows basic principles and typical absorp-
tion characteristics of a Helmholtz or cavity absorber.
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Figure 3.12 Typical absorption characteristics of a resonant
absorber.

The frequency of maximum absorption occurs at the
natural resonant frequency of the cavity which is given
by the following formula:

S
Fres = 55 — H
[19) lV Z
S'is the cross sectional area of the neck (m?)
[is the length of the neck (m)
V is the volume of air in the main cavity (m?)

where

Table 3.5 Frequency 1/4 wavelength dimension

Hz m ft
30 2.86 11.38
40 2.14 7.04
50 1.72 5.64
60 1.43 4.69
70 1.23 4.03
80 1.07 3.52
90 0.96 3.13

100 0.86 2.82

120 0.72 2.35

Often membrane absorbers are combined with cavity
absorbers to extend their range. Some commercial
modular absorbers also make use of such techniques
and, by using a range of materials/membranes/cavities,
can provide a wide frequency range of operation within a
standard size format. Figure 3.13 illustrates general char-
acteristics of membrane, cavity and dissipative/porous
absorbers.

A newer type of ‘absorber’ is the Quadratic Residue
Diffuser. This device uniformly scatters or diffuses
sound striking it, so that although individual reflections
are attenuated and controlled, the incident sound energy
is essentially returned to the room. This process can
therefore be used to provide controlled low-level reflec-
tions or reverberation enabling studios or control rooms
to be designed without excessive absorption or subject-
ive oppressiveness which often occurs when trying to
control room reflections and resonances. When design-
ing a studio or control room etc, the various absorptive
mechanisms described above are taken into account and
combined to produce a uniform absorption/frequency
characteristici.e. reverberation time.

Reverberation and reflection

Reverberation times can be calculated using the follow-
ing simple Sabine formula:

0161V

T
" A




where A is the total sound absorption in m? which is com-
puted by multiplying each room surface by its sound
absorption coefficient and summing these to give the
total absorption present, or

0.161V
Sa

RT =

where d is the average absorption coefficient
In acoustically dead rooms the following Eyring for-
mula should be used:

0.161V

T —
R —Slog. (1 —a) + MV
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where V is the volume of the room in m® and M is an air
absorption constant.

Achieving a uniform room reverberation time
(absorption) characteristic does not necessarily ensure
good acoustics, the effect and control of specific reflec-
tions must also be fully taken into account. For example,
strong reflections can strongly interfere with the
recorded or perceived live sound causing both tonal
colourations and large frequency response irregularities.
Such reflections can be caused by poorly treated room
surfaces, by large areas of glazing, off doors or by large
pieces of studio equipment including the mixing console
itself.
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Figure 3.14 Frequency response plot of monitor loudspeaker mounted adjacent to wall.
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Figure 3.14 illustrates the effect well, being a fre-
quency response plot of a monitor loudspeaker (with a
normally very flat response characteristic) mounted near
to areflective side wall.

Apart from causing gross frequency response irregular-
ities and colorations, the side wall reflections also severely
interfere with stereo imaging precision and clarity. Mod-
ern studio designs go to considerable lengths to avoid such
problems by either building the monitor loudspeakers
into, but decoupled from, the structure and treating adja-
cent areas with highly absorbing material, or by locating
the monitors well away from the room walls and again
treating any local surfaces. Near field monitoring over-
comes many of these problems, but reflections from the

mixing console itself can produce combfiltering irregular-
ities. However, hoods or careful design of console-speaker
geometry/layout can be used to help overcome this.

The so called Live End Dead End (LEDE) approach to
control room design uses the above techniques to create a
reflection-free zone enabling sound to be heard directly
from the monitors with a distinct time gap before any
room reflections arrive at the mixing or prime listening
position. Furthermore, such reflections which do occur are
carefully controlled to ensure that they do not cause sound
colorations nor affect the stereo image, but just add an
acoustic liveliness or low-level reverberant sound field
which acts to reduce listening fatigue and provide better
envelopment within the sound field.



4 Principles of Digital
Audio

Allen Mornington-West

The impact that digital methods have made on audio has
been at least as remarkable as it was on computing. Allen
Mornington-West uses this chapter to introduce the dig-
ital methods which seem so alien to anyone trained in
analogue systems.

Introduction

The term digital audio is used so freely by so many that
you could be excused for thinking there was nothing
much new to tell. Itis easy in fast conversation to present
the impression of immense knowledge on the subject but
itis more difficult to express the ideas concisely yet read-
ably. The range of topics and disciplines which need to be
harnessed in order to cover the field of digital audio is
very wide and some of the concepts may appear para-
doxical at first sight. One way of covering the topics
would be to go for the apparent precision of the mathe-
matical statement but, although this has its just place, a
simpler physical understanding of the principles is of
greater importance here. Thus in writing this chapter we
steer between excessive arithmetic precision and
ambiguous over-simplified description.

Analogue and Digital

Many of the physical things which we can sense in our
environment appear to us to be part of a continuous
range of sensation. For example, throughout the day
much of coastal England is subject to tides. The cycle of
tidal height can be plotted throughout the day. Imagine a
pen plotter marking the height on a drum in much the
same way as a barograph is arranged, Fig. 4.1. The con-
tinuous line which is plotted is a feature of analogue sig-
nals in which the information is carried as a continuous
infinitely fine variation of a voltage, current or, as in this
case, height of the sea level.

When we attempt to take a measurement from this
plot we will need to recognise the effects of limited
measurement accuracy and resolution. As we attempt
greater resolution we will find that we approach a limit
described by the noise or random errors in the measure-
ment technique. You should appreciate the difference
between resolution and accuracy since inaccuracy gives
rise to distortion in the measurement due to some non-
linearity in the measurement process. This facility of
measurement is useful. Suppose, for example, that we
wished to send the information regarding the tidal
heights we had measured to a colleague in another part
of the country. One, admittedly crude, method might
involve turning the drum as we traced out the plotted
shape whilst, at the far end an electrically driven pen
wrote the same shape onto a second drum, Fig. 4.2(a). In
this method we would be subject to the non-linearity of
both the reading pen and the writing pen at the far end.
We would also have to come to terms with the noise
which the line, and any amplifiers, between us would add
to the signal describing the plot. This additive property of
noise and distortion is characteristic of handling a signal
in its analogue form and, if an analogue signal has to
travel through many such links then it can be appreciated
that the quality of the analogue signal is abraded irre-
trievably.

As a contrast consider describing the shape of the
curve to your colleague by measuring the height of the
curve at frequent intervals around the drum, Fig. 4.2(b).
You'll need to agree first that you will make the meas-
urement at each ten-minute mark on the drum, for ex-
ample, and you will need to agree on the units of the
measurement. Your colleague will now receive a string
of numbers from you. The noise of the line and its associ-
ated amplifiers will not affect the accuracy of the
received information since the received information
should be a recognisable number. The distortion and
noise performance of the line must be gross for the spoken
numbers to be garbled and thus you are very well assured
of correctly conveying the information requested.
At the receiving end the numbers are plotted on to the
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chart and, in the simplest approach, they can be simply
joined up with straight lines. The result will be a curve
looking very much like the original .47
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Figure 4.1 The plot of tidal height versus diurnal time for
Portsmouth UK, time in hours. Mariners will note the
characteristically distorted shape of the tidal curve for the
Solent. We could mark the height as a continuous function of
time using the crude arrangement shown.

Let’slook at this analogy a little more closely. We have
already recognised that we have had to agree on the time
interval between each measurement and on the meaning
of the units we will use. The optimum choice for this rate
is determined by the fastest rate at which the tidal height
changes. If, within the ten minute interval chosen, the
tidal height could have ebbed and flowed then we would
find that this nuance in the change of tidal height would
not be reflected in our set of readings. At this stage we
would need to recognise the need to decrease the inter-
val between readings. We will have to agree on the reso-
lution of the measurement since, if an arbitrarily fine
resolution is requested it will take a much longer time for
all of the information to be conveyed or transmitted. We
will also need to recognise the effect of inaccuracies in
marking off the time intervals at both the transmit or
coding end and at the receiving end since this is a source
of error which affects each end independently.

In this simple example of digitising a simple wave-
shape we have turned over a few ideas. We note that the
method is robust and relatively immune to noise and
distortion in the transmission and we note also that

provided we agree on what the time interval between
readings should represent then small amounts of error in
the timing of the reception of each piece of data will be
completely removed when the data is plotted. We also
note that greater resolution requires a longer time and
that the choice of time interval affects our ability to
resolve the shape of the curve. All of these concepts have
their own special terms and we will meet them slightly
more formally.

L.npar mmeter
rCovertidng

Aacgive
Tisrd nel - Hight (i
HEn k3
1AL I 3 ]
an2o 0.34 -
up3s g3t J th &
. . = .-
. . £ E
o : Ti-ng

Figure 4.2 Sending the tidal height data to a colleague in two
ways: (a) by tracing out the curve shape using a pen attached to
a variable resistor and using a meter driven pen at the far end;
(b) by calling out numbers, having agreed what the scale and
resolution of the numbers will be.

In the example above we used implicitly the usual
decimal base for counting. In the decimal base there are
ten digits (0 through 9). As we count beyond 9 we adopt
the convention that we increment our count of the num-
ber of tens by one and recommence counting in the units
column from 0. The process is repeated for the count of
hundreds, thousands and so on. Each column thus repre-
sents the number of powers of ten (10 = 101, 100 = 102,
1000 = 103 and so on). We are not restricted to using the
number base of ten for counting. Amongst the bases
which are in common use these days is the base 16
(known more commonly as the hexadecimal base) the
base 8 (known as octal) and the simplest of them all, base
2 (known as binary). Some of these scales have been, and
continue to be, in common use. We recognise the old
coinage system in the UK used the base of 12 for pennies
as, indeed, the old way of marking distance still uses the
unit of 12 inches to a foot.

The binary counting scale has many useful properties.
Counting in the base of 2 means that there can only be
two unique digits, 1 and 0. Thus each column must repre-
senta power of 2 (2 =2',4 =228 =2%16 = 2*and so on)
and, by convention, we use a 1 to mark the presence of a
power of two in a given column. We can represent any



number by adding up an appropriate collection of
powers of 2 and, if you try it, remember that 2° is equal to
1. We refer to each symbol as a bit (actually a contraction
of the words binary digit). The bit which appears in the
units column is referred to as the least significant bit, or
LSB, and the bit position which carries the most weight is
referred to as the most significant bit, or MSB.

Binary arithmetic is relatively easy to perform since
the result of any arithmetic operation on a single bit can
only be either 1 or 0.

We have two small puzzles at this stage. The first con-
cerns how we represent numbers which are smaller than
unity and the second is how are negative numbers repre-
sented. In the everyday decimal (base of 10) system we
have adopted the convention that numbers which appear
to the right of the decimal point indicate successively
smaller values. This is in exactly the opposite way in
which numbers appearing to the left of the decimal point
indicated the presence of increasing powers of 10. Thus
successive columns represent 0.1 =1/10=10", 0.01 =
1/100 = 1072, 0.001 = 1/1000 = 103 and so on. We follow
the same idea for binary numbers and thus the successive
columns represent 0.5 =1/2=2",0.25=1/4=22,0.125
=1/8 =22 and o on.

One of the most useful properties of binary numbers is
the ease with which arithmetic operations can be carried
out by simple binary logic. For this to be viable there has
to be a way of including some sign in the number itself
since we have only the two symbols 0 and 1. Here are two
ways it can be done. We can add a 1 at the beginning of the
number to indicate that it was negative, or we can use a
more flexible technique known as two’s complement.
Here the positive numbers appear as we would expect but
the negative numbering is formed by subtracting the value
of the intended negative number from the largest possible
positive number incremented by 1. Table 4.1 shows both
of these approaches. The use of a sign bit is only possible
because we will arrange that we will use the same num-
bering and marking convention. We will thus know the
size of the largest positive or negative number we can
count to. The simple use of a sign bit leads to two values
for zero which is not elegant or useful. One of the advan-
tages of two’s complement coding is that it makes subtrac-
tion simply a matter of addition. Arithmetic processes are
at the heart of digital signal processing (DSP) and thus
hold the key to handling digitised audio signals.

There are many advantages to be gained by handling
analogue signals in digitised form and, in no particular
order, they include:

e great immunity from noise since the digitised signal
can only be 1 or 0;

e exactly repeatable behaviour;

e ability to correct for errors when they do occur;

e simple arithmetic operations, very easy for computers;
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e more flexible processing possible and easy program-
mability;

¢ Jlow cost potential;

e processing can be independent of real time.

Table 4.1 Four-bit binary number coding methods

Binary number representation

Decimal Sign plus Two’s Offset
number magnitude complement binary
7 0111 0111 1111
6 0110 0110 1110
5 0101 0101 1101
4 0100 0100 1100
3 0011 0011 1011
2 0010 0010 1010
1 0001 0001 1001
0 0000 0000 1000
-0 1000 (0000) (1000)
-1 1001 1111 0111
-2 1010 1110 0110
-3 1011 1101 0101
—4 1100 1100 0100
-5 1101 1011 0011
-6 1110 1010 0010
-7 1111 1001 0001
-8 1000 0000

Elementary Logical Processes

We have described an outline of a binary counting scale
and shown how we may implement a count using it but
some physical method of performing this is needed. We
can represent two states, a 1 and an 0 state, by using
switches since their contacts will be either open or closed
and there is no half-way state. Relay contacts also share
this property but there are many advantages in repre-
senting the 1 and O states by the polarity or existence of a
voltage or a current not least of which is the facility of
handling such signals at very high speed in integrated cir-
cuitry. The manipulation of the 1 and O signals is referred
to as logic and, in practice, is usually implemented by
simple logic circuits called gates. Digital integrated cir-
cuits comprise collections of various gates which can
number from a single gate (as in the eight input NAND
gate exemplified by the 74LS30 part number) to many
millions (as can be found in some microprocessors).

Alllogic operations can be implemented by the appro-
priate combination of just three operations:

e the AND gate, circuit symbol &, arithmetic symbol *.’

e the OR gate, circuit symbol |, arithmetic symbol ‘+’

e the inverter or NOT gate, circuit and arithmetic
symbol .
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From this primitive trio we can derive the NAND, NOR
and EXOR (exclusive-OR gate). Gates are charac-
terised by the relationship of their output to combina-
tions of their inputs, Fig. 4.3. Note how the NAND
(literally negated AND gate) performs the same logical
function as OR gate fed with inverted signals and, simi-
larly note the equivalent duality in the NOR function.
This particular set of dualities is known as De Morgan’s
Theorem.

Practical logic systems are formed by grouping many
gates together and naturally there are formal tools avail-
able to help with the design, the most simple and com-
mon of which is known as Boolean algebra. This is an
algebra which allows logic problems to be expressed in
symbolic terms. These can then be manipulated and the
resulting expression can be directly interpreted as a logic
circuit diagram. Boolean expressions cope best with
logic which has no timing or memory associated with it:
for such systems other techniques, such as state machine
analysis, are better used instead.

InpLis [a[¥]{~NI¢

~aool|lp ——aa
coanle aoao
[ O

-]
™

[P IS
o =o|a
SRR S

t

i
mn
[
b

Cad+ B

R

The simplest arrangement of gates which exhibit
memory, at least whilst power is still applied, is the cross
coupled NAND (or NOR) gate. Fig. 4.4. More complex
arrangements produce the wide range of flip-flop (FF)
gates including the set-reset latch, the D type FF which is
edge triggered by a clock pulse, the JK FF and a wide
range of counters (or dividers) and shift registers,
Fig. 4.5. These circuit elements and their derivatives find
their way into the circuitry of digital signal handling for a
wide variety of reasons. Early digital circuitry was based
around standardised logic chips, but it is much more
common nowadays to use application-specific ICs
(ASICs).

The Significance of Bits and Bobs

Groupings of eight bits which represent a symbol or a
number are usually referred to as bytes and the grouping
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Figure 4.3 The symbols and truth tables for the common basic gates. For larger arrays of gates it is more useful to express the
overall logical function as a set of sums (the OR function) and products (the AND function), and this is the terminology used by

gate array designers.



of four bits is, somewhat obviously, sometimes called a
nibble (sometimes spelt nybble). Bytes can be assembled
into larger structures which are referred to as words.
Thus a three byte word will comprise twenty-four bits
(though word is by now being used mainly to mean two
bytes, and DWord to mean four bytes). Blocks are the
next layer of structure perhaps comprising 512 bytes
(a common size for computer hard discs). Where the
arrangement of a number of bytes fits a regular structure
the term frame is used. We will meet other terms which
describe elements of structure in due course.
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Figure 4.4 A simple latch. In this example the outputs of each
of two NAND gates is cross-coupled to one of the other inputs.
The unused input is held high by a resistor to the positive
supply rail. The state of the gate outputs will be changed when
one of the inputs is grounded and this output state will be
steady until the other input is grounded or until the power is
removed. This simple circuit, the R-S flip-flop, has often been
used to debounce mechanical contacts and as a simple memory.

Conventionally we think of bits, and their associated
patterns and structures, as being represented by one of
two voltage levels. This is not mandatory and there are
other ways of representing the on/off nature of the
binary signal. You should not forget alternatives such as
the use of mechanical or solid state switches, presence or
absence of a light, polarity of a magnetic field, state of
waveform phase and direction of an electric current. The
most common voltage levels referred to are those which
are used in the common 74 x 00 logic families and are
often referred to as TTL levels. A logic 0 (or low) will be
any voltage which is between 0 V and 0.8 V whilst a logic
1 (or high) will be any voltage between 2.0 V and the sup-
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ply rail voltage which will be typically 5.0 V. In the gap
between 0.8 V and 2.0 V the performance of a logic ele-
ment or circuit is not reliably determinable as it is in this
region where the threshold between low and high logic
levels is located. Assuming that the logic elements are
being correctly used the worst case output levels of the
TTL families for alogic Ois between 0 V and 0.5 V and for
alogic 1is between 2.4 V and the supply voltage. The dif-
ference between the range of acceptable input voltages
for a particular logic level and the range of outputs for
the same level gives the noise margin. Thus for the TTL
families the noise margin is typically in the region of 0.4
V for both logic low and logic high. Signals whose logic
levels lie outside these margins may cause misbehaviour
or errors and it is part of the skill of the design and lay-out
of such circuitry that this risk is minimised.
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Figure 4.5 (a) The simplest counter is made up of a chain of
edge triggered D type FFs. For a long counter, it can take a
sizeable part of a clock cycle for all of the counter FFs to
change state in turn. This ripple-through can make decoding
the state of the counter difficult and can lead to transitory
glitches in the decoder output, indicated in the diagram as
points where the changing edges do not exactly line up.
Synchronous counters in which the clock pulse is applied to all
of the counting FFs at the same time, are used to reduce the
overall propagation delay to that of a single stage.

i)

Logic elements made using the CMOS technologies
have better input noise margins because the threshold of
a CMOS gate is approximately equal to half of the supply
voltage. Thus after considering the inevitable spread of
production variation and the effects of temperature, the
available input range for a logic low (or 0) lies in the
range 0 V to 1.5 V and for a logic high (or 1) in the range
of 3.5V t0 5.0 V (assuming a 5.0 V supply). However the
output impedance of CMOS gates is at least three times
higher than that for simple TTL gates and thusina 5.0 V
supply system interconnections in CMOS systems are
more susceptible to reactively coupled noise. CMOS
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systems produce their full benefit of high noise margin
when they are operated at higher voltages but this is not
possible for the CMOS technologies which are intended
to be compatible with 74x00 logic families.
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Figure 4.5 (b) This arrangement of FFs produces the shift
register. In this circuit a pattern of 1s and Os can be loaded into
aregister (the load pulses) and then they can be shifted out
serially one bit at a time at a rate determined by the serial clock
pulse. This is an example of a parallel in serial out (PISO)
register. Other varieties include LIFO (last in first out), SIPO
(serial in parallel out) and FILO (first in last out). The diagrams
assume that unused inputs are tied to ground or to the positive
supply rail as needed.

Transmitting Digital Signals

There are two ways in which you can transport bytes of
information from one circuit or piece of equipment to
another. Parallel transmission requires a signal line for
each bit position and at least one further signal which will
indicate that the byte now present on the signal lines is
valid and should be accepted. Serial transmission
requires that the byte be transmitted one bitat a time and
in order that the receiving logic or equipment can recog-
nise the correct beginning of each byte of information it
is necessary to incorporate some form of signalling in the
serial data in order to indicate (as a minimum) the start of
each byte. Figure 4.6 shows an example of each type.

Parallel transmission has the advantage that, where it
is possible to use a number of parallel wires, the rate at
which data can be sent can be very high. However it is not
easy to maintain a very high data rate on long cables
using this approach and its use for digital audio is usually
restricted to the internals of equipment and for external
use as an interface to peripheral devices attached to a
computer.

The serial link carries its own timing with it and thus it
is free from errors due to skew and it clearly has benefits
when the transmission medium is not copper wire but

infra-red or radio. It also uses a much simpler single cir-
cuit cable and a much simpler connector. However the
data rate will be roughly ten times that for a single line of
a parallel interface. Achieving this higher data rate
requires that the sending and receiving impedances are
accurately matched to the impedance of the connecting
cable. Failure to do this will result in signal reflections
which in turn will result in received data being in error.
This point is of practical importance because the primary
means of conveying digital audio signals between equip-
ments is by the serial AES/EBU signal interface at a data
rate approximately equal to 3 Mbits per second.

You should refer to a text on the use of transmission
lines for a full discussion of this point but for guidance
here is a simple way of determining whether you will
benefit by considering the transmission path as a trans-
mission line.

Cloci I l I |

My £ &5 EL B &F
Brary 1161000 0410 00 MG 101 BT IE 1014119 1111
AL h [ I |1

=}

Figure 4.6 Parallel transmission: (a) a data strobe line DST
(the — sign means active low) would accompany the bit pat-
tern to clock the logic state of each data line on its falling edge,
and is timed to occur some time after the data signals have
been set so that any reflections, crosstalk or skew in the timing
of the individual data lines will have had time to settle. After
the DST signal has returned to the high state the data lines are
reset to 0 (usually they would only be changed if the data in the
next byte required a change).

* Look up the logic signal rise time, .

e Determine the propagation velocity in the chosen
cable, v. This will be typically about 0.6 of the speed of
light.

e Determine the length of the signal path, /.

e Calculate the propagation delay, t=1/v.

¢ Calculate the ratio of /7.

e If the ratio is greater than 8 then the signal path can be



considered electrically short and you will need to con-
sider the signal path’s inductance or capacitance,
whichever is dominant.

e Iftheratioisless than 8 then consider the signal path in
terms of a transmission line.
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Figure 4.6 (b) serial transmission requires the sender and
receiver to use and recognise the same signal format or
protocol, such as RS232. For each byte, the composite signal
contains a start bit, a parity bit and a stop bit using inverted
logic (1 =-12V; 0=-12V). The time interval between each
bit of the signal (the start bit, parity bit, stop bit and data bits) is
fixed and must be kept constant.
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Figure 4.7 A practical problem arose where the data signal
was intended to be clocked in using the rising edge of a sep-
arate clock line, but excessive ringing on the clock line caused
the data line to be sampled twice, causing corruption. In addi-
tion, due to the loading of a large number of audio channels the
actual logic level no longer achieved the 4.5 V target required
for acceptable noise performance, increasing the susceptibility
to ringing. The other point to note is that the falling edge of the
logic signals took the data line voltage to a negative value, and
there is no guarantee that the receiving logic element would
not produce an incorrect output as a consequence.

The speed at which logic transitions take place deter-
mines the maximum rate at which information can be
handled by a logic system. The rise and fall times of a
logic signal are important because of the effect on
integrity. The outline of the problem is shown in Fig. 4.7
which has been taken from a practical problem in which
serial data was being distributed around a large digitally
controlled audio mixing desk. Examples such as this
illustrate the paradox that digital signals must, in fact, be
considered from an analogue point of view.
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The Analogue Audio Waveform

It seems appropriate to ensure that there is agreement
concerning the meaning attached to words which are
freely used. Part of the reason for this is in order that
a clear understanding can be obtained into the meaning
of phase. The analogue audio signal which we will
encounter when it is viewed on an oscilloscope is a causal
signal. It is considered as having zero value for negative
time and it is also continuous with time. If we observe a
few milliseconds of a musical signal we are very likely to
observe a waveform which can be seen to have an under-
lying structure. Fig. 4.8. Striking a single string can pro-
duce a waveform which appears to have a relatively
simple structure. The waveform resulting from striking a
chord is visually more complex though, at any one time,
asnapshot of it will show the evidence of structure. From
a mathematical or analytical viewpoint the complicated
waveform of real sounds are impossibly complex to han-
dle and, instead, the analytical, and indeed the descrip-
tive, process depends on us understanding the principles
through the analysis of much simpler waveforms. We
rely on the straightforward principle of superposition of
waveforms such as the simple cosine wave.
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Figure 4.8 (a) An apparently simple noise, such as a single
string on a guitar, produces a complicated waveform, sensed in
terms of pitch. The important part of this waveform is the basic
period of the waveform; its fundamental frequency. The
smaller detail is due to components of higher frequency and
lower level. (b) An alternative description is analysis into the
major frequency components. If processing accuracy is adequate
then the description in terms of amplitudes of harmonics
(frequency domain) is identical to the description in terms of
amplitude and time (time domain).
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On its own an isolated cosine wave, or real signal, has
no phase. However from a mathematical point of view
the apparently simple cosine wave signal which we con-
sider as a stimulus to an electronic system can be consid-
ered more properly as a complex wave or function which
is accompanied by a similarly shaped sine wave, Fig. 4.9.
Itis worthwhile throwing out an equation at this point to
illustrate this:

f() =Re f(1) + j Im f(1)

where f(7) is a function of time, # which is composed of Re
f(?), the real part of the function and j Im f{¢), the imagin-
ary part of the function and j is V-1.

It is the emergence of the V-1 which is the useful part
here because you may recall that the analysis of the sim-
ple analogue circuit, Fig. 4.10 involving resistors and
capacitors produces an expression for the attenuation
and the phase relationship between input and output of
that circuit which is achieved with the help of V1.

The process which we refer to glibly as the Fourier
transform considers that all waveforms can be consid-
ered as constructed from a series of sinusoidal waves of
the appropriate amplitude and phase added linearly. A
continuous sine wave will need to exist for all time in
order that its representation in the frequency domain
will consist of only a single frequency. The reverse side,
or dual, of this observation is that a singular event, for

example an isolated transient, must be composed of all
frequencies. This trade-off between the resolution of an
event in time and the resolution of its frequency com-
ponents is fundamental. You could think of it as if it were
an uncertainty principle.

Figure 4.10 The simple resistor and capacitor attenuator can
be analysed to provide us with an expression for the output
voltage and the output phase with respect to the input signal.

The reason for discussing phase at this point is that the
topic of digital audio uses terms such as linear phase,
minimum phase, group delay and group delay error. A
rigorous treatment of these topics is outside the brief for
this chapter butitis necessary to describe them. A system
has linear phase if the relationship between phase and
frequency is a linear one. Over the range of frequencies
for which this relationship may hold the system output is
effectively subjected to a constant time delay with
respect to its input. As a simple example consider that a
linear phase system which exhibits —180 degrees of phase
shift at 1 kHz will show -360 degrees of shift at 2 kHz.

Figure 4.9 The relationship between the cosine (real) and the sine (imaginary) waveforms in the complex exponential e, . This
assists in understanding the concept of phase. Note that one property of the spiral form is that its projection onto any plane which is

parallel to the time axis will produce a sinusoidal waveform.



From an auditive point of view a linear phase perform-
ance should preserve the waveform of the input and thus
be benign to an audio signal.

Most of the common analogue audio processing sys-
tems such as equalisers exhibit minimum phase behav-
iour. Individual frequency components spend the
minimum necessary time being processed within the sys-
tem. Thus some frequency components of a complex sig-
nal may appear at the output at a slightly different time
with respect to others. Such behaviour can produce gross
waveform distortion as might be imagined if a 2 kHz
component were to emerge 2 ms later than a 1 kHz sig-
nal. In most simple circuits, such as mixing desk equal-
isers, the output phase of a signal with respect to the
input signal is usually the ineluctable consequence of the
equaliser action. However, for reasons which we will
come to, the process of digitising audio can require spe-
cial filters whose phase response may be responsible for
audible defects.

One conceptual problem remains. Up to this point we
have given examples in which the output phase has been
given a negative value. This is comfortable territory
because such phase lag is readily converted to time delay.
No causal signal can emerge from a system until it has
been input otherwise our concept of the inviolable phys-
ical direction of time is broken. Thus all practical systems
must exhibit delay. Systems which produce phase lead
cannot actually produce an output which, in terms of
time, is in advance of its input. Part of the problem is
caused by the way we may measure the phase difference
between input and output. This is commonly achieved
using a dual channel oscilloscope and observing the input
and output waveforms. The phase difference is readily
observed and it can be readily shown to match calcula-
tions such as that given in Fig. 4.10. The point is that the
test signal has essentially taken on the characteristics of a
signal which has existed for an infinitely long time exactly
asitis required to do in order that our use of the relevant
arithmetic is valid. This arithmetic tacitly invokes the
concept of a complex signal, that is one which for mathe-
matical purposes is considered to have real and imagin-
ary parts, see Fig. 4.9. This invocation of phase is
intimately involved in the process of composing, or
decomposing, a signal by using the Fourier series. A more
physical appreciation of the response can be obtained by
observing the system response to an impulse.

Since the use of the idea of phase is much abused in
audio at the present time it may be worthwhile introduc-
ing a more useful concept. We have referred to linear
phase systems as exhibiting simple delay. An alternative
term to use would be to describe the system as exhibiting a
uniform (or constant) group delay over the relevant band
of audio frequencies. Potentially audible problems start to
exist when the group delay is not constant but changes
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with frequency. The deviation from a fixed delay value is
called group delay error and it can be quoted in ms.

The process of building up a signal using the Fourier
series produces a few useful insights, Fig. 4.11(a). The
classic example is that of the square wave and it is shown
here as the sum of the fundamental, third and fifth har-
monics. It is worth noting that the ‘ringing’ on the wave-
form is simply the consequence of band-limiting a square
wave and that simple, minimum phase, systems will pro-
duce an output rather like Fig. 4.11(b) and there is not
much evidence to show that the effect is audible. The
concept of building up complex waveshapes from simple
components is used in calculating the shape of tidal
heights. The accuracy of the shape is dependent on the
number of components which we incorporate and the
process can yield a complex wave shape with only a rela-
tively small number of components. We see here the
germ of the idea which will lead to one of the methods
available for achieving data reduction for digitised ana-
logue signals.
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Figure 4.11 (a) Composing a square wave from the
harmonics is an elementary example of a Fourier series. For
the square wave of unit amplitude the series is of the form:

4Infsinw + 1/3sin3w + 1/5sinSw + 1/7sin7 . . . .|
where @ = 2nf, the angular frequency.

The composite square wave has ripples in its shape, due to
band limiting, since this example uses only the first four terms,
up to the seventh harmonic. For a signal which has been limit-
ed to an audio bandwidth of approximately 21 kHz this square
wave must be considered as giving an ideal response even
though the fundamental is only 3 kHz. The 9% overshoot fol-
lowed by a 5% undershoot, the Gibbs phenomenon, will occur
whenever a Fourier series is truncated or a bandwidth is limited.

Instead of sending a stream of numbers which describe
the waveshape at each regularly spaced point in time we
first analyse the waveshape into its constituent frequency
components and then send (or store) a description of the
frequency components. At the receiving end these num-
bers are unravelled and, after some calculation the wave-
shape is re-constituted. Of course this requires that both
the sender and the receiver of the information know how
to process it. Thus the receiver will attempt to apply the
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inverse, or opposite, process to that applied during cod-
ing at the sending end. In the extreme it is possible to
encode a complete Beethoven symphony in a single 8-bit
byte. Firstly we must equip both ends of our communica-
tion link with the same set of raw data, in this case a col-
lection of CD’s containing recordings of Beethoven’s
work. We then send the number of the disc which con-
tains the recording which we wish to ‘send’. At the
receiving end the decoding process uses the received
byte of information, selects the disc and plays it. Perfect
reproduction using only one byte to encode 64 minutes
of stereo recorded music . . . and to CD quality!
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Figure 4.11 (b) In practice, a truly symmetrical shape is rare
since most practical methods of limiting the audio bandwidth
do not exhibit linear phase but, delay progressively the higher
frequency components. Band limiting filters respond to
excitation by a square wave by revealing the effect of the
absence of higher harmonics and the so-called ‘ringing’ is thus
not necessarily the result of potentially unstable filters.
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Figure 4.11 (c) The phase response shows the kind of
relative phase shift which might be responsible.

A very useful signal is the impulse. Figure 4.12
shows an isolated pulse and its attendant spectrum.
Of equal value is the waveform of the signal which
provides a uniform spectrum. Note how similar these
waveshapes are. Indeed if we had chosen to show in
Fig. 4.12(a) an isolated square-edged pulse then the
pictures would be identical save that the references to
the time and frequency domains would need to be
swapped. You will encounter these waveshapes in
diverse fields such as video and in the spectral shaping of
digital data waveforms. One important advantage of
shaping signals in this way is that since the spectral

bandwidth is better controlled so the effect of the phase

response of a bandlimited transmission path on the

waveform is also limited. This will result in a waveform

which is much easier to restore to clean ‘square’ waves at

the receiving end.
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Figure 4.11 (d) The corresponding group delay curve shows
a system which reaches a peak delay of around 160 ps.
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Figure 4.12 (a) A pulse with a period of 2r seconds is
repeated every T seconds, producing the spectrum as shown.
The spectrum appears as having negative amplitudes since
alternate ‘lobes’ have the phase of their frequency components
inverted, although it is usual to show the modulus of the
amplitude as positive and to reflect the inversion by an
accompanying plot of phase against frequency. The shape

of the lobes is described by the simple relationship:

A = k(sinx)/x

(b) A further example of the duality between time and
frequency showing that a widely spread spectrum will be

the result of a narrow pulse. The sum of the energy must be the
same for each so that we would expect a narrow pulse to be of a
large amplitude if it is to carry much energy. If we were to

use such a pulse as a test signal we would discover that the
individual amplitude of any individual frequency component
would be quite small. Thus when we do use this signal for

just this purpose we will usually arrange to average the results
of a number of tests.



Arithmetic

We have seen how the process of counting in binary is
carried out. Operations using the number base of 2 are
characterised by a number of useful tricks which are
often used. Simple counting demonstrates the process of
addition and, at first sight, the process of subtraction
would need to be simply the inverse operation. However,
since we need negative numbers in order to describe the
amplitude of the negative polarity of a waveform, it
seems sensible to use a coding scheme in which the nega-
tive number can be used directly to perform subtraction.
The appropriate coding scheme is the two’s complement
coding scheme. We can convert from a simple binary
count to a two’s complement value very simply. For posi-
tive numbers simply ensure that the MSB is a zero. To
make a positive number into a negative one first invert
each bit and then add one to the LSB position thus:

+9,,>1001,>01001,_ (using a 5 bit word length)
-9,,>-01001,> 10110 + 1, >10111,,

invert and add 1
We must recognise that since we have fixed the number
of bits which we can use in each word (in this example to
5 bits) then we are naturally limited to the range of num-
bers we can represent (in this case from +15 through 0 to
-16). Although the process of forming two’s complement
numbers seems lengthy it is very speedily performed in
hardware. Forming a positive number from a negative
one uses the identical process. If the binary numbers rep-
resent an analogue waveform then changing the sign of
the numbers is identical to inverting the polarity of the
signal in the analogue domain. Examples of simple arith-
metic should make this a bit more clear:

decimal, base 10  binary,base2 2’scomple-

ment
addition

12 01100 01100
+3 +00011 +00011
=15 =01111 =01111

subtraction
12 01100 01100
-3 —00011 +11101
=9 =01001

Since we have only a 5 bit word length any overflow into
the column after the MSB needs to be handled. The rule
is that if there is overflow when a positive and a negative
number are added then it can be disregarded. When
overflow results during the addition of two positive num-
bers or two negative numbers then the resulting answer
will be incorrect if the overflowing bit is neglected. This
requires special handling in signal processing, one
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approach being to set the result of an overflowing sum to
the appropriate largest positive or negative number. The
process of adding two sequences of numbers which rep-
resent two audio waveforms is identical to that of mixing
the two waveforms in the analogue domain. Thus when
the addition process results in overflow the effect is iden-
tical to the resulting mixed analogue waveform being
clipped.

We see here the effect of word length on the resolution
of the signal and, in general, when a binary word con-
taining » bits is added to a larger binary word comprising
m bits the resulting word length will require m + 1 bits in
order to be represented without the effects of overflow.
We can recognise the equivalent of this in the analogue
domain where we know that the addition of a signal with
a peak to peak amplitude of 3 V to one of 7 V must result
in a signal whose peak to peak value is 10 V. Don’t be
confused about the rms value of the resulting signal
which will be:

VTR

= 2.69 Vs
2.82

assuming uncorrelated sinusoidal signals.

A binary adding circuit is readily constructed from the
simple gates referred to above and Fig. 4.13 shows a two
bit full adder. More logic is needed to be able to accom-
modate wider binary words and to handle the overflow
(and underflow) exceptions.

If addition is the equivalent of analogue mixing then
multiplication will be the equivalent of amplitude or gain
change. Binary multiplication is simplified by only
having 1 and 0 available since 1 x 1 =1and 1 x0=0.

Since each bit position represents a power of 2 then
shifting the pattern of bits one place to the left (and filling
in the vacant space with a 0) is identical to multiplication
by 2. The opposite is, of course, true of division. The
process can be appreciated by an example:

decimal binary
3 00011
x 5 00101
=15 00011
+ 00000
+ 00011
+ 00000
+ 00000
= 000001111
and another example:
12 01100
x13 01101
=156 =010011100

The process of shifting and adding could be programmed
in a series of program steps and executed by a
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microprocessor but this would take too long. Fast multi-
pliers work by arranging that all of the available shifted
combinations of one of the input numbers are made
available to a large array of adders whilst the other input
number is used to determine which of the shifted combin-
ations will be added to make the final sum. The resulting
word width of a multiplication equals the sum of both
input word widths. Further, we will need to recognise
where the binary point is intended to be and arrange to
shift the output word appropriately. Quite naturally the
surrounding logic circuitry will have been designed to
accommodate a restricted word width. Repeated multi-
plication must force the output word width to be limited.
However limiting the word width has a direct impact on
the accuracy of the final result of the arithmetic oper-
ation. This curtailment of accuracy is cumulative since
subsequent arithmetic operations can have no knowledge
that the numbers being processed have been ‘damaged’.
Two techniques are important in minimising the ‘dam-
age’. The first requires us to maintain the intermediate
stages of any arithmetic operation at as high an accuracy
as possible for as long as possible. Thus although most
conversion from analogue audio to digital (and the con-
verse digital signal conversion to an analogue audio sig-
nal) takes place using 16 bits the intervening arithmetic
operations will usually involve a minimum of 24 bits.
The second technique is called dither and we will cover
this fully later. Consider, for the present, that the output

word width is simply cut (in our example above such as to
produce a 5 bit answer). The need to handle the large
numbers which result from multiplication without over-
flow means that when small values are multiplied they
are likely to lie outside the range of values which can be
expressed by the chosen word width. In the example
above if we wish to accommodate the most significant
digits of the second multiplication (156) as possible in a
5 bit word then we shall need to lose the information con-
tained in the lower four binary places. This can be accom-
plished by shifting the word four places (thus effectively
dividing the result by 16) to the right and losing the less
significant bits. In this example the result becomes 01001
which is equivalent to decimal 9. This is clearly only
approximately equal to 156/16.

When this crude process is carried out on a sequence
of numbers representing an audio analogue signal the
error results in an unacceptable increase in the signal to
noise ratio. This loss of accuracy becomes extreme when
we apply the same adjustment to the lesser product of
3 x5 = 15since, after shifting four binary places, the result
is zero. Truncation is thus a rather poor way of handling
the restricted output word width. A slightly better
approach is to round up the output by adding a fraction to
each output number just prior to truncation. If we added
00000110, then shifted four places and truncated the
output would become 01010 (= 1010) which, although not
absolutely accurate is actually closer to the true answer of
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Figure 4.13 A two bit full adder needs to be able to handle a carry bit from an adder handling lower order bits and similarly
provide a carry bit. A large adder based on this circuit would suffer from the ripple through of the carry bit as the final sum would
not be stable until this had settled. Faster adding circuitry uses look-ahead carry circuitry.



9.75. This approach moves the statistical value of the
error from 0 to —1 towards +/—0.5 of the value of the LSB
but the error signal which this represents is still very
highly correlated to the required signal. This close rela-
tionship between noise and signal produces an audibly
distinct noise which is unpleasant to listen to.

An advantage is gained when the fraction which is
added prior to truncation is not fixed but random. The
audibility of the result is dependent on the way in which
the random number is derived. At first sight it does seem
daft to add a random signal (which is obviously a form of
noise) to a signal which we wish to retain as clean as pos-
sible. Thus the probability and spectral density character-
istics of the added noise are important. A recommended
approach commonly used is to add a random signal which
has a triangular probability density function (TPDF),
Fig. 4.14. Where there is sufficient reserve of processing
power it is possible to filter the noise before adding it in.
This spectral shaping is used to modify the spectrum of
the resulting noise (which you must recall is an error sig-
nal) such that it is biased to those parts of the audio spec-
trum where it is least audible. The mathematics of this
process are beyond this text.

A special problem exists where gain controls are emu-
lated by multiplication. A digital audio mixing desk will
usually have its signal levels controlled by digitising the
position of a physical analogue fader (certainly not the
only way by which to do this, incidentally). Movement of
the fader results in a stepwise change of the multiplier
value used. When such a fader is moved any music signal
being processed at the time is subjected to stepwise
changes in level. Although small, the steps will result in
audible interference unless the changes which they repre-
sent are themselves subjected to the addition of dither.
Thus although the addition of a dither signal reduces the
correlation of the error signal to the program signal it
must, naturally, add to the noise of the signal. This re-
inforces the need to ensure that the digitised audio signal
remains within the processing circuitry with as high a pre-
cision as possible for as long as possible. Each time that
the audio signal has its precision reduced it inevitably
must become noisier.
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Figure 4.14 (a) The amplitude distribution characteristics of
noise can be described in terms of the amplitude probability
distribution characteristic. A square wave of level 0 V or

+5 V can be described as having a rectangular probability
distribution function (RPDF). In the case of the 5 bit example
which we are using the RPDF wave form can be considered to
have a value of +0.1, or -0.1, [ (meaning +0.5 or -0.5), equal
chances of being positive or negative. ]
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Figure 4.14 (b) The addition of two uncorrelated RPDF
sequences gives rise to one with triangular distribution
(TPDF). When this dither signal is added to a digitised signal it
will always mark the output with some noise since there is a
finite possibility that the noise will have a value greater than 0,
so that as a digitised audio signal fades to zero value the noise
background remains fairly constant. This behaviour should be
contrasted with that of RPDF for which, when the signal fades
to zero, there will come a point at which the accompanying
noise also switches off. This latter effect may be audible in
some circumstances and is better avoided. A wave form
associated with this type of distribution will have values which
range from +1.0, through 0, to -1.0,.
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Figure 4.14 (c) Noise in the analog domain is often assumed
to have a Gaussian distribution. This can be understood as the
likelihood of the waveform having a particular amplitude. The
probability of an amplitude x occurring can be expressed as:

(= w?
202
oV 21

e
p(z) =

where | = the mean value

G = variance

X = the sum of the squares of the deviations x from

the mean.

In practice, a ‘random’ waveform which has a ratio between
the peak to mean signal levels of 3 can be taken as being suffi-
ciently Gaussian in character. The spectral balance of such a sig-
nal is a further factor which must be taken into account if a full
description of a random signal is to be described.

1d;

Figure 4.14 (d) The sinusoidal wave form can be described
by the simple equation:
x(t) = Asin (2nft)
x(t) = the value of the sinusoidal wave at time ¢
A = the peak amplitude of the waveform

f=the frequency in Hz and

t = the time in seconds
and its probability density function is as shown here.

where
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Figure 4.14 (e) A useful test signal is created when two
sinusoidal waveforms of the same amplitude but unrelated

in frequency are added together. The resulting signal can

be used to check amplifier and system non-linearity over a
wide range of frequencies. The test signal will comprise two
signals to stimulate the audio system (for testing at the edge
of the band 19 kHz and 20 kHz can be used) whilst the

output spectrum is analysed and the amplitude of the sum and
difference frequency signals is measured. This form of test is
considerably more useful than a THD test.

Digital Filtering

Although it may be clear that the multiplication process
controls signal level it is not immediately obvious that the
multiplicative process is intrinsic to any form of filtering.
Thus multipliers are at the heart of any significant digital
signal processing and modern digital signal processing
(DSP) would not be possible without the availability of
suitable IC technology. You will need to accept, at this
stage, that the process of representing an analogue audio
signal in the form of a sequence of numbers is readily
achieved and thus we are free to consider how the equiva-
lent analogue processes of filtering and equalisation may
be carried out on the digitised form of the signal.

In fact the processes required to perform digital filter-
ing are performed daily by many people without giving
the process much thought. Consider the waveform of the
tidal height curve of Fig. 4.15. The crude method by
which we obtained this curve (Fig. 4.1) contained only an
approximate method for removing the effect of ripples in
the water by including a simple dashpot linked to the
recording mechanism. If we were to look at this trace
more closely we would see that it was not perfectly
smooth due to local effects such as passing boats and
wind-driven waves. Of course tidal heights do not nor-
mally increase by 100 mm within a few seconds and so it
is sensible to draw a line which passes through the aver-
age of these disturbances. This averaging process is
filtering and, in this case, it is an example of low-pass
filtering. To achieve this numerically we could measure
the heightindicated by the tidal plot each minute and cal-
culate the average height for each four minute span (and
this involves measuring the height at five time points).

1 T=t+4
haverage = 3 Z h'r

Done simply this would result in a stepped curve which
still lacks the smoothness of a simple line. We could
reduce the stepped appearance by using a moving aver-
age in which we calculate the average height in a four
minute span but we move the reference time forward by
a single minute each time we perform the calculation.
The inclusion of each of the height samples was made
without weighting their contribution to the average and
this is an example of rectangular windowing. We could
go one step further by weighting the contribution which
each height makes to the average each time we calculate
the average of a four minute period. Shaped windows are
common in the field of statistics and they are used in
digital signal processing. The choice of window does
affect the result, although as it happens the effect is slight
in the example we have given here.
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Figure 4.15 (a) To explain the ideas behind digital filtering
we review the shape of the tidal height curve (Portsmouth, UK,
spring tides) for its underlying detail. The pen Plotter trace
would record also every passing wave, boat and breath of wind;
all overlaid on the general shape of the curve.

One major practical problem with implementing prac-
tical FIR filters for digital audio signals is that controlling



the response accurately or at low frequencies forces the
number of stages to be very high. You can appreciate
this through recognising that the FIR (finite impulse
response) filter response is determined by the number
and value of the coefficients which are applied to each of
the taps in the delayed signal stages. The value of these
coefficientsis an exact copy of the filter’s impulse response.
Thus an impulse response which is intended to be effective
at low frequencies is likely to require a great many stages.
This places pressure on the hardware which has to satisfy
the demand to perform the necessary large number of
multiplications within the time allotted for processing
each sample value. In many situations a sufficiently
accurate response can be obtained with less circuitry by
feeding part of a filter’s output back to the input.
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Figure 4.15 (b) For a small portion of the curve, make meas-
urements at each interval. In the simplest averaging scheme we
take a block of five values, average them and then repeat the
process with a fresh block of five values. This yields a relatively
coarse stepped waveform. (c) The next approach carries out
the averaging over a block of five samples but shifts the start of
each block only one sample on at a time, still allowing each of
the five sample values to contribute equally to the average each
time. The result is a more finely structured plot which could
serve our purpose. (d) The final frame in this sequence repeats
the operations of (c) except that the contribution which each
sample value makes to the averaging process is weighted, using
a five-element weighting filter or window for this example
whose weighting values are derived by a modified form of least
squares averaging. The values which it returns are naturally
slightly different from those of (c).
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Figure 4.15 (e) A useful way of showing the process which is

being carried out in (d) is to draw a block diagram in which
each time that a sample value is read it is loaded into a form of
memory whilst the previous value is moved on to the next
memory stage. We take the current value of the input sample
and the output of each of these memory stages and multiply
them by the weighting factor before summing them to produce
the output average. The operation can also be expressed in an
algebraic form in which the numerical values of the weighting
coefficients have been replaced by an algebraic symbol:

averagelt — (alxn-l tax, ,tax, .+ a4xn-4)

This is a simple form of a type of digital filter known as a finite
impulse response (FIR) or transversal filter. In the form shown
here it is easy to see that the delay of the filter is constant and
thus the filter will show linear phase characteristics.

If the input to the filter is an impulse, the values you should
obtain at the output are identical, in shape, to the profile of the
weighting values used. This is a useful property which can be
used in the design of filters since it illustrates the principle that
the characteristics of a system can be determined by applying
an impulse to it and observing the resultant output.

— Eemam —

Example

Figure 4.16 (a) Animpulse is applied to a simple system
whose output is a simple exponential decaying response:

— -/RC
V,=Ve

L

Figure 4.16 (b) A digital filter based on a FIR structure
would need to be implemented as shown. The accuracy of
this filter depends on just how many stages of delay and
multiplication we can afford to use. For the five stages shown
the filter will cease to emulate an exponential decay after
only 24 dB of decay. The response to successive n samples is:
Y, = 1X +(1/2)X ,+1/4)X ,+(1/8)X ,+(1/16)X |,

n

We have drawn examples of digital filtering without
explicit reference to their use in digital audio. The reason
is that the principles of digital signal processing hold true
no matter what the origin or use of the signal which is
being processed. The ready accessibility of analogue
audio ‘cook-books’ and the simplicity of the signal struc-
ture has drawn a number of less than structured practi-
tioners into the field. For whatever inaccessible reason,
these practitioners have given the audio engineer the
peculiar notions of directional copper cables, specially
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coloured capacitors and compact discs outlined with
green felt tip pens. Bless them all, they have their place as
entertainment and they remain free in their pursuit of the
arts of the audio witch-doctor. The world of digital pro-
cessing requires more rigour in its approach and practice.
Figure 4.17 shows examples of simple forms of first and
second-order filter structures. Processing an audio signal
in the digital domain can provide a flexibility which ana-
logue processing denies. You may notice from the ex-
amples how readily the characteristics of a filter can be
changed simply by adjustment of the coefficients which
are used in the multiplication process. The equivalent
analogue process would require much switching and com-
ponent matching. Moreover each digital filter or process
will provide exactly the same performance for a given set
of coefficient values and this is a far cry from the miasma
of tolerance problems which beset the analogue designer.
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Figure 4.16 (c) This simple function can be emulated by
using a single multiplier and adder element if some of the
output signal is fed back and subtracted from the input. The
use of a multiplier in conjunction with an adder is often
referred to as a multiplier-accumulator or MAC. With the
correct choice of coefficient in the feedback path the
exponential decay response can be exactly emulated:

Y, =X-05Y,,

This form of filter will continue to produce a response for ever
unless the arithmetic elements are no longer able to handle the
decreasing size of the numbers involved. For this reason it is
known as an infinite impulse response (IIR) filter or, because
of the feedback structure, a recursive filter. Whereas the
response characteristics of FIR filters can be comparatively
easily gleaned by inspecting the values of the coefficients used
the same is not true of IIR filters. A more complex algebra is
needed in order to help in the design and analysis which we will
not cover here.

The complicated actions of digital audio equalisation
are an obvious candidate for implementation using ITR
(infinite impulse response) filters and the field has been
heavily researched in recent years. Much research has
been directed towards overcoming some of the practical
problems such as limited arithmetic resolution or preci-
sion and limited processing time. Practical hardware
considerations force the resulting precision of any digital
arithmetic operation to be limited. The limited precision
also affects the choice of values for the coefficients whose
value will determine the characteristics of a filter. This

limited precision is effectively a processing error and this
will make its presence known through the addition of
noise to the output. The limited precision also leads to
the odd effects for which there is no direct analogue
equivalent such as limit cycle oscillations. The details
concerning the structure of a digital filter have a very
strong effect on the sensitivity of the filter to noise and
accuracy in addition to the varying processing resource
requirement. The best structure thus depends a little on
the processing task which is required to be carried out.
The skill of the engineer is, as ever, in balancing the fac-
tors in order to optimise the necessary compromises.
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Figure 4.17 (a) The equivalent of the analogue first-order
high-and low-pass filters requires a single delay element. Multi-
pliers are used to scale the input (or output) values so that they
lie within the linear range of the hardware. Digital filter charac-
teristic are quite sensitive to the values of the coefficients used
in the multipliers. The output sequence can be described as:

Yn = al)(n + aZ)(nrl
If 0 > a, > -1 the structure behaves as a first-order lag. If a, > 0
than the structure produces an integrator. The output can
usually be kept in range by ensuring that a, = 1-a,
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Figure 4.17 (b) The arrangement for achieving high-pass
filtering and differentiation again requires a single delay
element. The output sequence is given by:

Y, =aX, +aaX, +X)
The filter has no feedback path so it will always be stable. Note
thata, = -1 and with a, = 0 and a, = 1 the structure behaves as a
differentiator. These are simple examples of first-order struc-
tures and they are not necessarily the most efficient in terms of
their use of multiplier or adder resources. Although a second-
order system would result if two first-order structures were run
in tandem full flexibility of second-order IIR structures requires
recursive structures. Perhaps the most common of these
emulates the analogue biquad (or twin integrator loop) filter.
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Figure 4.17 (c) To achieve the flexibility of signal control
which analogue equalisers exhibit in conventional mixing

desks an IIR filter can be used. Shown here it requires two
single-sample value delay elements and six multiplying

operations each time it is presented with an input sample value.

We have symbolised the delay elements by using the z~*
notation which is used when digital filter structures are for-
mally analysed. The output sequence can be expressed as:

bY =aX +aX -bY +aX bY

2% n-1 27 n-1 n2" V3" n2

The use of z~! notation allows us to express this difference or
recurrence equation as:

b] Ynzio = al)(n[o + azxnzil - bZY,xT/ + ‘13)(nZ72 - bstTQ

The transfer function of the structure is the ratio of the output
over the input, just as it is in the case of an analogue system. In
this case the input and output happen to be sequences of num-
bers and the transfer function is indicated by the notation H(z):

Y(Z) _a +a2271 +03272
X(z) by +byzl 4 b3z 2

H(z) =

The value of each of the coefficients can be determined from a
knowledge of the rate at which samples are being made avail-
able F_and your requirement for the amount of cut or boost
and of the Q required. One of the first operations is that of pre-
warping the value of the intended centre frequency f, in order
to take account of the fact that the intended equaliser centre
frequency is going to be comparable to the sampling frequency.
The ‘warped’ frequency is given by:

fw = Fi/mn tannf./F;
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And now for the coefficients:

a, = 1+=nf (1+k)/F.Q + (nf /F )
a, = b, = 21+ (nf /F))
a, = 1-xf (1+k)/F.Q + (nf /F.}
b, = 1+nf /FQ +(nf /F)
by = 1-nf/FQ+(nf/F}

The mathematics concerned with filter design certainly appear
more complicated than that which is usually associated with
analogue equaliser design. The complication does not stop
here though since a designer must take into consideration the
various compromises brought on by limitations in cost and
hardware performance.

While complicated filtering is undoubtedly used in
digital audio signal processing spare a thought for the
simple process of averaging. In digital signal processing
terms this is usually called interpolation, Fig. 4.18. The
process is used to conceal unrecoverable errors in a
sequence of digital sample values and, for example, is
used in the compact disc for just this reason.
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Figure 4.18 (a) Interpolation involves guessing the value of
the missing sample. The fastest guess uses the average of the
two adjacent good sample values, but an average based on
many more sample values might provide a better answer. The
use of a simple rectangular window for including the values to
be sampled will not lead to as accurate a replacement value.
The effect is similar to that caused by examining the spectrum
of a continuous signal which has been selected using a simple
rectangular window. The sharp edges of the window function
will have frequency components which cannot be separated
from the wanted signal. (b) A more intelligent interpolation
uses a shaped window which can be implemented as a

FIR, or transversal, filter with a number of delay stages each
contributing a specific fraction of the sample value of the
output sum. This kind of filter is less likely than the simple
linear average process to create audible transitory aliases

as it fills in damaged sample values.

Errar wher sirniplé
BwETAQE & udad

1hy



58 Principles of Digital Audio

Other Binary Operations

One useful area of digital activity is related to filtering
and its activity can be described by a similar algebra. The
technique uses a shift register whose output is fed back
and combined with the incoming logic signal. Feedback
is usually arranged to come from earlier stages as well as
the final output stage. The arrangement can be con-
sidered as a form of binary division. For certain combin-
ations of feedback the output of the shift register can be
considered as a statistically dependable source of ran-
dom numbers. In the simplest form the random output
can be formed in the analogue domain by the simple
addition of a suitable low-pass filter. Such a random
noise generator has the useful property that the noise
waveform is repeated and this allows the results of
stimulating a system with such a signal to be averaged.

When a sequence of samples with a nominally random
distribution of values is correlated with itself the result is
identical to a band-limited impulse, Fig. 4.19. If such a
random signal is used to stimulate a system (this could be
an artificial reverberation device, an equaliser or a loud-
speaker under test) and the resulting output is correlated
with the input sequence the result will be the impulse
response of the system under test. The virtue of using a
repeatable excitation noise is that measurements can be
made in the presence of other random background noise
or interference and if further accuracy is required the
measurement is simply repeated and the results aver-
aged. True random background noise will average out
leaving a ‘cleaner’ sequence of sample values which
describe the impulse response. This is the basis behind
practical measurement systems.

A

Figure 4.19 Correlation is a process in which one sequence
of sample values is checked against another to see just how
similar both sequences are. A sinusoidal wave correlated with
itself (a process called auto correlation) will produce a similar
sinusoidal wave. By comparison a sequence of random sample
values will have an autocorrelation function which will be zero
everywhere except at the point where the samples are exactly
in phase, yielding a band-limited impulse.

Shift registers combined with feedback are also used in
error detecting and correction systems and the reader is

referred to other chapters for their implementation and
use.

Sampling and Quantising

Itis not possible to introduce each element of this broad
topic without requiring the reader to have some fore-
knowledge of future topics. The above text has tacitly
admitted that you will wish to match the description of
the processes involved to a digitised audio signal
although we have pointed out that handling audio signals
in the digital domain is only an example of some of the
flexibility of digital signal processing.

The process of converting an analogue audio signal into
a sequence of sample values requires two key operations.
These are sampling and quantisation. They are not the
same operation, for while sampling means that we only
wish to consider the value of a signal at a fixed pointin time
the act of quantising collapses a group of amplitudes to
one of a set of unique values. Changes in the analogue sig-
nal between sample points are ignored. For both of these
processes the practical deviations from the ideal process
are reflected in different ways in the errors of conversion.

Successful sampling depends on ensuring that the signal
is sampled at a frequency at least twice that of the highest
frequency component. This is Nyquist’s sampling the-
orem. Figure 4.20 shows the time domain view of the oper-
ation whilst Fig. 4.21 shows the frequency domain view.
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Figure 4.20 (a) In the time domain the process of sampling is
like one of using a sequence of pulses, whose amplitude is
either 1 or 0 and multiplying it by the value of the sinusoidal



waveform. A sample and hold circuit holds the sampled signal
level steady while the amplitude is measured (b) At a higher
frequency sampling is taking place approximately three times
per sinusoid input cycle. Once more it is possible to see that
even by simply joining the sample spikes that the frequency
information is still retained. (c) This plot shows the sinusoid
being under sample and on reconstituting the original signal
from the spikes the best fit sinusoid is the one shown in the
dashed line. This new signal will appear as a perfectly proper
signal to any subsequent process and there is no method for
abstracting such aliases from properly sampled signals. It is
necessary to ensure that frequencies greater than half of the
sampling frequency F, are filtered out before the input signal is
presented to a sampling circuit. This filter is known as an anti-
aliassing filter.
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Figure 4.21 (a) The frequency domain view of the sampling
operation requires us to recognise that the spectrum of a per-
fectly shaped sampling pulse continues for ever. In practice sam-
pling waveforms do have finite width and practical systems do
have limited bandwidth. We show here the typical spectrum of a
musical signal and the repeated spectrum of the sampling pulse
using an extended frequency axis. Note that even modern musi-
cal signals do not contain significant energy at high frequencies
and, for example, it is exceedingly rare to find components in the
10 kHz region more than —30 dB below the peak level. (b) The
act of sampling can also be appreciated as a modulation process
since the incoming audio signal is being multiplied by the sam-
pling waveform. The modulation will develop sidebands which
are reflected either side of the carrier frequency (the sampling
waveform), with a set of sidebands for each harmonic of the
sampling frequency. The example shows the consequence of
sampling an audio bandwidth signal which has frequency com-
ponents beyond F/2, causing a small but potentially significant
amount of the first lower sideband of the sampling frequency to
be folded or aliassed into the intended audio bandwidth. The
resulting distortion is not harmonically related to the originating
signal and it can sound truly horrid. The use of anti-alias filter
before sampling restricts the leakage of the sideband into the
audio signal band. The requirement is ideally for a filter with an
impossibly sharp rate of cutoff and in practice a small guard
band is allowed for tolerance and finite cut off rates. Realising
that the level of audio signal with a frequency around 20 kHz is
typically 60 dB below the peak signal level it is possible to per-
form practical filtering using seventh-order filters. However
even these filters are expensive to manufacture and they repre-
sent a significant design problem in their own right.
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Practical circuitry for sampling is complicated by the
need to engineer ways around the various practical
difficulties. The simple form of the circuit is shown in
Fig. 4.22. The analogue switch is opened for a very short
period ¢, each 1/F seconds. In this short period the
capacitor must charge (or discharge) to match the value
of the instantaneous input voltage. The buffer amplifier
presents this voltage to the input of the quantiser or ana-
logue to digital converter (ADC). There are several
problems. The series resistance of the switch sets a limit
on how large the storage capacitor can be whilst the input
current requirements of the buffer amplifier set a limit on
how low the capacitance can be. The imperfections of the
switch mean that there can be significant energy leaking
from the switching waveform as the switch is operated
and there is the problem of crosstalk from the audio sig-
nal across the switch when it is opened. The buffer ampli-
fier itself must be capable of responding to a step input
and settling to the required accuracy within a small frac-
tion of the overall sample period. The constancy or jitter
of the sampling pulse must be kept within very tight
tolerances and the switch itself must open and close in
exactly the same way each time it is operated. Finally the
choice of capacitor material is itself important because
certain materials exhibit significant dielectric absorption.

Vi

Figure 4.22 An elementary sample and hold circuit using a
fast low distortion semiconductor switch which is closed for a
short time to allow a small-valued storage capacitor to charge
up to the input voltage. The buffer amplifier presents the
output to the quantiser.

The overall requirement for accuracy depends greatly on
the acceptable signal to noise ratio (SNR) for the process
and this is much controlled by the resolution and accu-
racy of the quantiser or converter. For audio purposes we
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may assume that suitable values for F, will be in the range
44 kHz to 48 kHz. The jitter or aperture uncertainty will
need to be in the region of 120 picoseconds, acquisition
and settling time need to be around 1 ps and the
capacitor discharge rate around 1 V/s for a signal which
will be quantised to 16 bits if the error due to that cause is
not to exceed +/-0.5 LSB. The jitter performance is
complex to visualise completely because of the varying
amplitude and frequency component of the jitter itself.

At this stage you will need to be sure that you are con-
fident that you appreciate that the combined effect of the
anti-alias filtering and the proper implementation of the
sampling process mean that the sampled data contains
perfectly all of the detail up to the highest frequency
component in the signal permitted by the action of the
anti-alias filter.

Quantising

The sampled input signal must now be measured. The
dynamic range which can be expressed by an n bit num-
ber is approximately proportional to 2" and this is more
usually expressed in dB terms. The converters used in
test equipment such as DVMs are too slow for audio con-
version but it is worthwhile considering the outline of
their workings, Fig. 4.23. A much faster approach uses a
successive approximation register (SAR) and a digital to
analogue converter (DAC), Fig. 4.24.
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Figure 4.23 The simplest ADC uses a ramp generator which
is started at the beginning of conversion. At the same time a
counter is reset and the clock pulses are counted. The ramp
generator output is compared with the signal from the sample
and hold and when the ramp voltage equals the input signal the
counter is stopped. Assuming that the ramp is perfectly linear
(quite difficult to achieve at high repetition frequencies) the
count will be a measure of the input signal. The problem

for audio bandwidth conversion is the speed at which the
counter must run in order to achieve a conversion within
approximately 20 us. This is around 3.2768 GHz and the
comparator would need to be able to change state within 150 ps
with, in the worst case, less than 150 uV of differential voltage.
There have been many developments of this conversion
technique for instrumentation purposes.
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Figure 4.24 The SAR operates with a DAC and a compara-
tor, initially reset to zero. At the first clock period the MSB is
set and the resulting output of the DAC is compared to the
input level. In the example given here the input level is greater
than this and so the MSB value is retained and, at the next
clock period, the next MSB is set. In this example the
comparator output indicates that the DAC output is too
high, the bit is set to 0 and the next lower bit is set. This is
carried out until all of the DAC bits have been tried. Thus

a 16 bit ADC would require only 17 clock periods (one is
needed for reset) in which to carry out a onversion.

A very simple form of DAC is based on switching
currents into a virtual earth summing point. The currents
are derived from a R-2R ladder which produces binary
weighted currents, Fig. 4.25. The incoming binary data
directly controls a solid state switch which routes a
current either into the virtual earth summing point of the
output amplifier or into the local analogue ground. Since
the voltage across each of the successive 2R resistors is
halved at each stage the current which is switched is also
halved. The currents are summed at the input to the out-
put buffer amplifier. The limit to the ultimate resolution
and accuracy is determined partly by the accuracy of
adjustment and matching of the characteristics of the
resistors used and also by the care with which the con-
verter is designed into the surrounding circuitry. Imple-
mentation of a 16 bit converter requires that all of the
resistors are trimmed to within 0.0007 per cent (half of an
LSB) of the ideal value and, further, that they all maintain
this ratio over the operational temperature of the con-
verter. The buffer amplifier must be able to settle quickly
and it must not contribute to the output noise significantly.

There are many variations on the use of this technique
with one common approach being to split the conversion
into two stages. Typically a 16 bit converter would have
the top 8 most significant bits control a separate conver-
sion stage which sets either the voltage or the current



with which the lower 8 LSBs operate. The approach has
to contend with the problem of ensuring that the
changeover point between the two stages remains
matched throughout the environmental range of the con-
verter. One solution to the problem of achieving an
accurate binary ratio between successive currents is to
use a technique called dynamic element balancing.
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Figure 4.25 The basic form of the R-2R digital to analogue
converter is shown here implemented by ideal current
switches. The reference voltage can be an audio bandwidth
signal and the DAC can be used as a true four quadrant
multiplying converter to implement digitally controlled
analogue level and equalisation changes. Other forms of
switching currents are also used and these may not offer a true
multiplication facility.

Whereas sampling correctly executed loses no informa-
tion quantising inevitably produces an error. The level of
error is essentially dependent on the resolution with
which the quantising is carried out. Figure 4.26 illustrates
the point by showing a sinusoid quantised to 16 quantis-
inglevels. A comparison of the quantised output with the
original has been used to create the plot of the error in
the quantising. The error waveform of this example
clearly shows a high degree of structure which is strongly
related to the signal itself. The error can be referred to as
quantising distortion, granulation noise or simply quan-
tising noise.

One obvious non-linearity will occur when the input
signal amplitude drops just below the threshold for the
first quantising level. At this stage the quantising output
will remain at zero and all knowledge of the size of the
signal will be lost. The remedy is to add a small amount of
noise to the signal prior to quantising, Fig. 4.27. This
deliberate additional noise is known as dither noise. It
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does reduce the dynamic range by an amount which
depends on its exact characteristics and amplitude but
the damage is typically 3 dB. One virtue is that as the
original input signal amplitude is reduced below the £1
quantising level thresholds (q) the noise is still present
and therefore, by virtue of the intrinsic non-linearity of
the quantiser, so are the sidebands which contain
vestiges of the original input signal. Thus the quantiser
output must also contain information about the original
input signal level even though it is buried in the noise.
However, the noise is wide band and a spectral plot of the
reconstituted waveform will show an undistorted signal
component standing clear of the wide band noise.
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Figure 4.26 The input sinusoid is shown here prior to sam-
pling as a dotted line superimposed on the staircase shape of
the quantised input signal. The two’s complement value of the
level has been shown on the left hand edge. The error signal is
the difference between the quantised value and the ideal value
assuming a much finer resolution. The error signal, or
quantising noise, lies in the range of +1q. Consideration of the
mean square error leads to the expression for the rms value of
the quantising noise:

V= qN(12)

noise

where q = the size of a quantising level.
The maximum rms signal amplitude which can be described
is:

V. =q2i/\2

signal

Together the expression combine to give the expression for
SNR (in dB):

SNR,,=6.02n +1.76

Unfortunately it is also quite a problem to design
accurate and stable quantisers. The problems include
linearity, missing codes, differential non-linearity and
non-monotonicity. Missing codes should be properly
considered a fault since they arise when a converter
either does not respond to or produce the relevant code.
A suitable test is a simple ramp. A powerful alternative
test method uses a sinusoidal waveform and checks
the amplitude probability density function. Missing, or
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misplaced codes, and non-monotonic behaviour can
show up readily in such a plot.

Linearity can be assessed overall by using a sinusoidal
test signal since the output signal will contain harmonics.
The performance of an ADC can be carried out in the
digital domain by direct use of the discrete fast Fourier
transform (DFFT). The DAC can be checked by driving
it with a computer-generated sequence and observing
the output in the analogue domain. The trouble with
using the simple harmonic distortion test is that it is not
easy to check the dynamic performance over the last
decade of bandwidth and for this reason the CCIR twin
tone intermodulation distortion (IMD) is much to be
preferred.
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Figure 4.27 (a) Adding a small amount of random noise to
the signal prior to quantising can help to disguise the otherwise
highly correlated quantising noise. Aided by the binary
modulation action of the quantiser the sidebands of the noise
are spread across the whole audio band width and to a very
great degree their correlation with the original distortion signal
is broken up. In this illustration the peak to peak amplitude of
the noise has been set at £1.5q.
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Figure 4.27 (b) The quantiser maps the noisy signal onto one
of arange of unique levels as before.
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Differential non-linearity is the random unevenness of
each quantisation level. This defect can be assessed by
measuring the noise floor in the presence of a signal. In a
good DAC the rms noise floor should be approximately
95 dB below the maximum rms level (assuming a modest
margin for dither). The output buffer amplifier will con-
tribute some noise but this should be at a fixed level and
not dependent on the DAC input sample values.
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Figure 4.27 (c) You can compare the resulting quantising
noise with the original signal and this time you can see that the
noise waveform has lost the highly structured relationship
which is shown in Figure 4.26.

The basic ADC element simply provides an output
dependent on the value of the digital input. During the
period whilst a fresh sample is settling its output can be
indeterminate. Thus the output will usually be captured
by a sample and hold circuit as soon as the DAC has
stabilised. The sample and hold circuit is a zero order
hold circuit which imposes its own frequency response
on the output signal, Fig. 4.28, correction for which can
be accommodated within the overall reconstruction
filter. The final filter is used to remove the higher
components and harmonics of the zero order hold.
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Figure 4.28 Finally the DAC output is fed to a zero-order
hold circuit which performs a similar operation to the sample
and hold circuit and thence to a reconstruction or output anti-
aliasing filter. The plot of the spectral shape of the zero-order
hold shows that there are frequency components, at decreasing
level, at harmonic intervals equal to F..

Other forms of ADC and DAC

Flash converters, Fig. 4.29, function by using an array of
comparators, each set to trigger at a particular quantising
threshold. The output is available directly. These days
the technique is most commonly employed directly as
shown in digitising video waveforms. However, there is a
use for the technique in high quality oversampling con-
verters for audio signals.
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Figure 4.29 A chain of resistors provides a series of reference
voltages for a set of comparators whose other input is the input
signal. An 8 bit encoder will need 255 comparators. Their
output will drive an encoder which maps the output state of the
255 comparators onto an 8 bit word. The NMINV control line
is used to convert the output word from an offset binary count
to a two’s complement form. A 16 bit converter would require
an impracticably large number of comparators (65536) in
addition to posing serious difficulties to setting the 65536
resistor values to the required tolerance value. The technique
does have one virtue in speed and in not needing a sample and
hold amplifier to precede it.

One great benefit of operating with digital signals is
their robustness, they are, after all, construed as either 1
or O irrespective of the cable or optical fibre down which
they travel. Their disadvantage is that the digital signals
do cover a wide bandwidth. Since bandwidth is a valu-
able resource there has been much effort expended in
devising ways in which an apparently high quality signal
can be delivered using fewer bits. The telephone com-
panies were among the first to employ digital compression
and expansion techniques but the technology has been
used for non-telephonic audio purposes. In the A and p
law converters, Fig. 4.30, the quantising steps, g, do not
have the same value. For low signal levels the quantising
levels are closely spaced and they become more widely
spaced at higher input levels. The decoder implements
the matching inverse conversion.

Another approach to providing a wide coding range
with the use of fewer bits than would result if a simple
linear approach were to be taken is exemplified in the

Principles of Digital Audio 63

flying comma or floating point type of converter. In this
approach a fast converter with a limited coding range is
presented with a signal which has been adjusted in level
such that most of the converter’s coding range is used.
The full output sample value is determined by the com-
bination of the value of the gain setting and of the sample
value returned by the converter. The problem here is
that the change in gain in the gain stage is accompanied
by a change in background noise level and this too is
coded. The result is that the noise floor which accom-
panies the signal is modulated by the signal level and
this produces a result which does not meet the perform-
ance requirement for high quality audio. A more subtle
approach is exemplified in syllabic companders. The
NICAM approach, see Chapter 6, manages a modest
reduction from around 1 Mbs™ to 704 kbs' and we see in
it an early approach to attempts to adapt the coding
process to the psychoacoustics of human hearing.
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Figure 4.30 (a) The relationship between digital input word
and analogue output current is not linear. The sign bit is the
MSB and the next three bits are used to set the chord slope.
The lower 4 bits set the output steps within each chord. The
drawing shows the equivalent output for a linear 8 bit DAC.

The encoder will need to have the matching inverse
characteristic in order that the net transfer characteristic
is unity. The dynamic range of an 8 bit m or A law con-
verter is around 62 dB and this can be compared to the
48 dB which a linear 8 bit converter can provide. The use
of companding (compressing and then expanding the
coding range) could be carried in the analogue domain
prior to using a linear converter. The difficulty is then
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one of matching the analogue sections. This is an
approach which has been taken in some consumer video
equipment.

Delta sigma modulators made an early appearance in
digital audio effects processors for a short while. One of
the shortcomings of the plain delta modulator is the lim-
itation in the rate at which it can track signals with high
slew rates. As we have shown it, each pulse is worth one
unit of charge to the integrator. To make the integrator
climb faster the rate of charge can be increased so that
high slew rate signals can be tracked.

Oversampling techniques can be applied to both
ADCs and DACs. The oversampling ratio is usually
chosen as a power of 2 in order to make computation more
efficient. Figure 4.31 shows the idea behind the process for
either direction of conversion. The 4 X oversampling
shown is achieved by adding samples with zero value at
each new sample point. At this stage of the process the
spectrum of the signal will not have been altered and thus
there are still the aliases at multiples of F. The final stage
is to filter the new set of samples with a low- -pass filter set
to remove the components between the top of the audio
band and the lower sideband of the 4 X F, component.
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Figure 4.31 The oversampling process adds zero valued
dummy samples to the straight sampled signal (a). If
oversampling is being carried out in the DAC direction then
the digital sequence of samples is treated as if these extra
dummy samples had been added in. The sequence is then
filtered using an interpolation filter and this creates useful
values for the dummy samples.

The process effectively transfers the anti-alias filter
from the analogue to the digital domain with the attend-
ant advantages of digital operation. These include a near
ideal transfer function, low ripple in the audio band, low
group delay distortion, wide dynamic range, exactly

repeatable manufacture and freedom from a wide range
of analogue component and design compromises. The
four times up-sampling process spreads the quantisation
noise over four times the spectrum thus only 1/4 of the
noise power now resides in the audio band. If we assume
that the noise spectrum is uniform and that dither has
been judiciously applied this is equivalent to obtaining a
1 bit enhancement in dynamic range within the audio
bandwidth in either digital or analogue domains. This
performance can be further improved by the process of
noise shaping.
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Figure 4.31 (b) at the new sample rate (here shown as 4 XF,).
The spectrum of the signal now extends to 4 X F_although '
there is only audio content up to F /2. Thus when the signal is
passed to the DAC element (an element which will have to be
able to work at the required oversampling speed) the resulting
audio spectrum can be filtered simply from the nearest
interfering frequency component which will be at 4 X F_. Note
that the process of interpolation does not add information.

If the oversampling is being carried out in the ADC
direction the analogue audio signal itself will be sampled and
quantised at the higher rate. The next stage requires the reduc-
tion of the sequence of data by a factor of four. First the data is
filtered in order to remove components in the band between
the top of the required audio band and the lower of the 4 x F,
sideband and then the data sequence can be simply sub- k
sampled (only one data word out of each four is retained).

The information capacity of a communication channel
is a function of the SNR and the available bandwidth.
Thus there is room for trading one against the other. The
higher the oversampling ratio the wider is the bandwidth
in which there is no useful information. If samples were
to be coarsely quantised it should be possible to place the
extra quantisation noise in part of the redundant spec-
trum. The process of relocating the noise in the redun-
dant spectrum and out of the audio band is known as
noise shaping and it is accomplished using a recursive fil-
ter structure (the signal is fed back to the filter). Practical



noise shaping filters are high order structures which
incorporate integrator elements in feedback path along
with necessary stabilisation.

The process of oversampling and noise shaping can be
taken to an extreme and the implementation of this
approach is available in certain DACs for compact disc
systems. The audio has been oversampled by 256x in the
Philips bitstream device, 758x in the Technic’s MASH
device and 1024x in Sony’s device. The output is in the
form of a pulse train modulated either by its density
(PDM), by its width (PWM) or by its length (PLM). High
oversampling ratios are also used in ADCs which are
starting to appear on the market at the current time.

Transform and Masking Coders

We indicated very early on that there may be some
advantage in terms of the reduction in data rate to taking
the Fourier transform of a block of audio data and trans-
mitting the coefficient data. The use of a technique
known as the discrete cosine transform (DCT) is similar
in concept and is used in the AC-2 system designed by
Dolby Laboratories. This system can produce a high
quality audio signal with 128 kb per channel.

The MUSICAM process also relies on a model of the
human ear’s masking processes. The encoder receives a
stream of conventionally encoded PCM samples which
are then divided into 32 narrow bands by filtering. The
allocation of the auditive significance of the contribution
that each band can make to the overall programme is
then carried out prior to arranging the encoded data in
the required format. The principle in this encoder is
similar to that planned for the Philips digital compact
cassette (DCC) system.

The exploitation of the masking thresholds in human
hearing lies behind many of the proposed methods of
achieving bit rate reduction. One significant difference
between them and conventional PCM converters is the
delay between applying an analogue signal and the deliv-
ery of the digital sample sequence. A similar delay is
involved when the digital signal is reconstituted. The
minimum delay for a MUSICAM encoder is in the
region of 9 ms to 24 ms depending on how it is used.
These delays do not matter for a programme which is
being replayed but they are of concern when the coders
are being used to provide live linking programme mater-
ial in a broadcast application.

A second, potentially more damaging, problem with
these perceptual encoders is that there has been insuffi-
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cient work carried out on the way in which concatena-
tions of coders will affect the quality of the sound passing
through. Though this problem affects the broadcaster
more, the domestic user of such signals may also be
affected. Be sure that perceptual coding techniques must
remove data from the original and this is data which can-
not be restored. Thus a listener who wishes to maintain
the highest quality of audio reproduction may find that
the use of his pre-amplifier’s controls or room equaliser
provide sufficient change to an encoded signal that the
original assumptions concerning masking powers of the
audio signal may no longer be valid. Thus the reconsti-
tuted analogue signal may well be accompanied by
unwelcome noise.
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B Compact Disc Technology

Ken Clements

The compact disc has changed audio almost beyond
recognition in the last few years, but clear accounts of the
system have been few. Ken Clements explains in this
chapter the nature of the system and the production of
discs, building on the introduction to digital principles of
Chapter 4.

Introduction

When the compact disc (CD) first appeared on the mar-
ket in 1982, it was a result of much research that ori-
ginated back to the mid 1970s. It is fair to say that the
compact disc was developed as the result of proposals
from a number of manufacturers for a digital audio disc,
after earlier joint primary development between Philips
and Sony, with Philips providing the optical disc technol-
ogy, and Sony contributing from their experience in
error correction techniques.

In fact prototype players were believed to have been
tested around 1977, and in 1979, utilising the combined
auspicious talents of Philips and Sony, these two com-
panies agreed in principle to combine their own
specialised efforts.

Agreement towards a signal format and the type of
disc material were adopted after discussions in 1980, of
the Digital Audio Disc Committee, a group representing
over 35 manufacturers; the compact disc digital audio
system of today was effectively given birth.

Further development continued with respect to the
necessary semi-conductor technology that was required,
to enable the joint launch of Philips and Sony compact
disc players in 1982.

An interesting story with respect to a prototype Sony
player at a major audio show relates to this particular
prototype player being demonstrated in all its glory on
an impressive plinth. The size of the player was in fact
remarkably small in view of the technology involved,
especially as the LSI semiconductor devices of today
were not then available. Enquiries from surrounding
onlookers regarding as to how this type of technology

had been achieved, were only answered by knowing nods
and smiles. The one question that was not asked was
‘What was in the plinth?’, which apparently contained
the decoding, error correction, and digital to analogue
conversion circuits, in the form of a massive number of
discrete devices, which were to be developed into the
LSI components to finally appear in the first generation
players.

As various generations of compact disc players have
appeared, whether for the domestic hi-fi or the in-car
markets, numerous improvements, innovations and
developments have continually taken place, but what-
ever those various developments may have been, the
compact disc itself still remains in the same original
format.

The Compact Disc . .. Some Basic Facts

There are two sizes of compact disc, i.e. § cm and 12 cm,
with the starting speed of either size of disc being in the
region of 486 to 568 rpm. and the scanning of the disc
commencing from the centre. As the compact disc con-
tinues to be played towards the outer edge of the disc, the
actual rotation speed slows down as a result of maintain-
ing a constant surface speed of the disc passing a laser
beam which retrieves the data information from the disc.

The constant surface speed of the compact disc passing
the laser beamis in the region of 1.2 to 1.4 metres per sec-
ond, and this aspect of driving a compact disc is referred
to as constant linear velocity (CLV), whereas the ori-
ginal vinyl record having a fixed speed of 331/3 rpm was
referred to as constant angular velocity (CAV).

The important difference between the two types of
drive is related to the fact that more data or information
can be effectively ‘packed’ onto a CLV disc than a CAV
disc.

Again comparison to the original vinyl record reveals
that the surface speed of the record at the outer edge is
much faster than at the centre indicating that the ana-
logue audio information is effectively more ‘stretched
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Figure 5.1 Basic compact disc system recording process.

out’ at the outer edge compared to that nearer the centre.
The normally accepted maximum playing time for the 12
cm compact disc is in the region of 74 minutes, whilst the
maximum playing time for the 8 cm discis around 20 min-
utes, but by pushing the limits of the manufacturing tol-
erances increased maximum playing times can become
possible.

The finishing speeds of the two sizes of disc are approxi-
mately 300 to 350 rpm for the 8 cm disc, and 196 to 228 rpm
for the 12 cm disc, with the actual finishing speed being
related to whichever surface speed was chosen, within the
range of 1.2 to 1.4 metres per second, at the time of
recording the disc. The information to be placed on a
compact disc is in the form of digital data, i.e. Os and 1s, to
be contained in a series of ‘pits’ or ‘bumps’ placed along a
fine helical or spiral track originating from the centre of
the disc. These pits or bumps vary in length, depending on
when the 1s appear in the digital data stream, with the
start or finish of a pit or bump being the moment when a
digital 1 occurs. The 0s in the data stream are in effect not
recorded onto the compact disc, but are retrieved within a
decoder section of the compact disc player.

The track dimensions on the compact disc can appear
somewhat mind-boggling when trying to find a suitable
physical comparison with a track width of 0.5 um and
a track spacing or pitch of 1.6 um. The thickness of
a human hair could contain approximately 30 tracks of a

compact disc, whilst the actual track length on a max-
imum play 12 cm disc could extend to more than three
miles. Another interesting comparison is that if one of
the pits that represents a small element of digital infor-
mation, were to be enlarged to the size of a grain of rice,
then the equivalent diameter of a compact disc would be
in the region of half a mile.

The Compact Disc . . . What Information It Contains

The audio analogue information to be recorded onto the
disc is regularly sampled at a specific rate in an analogue
to digital convertor, with each sample being turned into
digital data in the form of 16-bit binary data words.

There are 65536 different combinations of the 16-bit
binary code from all the Os through to all the 1s, and the
sampling frequency used for the compact disc system is
44.1 kHz.

With a stereo system of recording there are two ana-
logue to digital convertors, with one for the left channel
and one for the right. The process of sampling the ana-
logue information is referred to as quantisation, and the
overall operation can produce certain effects as quant-
isation errors and aliasing noise.



Quantisation Errors

Whenever an analogue signal is sampled, the sampling
frequency represents the actual times of measuring
the signal, whereas quantisation represents the level
of the signal at the sample time. Unfortunately whatever
the length of the data word that portrays or depicts a
specificsample of the analogue signal, quantisation errors
occur when the level of the sampled signal at the moment
of sampling, lies between two quantisation levels.

As an example consider a portion of an analogue sig-
nal, which for convenience of description is converted
into a 4-bit data signal.

The analogue values shown in Fig. 5.2 each relate to a
specific4-bit data word, also the sampling points indicate
the moment when the waveform is sampled in order to
determine the relevant 4-bit data word. The example
shown indicates that at the moment of sampling, the
instantaneous value of the waveform lies between two
specific data words, and thus whichever data word is
selected contains a quantisation error, which, in turn,
reflects an analogue error when that digital information
is converted back into analogue at a later stage.

This problem is related to the specific frequency of the
analogue signal, and also the length of the data words.

Aliasing Noise

During the process of recording analogue information
onto the compact disc, the audio frequencies are first of
all passed through a low-pass filter before being applied
to the analogue to digital convertor as shown in Fig. 5.3
for the left audio channel. The purpose of this filter is to
remove all audio frequencies above 20 kHz. When the
audio signal is converted from analogue to digital, the
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signalis sampled at regular intervals, and the value that is
obtained at each sample interval is in turn converted into
a 16-bit digital signal.

The sampling frequency for compact disc is 44.1 kHz,
and is the standard determined to provide the lowest
acceptable sampling frequency that enables the audio
spectrum of 0-20 kHz to be reproduced as faithfully as
possible, following a criterion that was stated by Nyquist,
working in the Bell Telephone Laboratories in the USA
in 1928. It was he who stated words to the effect that if an
analogue signal is sampled, providing you sample that
signal at a rate of at least twice the highest frequency in
the bandwidth that is being used, it is possible faithfully
to reproduce all the frequencies within that bandwidth.
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Figure 5.3 Low-pass filter and analogue to digital conversion.

Thus with CD, the audio bandwidth being from 0-20
kHz, the logical sampling frequency would be 40 kHz,
but to ensure that effects such as aliasing are minimised,
the standard was set at 44.1 kHz.

As previously mentioned, the audio signal is first fil-
tered via a low-pass filter to remove frequencies in excess
of 20 kHz, the reason for this process being to minimise
the effect of aliasing, which can be caused when frequen-
cies above 20 kHz are passed through to the D to A con-
vertor. The sampling frequency of the D to A convertor
can, in effect, sample frequencies above the audio range
to produce resultant frequencies which can occur within
the audio range (see Fig. 5.4).
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Figure 5.2 Quantisation errors.
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1 KM

Figure 5.4 Frequency spectrum showing the effects of aliasing if the sampling frequency is too low.

Consider a sampling frequency in the D to A conver-
tor of 44 kHz: if a frequency of, say, 33 kHz, as a result of
harmonics outside of the normal listening range from a
particular musical instrument, were to be present and
therefore sampled, a resultant aliasing frequency of 11
kHz would become apparent. In fact as these harmonics
approached the sampling frequency, a range of descend-
ing frequencies could be present.

A similar effect of creating something that was not
there in the first place can be recalled in those early West-
ern movies, when as the wagons began to roll the wheels
appeared at first to go forward, and whilst the wagon
increased in speed, the wheels suddenly seemed to throw
themselves into reverse, with the wagon still maintaining
its forward direction.

As the analogue information is processed into digital
data, in the form of 16-bit data words, there is in effect a
‘natural’ clock frequency regarding this data information,
related to the sampling frequency and the number of bits
in a data word. For the analogue to digital convertor pro-
cessing either channel of the stereo audio information
this clock frequency is 44.1 kHz x 16 = 705.6 kHz.

During the process of preparing the analogue infor-
mation for recording onto the compact disc, and after
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Figure 5.5 Multiplexing the left and right channels.

each of the left and right analogue signals have been sam-
pled and converted into a series of 16-bit data words,
there are now effectively two separate channels of data
information which have to be placed onto what will
become a single track on the compact disc. This is
achieved by passing the separate left and right data
words into a multiplexer (Fig. 5.5), the output of which is
aseries of alternate left and right data words, with the left
data being the first data word from the output, and thus
the first audio data word to appear from the compact
disc.

It is a requirement of the compact disc specification
that the first audio information data word to be laid on
the CD track is a left data word. This is to enable the
decoder within the CD player to ‘know’ that the first
audio data word output from the decoder will be a left
data word and that data word will be ‘directed’ towards
the left audio channel for subsequent processing.
Accordingly the next data word will be a right data word
which will in turn be ‘directed’ towards the right audio
channel.

As a result of this alternating procedure, the natural
clock frequency of the data stream must be increased in
order that the audio information can be maintained
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within the correct time scale. The bit or clock frequency is
increased by two times to 705.6 kHz x 2 = 1.411200 MHz.

Error Correction

Whilst there are benefits to be gained from the process of
digital audio recording as used with the compact disc,
such as the improvements in the dynamic range, signal to
noise ratio and also stereo separation when compared to
the old-fashioned vinyl analogue recordings, problems
do arise when some of the data information becomes
corrupted for some reason. Corruption of the digital data
can occur during the manufacturing process of a compact
disc, or as a result of improper care of the disc arising in
scratches and dirt in various forms becoming present on
the surface of the disc; these effects can cause incorrect
data words which in turn would provide an unsuitable
output (see Fig. 5.6).
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Figure 5.6 Effect of an erroneous data word.

Unfortunately the compact discis not as indestructible
as one was first led to believe, and in fact the treatment of
a compact disc should be on a par to the treatment of a
vinyl long playing record: those original ‘raspberry jam’
demonstrations when compact disc was first unveiled,
have alot to answer for.

The main physical advantage with compact disc is that
it does not wear in use as there is no mechanical ‘stylus’
touching the surface of the disc, the data being read from
the disc via a reflected beam of laser light.

So how does error correction take place? Basically
extrainformation, such as parity bits, is added to the data
steam and eventually recorded onto the compact disc.

When the disc is being played in the CD Player, the
extra information such as the parity bits, assists in identi-
fying any defective words as the data stream is being
processed. The error correction stage within the CD
player applies certain types of correction depending
upon how much error is present. Overall this is an
extremely complex process, for which there are excellent
references available which can provide the enquiring
mind more than enough information in that area: suffice
to say, by the addition of this extra information, it is pos-
sible within the CD player to identify and endeavour to
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‘correct’ the errors, if they are within certain criteria, or
the audio output can be muted if those errors exceed
those criteria (see Fig. 5.7).
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Figure 5.7 The error correction process.

If the errors prove to be too much of a ‘handful’ the CD
player will usually ‘throw in the towel’ and shut down as
far as the operation of that particular disc is concerned.

How are the Errors Corrected?

It is useful at this stage to consider, in a very basic form,
how the errors are effectively ‘corrected’ within the CD
player.

Consider the sampled section of the analogue signal,
compared to the same sample when one of the data
words has gone on ‘walkabout’, which could provide an
incorrect output (Fig. 5.8).

ST argabec! FCTA O ok Ll
Angiigurk Sanill | phowsng ch STl o
Curla W S By o)

Th SUTH L Tolieie) pction ol sha Lir
Al TOnal. Shineiy] Pl o ol Tl
Colctle Winrhy, L2, of =alla®g), &r o
“rldh AP T {0 WA B P
iiympn i Duin WO

Figure 5.8 Comparison of good and faulty data word areas.

The overall processing of the digital information
within compact disc technology is very much a complex
mathematical operation but one of the aims of this book
is to minimise the mathematical content, and endeavour
to consider as much of the technology in a more ‘low key’
approach, and fortunately this approach can be applied
to the principles of error correction. Within the compact
disc player there are three main methods of overcoming
errors as they occur, and depending upon how much
error occurs at a specific moment in time.
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Muting

Itis quite alogical concept that, when an error occurs, the
result of that error would, in real terms, be a different
level data word, which in turn would produce an undesir-
able sound or ‘glitch’ from the output. Again it would be
logical to mute the sound output when an error has been
identified, so that the recipient does not hear undesirable
sounds; unfortunately life rarely follows a logical path.

Consider the sampled signal and the application of
muting when the error occurs. If the portion of the ana-
logue waveform shown in Fig. 5.9 is the motion of the
loudspeaker as it responds to the audio signal, then when
the muting is applied, a bigger and better ‘glitch’ could
occur that would probably be even more undesirable
than the original error if that had been allowed to be
reproduced. In fact history reveals that in the early
design stages of compact disc, when this form of error
correction was applied at high output levels, the final
effect proved detrimental to loudspeakers whereby
the speech coil and the cone parted company quite
effectively. However muting does play its part in the
error correction process, and is normally applied at the
times when an extensive series of errors occur, and other
methods prove unacceptable.
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Figure 5.9 Error correction/concealment — muting.

Previous word hold

Though many of the operations that take place when
manipulating the digital information, whether when
putting that information onto the disc or in the digital
processing within the CD player, a substantial amount of
memory circuits are used, especially within the CD
player itself. In fact as the audio data is being processed
within the player, there is a period of time when all the
digital audio information is sequentially held in memory
for a brief period of time. It could therefore be logical to
replace an ‘iffy’ data word by the nearest one that is simi-
lar in value (Fig. 5.10). When the original analogue signal
is sampled, and each sample turned into a 16-bit word,

there are in fact 65536 different combinations of the
16-bit code from all the Os to all the 1s. Thusitis reasonable
to accept that the previous data word to the error word
could be approximately 1/65000 different in level to the
original correct data word, and as again it is quite logical to
assume that there is no person in existence that is capable
of determining those differences in sound levels, then
previous word hold is an acceptable substitute.
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Figure 5.10 Error correction/concealment — previous word
hold.

Linear interpolation

The previous word hold method of error correction can
be further improved with linear interpolation, where it is
possible to compare the data word before the error word
and the data word after the error word and by taking the
average of the sum of these two words and using this
as the substitute for the error word, it is possible to
achieve a more accurate assumption of the missing word
(Fig. 5.11).
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Figure 5.11 Error correction/concealment — linear
interpolation.

Interleaving

Interleaving is an extremely complex process and is com-
plementary to the error correction process, where the
basic operation is in effect, to ‘jumble up’ the audio data



words on the compact discin a defined arrangement, and
to re-arrange those data words back into their original
order within the compact disc player before the process
of restoring the digital data back into the original ana-
logue information.

The interleaving process is achieved by inserting the
data words into a series of delays. These delays are in
multiples of one sampling period or data word in length
and are in the form of random access memory (RAM),
where they are initially stored and then extracted from
that memory in a strictly defined sequence. This in effect
actually causes data words to be delayed by varying
amounts, which in turn causes the data words to be
effectively ‘jumbled up’ on the disc, and providing these
data words are ‘unjumbled’ within the CD player in the
reverse manner the data words will re-appear in the
correct sequence.

Figure 5.12 illustrates the basic concept of the inter-
leaving process. During the recording process the serial
data words are turned into parallel data words by the
first serial to parallel convertor and then passed into
each delay with the result that the output is the data
words appearing at differing times. These are converted
back into serial data by the subsequent parallel to serial
convertor before eventually arriving onto the compact
disc.

Within the CD player this process is reversed through
aseries of delays which are setin the reverse order, and it
is this operation which effectively ‘restructures’ the data
sequence back into the original order.
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Control Word

After the error correction and interleaving processes, it
is necessary to insert an extra 8-bit data word, which is
referred to as the control word, or sub-code to give it
another title, with another multiplexer performing this
task at regular and specific intervals, (Fig. 5.13).
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Figure 5.13 The control word.

The purpose of the control word is to provide disc
identification information, and each of the 8 bits that
comprise the control word have their own unique identi-
fication. The 8 bits or the control word are labelled with
letters Pto W.

As the data information is ‘laid’ along the track on the
compact disc, the control word is inserted immediately
before a group or block of audio data information, and
immediately after a ‘sync. word’, the purpose of which is
described later.
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Figure 5.12 Basic interleaving/de-interleaving process.
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As the disc rotates within the CD player, the control
word is identified within the processing circuits of the
player, each bit, with its own identification, is inserted
into a specific memory, and the relevant memory is
analysed at regular intervals to determine the data infor-
mation that has been ‘built up’ over a period of time,
whichisin effect after 98 control words have been stored.

Only the P and Q bits are in general use with CD play-
ers, whilst the R through to W bits are intended for use
with computer displays, and the relevant software to dis-
play graphics, such as the words of the song being sung on
the disc, a new concept of ‘Singalong-a-Max’, though not
to be confused with Karaoke. The R through to W bits of
the control word are not in general use with the domestic
disc player.

The P bit is used to ‘inform’ the CD player that the
music from the disc is about to commence, and enables
the internal muting circuits on some of the early CD play-
ers to be switched off enabling the analogue information
to be applied to the audio circuits. The later and more
sophisticated players tend to release the mute circuits in
relation to the availability of the data ready for audio
processing.

The Q bit contains an extensive range of information
including the following:

(a) total playing time

(b) total number of music tracks

(¢) individual music track identification

(d) elapsed playing time for each music track

(e) end of playing area information to enable the player
to be stopped

(f) de-emphasis information: a requirement by the
recording authorities to be able to apply additional
emphasis on any specific track and therefore enable
the relative de-emphasis circuits to be switched in or
out accordingly.

Other information can be available such as copyright,

catalogue number, as well as recording date and serial
number, none of which is used within most domestic
players currently available.

The total playing time and the total number of music
tracks comprise the table of contents (TOC) information
which all CD players require to ‘know’ before commen-
cing to play a compact disc. The control word is processed
within the decoder section of the compact disc player.

Eight to Fourteen Modulation

After the process of interleaving the data, and after
adding the control word, the next major operation is the
technique of eight to fourteen modulation (EFM).

Within this stage of operation during recording
processes onto compact disc, the 16-bit data words are
changed into two 8-bit data words, and each 8-bit data
word is then changed into a 14-bit symbol (Fig. 5.14).
The term symbol is used to differentiate between a data
word of 8 or 16 bits, and its transformation into a 14-bit
word or symbol.

To appreciate the reasons for the technique of eight to
fourteen modulation, it is useful to determine the prob-
lems that can occur when the data is actually put onto the
compact disc, and therefore the basic process of disc
manufacture is now worth considering.

Compact Disc Construction

When a compact disc is manufactured, a disc of glass, of
extremely high precision, is coated with a photo-resist
material, which is sensitive to laser light (Fig. 5.15). This
glass disc is placed into the recording machinery
(Fig. 5.16) at the time of manufacture to expose a fine
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Figure 5.14 Eight to fourteen modulation.
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helical track onto the photo resist material, the width of
the track being 0.5 um.
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Figure 5.15 Glass mastering disk.

The laser exposes the photo-resist surface with a 0.5 pm
width spiral track, as the disc rotates, commencing from
the centre and working towards the outer edge. The laser
beam is operated in relation to the data information,
whereby the laser is switched on and off as the 1s
information appears, creating a track of exposed photo-
resist material which comprises a series of dashes, the
length of which and the intervals between which are
related to when the 1s occur. No Os are recorded onto the
disc, they are re-generated within the CD player.

Whenever a 1 occurs in the digital data, the laser beam
recording the information onto the photo-resist surface
alternately switches ON and OFF as each 1 occurs,
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exposing the photo-resist surface of the disc and creating
aseries of ‘dashes’ 0.5 um wide, the length being depend-
ent on the period or distance between the 1s.

On completion of the recording process, the unex-
posed photo-resist material is chemically removed, leav-
ing a helical track across the surface of the glass disc,
which becomes the master to produce the injection
moulding formers for the mass production of the resul-
tant compact disc. The playing surface of a compact disc
is a thin layer of a special injection moulded plastic mate-
rial, which is indented from the non-playing side, with a
series of ‘pits’, (Fig. 5.17).

The data stream shown in Fig. 5.18 to illustrate how a
disc is manufactured ‘conveniently’ has no consecutive
1s in the data stream; of course the digital data can com-
prise any combination of Os and 1s, and instances will fre-
quently occur when there will be long series of Os or 1s.

When a series of 1s occurs (Fig. 5.19) the following
problems can arise:

(a) the frequency rate will increase;

(b) the ‘pit’ length becomes too short, and would be
shorter than the track width;

(c) the high 1s rate can be integrated within the servo
circuits to create varying DC levels which can cause
the servo circuits to become unstable.

Figure 5.16 Basic mechanical arrangement for disc recording.
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Figure 5.17 Enlarged side view of compact disc, showing pits indented into the back of the playing surface.
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Figure 5.18 The sequence of dashes created where the laser beam has been switched on.
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Figure 5.19 A longsequence of 1s.
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When a series of Os occurs the following problems can
arise:

(a) Without any 1s occurring at regular intervals, the
lock of the phase lock loop (PLL) controlling the
voltage controlled oscillator (VCO) within the CD
player decoder circuit can become unstable.

(b) If a long series of Os causes long distances between
the pits or bumps, the ‘trackability’ of the player can
be affected due to long distances without any track
being present (Fig. 5.20)

To overcome these problems the method of eight to
fourteen modulation was devised, and is purely a process
of being able to effectively transfer the digital data onto
the compact disc without any of the problems that have
been previously outlined.

When a 16-bit word is prepared for the eight to four-
teen modulation process, the 16-bit word is split into two

8-bit words; this stage is easily achieved by taking the first
8 bits followed by the second 8 bits. Of the 8-bit sequence
of data there are 256 different combinations, from all the
Os through to all the 1s.

With the 14-bit code there are 16 364 possible combin-
ations, from all the Os to all the 1s. However there are 267
of these combinations that satisfy the following criteria:

No two 1s are consecutive
A minimum of two 0s exist between two 1s
A maximum of ten Os exist between two 1s

Of the 267 combinations that satisfy the above criteria,
256 have been specifically selected, and put, in effect,
into a ‘look-up’ table. Each 8-bit combination is then
‘paired’ with a specific 14-bit code, of which three ex-
amples are shown below:

00000010=10010000100000
01011001=10000000000100
11111100=01000000010010

The new 14-bit ‘symbols’ now represent the original data
information when ‘embodied’ onto the compact disc, and
when this information is retrieved from the disc within
the CD player, another ‘look-up’ table enables the 14-bit
data to be transferred back into the original 8-bit code,

100000000000 00D0000000G00000001000

Figure 5.20 A long sequence of 0s.
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and two 8-bit ‘words’ together now comprise the original
16-bit word that was developed in the beginning.

The Eight to Fourteen Modulation Process (Fig. 5.21)

Consider the following 16-bit word
0111101001111100
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Inp Eight ta Foureen Chalpul
Wedulator

Figure 5.21 The eight to fourteen modulator.
which is split into two 8-bit words

01111010 01111100
and fed into the eight to fourteen modulator, where they
are converted into two 14-bit symbols:

10010000000010 01000000000010
Again consider the following 16-bit word

0111101001111100
split into two 8-bit words

01111010 01111100
and fed into the eight to fourteen modulator (Fig. 5.22).
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Figure 5.22 Details of eight to fourteen modulation on a
typical word.

Coupling Bits

From the above process, it can be observed that three
extra bits have been inserted between each 14-bit ‘sym-
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bol’, which are referred to as coupling bits. The purpose
of these extra bits is to allow for the fact that throughout
the eight to fourteen modulation process, it could not be
guaranteed that when one 14-bit symbol ended in a 1,
that the next 14-bit symbol would not commence in a 1,
therefore disrupting the achievements gained with this
process.

The extra bits are inserted under ‘computer control’
by analysing subsequent symbols in order that the rele-
vant extra bits enable the required criteria to be main-
tained. In fact these extra bits are identified within the
processing circuits of the CD player and then literally
‘thrown away’ as they fulfil no further function.

Pit Lengths

As a result of the eight to fourteen modulation process,
there are only nine different ‘pit’ lengths to carry all the
necessary digital data and information for effective CD
player operation.

Reference is made in Fig. 5.23 to the final clock fre-
quency of 4.3218 MHz, which is the final ‘clock’ rate for
the data on compact disc, and will be referred to later.
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Figure 5.23 (a) The nine possible pit lengths.
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Figure 5.23 (b) comparison of pit lengths.

Sync. Word

The final information to be inserted in the recording
sequence is the sync. word, which is used in the compact
disc player, as the ‘start point’ for the data to commence
the necessary processing, and also as a signal to be com-
pared for the disc speed control circuits.

The sync. signal is uniquely different to all other data
information on compact disc, and comprises a 24-bit
word as follows (Fig. 5.24):

100000000001000000000010

The diagram showing how the track is laid down (Fig.
5.25) indicates how the data is positioned within one
frame.

The path of the original analogue signal fromits humble
beginnings through to becoming an almost insignificant
part of a ‘pit’ or ‘bump’, depending upon which way you
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Figure 5.24 The sync. word.

are looking at the disc, or even the space between, has now
been completed.
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Figure 5.25 Basic compact disc system track detail.

Compact disc technology is a very complex process,
and it is often a wonder that the technology works as well
as it does, especially when installed in a motor vehicle
bumping along some of the ‘better’ highways.

Many engineers have been known to almost run the
other way when it comes to compact disc player sevicing,
but with a reasonable amount of knowledge they do not
constitute a major problem, and having considered some
of the basic concepts of the compact disc, it is now
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worthwhile considering a typical compact disc player and
its basic operation.

The block diagram of the compact disc player is shown
at Fig. 5.26. The main function of the unit is to play the
compact disc at the relevant speed and retrieve the digit-
al data from the disc by means of a reflected laser beam,
and reproduce that digital data back into the original
analogue form as accurately as possible.

Much of a compact disc player comprises various servo
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Figure 5.26 Compact disc player — basic block diagram.
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systems that enable the laser beam to be accurately
focused onto the surface of the disc and simultaneously
track the laser beam across the surface of the disc, whilst
itis rotated at the correct speed.

All compact disc players are required to operate in a
specific manner, the sequence of which is controlled by
some form of system control. Most of the electronic
operations take place within large-scale integrated cir-
cuits, which despite their complexity, are usually
extremely reliable.

Mechanical operations are relatively simple and are
limited to motors to drive the disc, optical assembly and
the loading and unloading mechanism, and a pair of coils
which enable the lens within the optical assembly to
move vertically and laterally.

Optical Assembly

A typical optical assembly arrangement is outlined in
Fig.5.27,and is of the three beam type, which is typical of
optical assemblies in most CD players.

Suwm Warw Secton o Compact Dhac

Reference to the diagram indicates that an optical
assembly, or pick-up unit, can comprise a fair number of
components, each of which are identified and described
as follows:

Laser and photo diode assembly

The laser diode (LD) emits a single beam of low power
infra-red laser light, the power of which is maintained at a
stabilised power level in conjunction with the photo diode
(PD) and an automatic power control (APC) circuit.

The laser output power of a typical optical assembly
within the domestic range of compact disc player is usu-
ally in the region of 0.12 mW (120 microwatts).

Diffraction grating

Most optical assemblies used in current compact disc play-
ers are of the three beam type, where the main beam is
used for dataretrieval from the disc, as well as maintaining
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Figure 5.27 Optical assembly.
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focus of the laser beam onto the compact disc, and the
other two beams, side beams, provide the tracking
information. The diffraction grating, a very small lens
similar to the much larger ‘add on’ lens used in photog-
raphy to provide multiple images, enables the required
three beams to be obtained from the single laser beam.

Polarised prism

This prism enables the direct laser light to be passed
through to the compact disc, whilst the reflected light
from the disc is deflected towards the PD array. The
reflective surface of the prism is polarised to ensure that
the reflected light is efficiently passed to the PD array.

Collimation lens

This lens together with the objective lens ensures that the
correct focal length of the optical assembly is achieved.

Quarter-wave plate (polarising filter)

This filter causes the optical polarisation of the direct
laser beam compared to the reflected laser light from the
disc to differ by 90 degrees and ensures that the reflected
light is of the correct polarisation to be efficiently
deflected by the polarised prism towards the PD array.

Objective lens

This lens can be observed on the optical assembly and is
capable of moving vertically to enable focus to be
achieved onto the compact disc, and moving laterally to
allow the laser beam to track across the disc. To enable
the lateral and vertical movements to be achieved, a pair
of coils, one for each operation, are attached to the lens
and operated by the relevant servo control circuits.

Photo detector (PD) array

This unit comprises six photo diodes arranged as shown
in Fig. 5.28. These diodes are used to retrieve the digital
information from the compact disc, to develop the
signals for focusing the laser beam onto the disc and to
enable the laser beam to track across the disc.

The photo diodes are connected to separate circuits to
process the data retrieval, focus and tracking operations.
To obtain the required signal for the focus operation the
A, B, C, and D photo diodes are connected in a certain
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manner to obtain the required signal in conjunction with
the effect of the cylindrical lens.
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Figure 5.28 Photo detector array.
Cylindrical lens

The purpose of this lens is to enable the focus signal to be
developed. When the laser beam is in focus on the com-
pact disc, a circular beam of laser light, the centre beam,
will land equally on the surface of the centre four photo
diodes A, B, C, and D. Should the laser beam go out of
focus in one direction or the other (Fig. 5.29), the cylin-
drical lens will distort the beam into an ellipse, which will
effect the diagonal photo diodes A and D or B and D,
depending upon which direction the mis-focus has
occurred.
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Figure 5.29 A method of developing the focus error signal.

Other methods of determining the focus error signal
have made their appearance during the development of
compact disc players, but the method described above is
typical of many of the optical assemblies currently in use.

Another method that made a brief appearance with
manufacturers was the critical angle prism (Fig. 5.30)
that made use of an optical phenomenon where by a
focused beam of light moved fractionally sideways when
reflected through a prism, with the angle of the reflected
surface set at a specific angle. This system was usually
associated with single-beam optical assemblies, but usu-
ally involved more complicated electronic circuitry to
develop the separate focus and tracking error signals.

The signals from the photo diode array are processed
to produce three basic signals, which comprise the data
from the disc, plus the focus and the tracking signals. The
basic circuit illustrated in Fig. 5.31 is normally contained
within an integrated circuit, with the relevant outputs as
indicated.
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Figure 5.30 Critical angle prism (angle of prism surface to
reflected laser beam = 42 degrees).

PD array outputs

The six photo diode elements provide outputs which are
related to reflected information from the playing surface
of the compact disc, with the four centre elements, A, B,
C, and D, being connected diagonally to form two pairs
of A and D as well as B and C. These two pairs are fed to
the focus error amplifier and also the summation ampli-
fier. Photo diode elements E and F are each fed to the
tracking error amplifier. (See Fig. 5.31.)
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Figure 5.31 PD array signal processing.

Focus error amplifier

This circuit amplifies the two pairs of signals from the A,
B, C, and D elements, and then the signals are passed to
a differential amplifier to provide the focus error output,
the value and polarity of which is related to the amount
and direction of focus error.

‘When the in-focus situation is achieved, the focus error
signal will be zero, but when mis-focus occurs, then,
depending upon the direction that the out of focus situ-
ation arises, the polarity of the signal will be either
positive or negative with respect to zero, and the amount
or level of the signal will relate to the extent of the
mis-focus.

Tracking error amplifier

The outputs from the E and F elements are used for
tracking purposes only. As the compact disc rotates, the
helical track on the disc causes different amounts of
reflectivity from the surface of the disc: this, in turn,
develops an output from the differential amplifier which
produces the tracking error signal, a signal or voltage, the
value and polarity of which will be related to the amount
and direction of tracking error.

Summation amplifier

The input to this amplifier comprises the two pairs of out-
puts from the A, B, C,and D elements. These two pairs of
signals are summed or added together within this ampli-
fier to produce an output which is the sum of the four
centre elements added together. This signal is usually
referred to as the RF signal or eye pattern waveform (Fig.
5.32) and comprises the data information from the com-
pact disc which is to be further processed in order that the
original analogue audio information may be obtained.
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Figure 5.32 Eye pattern waveform. Resultant signal due to
the variations in intensity of reflected laser beam light from the
playing surface or ‘pits’ on the compact disc. (T = one cycle of
4.3218 MHz).

The output from this amplifier is fed via a capacitor to
three more circuits. The purpose of the capacitor is
twofold; firstly to isolate any DC content from the sum-
mation amplifier and to produce an RF output signal,
comprising frequencies within the range of 196 to 720
kHz with the level varying either side of zero depending
upon the reflectivity of the laser beam from the playing



surface of the compact disc. Secondly, the waveform
resulting from the reflected signals from the disc does not
tend to be symmetrical due to variations during disc
manufacture, as well as the actual shape of the pits or
bumps on the disc. Here the capacitor tends to ensure
that the waveform is reasonably symmetrical either side
of the zero line, and therefore as the waveform effect-
ively crosses the zero line, can indicate that a ‘1’ is pre-
sent within the data stream.

The RF or eye pattern waveform is characteristic of
any compact disc player and virtually any type of com-
pact disc. The period lengths are related to the differing
lengths of the ‘pits’ or ‘bumps’ on the playing surface of
the disc, which in turn are related to the final clock fre-
quency as a result of all the various processing of the data
that takes place prior to the recording of the data onto
the compact disc.

The shortest period in the waveforms are the result of
the shortest pit length or space between pits, and is
equivalent to three cycles of the final clock frequency of
4.3218 MHz. Each period length thereafter is equal to
the next pit length and therefore a further cycle of the
final clock frequency.

EFM comparator

The RF signal from the capacitor is now passed to the
EFM comparator, where it is effectively amplified to
provide a square wave output with clean or steep leading
and trailing edges. It is extremely important to obtain a
square output as the leading and trailing edges indicate
when a ‘1’ occurs within the data stream.

During the manufacturing process of the compact disc
in the injection mould or ‘pressing’ stage, variations in
quality can occur during the lifetime of a specific mould
as it begins to wear with each successive ‘pressing’, caus-
ing the edges of the pits or bumps to become less defined
(Fig. 5.33). This can result in problems within the com-
pact disc player of identifying when a pit starts or com-
mences, and thus impair its ability to produce a ‘1’ at the
correct point in time.
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Figure 5.33 How poor quality pressing can effect pit shapes.

The EFM comparator within most CD players has two
inputs, one being the RF signal, and the other being the
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ASY (asymmetry) voltage or reference voltage, which is
related to the timing of the EFM, or squared RF signal
waveform, compared with a phase locked clock (PLCK)
within the decoder, which after filtering, produces a refer-
ence voltage (ASY) for the EFM comparator to operate.
The resultant output from the comparator is now passed
to the decoder for further processing, to eventually enable
the required 16-bit data words to be obtained for conver-
sion back into their original analogue counterparts.

FOK amplifier

When a compact disc is inserted into the player, it is
necessary for the focus servo initially to operate the
objective lens to achieve focus onto the playing surface
of the disc. This is achieved by causing the lens to elevate
up and down, usually two or three times, and when focus
has been achieved, which is related to a maximum RF
signal from the disc, a HIGH output will be obtained
from the FOK amplifier (focus OK), which in turn
communicates to the relevant control circuits that focus
has been achieved.

In many players the FOK signal is also used to inform
the control circuits of the player that a disc is present and
ready for playing.

Mirror amplifier

The tracking servo enables the laser beam to move grad-
ually across the playing surface of the compact disc by a
combination of moving the objective sideways as well as
physically moving the complete optical assembly.

It is possible for the servo to allow the laser beam to
track between the tracks containing the digital informa-
tion, therefore it is essential for the tracking servo to
‘know’ that it is tracking correctly along the data track.

The mirror signal enables the control circuits to be
aware that incorrect tracking may be occurring, and this
is determined by the fact that this signal will be LOW
when actually ‘on track” and HIGH when ‘off track’. If
this signal stays HIGH beyond a defined period of time,
the control circuit will effectively give the tracking servo
a ‘kick’ until the mirror signal maintains a LOW level,
thereby indicating an ‘on track’ condition.

The mirror signal is also used when track jumping
takes place when a new music track on the discis selected
by the operator. The start of the required music track is
computed within the player and the optical assembly tra-
verses across the disc whilst simultaneously counting
individual tracks as they are crossed.
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Servo Circuits

Within most compact disc players there are usually four
individual servo systems:

Focus servo —To maintain the laser beam ‘in-focus’ on
the playing surface of the compact disc, by the vertical
movement of the objective 1 lens.

Tracking servo — To enable the laser beam to track
across the playing surface of the compact disc by the
sideways movement of the objective lens.

Carriage servo — Fractionally to move the optical
assembly when the objective lens begins to reach the
limits of its operation. This servo works in conjunction
with the tracking servo, and is often described as either
the sled servo or slider servo.

Spindle servo — The speed of the disc is related to the
position of the laser beam, and therefore the optical
assembly, as it obtains the data information from the
compact disc. The data rate from the compact disc is
compared to an internal reference within the compact
disc player, usually a crystal frequency source for sta-
bility, with a resultant signal to enable the compact
disc to rotate at the correct speed, which is in the
region of 500 rpm at the centre or start of the disc,
decreasing to around 180 rpm at the end of a 12 cm
compact disc. As the data is processed within the
decoder, the 16-bit data words are briefly stored in a
random access memory (RAM), and then taken out of
the memory as required. This operation is linked to the
crystal clock that drives the disc at the approximately
correct speed, and as the data is removed from the
memory, the disc speed will increase and decrease to
maintain a certain amount of data within the RAM.
This servo is frequently referred to as the disc servo or
occasionally as the turntable servo.

Focus servo (Fig. 5.34)

The focus servo amplifies the focus error signal and
applies the signal to the focus coil which is attached to the
objective lens, to enable it to move vertically to maintain
focus on the playing surface of the compact disc.
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Figure 5.34 Focus servo.
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The system control circuit controls the operation of
the servo, ensuring that it operates at the correct time
usually after the laser has been switched on. The first
operation is to cause the lens to move vertically in order
tosearch for the correct focal point; having achieved this,
and when the FOK signal has been received, the servo
will then be allowed to operate normally maintaining the
required ‘in-focus’ condition. During the focus search
sequence the first amplifier stage is normally switched off
to prevent the developing focus error signal from coun-
teracting the search operation.

Tracking servo (Fig. 5.35)

The tracking servo has many similarities to the focus
servo, but its function is to enable the tracking error sig-
nal to be amplified and passed to the tracking coil, which
in turn is attached to the objective lens to enable the rel-
evant sideways movement to maintain the tracking
requirement across the playing surface of the compact
disc.
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Figure 5.35 Tracking servo.

The objective lens has only a limited amount of lateral
or sideways movement, approximately 2 mm, but as the
movement increases laterally this can be interpreted as
an increasing output from the tracking circuit which can
be used to drive the carriage servo when necessary.

Again the system control circuits control the operation
of the tracking servo, enabling the servo to commence
the tracking function when the compact disc is rotating,
which on many players commences after the laser has
been switched on and the focus servo has, in turn, com-
menced its own operation.

Carriage servo (Fig. 5.36)

The function of the carriage servo is to move the optical
assembly gradually across the surface of the compact disc
by driving the carriage motor which, in turn, is mechan-
ically connected via a long threaded drive to the optical
assembly. The gearing ratio is extremely high with the
effect that it can take up to 75 minutes, depending on the
playing time of the compact disc, to enable the optical



assembly to cover the playing area of the disc, which can
be in the region of 4.5 cm.
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Figure 5.36 Carriage servo

As the objective lens moves laterally, up to approxi-
mately 1 mm of movement, in conjunction with the track-
ing servo, the increasing signal to the tracking coil is
passed to the carriage servo where it is amplified. When
the output voltage has reached a level sufficient to oper-
ate the carriage motor, the motor operates to move the
optical assembly a very small amount. Simultaneously
the objective lens centralises its position again, with the
resultant decrease in the signal to the tracking coil stop-
ping the carriage motor, until the level has increased
again to repeat the process. This procedure continues
until the disc has completed the playing sequence.

Some compact disc players utilise a linear drive motor
system instead of a conventional motor, with a similar if
not more complicated operating process. Again the
servo is controlled by the system control circuit, which
allows the carriage servo to come into operation when
the tracking servo is functioning, but also signals can be
developed from the control circuit which drives the
motor during track location sequences when searching
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for selected music tracks on the disc, as well as returning
the optical assembly back to the centre or start position
on completion of playing the compact disc, in readiness
for playing another.

Spindle servo

This servo is required to rotate the compact disc at the cor-
rect speed within the range of approximately 500 to 180
rpm. The data retrieved from the disc is compared to an
internal reference within the compact disc player to pro-
duce a control voltage which drives the disc at the correct
speed compatible with the correct data rate from the disc.

The effective clock frequency from the disc is 4.3218
MHz, with 588 bits of the digital information comprising
one frame of information. Dividing 4.3218 MHz by 588
provides a frame or sync. frequency of 7.35 kHz.

The majority of the spindle servo circuitry is contained
within the decoder, and despite its apparent complexity,
its operation proves to be extremely reliable in the
majority of compact disc players. When the compact disc
is operating normally the disc runs at a speed which
enables the surface speed passing the laser beam to be in
the region of 1.2 to 1.4 metres per second. As the optical
assembly tracks towards the outer edge of the disc the
disc will appear to slow down as it maintains a constant
linear velocity (CLV) of 1.2-1.4 m/s, which in effect is
maintaining a constant data rate from the disc. A simpli-
fied block diagram of the spindle motor is illustrated in
Fig. 5.37, with the four important sections being a crystal
reference oscillator, a phase locked loop voltage con-
trolled oscillator, together with rough and fine servos.
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Figure 5.37

Block diagram of spindle or disc motor servo system.
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Essentially the reference crystal oscillator is the ‘mas-
ter reference’ with respect to the overall operation of the
spindle servo. In most compact disc players the disc com-
mences spinning once the laser has been switched on and
focus has been achieved. The system control circuit
‘kick’ starts the motor, via the MON (motor ON) signal,
and as the motor gathers speed a period occurs during
which the effective data rate coming from the disc (the
EFM signal) approaches 4.3218 MHz. The EFM infor-
mation is passed to various sections but one particular
path is via a phase comparator to enable a voltage con-
trolled oscillator to produce an output frequency of
8.6436 MHz, which is twice the effective frequency from
the disc, to enable improved frequency lock and stability
of the VCO.

The VCO frequency is divided by two to produce the
CD clock frequency which is passed to the VCO timing
circuits to produce two frequencies of 612.5 Hz and
1.8375 MHz. At the same time the ‘master reference’ fre-
quency of 8.4672 MHz is passed to the crystal oscillator
timing circuits to produce the same two frequencies. The
higher frequency of 1.8375 MHz is used to control the
rough speed of the motor, whilst the lower frequency of
612.5 Hz becomes the phase or fine speed control.

The outputs from the coarse and fine servos are passed
to the CLV control and then on to the motor control to
provide the necessary signals to drive the spindle motor
at the correct speed.

The MDS and MDP provide the required motor speed
and phase signals, with the MON providing the motor
on/off control. The FSW signal controls the operation of
a filter circuit within the motor drive circuit to enable its
sensitivity to be varied to provide improved motor con-
trol, with a lower sensitivity whilst the motor is running
up to speed, and a higher sensitivity once the motor has
achieved the correct speed during normal playing of the
compact disc.

As the data is extracted from the disc, it is initially neces-
sary to identify the sync. signal, in order to identify the
14-bit symbols that immediately follow. These symbols
are now converted back into the original 8-bit words, and
the restructured 16-bit words are fed to the random
access memory (RAM) for the purpose of error correc-
tion and re-assembling the data words back into their
correct order (de-interleaving).

Within the RAM there are defined upper and lower
limits of acceptable data storage, identifiable by the
RAM address lines, and should the storage fall below the
lower acceptable level the disc is momentarily increased
in speed, effectively to top up the RAM to within the
accepted limits. Likewise, as the upper limit is reached
then the disc speed is momentarily decreased to prevent
overloading the memory, with subsequent loss of infor-
mation. This fractional variation in speed is achieved by

altering part of the dividing function within the crystal
oscillator timing circuit to slightly alter the phase servo
control to increase or decrease the speed accordingly.

Many references are made to the fact that the wow and
flutter of compact disc is virtually immeasurable, whilst
from the foregoing it is fairly obvious that the spindle
motor suffers excessive wow and flutter, but the fact that
the datais clocked through the random access memory at
arate linked to the crystal reference oscillator, the stabil-
ity of which may be measured in so many parts per mil-
lion, reduces wow and flutter to this same order of
magnitude.

The Decoder

Much of the spindle servo circuitry is usually contained
within the decoder, but despite its apparently small size
as component within the compact disc player, usually
about the size of a standard postage stamp, it is fair to say
that the decoder does quite a lot of work, with the sup-
port of a small amount of external circuitry.

Figure 5.38 illustrates the main features of the decoder
section of a compact disc player. Most of the decoder sec-
tion of a compact disc player is contained within an inte-
grated circuit, the size of which is comparable to that of a
postage stamp.

Once the data from the disc has been initially processed
from the original pits or bumps, the data is identified as
the eight to fourteen modulation (EFM) signal and thus
becomes the input to the decoder. Amongst the many
processes that now takes place, this signal is used to phase
lock a voltage controlled oscillator (VCO), usually oper-
ating at 8.64 MHz, twice the effective compact disc clock
frequency. The sync signal is removed within the 23-bit
shift register, and passed to the frame sync circuits, with
the main bulk of the data now passing to the EFM
demodulator. Within the EFM demodulator, the 14-bit
symbols are restored to their original 8-bit counterparts,
with the three coupling bits being virtually discarded.
With the exception of the 8-bit control word, the remain-
ing 8-bit data words are now paired together to form the
original 16-bit data words that are in effect the digital
samples of the original analogue information, but in a
‘jumbled up’ condition as a result of the interleaving
process.

De-interleaving takes place with the use of the random
access memory, with error correction being applied
using interpolation and relevant substitutions from the
RAM as applicable, resulting from the error correction
information contained within the CRCC data from the
disc. The 8-bit control word is detected by the sub-code
detector, with the P and Q bits being utilised accordingly.
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Figure 5.38 Basic decoder block diagram.

System control plays its own part in the operation of
the CD player by ‘kick starting’ the disc and detecting
that datais being retrieved from the disc. If any errors are
being detected the system control will make decisions as
to the type of correction to be applied, and if too many
errors occur will, in due course, stop the operation of the
player. An interface is also present to link up to the focus
and tracking servos to ensure their correct operation.

The final digital data for processing into analogue can
be either in serial or parallel form, with serial data being
the normal requirement for domestic CD players, and is
usually fed in modern players to a digital filter for the
next stage of processing.

The complete decoder operation is strictly controlled
by the crystal control circuit which acts as a master refer-
ence for the majority of the decoder functions.

Digital Filtering and Digital to Analogue Conversion

When the digital data has been converted back into its
original analogue form, it is necessary to pass the ana-
logue signals through a filter network to remove any
effects of the sampling frequency, 44.1 kHz, which would
appear as interference in the form of aliasing noise in the
analogue output circuits. In order that the effects of the
interference are minimised it is essential that the first
subharmonic of the sampling frequency, 22.05 kHz is
removed to ensure that any effects from 44.1 kHz will be
minimal (Fig. 5.39). However the filter cut-off character-
istics must operate from 20 kHz to 20.05 kHz, a cut-off

rate which is not possible with conventional inductive,
capacitive, resistive filters without degrading the ana-
logue top-end frequency response, which was a problem
with the earlier compact disc players.
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Figure 5.39 Problems with conventional sampling at
Fs =44.1 kHz.

Many developments have occurred within compact
disc players with respect to improvements in the digital
to analogue conversion and filtering stages, and whilst fil-
tering is an area to be improved, it is worthwhile consider-
ing the restructuring of the analogue information from
the digital data from the compact disc (Fig. 5.40).

As can be seen from Fig. 5.40 another problem occurs
with respect to quantisation noise, whereby noise pulses
can occur at the sampling points, which though at 44.1
kHz, can still cause effects to decrease the signal to noise
ratio of the CD player.
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Figure 5.40 Restructing the original analogue information.

A method of overcoming both of these problems, i.e.
reduction in the high frequency response in order to
overcome aliasing noise and the effect of quantisation
noise, is to introduce the technique of oversampling. But
it must be remembered that the digital data on the com-
pactdiscis effectively 16-bit data words at a sampling fre-
quency of 44.1 kHz and therefore cannot be altered,
whereas techniques within the CD player can.

By the use of additional memory, delaying and multi-
plication techniques it is possible to make acceptable
predictions of a data word that can be included between
any two of the sampling points described in Fig. 5.40.

A simple method of describing the achievement of an
additional data word which can be effectively ‘fitted in
between’ two original samples is by interpolation, i.e.
add two consecutive data words together, divide by two
and fit the result in between the two original samples.
Two important factors emerge from this concept:

1. The sampling frequency must double in frequency to
88.2 kHz.

2. Quantisation noise will reduce, thereby improving
the signal to noise ratio.

The effective doubling of the sampling frequency
ensures that a conventional filter can be used to remove
the first sub-harmonic, which is now 44.1 kHz, with the
effect of improving the high frequency response of the
CD player.

Figures 5.41 (a) and (b) illustrate the effect of two
times and four times oversampling techniques, though
many players utilise even higher sampling frequencies,
especially in the realms of bit stream digital to analogue
methods which will be highlighted later.
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Figure 5.41 Oversampling: (a) two times oversampling.
Fs = 88.2 kHz: (b) four times oversampling, Fs = 176.4 kHz.
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The frequency response of the filtering circuits in the
output stages is illustrated in Fig. 5.42, where a new sam-
pling frequency of four times the standard used on the
compact disc, i.e. 176.4 kHz, enables a more conven-
tional filter with less steep characteristics, to be designed.

Digital filtering

The increases in the sampling frequencies can be
achieved by multiplication and delaying techniques as
illustrated in Fig. 5.43.

From Fig. 5.42 it may be appreciated with the concept
of four times oversampling it is possible to obtain three
extra digitally produced data words, which are in fact

predictions, to be inserted between any two actual sam-
ples from the compact disc.

With the technique of delaying the original 16-bit data
words, and then multiplying each resultant word four
times, each multiplication being a different co-efficient, a
resultant series of 28-bit words are produced. By sum-
ming a complete sequence or group of these resultant
28-bit words, a weighted average of a large number of
samples can be achieved, and whilst this description
relates to four times oversampling, further improve-
ments can be achieved using eight times oversampling,
where the sampling frequency now becomes 352.8 kHz.

The resultant 28-bit data words are passed to noise
shaping circuits where further improvements in the sig-
nal to noise ratio can be achieved.
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Figure 5.43 Basic illustration of digital filtering.



90 Compact Disc Technology

comprtigd ol B 10 ol
Sagnahipd Bip. o e 20 BO
Cuna Wond Iapst
HHEE SHAPING DEGITAL CAFTPUT
18 BATS (MSE)}
(AT EHE)
LEGMAL INPLT ——
) SUBTRACTOR 1P vt Canrrimmtion
28 BTG
[17. 5 K]
Hogd Figet]  afsirel that S kol
The Demysd 17 Lsan Sy ol ol CHgie! Dias & bprcplgrnd do &
Sgaioan iy Pl Ppecpaiesy Eared Bp gty
i subtracisd Boen we Plbrivn] and Improved Tignal Lo Mol o
1 2 BIT Dats W
Thin vl snabim hy Sagnpl 1o
Moma Fabo 10 b srnceed
DELAY

The Cisliy Saeldh Sk
ctha 12 Ban IL5H) Ty o
dF  Samghiy Peos
e Vs Kk

Figure 5.44 The noise shaping process.

Noise shaping

Noise shaping circuits (Fig. 5.44) can be used to improve
the signal to noise ratio, by utilising the fact that the noise
level of the signal is contained within the least significant
bitarea, and by extracting the 12-least significant bits and
delaying them by one sampling period and then subtract-
ing the resultant from the input signal, the output com-
prises the 16 most significant bits. Figure 5.42 provides an
example of this concept, and can be identified as a single
integration type of noise shaping circuit.

More complex types are available comprising double
integration or even multi-stage noise shaping (MASH)
circuits, all of which are progressions in the evolution, by
various manufacturers, of the processing of the original
16-bit data words coming from the compact disc. The
basic concept of these will be covered at a later stage.

The 16-bit data words from the noise shaping circuit
can now be passed to the digital to analogue convertor for
restoring back into the original analogue information.

Digital to analogue conversion

The 16-bit data words are passed to the D to A convertor
where the data information in terms of Os and 1s controls
internal switches to enable a current to be produced that
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ideally relates to the original analogue value of the signal
when it was first recorded onto compact disc.

The simplified diagram (Fig. 5.45) illustrates a series of
current generators, each of which provide a current that
is equal to half of the current provided by its left-hand
counterpart. The left-hand current generator will pro-
vide half of the total value of current available.
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Figure 5.45 Digital to analogue conversion by current
switching.

The 16-bit data word is passed into the circuit, and
whenever a 1 occurs within the word, the relevant switch
S1-S16 will close, and the sum of the currents related to
where the 1s occur will pass the current to voltage con-



vertor to provide an output which should be equivalent
to the original analogue value at the moment of sampling
or quantisation during the recording process.

Each subsequent data word will therefore enable the
original analogue signal to be sequentially restructured,
and therefore the speed of operation is related to the
sampling frequency of the data words being applied.
However D to A convertors suffer from inherent prob-
lems that can cause discrepancies in the output signal in
the form of non-linearity errors, zero cross-over distor-
tion and glitches.

Non-linearity errors

Each current generator is usually formed by a resistive
network to enable a specific current to flow, and it is
essential for each generator to be a specific fraction of the
one next to it. Thus if the MSB current generator is
designed to provide half of the total current required,
then the next generator must provide half of that value
and so forth. Any variations of these tolerances will not
enable a faithful reproduction of the original analogue
signal to be achieved.

Zero cross-over distortion

When the analogue signal is operating within its positive
half cycle the 16-bit digital data will be the complement
of its opposite negative value, thus as the analogue signal
traverses the zero cross-over point the sequence of bits
will be reversed. The MSB during the positive half cycle
is always a 0, whilst during the negative half cycle the
MSB will always be a 1. Therefore with low level signals
and any non-linearity within the LSB area of the D to A
convertor, distortion of the signal output can be caused.

Glitches

These are caused when any of the switches do not oper-
ate at the precise moment of the occurrence of each rele-
vant bit, with the result that an incorrect output can be
momentarily achieved.

To overcome some of these problems, 18-bit and 20-
bit D to A convertors have been designed which enable a
more faithful replication of the original signal to be
achieved. Eighteen or 20-bit data words can be derived
from the digital filtering or oversampling process, but
whether it be a 16, 18 or even 20-bit D to A convertor,
accurate manufacture of these items for the domestic
compact disc player can prove extremely expensive.

Another method of digital to analogue conversion
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proving to be extremely popular with modern players is
the bit stream or one bit system.

As previously mentioned there has been a gradual
evolution, by various manufacturers, regarding the pro-
cessing of the digital data back into its original analogue
form as accurately as possible, and noise shaping is an
essential pre-requisite.

Multi-stage noise shaping

The digital input from the digital filter can be in the
order of 16-bit data words at a sampling frequency of
eight times the original sampling frequency (i.e. 8F, =
8 x 44.1 kHz = 352.8 kHz). This implies that there are
seven interpolated samples between any two data words
from the compact disc. The multi-stage noise shaping
circuit now processes the digital input at a much higher
rate, in the order of 32 times the original sampling fre-
quency (ie. 32F =441 kHzx32=1.411 MHz); it
would appear at this stage that frequencies are becom-
ing inordinately high when compared to the original
sampling frequency. But the implication now is that at
32F there must be 31 interpolated samples between any
two data words from the disc, and as a result of this it is
now not necessary to maintain such a high number of
bits in each data word. In fact the output from the
MASH circuit (Fig. 5.46) is in 4-bit form, which will pro-
vide sufficient detail to effectively indicate the analogue
content in due course.
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Figure 5.46 Multistage noise shaping.

The 4-bit output is passed to a pulse width modulator,
in which 11 of the possible 4-bit combinations are used to
provide 11 different pulse widths, the width of these
pulses being related to the analogue information. By
passing these varying pulse widths to a low-pass filter, or
integrator, the required analogue output is obtained.
(See Fig.5.47.)

Whilst a high clock frequency is used, timing circuits
will provide the relevant clock frequencies for the
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different circuits. The output from the pulse width
modulator is described as 1-bit information insomuch
that it is a series of single pulses the width of which is
varying, up to eleven different widths, and is therefore
not a stream of data.
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Figure 5.47 Pulse width modulation.

Passing the information through a low-pass filter
enables the original analogue information to be
retrieved with much greater accuracy and simplicity
compared to the more conventional method of digital to
analogue conversion, and therefore the problems of non-
linearity, zero cross-over distortion, and glitches are
resolved. There is, however, one main problem with this
method and that is jitter (Fig. 5.48), which is related to
the accuracy of the actual start and finishing points of
each pulse width, and which can effect the final sound
quality. This can be quite effectively resolved by a fur-
ther development of the bit stream concept with the
introduction of pulse density modulation, instead of
pulse width modulation. In effect, a varying series of very
high frequency pulses (384 Fi.e. 16.934 MHz), are used,
and again, passing these through the low-pass filter pro-
duces the desired analogue output.

Figure 5.48 1 bit pulses, locked to the clock, but varying
in width.

With the pulse density concept the circuit arrange-
ment is virtually identical, the main difference being that
instead of producing varying pulse widths, suffering from

possible jitter, a stream of 384 F, pulses is used, the num-
ber or density of which will relate to the original ana-
logue output from the low-pass filter. (See Fig. 5.49.)

The pulse density modulation or bit stream principle is
virtually the latest technology being utilised within com-
pact disc players and it is difficult to see where further
developments can occur. No doubt the Sony MiniDisc
will be the next development as a source of permanent
recorded material for domestic use, with the probability
of digital audio tape (DAT) and/or digital compact cas-
sette (DCC) being the main future concerning owner
recordable material until the compact disc recorder
makes its long awaited appearance for general domestic
use.
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Figure 5.49 Pulse density modulation.

This compact disc technology section is intended for
the reader to achieve an appreciation of most of the con-
cepts being used with this particular aspect of recorded
media, providing an overall view without emphasising
any particular manufacturers methods or techniques.
For any reader wishing to pursue any particular topic in
greater depth there is available a wide range of publica-
tions of which a brief selection is offered below.
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6 Digital Audio Recording
John Watkinson

In the previous chapters the conversion from analogue
signals into the digital domain was discussed. Once such
a conversion has taken place, audio has become data,
and a digital audio recorder is no more than a data
recorder adapted to record samples from convertors.
Provided that the original samples are reproduced with
their numerical value unchanged and with their original
timebase, a digital recorder causes no loss of information
at all. The only loss of information is due to the conver-
sion processes unless there is a design fault or the equip-
ment needs maintenance. In this chapter John
Watkinson explains the various techniques needed to
record audio data.

Types of Media

There is considerably more freedom of choice of digital
media than was the case for analogue signals, and digital
media take advantage of the research expended in com-
puter recording.

Digital media do not need to be linear, nor do they
need to be noise-free or continuous. All they need to do
is allow the player to be able to distinguish some replay
event, such as the generation of a pulse, from the lack of
such an event with reasonable rather than perfect reli-
ability. In a magnetic medium, the event will be a flux
change from one direction of magnetisation to another.
In an optical medium, the event must cause the pickup to
perceive a change in the intensity of the light falling on
the sensor. In CD, the contrast is obtained by interfer-
ence. In some discs it will be through selective absorption
of light by dyes. In magneto-optical discs the recording
itself is magnetic, but it is made and read using light.

Magnetic recording

Magnetic recording relies on the hysteresis of certain
magnetic materials. After an applied magnetic field is

removed, the material remains magnetised in the same
direction. By definition the process is non-linear, and
analogue magnetic recorders have to use bias to linearise
it. Digital recorders are not concerned with the non-
linearity, and HF bias is unnecessary.

Figure 6.1 shows the construction of a typical digital
record head, whichis justlike an analogue record head. A
magnetic circuit carries a coil through which the record
current passes and generates flux. A non-magnetic gap
forces the flux to leave the magnetic circuit of the head
and penetrate the medium. The current through the head
must be set to suit the coercivity of the tape, and is
arranged to almost saturate the track. The amplitude of
the current is constant, and recording is performed by
reversing the direction of the current with respect to
time. As the track passes the head, thisis converted to the
reversal of the magnetic field left on the tape with respect
to distance. The recording is actually made just after the
trailing pole of the record head where the flux strength
from the gap is falling. The width of the gap is generally
made quite large to ensure that the full thickness of the
magnetic coating is recorded, although this cannot be
done if the same head is intended to replay.
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Figure 6.1 A typical ferrite head-windings are placed on
alternate sides to save space, but parallel magnetic circuits
have high crosstalk.
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Figure 6.2 shows what happens when a conventional
inductive head, i.e. one having a normal winding, is used
to replay the track made by reversing the record current.
The head output is proportional to the rate of change of
flux and so only occurs at flux reversals. The polarity of
the resultant pulses alternates as the flux changes and
changes back. A circuit is necessary which locates the
peaks of the pulses and outputs a signal corresponding to
the original record current waveform.

The head shown in Fig. 6.2 has the frequency response
shown in Fig. 6.3. At DC there is no change of flux and no
output. As a result inductive heads are at a disadvantage
at very low speeds. The output rises with frequency until
the rise is halted by the onset of thickness loss. As the fre-
quency rises, the recorded wavelength falls and flux from
the shorter magnetic patterns cannot be picked up so far
away. At some point, the wavelength becomes so short
that flux from the back of the tape coating cannot reach
the head and a decreasing thickness of tape contributes
to the replay signal. In digital recorders using short wave-
lengths to obtain high density, there is no point in using
thick coatings. As wavelength further reduces, the fa-
miliar gap loss occurs, where the head gap is too big to
resolve detail on the track.
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Figure 6.2 Basic digital recording. At (a) the write current in
the head is reversed from time to time, leaving a binary magnet-
isation pattern shown at (b) When replayed, the waveform at
(c) results because an output is only produced when flux in the
head changes. Changes are referred to as transitions.
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Figure 6.3 The major mechanisms defining magnetic
channel bandwidth.

As can be seen, the frequency response is far from
ideal, and steps must be taken to ensure that recorded
data waveforms do not contain frequencies which suffer
excessive losses.

A more recent development is the magneto-resistive
(MR) head. This is a head which measures the flux on the
tape rather than using it to generate a signal directly.
Flux measurement works down to DC and so offers
advantages at low tape speeds. Unfortunately flux meas-
uring heads are not polarity conscious and if used
directly they sense positive and negative flux equally, as
shown in Fig. 6.4. This is overcome by using a small extra
winding carrying a constant current. This creates a
steady bias field which adds to the flux from the tape. The
flux seen by the head now changes between two levels
and a better output waveform results.

Figure 6.4 The sensing element in a magneto-resistive head is
not sensitive to the polarity of the flux, only the magnitude. At
(a) the track magnetisation is shown and this causes a bidirec-
tional flux variation in the head as at (b) resulting in the mag-
nitude output at (c) However, if the flux in the head due to the
track is biased by an additional field, it can be made unipolar as
at (d) and the correct output waveform is obtained.

Recorders which have low head-to-medium speed,
such as DCC (Digital Compact Cassette) use MR heads,
whereas recorders with high speeds, such as DASH
(digital audio stationary head), RDAT (rotary head
digital audio tape) and magnetic disc drives use inductive
heads.

Heads designed for use with tape work in actual con-
tact with the magnetic coating. The tape is tensioned to
pull it against the head. There will be a wear mechanism
and need for periodic cleaning.

In the hard disc, the rotational speed is high in order to
reduce access time, and the drive must be capable of stay-
ing on line for extended periods. In this case the heads do
not contact the disc surface, but are supported on a
boundary layer of air. The presence of the air film causes
spacing loss, which restricts the wavelengths at which the
head can replay. This is the penalty of rapid access.



Digital audio recorders must operate at high density in
order to offer a reasonable playing time. This implies
that the shortest possible wavelengths will be used. Fig-
ure 6.5 shows that when two flux changes, or transitions,
are recorded close together, they affect each other on
replay. The amplitude of the composite signal is reduced,
and the position of the peaks is pushed outwards. This is
known as inter-symbol interference, or peak-shift distor-
tion and it occurs in all magnetic media.
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Figure 6.5 (a) Peak shift distortion can be reduced by (b)
equalization in replay or (c) precompensation.

The effect is primarily due to high frequency loss and it
can be reduced by equalisation on replay, as is done in
most tapes, or by pre-compensation on record as is done
in hard discs.

Optical discs

Optical recorders have the advantage that light can be
focused at a distance whereas magnetism cannot. This
means that there need be no physical contact between
the pickup and the medium and no wear mechanism.
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In the same way that the recorded wavelength of a
magnetic recording is limited by the gap in the replay
head, the density of optical recording is limited by the
size of light spot which can be focused on the medium.
This is controlled by the wavelength of the light used and
by the aperture of the lens. When the light spot is as small
as these limits allow, it is said to be diffraction limited.
The recorded details on the disc are minute, and could
easily be obscured by dust particles. In practice the infor-
mation layer needs to be protected by a thick transparent
coating. Light enters the coating well out of focus over a
large area so that it can pass around dust particles, and
comes to a focus within the thickness of the coating.
Although the number of bits per unit area is high in optic-
al recorders the number of bits per unit volume is not as
high as that of tape because of the thickness of the coat-
ing.

Figure 6.6 shows the principle of readout of the com-
pact disc which is a read-only disc manufactured by
pressing. The track consists of raised bumps separated by
flat areas. The entire surface of the disc is metallised, and
the bumps are one quarter of a wavelength in height. The
player spot is arranged so that half of its light falls on top
of a bump, and half on the surrounding surface. Light
returning from the flat surface has travelled half a wave-
length further than light returning from the top of the
bump, and so there is a phase reversal between the two
components of the reflection. This causes destructive
interference, and light cannot return to the pickup. It
must reflect at angles which are outside the aperture of
the lens and be lost. Conversely, when light falls on the
flat surface between bumps, the majority of it is reflected
back to the pickup. The pickup thus sees a disc appar-
ently having alternately good or poor reflectivity.
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Figure 6.6 CD readout principle and dimensions. The
presence of a bump causes destructive interference in the
reflected light.

Some discs can be recorded once, but not subsequently
erased or re-recorded. These are known as WORM
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(write once read mostly) discs. One type of WORM disc
uses a thin metal layer which has holes punched in it on
recording by heat from a laser. Others rely on the heat
raising blisters in a thin metallic layer by decomposing
the plastic material beneath. Yet another alternative is a
layer of photo-chemical dye which darkens when struck
by the high powered recording beam. Whatever the
recording principle, light from the pickup is reflected
more or less, or absorbed more or less, so that the pickup
once more senses a change in reflectivity. Certain
WORM discs can be read by conventional CD players
and are thus called recordable CDs, whereas others will
only work in a particular type of drive.

Magneto-optical discs

When a magnetic material is heated above its Curie tem-
perature, it becomes demagnetised, and on cooling will
assume the magnetisation of an applied field which
would be too weak to influence it normally. This is the
principle of magneto-optical recording used in the Sony
MiniDisc. The heat is supplied by a finely focused laser,
the field is supplied by a coil which is much larger.

Figure 6.7 assumes that the medium is initially
magnetised in one direction only. In order to record, the
coil is energised with the waveform to be recorded. This
is too weak to influence the medium in its normal state,
but when it is heated by the recording laser beam the
heated area will take on the magnetism from the coil
when it cools. Thus a magnetic recording with very small
dimensions can be made.
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Figure 6.7 The thermomagneto-optical disk uses the heat
from a laser to allow a magnetic field to record on the disk.

Readout is obtained using the Kerr effect, which is the
rotation of the plane of polarisation of light by a mag-
netic field. The angle of rotation is very small and needs a

sensitive pickup. The recording can be overwritten by
reversing the current in the coil and running the laser
continuously as it passes along the track.

A disadvantage of magneto-optical recording is that
all materials having a Curie point low enough to be use-
ful are highly corrodible by air and need to be kept under
an effectively sealed protective layer.

All optical discs need mechanisms to keep the pickup
following the track and sharply focused on it, and these
will be discussed in the chapter on CD and need not be
treated here.

The frequency response of an optical disc is shown in
Figure 6.8. The response is best at DC and falls steadily to
the optical cut-off frequency. Although the optics work
down to DC, this cannot be used for the data recording.
DC and low frequencies in the data would interfere with
the focus and tracking servos. In practice the signal from
the pickup is split by a filter. Low frequencies go to the
servos, and higher frequencies go to the data circuitry.
As aresult the data channel has the same inability to han-
dle DC as does a magnetic recorder, and the same tech-
niques are needed to overcome it.
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Figure 6.8 Frequency response of laser pickup. Maximum
operating frequency is about half of cut-off frequency F .

Recording Media Compared

Of the various media discussed so far, it might be thought
that one would be the best and would displace all the
others. This has not happened because there is no one
best medium; it depends on the application.

Random access memory (RAM) offers extremely short
access time, but the volume of data generated by digital
audio precludes the use of RAM for anything more than a
few seconds because it would be too expensive. In add-
ition loss of power causes the recording to be lost.

Tape has the advantage that it is thin and can be held
compactly on reels. However, this slows down the access
time because the tape has to be wound, or shuttled, to the



appropriate place. Tape is, however, inexpensive, long
lasting and is appropriate for archiving large quantities
of data.

On the other hand, discs allow rapid access because
their entire surface is permanently exposed and the pos-
itioner can move the heads to any location in a matter of
milliseconds. The capacity is limited compared to tape
because in the case of magnetic discs there is an air gap
between the medium and the head. Exchangeable discs
have to have a certain minimum head flying height below
which the risk of contamination and a consequent head
crash s too great. In Winchester technology the heads and
disc are sealed inside a single assembly and contamin-
ants can be excluded. In this case the flying height can be
reduced and the packing density increased as a conse-
quence. However, the disc is no longer exchangeable. In
the case of optical discs the medium itself is extremely
thick and multiple platter drives are impracticable
because of the size of the optical pickup.

If the criterion is access time, discs are to be preferred.
If the criterion is compact storage, tape is to be preferred.
In computers, both technologies have been used in a
complementary fashion for many years. In digital audio
the same approach could be used, but to date the steps
appear faltering.

In tape recording, the choice is between rotary and sta-
tionary heads. In a stationary head machine, the narrow
tracks required by digital recordings result in heads with
many parallel magnetic circuits, each of which requires
its own read and write circuitry. Gaps known as guard
bands must be placed between the tracks to reduce
crosstalk. Guard bands represent wasted tape.

In rotary head machines, the tracks are laid down by a
small number of rapidly rotating heads and less read/write
circuitry is required. The space between the tracks is con-
trolled by the linear tape speed and not by head geometry
and so any spacing can be used. If azimuth recording is
used, as described on page 108 no guard bands are neces-
sary. A further advantage of rotary head recorders is that
the high head to tape speed raises the frequency of the off-
tape signals, and with a conventional inductive head this
results in a larger playback signal compared to the ther-
mal noise from the head and the preamplifiers.

As a result the rotary head tape recorder offers the
highest storage density yet achieved, despite the fact that
available formats are not yet in sight of any fundamental
performance limits.

Some Digital Audio Processes Outlined

Whilst digital audio is a large subject, it is not necessarily
a difficult one. Every process can be broken down into
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smaller steps, each of which is relatively easy to assimi-
late. The main difficulty with study is not following the
simple step, but to appreciate where it fits in the overall
picture. The next few sections illustrate various import-
ant processes in digital audio and show why they are nec-
essary. Such processes are combined in various ways in
real equipment.

The sampler

Figure 6.9 consists of an ADC which is joined to a DAC
by way of a quantity of random access memory (RAM).
What the device does is determined by the way in which
the RAM address is controlled. If the RAM address
increases by one every time a sample from the ADC is
stored in the RAM, a recording can be made for a short
period until the RAM s full. The recording can be played
back by repeating the address sequence at the same clock
rate but reading data from the memory into the DAC.
The result is generally called a sampler. By running the
replay clock at various rates, the pitch and duration of
the reproduced sound can be altered. At a rate of one
million bits per second, a megabyte of memory gives only
eight seconds’ worth of recording, so clearly samplers
will be restricted to a fairly short playing time.
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Figure 6.9 In the digital sampler, the recording medium is a
random access memory (RAM). Recording time available is
short compared to other media, but access to the recording is
immediate and flexible as it is controlled by addressing the
RAM.

Using data reduction, the playing time of a RAM based
recorder can be extended. Some telephone answering
machines take messages in RAM and eliminate the cas-
sette tape. For pre-determined messages read only mem-
ory (ROM) can be used instead as it is non-volatile.
Announcements in aircraft, trains and elevators are one
application of such devices.

The programmable delay

If the RAM of Fig. 6.9 is used in a different way, it can be
written and read at the same time. The device then
becomes an audio delay. Controlling the relationship
between the addresses then changes the delay. The
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addresses are generated by counters which overflow to
zero after they have reached a maximum count. As a
result the memory space appears to be circular as shown
in Fig. 6.10. The read and write addresses are driven by a
common clock and chase one another around the circle.
If the read address follows close behind the write
address, the delay is short. If it just stays ahead of the
write address, the maximum delay is reached. Program-
mable delays are useful in TV studios where they allow
audio to be aligned with video which has been delayed in
various processes. They can also be used in auditoria to
align the sound from various loudspeakers.
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Figure 6.10 TBC memory is addressed by a counter which
periodically overflows to give a ring structure. Memory allows
read side to be non-synchronous with write side.

Indigital audio recorders, a device with a circular mem-
ory can be used to remove irregularities from the replay
datarate. The offtape data rate can fluctuate within limits
but the output data rate can be held constant. A memory
used in this way is called a timebase corrector. All digital
recorders have timebase correctors to eliminate wow and
flutter.
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Time compression

When samples are converted, the ADC must run at a
constant clock rate and it outputs an unbroken stream of
samples. Time compression allows the sample stream to
be broken into blocks for convenient handling.

Figure 6.11 shows an ADC feeding a pair of RAMs.
When one is being written by the ADC, the other can be
read, and vice versa. As soon as the first RAM is full, the
ADC output switched to the input of the other RAM so
that there is no loss of samples. The first RAM can then be
read at a higher clock rate than the sampling rate. As a
result the RAM isread in less time than it took to write it,
and the output from the system then pauses until the se-
cond RAM s full. The samples are now time-compressed.
Instead of being an unbroken stream which is difficult to
handle, the samples are now arranged in blocks with con-
venient pauses in between them. In these pauses numer-
ous processes can take place. A rotary head recorder
might switch heads; a hard disc might move to another
track. On a tape recording, the time compression of the
audio samples allows time for synchronising patterns,
subcode and error-correction words to be recorded.

In digital audio recorders which use video cassette
recorders (VCRs) time compression allows the continu-
ous audio samples to be placed in blocks in the unblanked
parts of the video waveform, separated by synchronising
pulses.

Subsequently, any time compression can be reversed
by time expansion. Samples are writtenintoa RAM at the
incoming clock rate, but read out at the standard sampling
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Figure 6.11 In time compression, the unbroken real-time stream of samples from an ADC is broken up into discrete blocks. This is
accomplished by the configuration shown here. Samples are written into one RAM at the sampling rate by the write clock. When
the first RAM is full, the switches change over, and writing continues into the second RAM whilst the first is read using a higher
frequency clock. The RAM is read faster than it was written and so all of the data will be output before the other RAM is full. This

opens spaces in the data flow which are used as described in the text.



rate. Unless there is a design fault, time compression is
totally inaudible. In a recorder, the time-expansion stage
can be combined with the timebase-correction stage so
that speed variations in the medium can be eliminated at
the same time. The use of time compression is universal
in digital audio recording. In general the instantaneous
data rate at the medium is not the same as the rate at the
convertors, although clearly the average rate must be the
same.

Another application of time compression is to allow
more than one channel of audio to be carried on a single
cable. If, for example, audio samples are time com-
pressed by a factor of two, it is possible to carry samples
from a stereo source in one cable.

In digital video recorders both audio and video data
are time compressed so that they can share the same
heads and tape tracks.

Synchronisation

In addition to the analogue inputs and outputs, con-
nected to convertors, many digital recorders have digital
inputs which allow the convertors to be bypassed. This
mode of connection is desirable because there is no loss
of quality in a digital transfer. Transfer of samples
between digital audio devices is only possible if both use
a common sampling rate and they are synchronised. A
digital audio recorder must be able to synchronise to the
sampling rate of a digital input in order to record the
samples. It is frequently necessary for such a recorder to
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be able to play back locked to an external sampling rate
reference so that it can be connected to, for example, a
digital mixer. The process is already common in video
systems but now extends to digital audio.

Figure 6.12 shows how the external reference locking
process works. The timebase expansion is controlled by
the external reference which becomes the read clock for
the RAM and so determines the rate at which the RAM
address changes. In the case of a digital tape deck, the
write clock for the RAM would be proportional to the
tape speed. If the tape is going too fast, the write address
will catch up with the read address in the memory,
whereas if the tape is going too slow the read address will
catch up with the write address. The tape speed is con-
trolled by subtracting the read address from the write
address. The address difference is used to control the
tape speed. Thus if the tape speed is too high, the mem-
ory will fill faster than it is being emptied, and the address
difference will grow larger than normal. This slows down
the tape.

Thus in a digital recorder the speed of the medium is
constantly changing to keep the data rate correct.
Clearly this is inaudible as properly engineered timebase
correction totally isolates any instabilities on the
medium from the data fed to the convertor.

In multitrack recorders, the various tracks can be syn-
chronised to sample accuracy so that no timing errors can
exist between the tracks. In stereo recorders image shift
due to phase errors is eliminated.

In order to replay without a reference, perhaps to pro-
vide an analogue output, a digital recorder generates a
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Figure 6.12 In arecorder using time compression, the samples can be returned to a continuous stream using RAM as a timebase
corrector (TBC). The long-term data rate has to be the same on the input and output of the TBC or it will lose data. This is
accomplished by comparing the read and write addresses and using the difference to control the tape speed. In this way the tape
speed will automatically adjust to provide data as fast as the reference clock takes it from the TBC.
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sampling clock locally by means of a crystal oscillator.
Provision will be made on professional machines to
switch between internal and external references.

Error correction and concealment

As anyone familiar with analogue recording will know,
magnetic tape is an imperfect medium. It suffers from
noise and dropouts, which in analogue recording are
audible. In a digital recording of binary data, a bit is
either correct or wrong, with no intermediate stage.
Small amounts of noise are rejected, but inevitably,
infrequent noise impulses cause some individual bits to
be in error. Dropouts cause a larger number of bits in
one place to be in error. An error of this kind is called a
burst error. Whatever the medium and whatever the
nature of the mechanism responsible, data are either
recovered correctly, or suffer some combination of
bit errors and burst errors. In compact disc, random
errors can be caused by imperfections in the moulding
process, whereas burst errors are due to contamination
or scratching of the disc surface.

The audibility of a bit error depends upon which bit of
the sample is involved. If the LSB of one sample was in
error in a loud passage of music, the effect would be
totally masked and no-one could detect it. Conversely, if
the MSB of one sample was in error in a quiet passage,
no-one could fail to notice the resulting loud transi-
ent. Clearly a means is needed to render errors from
the medium inaudible. This is the purpose of error
correction.

In binary, a bit has only two states. If it is wrong, it is
only necessary to reverse the state and it must be right.
Thus the correction process is trivial and perfect. The
main difficulty is in identifying the bits which are in error.
This is done by coding the data by adding redundant bits.
Adding redundancy is not confined to digital technology,
airliners have several engines and cars have twin braking
systems. Clearly the more failures which have to be han-
dled, the more redundancy is needed. If a four-engined
airliner is designed to fly normally with one engine failed,
three of the engines have enough power to reach cruise
speed, and the fourth one is redundant. The amount of
redundancy is equal to the amount of failure which can
be handled. In the case of the failure of two engines, the
plane can still fly, but it must slow down; this is graceful
degradation. Clearly the chances of a two-engine failure
on the same flight are remote.

In digital audio, the amount of error which can be cor-
rected is proportional to the amount of redundancy and
within this limit the samples are returned to exactly
their original value. Consequently corrected samples
are inaudible. If the amount of error exceeds the

amount of redundancy, correction is not possible, and,
in order to allow graceful degradation, concealment will
be used. Concealment is a process where the value of a
missing sample is estimated from those nearby. The
estimated sample value is not necessarily exactly the
same as the original, and so under some circumstances
concealment can be audible, especially if it is frequent.
However, in a well designed system, concealments
occur with negligible frequency unless there is an actual
fault or problem.

Concealment is made possible by re-arranging or shuf-
fling the sample sequence prior to recording. This is
shown in Fig. 6.13 where odd-numbered samples are sep-
arated from even-numbered samples prior to recording.
The odd and even sets of samples may be recorded in dif-
ferent places, so that an uncorrectable burst error only
affects one set. On replay, the samples are recombined
into their natural sequence, and the error is now split up
so that it results in every other sample being lost. The
waveform is now described half as often, but can still be
reproduced with some loss of accuracy. This is better
than not being reproduced at all even if it is not perfect.
Almost all digital recorders use such an odd/even shuffle
for concealment. Clearly if any errors are fully cor-
rectable, the shuffle is a waste of time; it is only needed if
correction is not possible.
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Figure 6.13 In cases where the error correction is inadequate,
concealment can be used provided that the samples have been
ordered appropriately in the recording. Odd and even samples
are recorded in different places as shown here. As a result an
uncorrectable error causes incorrect samples to occur singly,
between correct samples. In the example shown, sample 8 is
incorrect, but samples 7 and 9 are unaffected and an approxi-
mation to the value of sample 8 can be had by taking the aver-
age value of the two. This interpolated value is substituted for
the incorrect value.

In high density recorders, more data are lost in a given
sized dropout. Adding redundancy equal to the size of a



dropout to every code is inefficient. Figure 6.14(a) shows
that the efficiency of the system can be raised using
interleaving. Sequential samples from the ADC are
assembled into codes, but these are not recorded in their
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Figure 6.14 (a) Interleaving is essential to make error correc-
tion schemes more efficient. Samples written sequentially in
rows into a memory have redundancy P added to each row. The
memory is then read in columns and the data are sent to the
recording medium. On replay the non-sequential samples from
the medium are de-interleaved to return them to their normal
sequence. This breaks up the burst error (shaded) into one error
symbol per row in the memory, which can be corrected by the
redundancy P.

natural sequence. A number of sequential codes are
assembled along rows in a memory. When the memory is
full, it is copied to the medium by reading down columns.
On replay, the samples need to be de-interleaved to
return them to their natural sequence. This is done by
writing samples from tape into a memory in columns, and
when it is full, the memory is read in rows. Samples read
from the memory are now in their original sequence so
there is no effect on the recording. However, if a burst
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error occurs on the medium, it will damage sequential
samples in a vertical direction in the de-interleave mem-
ory. When the memory is read, a single large error is
broken down into a number of small errors whose size is
exactly equal to the correcting power of the codes and
the correction is performed with maximum efficiency.

An extension of the process of interleave is where the
memory array has not only rows made into codewords,
but also columns made into codewords by the addition
of vertical redundancy. This is known as a product code.
Figure 6.14(b) shows that in a product code the
redundancy calculated first and checked last is called the
outer code, and the redundancy calculated second and
checked first is called the inner code. The inner code is
formed along tracks on the medium. Random errors due
to noise are corrected by the inner code and do not
impair the burst correcting power of the outer code.
Burst errors are declared uncorrectable by the inner
code which flags the bad samples on the way into the
de-interleave memory. The outer code reads the error
flags in order to locate the erroneous data. As it does not
have to compute the error locations, the outer code can
correct more errors.

An alternative to the product block code is the convo-
lutional cross interleave, shown in Fig. 6.14(c). In this
system, the data are formed into an endless array and the
code words are produced on columns and diagonals. The
compact disc and DASH formats use such a system
because it needs less memory than a product code.

The interleave, de-interleave, time-compression and
timebase-correction processes cause delay and thisis evi-
dent in the time taken before audio emerges after start-
ing a digital machine. Confidence replay takes place later
than the distance between record and replay heads
would indicate. In DASH format recorders, confidence
replay is about one-tenth of a second behind the input.
Synchronous recording requires new techniques to over-
come the effect of the delays.

The presence of an error-correction system means that
the audio quality is independent of the tape/head quality
within limits. There is no point in trying to assess the
health of a machine by listening to it, as this will not
reveal whether the error rate is normal or within a
whisker of failure. The only useful procedure is to moni-
tor the frequency with which errors are being corrected,
and to compare it with normal figures. Professional digital
audio equipment should have an error rate display.

Some people claim to be able to hear error correction
and misguidedly conclude that the above theory is
flawed. Not all digital audio machines are properly engin-
eered, however, and if the DAC shares a common
power supply with the error correction logic, a burst
of errors will raise the current taken by the logic, which
loads the power supply and can interfere with the
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Figure 6.14 (b) In addition to the redundancy P on rows, inner redundancy Q is also generated on columns. On replay, the Q code
checker will pass on flags F if it finds an error too large to handle itself. The flags pass through the de-interleave process and are used
by the outer error correction to identify which symbol in the row needs correcting with P redundancy. The concept of crossing two
codes in this way is called a product code.
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Figure 6.14 At (c) convolutional interleave is shown. Instead of assembling samples in blocks, the process is continuous and uses
RAM delays. Samples are formed into columns in an endless array. Each row of the array is subject to a different delay so that after
the delays, samples in a column are available simultaneously which were previously on a diagonal. Code words which cross one
another at an angle can be obtained by generating redundancy before and after the delays.

serially, a bit at a time. Some media, such as CD, only
have one track, so it must be totally self contained. Other
media, such as digital compact cassette (DCC) have
many parallel tracks. At high recording densities, phys-
ical tolerances cause phase shifts, or timing errors,
between parallel tracks and so it is not possible to read
them in parallel. Each track must still be self-contained
until the replayed signal has been timebase corrected.
Recording data serially is not as simple as connecting
the serial output of a shift register to the head. In digital
audio, a common sample value is all zeros, as this cor-
responds to silence. If a shift register is loaded with all
zeros and shifted out serially, the output stays at a

operation of the DAC. The effect is harder to eliminate
in small battery powered machines where space for
screening and decoupling components is hard to find, but
itis only a matter of design: there is no flaw in the theory.

Channel coding

In most recorders used for storing digital information,
the medium carries a track which reproduces a single
waveform. Clearly data words representing audio sam-
ples contain many bits and so they have to be recorded



constant low level, and nothing is recorded on the track.
On replay there is nothing to indicate how many zeros
were present, or even how fast to move the medium.
Clearly serialised raw data cannot be recorded directly, it
has to be modulated in to a waveform which contains an
embedded clock irrespective of the values of the bits in
the samples. On replay a circuit called a data separator
can lock to the embedded clock and use it to separate
strings of identical bits.

The process of modulating serial data to make it self-
clocking is called channel coding. Channel coding also
shapes the spectrum of the serialised waveform to make
it more efficient. With a good channel code, more data
can be stored on a given medium. Spectrum shaping is
used in CD to prevent the data from interfering with the
focus and tracking servos, and in RDAT to allow re-
recording without erase heads.

A self-clocking code contains a guaranteed minimum
number of transitions per unit time, and these transitions
must occur at multiples of some basic time period so that
they can be used to synchronise a phase locked loop. Fig-
ure 6.15 shows a phase locked loop which contains an
oscillator whose frequency is controlled by the phase
error between input transitions and the output of a
divider. If transitions on the medium are constrained to
occur at multiples of a basic time period, they will have a
constant phase relationship with the oscillator, which can
stay in lock with them even if they are intermittent. As
the damping of the loop is a low-pass filter, jitter in the
incoming transitions, caused by peak-shift distortion or
by speed variations in the medium will be rejected and
the oscillator will run at the average frequency of the off-
tape signal. The phase locked loop must be locked before
data can be recovered, and to enable this, every data
block is preceded by a constant frequency recording
known as a preamble. The beginning of the data is iden-
tified by a unique pattern known as a sync. pattern.
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Figure 6.15 A typical phase-locked loop where the VCO is
forced to run at a multiple of the input frequency. If the
input ceases, the output will continue for a time at the same
frequency until it drifts.
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Irrespective of the channel code used, transitions
always occur separated by a range of time periods which
are all multiples of the basic clock period. If such a replay
signal is viewed on an oscilloscope a characteristic display
called an eye pattern is obtained. Figure 6.16 shows an eye
pattern, and in particular the regular openings in the
trace. A decision point is in the centre of each opening,
and the phase locked loop acts to keep it centred laterally,
in order to reject the maximum amount of jitter. At each
decision point along the time axis, the waveform is above
or below the point, and can be returned to a binary signal.
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Figure 6.16 At the decision points, the receiver must make
binary decisions about the voltage of the signal, whether it is
above or below the slicing level. If the eyes remain open, this
will be possible in the presence of noise and jitter.

Occasionally noise or jitter will cause the waveform to
pass the wrong side of a decision point, and this will result
in an error which will require correction.

Figure 6.17 shows an extremely simple channel code
known as FM (frequency modulation) which is used for
the AES/EBU digital interface and for recording time
code on tape.
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Figure 6.17 FM channel code, also known as Manchester
code or bi-phase mark (BMC) is used in AES/EBU interface
and for timecode recording. The waveform is encoded as
shown here. See text for details.

Every bit period begins with a transition, irrespective of
the value of the bit. If the bit is a one, an additional
transition is placed in the centre of the bit period. If the bit
is a zero, this transition is absent. As a result, the wave-
form is always self-clocking irrespective of the values of
the data bits. Additionally, the waveform spends as much
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time in the low state asit does in the high state. This means
that the signal has no DC component, and it will pass
through capacitors, magnetic heads and transformers
equally well. However simple FM may be, it is not very
efficient because it requires two transitions for every bit
and jitter of more than half a bit cannot be rejected.

More recent products use a family of channel codes
known as group codes. In group codes, groups of bits,
commonly eight, are associated together into a symbol
for recording purposes. Eight-bit symbols are common
in digital audio because two of them can represent a
16-bit sample. Eight-bit data have 256 possible combin-
ations, but if the waveforms obtained by serialising them
are examined, it will be seen that many combinations are
unrecordable. For example all ones or all zeros cannot be
recorded because they contain no transitions to lock the
clock and they have excessive DC content. If a larger
number of bits is considered, a greater number of com-
binations is available. After the unrecordable combin-
ations have been rejected, there will still be 256 left which
can each represent a different combination of eight bits.
The larger number of bits are channel bits; they are not
data because all combinations are not recordable. Chan-
nel bits are simply a convenient way of generating
recordable waveforms. Combinations of channel bits are
selected or rejected according to limits on the maximum
and minimum periods between transitions. These
periods are called run-length limits and as a result group
codes are often called run-length-limited codes.

In RDAT, an 8/10 code is used where 8 data bits are
represented by 10 channel bits. Figure 6.18 shows that
this results in jitter rejection of 80% of a data bit period:
rather better than FM. Jitter rejection is important in
RDAT because short wavelengths are used and peak
shift will occur. The maximum wavelength is also
restricted in RDAT so that low frequencies do not occur.
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Figure 6.18 In RDAT an 8/10 code is used for recording.
Each eight data bits are represented by a unique waveform
generated by ten channel bits. A channel bit one causes a
transition to be recorded. The transitions cannot be closer

than 0.8 of a data bit, and this is the jitter resistance. This is
rather better than FM which has a jitter window of only 0.5 bits.

In CD, an 8/14 code is used where 8 data bits are repre-
sented by 14 channel bits. This only has a jitter rejection
of 8/14 of a data bit, but this is not an issue because the
rigid CD has low jitter. However, in 14 bits there are 16K
combinations, and this is enough to impose a minimum
run length limit of three channel bits. In other words
transitions on the disc cannot occur closer than 3 channel
bits apart. This corresponds to 24/14 data bits. Thus the
frequency generated is less than the bit rate and a result
is that more data can be recorded on the disc than would
be possible with a simple code.

Hard Disc Recorders

The hard disc recorder stores data on concentric tracks
which it accesses by moving the head radially. Rapid
access drives move the heads with a moving coil actuator,
whereas lower cost units will use stepping motors which
work more slowly. The radial position of the head is
called the cylinder address, and as the disc rotates, data
blocks, often called sectors, pass under the head. To
increase storage capacity, many discs can be mounted on
a common spindle, each with its own head. All the heads
move on a common positioner. The operating surface
can be selected by switching on only one of the heads.
When one track is full, the drive must select another
head. When every track at that cylinder is full, the drive
must move to another cylinder. The drive is not forced to
operate in this way; it is equally capable of obtaining data
blocks in any physical sequence from the disc.

Clearly while the head is moving it cannot transfer
data. Using time compression to smooth out the irregu-
lar data transfer, a hard disc drive can be made into an
audio recorder with the addition of a certain amount of
memory.

Figure 6.19 shows the principle. The instantaneous data
rate of the disc drive is far in excess of the sampling rate at
the convertor, and so a large time-compression factor can
be used. The disc drive can read a block of data from disc,
and place it in the timebase corrector in a fraction of the
real time it represents in the audio waveform. As the time-
base corrector steadily advances through the memory, the
disk drive has time to move the heads to another track
before the memory runs out of data. When there is suffi-
cient space in the memory for another block, the drive is
commanded to read, and fills up the space. Although the
data transfer at the medium is highly discontinuous, the
buffer memory provides an unbroken stream of samples
to the DAC and so continuous audio is obtained.

Recording is performed by using the memory to
assemble samples until the contents of one disc block are
available. These are then transferred to disc at high data



rate. The drive can then reposition the head before the
next block is available in memory.
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Figure 6.19 During an audio replay sequence, the silo is
constantly emptied to provide samples, and is refilled in
blocks by the drive.

An advantage of hard discs is that access to the audio is
much quicker than with tape, as all of the data are avail-
able within the time taken to move the head. This speeds
up editing considerably.

After a disc has been in use for some time, the free
blocks will be scattered all over the disc surface. The
random access ability of the disc drive means that a
continuous audio recording can be made on physically
discontinuous blocks. Each block has a physical address,
known as the block address, which the drive controller
can convert into cylinder and head selection codes to
locate a given physical place on the medium. The size of
each block on the disc is arranged to hold the number of
samples which arrive during a whole number of time-
code frames. It is then possible to link each disc block
address used during a recording with the time code at
which it occurred. The time codes and the corresponding
blocks are stored in a table. The table is also recorded on
the disc when the recording is completed.

In order to replay the recording, the table is retrieved
from the disc, and a time code generator is started at the
first code. As the generator runs, each code is generated
in sequence, and the appropriate data block is read from
the disc and placed in memory, where it can be fed to the
convertor.

If it is desired to replay the recording from elsewhere
than the beginning, the time code generator can be
forced to any appropriate setting, and the recording will
play from there. If an external device, such as a video-
recorder, provides a time code signal, this can be used
instead of the internal time code generator, and the
machine will automatically synchronise to it.

The transfer rate and access time of the disc drive is
such that if sufficient memory and another convertor are
available, two completely independent playback
processes can be supplied with data by the same drive.
For the purpose of editing, two playback processes can
be controlled by one time code generator. The time code
generator output can be offset differently for each
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process, so that they can play back with any time rela-
tionship. If it is required to join the beginning of one
recording to the end of another, the operator specifies
the in-point on the second recording and the out-point
on the second recording. By changing the time code off-
sets, the machine can cause both points to occur simul-
taneously in the data accessed from the disc and played
from memory. In the vicinity of the edit points, both
processes are providing samples simultaneously and a
crossfade of any desired length can be made between
them.

The arrangement of data on the disc surface has a
bearing on the edit process. In the worst case, if all the
blocks of the first recording were located at the outside of
the disc and all of the blocks of the second recording were
located at the inside, the positioner would spend a lot of
time moving. If the blocks for all recordings are scattered
over the entire disc surface, the average distance the
positioner needs to move is reduced.

The edit can be repeated with different settings as
often as necessary without changing the original record-
ings. Once an edit is found to be correct, it is only neces-
sary to store the handful of instructions which caused it to
happen, and it can be executed at any time in the future
in the same way. The operator has the choice of archiving
the whole disc contents on tape, so different edits can be
made in the future, or simply recording the output of the
current edit so that the disc can be freed for another job.

The rapid access and editing accuracy of hard disc sys-
tems make them ideal for assembling sound effects to
make the sound tracks of motion pictures.

The use of data reduction allows the recording time of
a disc to be extended considerably. This technique is
often used in plug-in circuit boards which are used to con-
vert a personal computer into a digital audio recorder.

The PCM Adaptor

The PCM adaptor was an early solution to recording the
wide bandwidth of PCM audio before high density
digital recording developed. The video recorder offered
sufficient bandwidth at moderate tape consumption.
Whilst they were a breakthrough at the time of their
introduction, by modern standards PCM adaptors are
crude and obsolescent, offering limited editing ability
and slow operation.

Figure 6.20 shows the essential components of a digital
audio recorder using this technique. Input analogue
audio is converted to digital and time compressed to fit
into the parts of the video waveform which are not
blanked. Time compressed samples are then odd-even
shuffled to allow concealment. Next, redundancy is
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added and the data are interleaved for recording. The
data are serialised and set on the active line of the video
signal as black and white levels shown in Fig. 6.21. The
video is sent to the recorder, where the analogue FM
modulator switches between two frequencies represent-
ing the black and white levels, a system called frequency
shift keying (FSK). This takes the place of the channel
coder in a conventional digital recorder.
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Figure 6.20 Block diagram of PCM adaptor. Note the dub
connection needed for producing a digital copy between two
VCRs.
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Figure 6.21 Typical line of video from PCM-1610. The con-
trol bit conveys the setting of the pre-emphasis switch or the
sampling rate depending on position in the frame. The bits are
separated using only the timing information in the sync pulses.
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On replay the FM demodulator of the video recorder
acts to return the FSK recording to the black/white video
waveform which is sent to the PCM adaptor. The PCM
adaptor extracts a clock from the video sync. pulses and
uses it to separate the serially recorded bits. Error cor-
rection is performed after de-interleaving, unless the
errors are too great, in which case concealment is used
after the de-shuffle. The samples are then returned to the
standard sampling rate by the timebase expansion
process, which also eliminates any speed variations from
the recorder. They can then be converted back to the
analogue domain.

In order to synchronise playback to a reference and to
simplify the circuitry, a whole number of samples is
recorded on each unblanked line. The common sampling
rate of 44.1 kHz is obtained by recording three samples
per line on 245 active lines at 60 Hz. The sampling rate is
thus locked to the video sync. frequencies and the tape is
made to move at the correct speed by sending the video
recorder syncs which are generated in the PCM adaptor.

An Open Reel Digital Recorder

Figure 6.22 shows the block diagram of a machine of this
type. Analogue inputs are converted to the digital
domain by converters. Clearly there will be one conver-
tor for every audio channel to be recorded. Unlike an
analogue machine, there is not necessarily one tape track
per audio channel. In stereo machines the two channels
of audio samples may be distributed over a number of
tracks each in order to reduce the tape speed and extend
the playing time.

The samples from the convertor will be separated into
odd and even for concealment purposes, and usually one
set of samples will be delayed with respect to the other
before recording. The continous stream of samples from
the convertor will be broken into blocks by time com-
pression prior to recording. Time compression allows the
insertion of edit gaps, addresses and redundancy into the
data stream. An interleaving process is also necessary to
re-order the samples prior to recording. As explained
above, the subsequent de-interleaving breaks up the
effects of burst errors on replay.

The result of the processes so far is still raw data, and
these will need to be channel coded before they can be
recorded on the medium. On replay a data separator
reverses the channel coding to give the original raw data
with the addition of some errors. Following de-inter-
leave, the errors are reduced in size and are more readily
correctable. The memory required for de-interleave may
double as the timebase correction memory, so that vari-
ations in the speed of the tape are rendered indetectible.
Any errors which are beyond the power of the correction
system will be concealed after the odd-even shift is
reversed. Following conversion in the DAC an analogue
output emerges.

Onreplay a digital recorder works rather differently to
an analogue recorder, which simply drives the tape at
constant speed. In contrast, a digital recorder drives the
tape at constant sampling rate. The timebase corrector
works by reading samples out to the convertor at con-
stant frequency. This reference frequency comes typ-
ically from a crystal oscillator. If the tape goes too fast,
the memory will be written faster than it is being read,
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Figure 6.22 Block diagram of one channel of a stationary head digital audio recorder. See text for details of the function of each
block. Note the connection from the timebase corrector to the capstan motor so that the tape is played at such a speed that the

TBC memory neither underflows nor overflows.

and will eventually overflow. Conversely, if the tape goes
too slow, the memory will become exhausted of data. In
order to avoid these problems, the speed of the tape is
controlled by the quantity of data in the memory. If the
memory is filling up, the tape slows down, if the memory
is becoming empty, the tape speeds up. As a result, the
tape will be driven at whatever speed is necessary to
obtain the correct sampling rate.

Rotary Head Digital Recorders

The rotary head recorder borrows technology from
videorecorders. Rotary heads have a number of
advantages over stationary heads. One of these is
extremely high packing density: the number of data
bits which can be recorded in a given space. In a digital
audio recorder packing density directly translates into
the playing time available for a given size of the medium.

In a rotary head recorder, the heads are mounted in a
revolving drum and the tape is wrapped around the sur-
face of the drum in a helix as can be seen in Fig. 6.23. The
helical tape path results in the heads traversing the tape
in a series of diagonal or slanting tracks. The space
between the tracks is controlled not by head design but
by the speed of the tape and in modern recorders this
space is reduced to zero with corresponding improve-
ment in packing density.

The added complexity of the rotating heads and
the circuitry necessary to control them is offset by the
improvement in density. The discontinuous tracks of the
rotary head recorder are naturally compatible with time
compressed data. As Fig. 6.24 illustrates, the audio

samples are time compressed into blocks each of which
can be contained in one slant track.

e

Figure 6.23 Rotary head recorder. Helical scan records long
diagonal tracks.

Figure 6.24 The use of time compression reduces the wrap
angle necessary, at the expense of raising the frequencies in the
channel.

In a machine such as RDAT (rotary head digital audio
tape) there are two heads mounted on opposite sides
of the drum. One rotation of the drum lays down two
tracks. Effective concealment can be had by recording
odd numbered samples on one track of the pair and even
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numbered samples on the other. Samples from the two
audio channels are multiplexed into one data stream
which is shared between the two heads.

As can be seen from the block diagram shown in Fig.
6.25 arotary head recorder contains the same basic steps
as any digital audio recorder. The record side needs
ADCs, time compression, the addition of redundancy for
error correction, and channel coding. On replay the
channel coding is reversed by the data separator, errors
are broken up by the de-interleave process and corrected
or concealed, and the time compression and any fluctu-
ations from the transport are removed by timebase cor-
rection. The corrected, time stable, samples are then fed
to the DAC.

One of the reasons for the phenomenal recording den-
sity at which RDAT operates is the use of azimuth
recording. In this technique, alternate tracks on the tape
are laid down with heads having different azimuth
angles. In a two-headed machine this is easily accommo-
dated by having one head set at each angle. If the correct
azimuth head subsequently reads the track there is no
difficulty, but as Fig. 6.26 shows, the wrong head suffers a
gross azimuth error.

Azimuth error causes phase shifts to occur across the
width of the track and, at some wavelengths, this will
result in cancellation except at very long wavelengths

where the process is no longer effective. The use of 8/10
channel coding in RDAT ensures that no low frequen-
cies are present in the recorded signal and so this charac-
teristic of azimuth recording is not a problem. As a result
the pickup of signals from the adjacent track is effect-
ively prevented, and the tracks can be physically touch-
ing with no guard bands being necessary.
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Figure 6.26 In azimuth recording (a), the head gap is tilted. If
the track is played with the same head, playback is normal, but
the response of the reverse azimuth head is attenuated (b).

As the azimuth system effectively isolates the tracks
from one another, the replay head can usefully be made
wider than the track. A typical figure is 50 per cent wider.
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Figure 6.25 Block diagram of RDAT.




Tracking error of up to +/—-25 per cent of the track width
then causes no loss of signal quality.

In practice the same heads can also be used for record-
ing, even though they are too wide. As can be seen in Fig.
6.27, the excess track width is simply overwritten during
the next head sweep. Erase heads are unnecessary, as the
overlapping of the recorded tracks guarantees that the
whole area of a previous recording is overwritten. A fur-
ther advantage of the system is that more than one track
width can be supported by the same mechanism simply
by changing the linear tape speed. Pre-recorded tapes
made by contact duplication have lower coercivity coat-
ings, and to maintain the signal level the tracks are simply
made wider by raising the tape speed. Any RDAT
machine can play such a recording without adjustment.

clarls

Figure 6.27 Inazimuth recording, the tracks can be made
narrower than the head pole by overwriting the previous track.

In any rotary head recorder, some mechanism is neces-
sary to synchronise the linear position of the tape to the
rotation of the heads, otherwise the recorded tracks can-
not be replayed. In a conventional video recorder, this is
the function of the control track which requires an add-
itional, stationary, head. In RDAT the control track is
dispensed with, and tracking is obtained by reading pat-
terns in the slant tracks with the normal playback heads.

Figure 6.28 shows how the system works. The tracks
are divided into five areas. The PCM audio data are in
the centre, and the subcode data are at the ends. The
audio and subcode data are separated by tracking pat-
terns. The tracking patterns are recorded and played
back along with the data. The tracking is measured by
comparing the level of a pilot signal picked up from the
tracks on each side of the wanted track. If the replay head
drifts towards one side, it will overlap the next track on
that side by a greater amount and cause a larger pilot sig-
nal to be picked up. Pilot pick-up from the track on the
opposite side will be reduced. The difference between
the pilot levels is used to change the speed of the capstan
which has the effect of correcting the tracking.

Ordinarily, azimuth effect prevents the adjacent tracks
being read, but the pilot tones are recorded with a wave-
length much longer than that of the data. They can then
be picked up by a head of the wrong azimuth.

The combination of azimuth recording, an active
tracking system and high coercivity tape (1500 Oersteds
compared to 200 Oersteds for analogue audio tape)
allows the tracks to be incredibly narrow. Heads of 20
micrometres width, write tracks 13 micrometres wide.
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About ten such tracks will fit in the groove of a vinyl disc.
Although the head drum spins at 2000 rpm, the tape
speed needed is only 8.15 millimetres per second.
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Figure 6.28 (a) A correctly tracking head produces pilot-tone
bursts of identical amplitude. (b) The head is off-track, and the
first pilot burst becomes larger, whereas the second becomes
smaller. This produces the tracking error.

The subcode of RDAT functions in a variety of ways.
In consumer devices, the subcode works in the same way
as in CD, having a table of contents and flags allowing
rapid access to the beginning of tracks and carrying sig-
nals to give a playing time readout.

In professional RDAT machines, the subcode is used
to record timecode. A timecode format based on hours,
minutes, seconds and DAT frames (where a DAT frame
is one drum revolution) is recorded on the tape, but suit-
able machines can convert the tape code to any video,
audio or film time code and operate synchronised to a
timecode reference. As the heads are wider than the
tracks, a useful proportion of the data can be read even
when the tape is being shuttled. The subcode data are
repeated many times so that they can be read at any
speed. In this way an RDAT machine can chase any
other machine and remain synchronised to it.

Whilst there is nothing wrong with the performance of
RDAT, it ran into serious political problems because its
ability to copy without loss of quality was seen as a threat
by copyright organisations. Launch of RDAT as a con-
sumer product was effectively blocked until a system
called SCMS (serial copying management system) was
incorporated. This allows a single generation of RDAT
copying of copyright material. If an attempt is made to
copy a copy, a special flag on the copy tape defeats
recording on the second machine.
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In the mean time, RDAT found favour in the profes-
sional audio community where it offered exceptional
sound quality at a fraction of the price of professional
equipment. Between them the rapid access of hard disc
based recorders and the low cost of RDAT have effect-
ively rendered "sinch analogue recorders and stereo
open reel digital recorders obsolete.

Digital Compact Cassette

Digital compact cassette (DCC) is a consumer stationary
head digital audio recorder using data reduction.
Although the convertors at either end of the machine
work with PCM data, these data are not directly recorded,
but are reduced to one quarter of their normal rate by
processing. This allows a reasonable tape consumption
similar to that achieved by a rotary head recorder. In a
sense the complexity of the rotary head transport has
been exchanged for the electronic complexity of the data
reduction and subsequent expansion circuitry.

Figure 6.29 shows that DCC uses stationary heads in a
conventional tape transport which can also play ana-
logue cassettes. Data are distributed over nine parallel
tracks which occupy half the width of the tape. At the end
of the tape the head rotates about an axis perpendicular
to the tape and plays the other nine tracks in reverse. The
advantage of the conventional approach with linear
tracks is that tape duplication can be carried out at high
speed. This makes DCC attractive to record companies.
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Figure 6.29 In DCC audio and auxiliary data are recorded on
nine parallel tracks along each side of the tape as shown at (a)
The replay head shown at (b) carries magnetic poles which
register with one set of nine tracks. At the end of the tape, the
replay head rotates 180 degrees and plays a further nine tracks
on the other side of the tape. The replay head also contains a
pair of analogue audio magnetic circuits which will be swung
into place if an analogue cassette is to be played.

However, reducing the data rate to one quarter and
then distributing it over nine tracks means that the
frequency recorded on each track is only about 1/32 that
of a PCM machine with a single head. At such a low
frequency, conventional inductive heads which generate

avoltage from flux changes cannot be used, and DCChas
to use active heads which actually measure the flux on the
tape at any speed. These magneto-resistive heads are
more complex than conventional inductive heads, and
have only recently become economic as manufacturing
techniques have been developed.

As was introduced in Chapter 4, data reduction relies
on the phenomenon of auditory masking and this effec-
tively restricts DCC to being a consumer format. It will
be seen from Fig. 6.30 that the data reduction unit adja-
cent to the input is complemented by the expansion unit
or decoder prior to the DAC. The sound quality of a
DCC machine is not a function of the tape, but depends
on the convertors and on the sophistication of the data
reduction and expansion units.

Editing Digital Audio Tape

Digital recordings are simply data files and editing digital
audio should be performed in the same way that a word
processor edits text. No word processor attempts to edit
on the medium, but brings blocks of data to a computer
memory where it is edited before being sent back for
storage.

In fact this is the only way that digital audio recordings
can be edited, because of the use of interleave and error
correction.

Interleave re-orders the samples on the medium, and
so it is not possible to find a physical location on the
medium which linearly corresponds to the time through
the recording. Error correction relies on blocks of sam-
ples being coded together. If part of a block is changed,
the coding will no longer operate.
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Figure 6.30 In DCC, the PCM data from the convertors is
reduced to one quarter of the original rate prior to distribution
over eight tape tracks (plus an auxiliary data track). This allows
a slow linear tape speed which can only be read with an MR
head. The data reduction unit is mirrored by the expansion unit
on replay.

Figure 6.31 shows how an audio edit is performed.
Samples are played back, de-interleaved and errors are
corrected. Samples are now available in their natural



O+ celd Fmbi

o = I ey

iz
3=

o~ v — —kncosieiade dinimce ——
[ L
e el

Lo

Crroode
to|

£t

S
Hals ﬂ‘\o—

o | _L_
[T L e coiie

Rpcpnd
angbiad

Il

/‘_

Ecined mocorad-

Figure 6.31 Editing a convolutionally interleaved recording.
(a) Existing recording is decoded and re-encoded. After some
time, record can be enabled at (b) when the existing tape pat-
tern is being rerecorded. The crossfader can then be operated,
resulting (c) in an interleaved edit on the tape.

real-time sequence and can be sent to a cross-fader
where external material can be inserted. The edited sam-

Digital Audio Recording 111

ples are then re-coded and interleaved before they can
be re-recorded. De-interleave and interleave cause
delay, and by the time these processes have been per-
formed, the tape will have moved further through the
machine. In simple machines, the tape will have to be
reversed, and the new data recorded in a second pass. In
more sophisticated machines, an edit can be made in a
single pass because additional record heads are placed
further down the tape path.

In a stationary head machine, these are physically dis-
placed along the head block. In a rotary head machine,
the extra heads are displaced along the axis of the drum.

Displaced heads also allow synchronous recording to
be performed on multitrack digital audio recorders.

Some stationary head digital formats allow editing by
tape cutting. This requires use of an odd-even sample
shift and concealment to prevent the damaged area of
the tape being audible. With electronic editing, now
widely available, tape-cut editing is obsolete as it does
not offer the ability to preview or trim the result and
causes damage to the medium. The glue on the splicing
tape tends to migrate in storage and cause errors.
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7 Tape Recording
John Linsley Hood

No matter what method is used for a mass-produced
recording, virtually all records start as tape masters, and
a very substantial proportion of recordings are sold in
cassette form. John Linsley Hood explains here the com-
plexity of modern tape and cassette recording just prior
to the start of DAT.

The Basic System

In principle, the recording of an alternating electrical sig-
nal as a series of magnetic fluctuations on a continuous
magnetisable tape would not appear to be a difficult mat-
ter, since it could be done by causing the AC signal to
generate corresponding changes in the magnetic flux
across the gap of an electromagnet, and these could then
be impressed on the tape as it passes over the recording
electromagnet head.

In practice, however, there are a number of problems,
and the success of tape recording, as a technique,
depends upon the solution of these, or, at least, on the
attainment of some reasonable working compromise.
The difficulties which exist, and the methods by which
these are overcome, where possible, are considered here
in respect of the various components of the system.

The Magnetic Tape

This is a thin continuous strip of some durable plastics
base material, which is given a uniform coating of a mag-
netisable material, usually either ‘gamma’ ferric oxide
(Fe,O,), chromium dioxide (CrO,), or, in some recently
introduced tapes, of a metallic alloy, normally in powder
form, and held by some suitable binder material. Various
‘dopants’ can also be added to the coating, such as cobalt,
in the case of ferric oxide tapes, to improve the magnetic
characteristics.

To obtain a long playing time it is necessary that the
total thickness of the tape shall be as small as practicable,
but to avoid frequency distortion on playback it is essen-
tial that the tape shall not stretch in use. It is also import-
ant that the surface of the tape backing material shall be
hard, smooth and free from lumps of imperfectly
extruded material (known as ‘pollywogs’) to prevent
inadvertent momentary loss of contact between the tape
and the recording or play-back heads, which would cause
‘drop-outs’ (brief interruptions in the replayed signal).
The tape backing material should also be unaffected, so
far as is possible, by changes in temperature or relative
humidity.

For cassette tapes, and other systems where a backup
pressure pad is used, the uncoated surface is chosen to
have a high gloss. In other applications a matt finish will
be preferred for improved spooling.

The material normally preferred for this purpose, as
the best compromise between cost and mechanical char-
acteristics, is biaxially oriented polyethylene terephthal-
ate film (Melinex, Mylar, or Terphan). Other materials
may be used as improvements in plastics technology alter
the cost/performance balance.

The term ‘biaxial orientation’ implies that these mater-
ials will be stretched in both the length and width direc-
tions during manufacture, to increase the surface
smoothness (gloss), stiffness and dimensional stability
(freedom from stretch). They will normally also be sur-
face treated on the side to which the coating is to be
applied, by an electrical ‘corona discharge’ process, to
improve the adhesion of the oxide containing layer. This
is because it is vitally important that the layer is not shed
during use as it would contaminate the surface or clog up
the gaps in the recorder heads, or could get into the
mechanical moving parts of the recorder.

In the tape coating process the magnetic material is
applied in the form of a dope, containing also a binder, a
solvent and a lubricant, to give an accurately controlled
coating thickness. The coated surface is subsequently
polished to improve tape/head contact and lessen head
wear. The preferred form of both ferric oxide and



chromium dioxide crystals is needle-shaped, or ‘acicu-
lar’, and the best characteristic for audio tapes are given
when these are aligned parallel to the surface, in the
direction of magnetisation. This is accomplished during
manufacture by passing the tape through a strong, uni-
directional magnetic field, before the coating becomes
fully dry. This aligns the needles in the longitudinal direc-
tion. The tape is then demagnetized again before sale.

Chromium dioxide and metal tapes both have superior
properties, particularly in HF performance, resistance to
‘print through’ and deterioration during repeated play-
ings, but they are more costly. They also require higher
magnetic flux levels during recording and for bias and
erase purposes, and so may not be suitable for all
machines.

The extra cost of these tape formulations is normally
only considered justifiable in cassette recorder systems,
where reproduction of frequencies in the range 15-20
kHz, especially at higher signal levels, can present diffi-
culties.

During the period in which patent restrictions limited
the availability of chromium dioxide tape coatings, some
of the manufacturers who were unable to employ these
formulations for commercial reasons, put about the story
that chromium dioxide tapes were more abrasive than
iron oxide ones. They would, therefore, cause more
rapid head wear. This was only marginally true, and now
that chromium dioxide formulations are more widely
available, these are used by most manufacturers for their
premium quality cassette tapes.

Composite ‘ferro-chrome’ tapes, in which a thinner
surface layer of a chromium dioxide formulation is
applied on top of a base ferric oxide layer, have been
made to achieve improved HF performance, but without
alarge increase in cost.

In ‘reel-to-reel’ recorders, it is conventional to relate
the tape thickness to the relative playing time, as ‘Stand-
ard Play’, ‘Double Play’ and so on. The gauge of such
tapes is shown in Table 7.1. In cassette tapes, a more
straight forward system is employed, in which the total
playing time in minutes is used, at the standard cassette
playing speed. For example, a C60 tape would allow 30
minutes playing time, on each side. The total thicknesses
of these tapes are listed in Table 7.2.

Table 7.1 Tape thicknesses (reel-to-reel)

Tape Thickness (in)
‘Standard play’ 0.002

‘Long play’ 0.0015
‘Double play’ 0.001

‘Triple play’ 0.00075
‘Quadruple play’ 0.0005
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For economy in manufacture, tape is normally coated
in widths of up to 48 in. (1.2 m), and is then slit down to
the widths in which it is used. These are 2 in. (50.8 mm)
11in. (25.4 mm) 0.5 in. (12.7 mm) and 0.25 in. (6.35 mm)
for professional uses, and 0.25 in. for domestic reel-to-
reel machines. Cassette recorders employ 0.15 in.
(3.81 mm) tape.

High-speed slitting machines are complex pieces of
precision machinery which must be maintained in good
order if the slit tapes are to have the required parallelism
and constancy of width. This is particularly important in
cassette machines where variations in tape width can
cause bad winding, creasing, and misalignment over the
heads.

For all of these reasons, it is highly desirable to employ
only those tapes made by reputable manufacturers,
where these are to be used on good recording equipment,
or where permanence of the recording is important.

Table 7.2 Tape thicknesses (cassette)

Tape Thickness (um)
C60 18 (length 92m)
C90 12 (length 133m)
C120 9 (length 184m)

Tape base thicknesses 12um, 8um and 6um
respectively.

The Recording Process

The magnetic materials employed in tape coatings are
chosen because they possess elemental permanent mag-
nets on a sub-microscopic or molecular scale. These tiny
magnetic elements, known as ‘domains’, are very much
smaller than the grains of spherical or needle-shaped
crystalline material from which oxide coatings are made.

Care will be taken in the manufacture of the tape to try
to ensure that all of these domains will be randomly ori-
ented, with as little ‘clumping’ as possible, to obtain as
low a zero-signal-level noise background as practicable.
Then, when the tape passes over arecording head, shown
schematically in Fig. 7.1, these magnetic domains will be
realigned in a direction and to an extent which depend on
the magnetic polarity and field strength at the trailing
edge of the recording head gap.

This is where first major snag of the system appears.
Because of the magnetic inertia of the material, small
applied magnetic fields at the recording head will have
very little effect in changing the orientation of the
domains. This leads to the kind of characteristic shown in
Fig. 7.2, where the applied magnetising force (H), is
related to the induced flux density in the tape material, (B).
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Figure 7.1 The alignment of magnetic domains as the
magnetic tape passes over the recording head.

If a sinusoidal signal is applied to the head, and the flux
across the recording head gap is related to the signal volt-
age, as shown in Fig. 7.2, the remanent magnetic flux
induced in the tape —and the consequent replayed signal
—would be both small in amplitude and badly distorted.
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Figure 7.2 The effect of the B-H non-linearity in magnetic
materials on the recording process.

This problem is removed by applying a large high-
frequency signal to the recording head, simultaneously
with the desired signal. This superimposed HF signal is
referred to as ‘“HF bias’ or simply as ‘bias’, and will be
large enough to overcome the magnetic inertia of the
domains and take the operating region into the linear
portion of the BH curve.

Several theories have been offered to account for the
way in which ‘HF bias’ linearises the recording process.
Of these the most probable is that the whole composite
signal is in fact recorded but that the very high frequency
part of it decays rapidly, due to self cancellation, so that
only the desired signal will be left on the tape, as shown
in Fig. 7.3.

Figure 7.3 The linearising effect of superimposed HF bias on
the recording process.

When the tape is passed over the replay head — which
will often be the same head which was used for recording
the signal in the first place — the fluctuating magnetic flux
of the tape will induce a small voltage in the windings of
the replay head, which will then be amplified electron-
ically in the recorder. However, both the recorded signal,
and the signal recovered from the tape at the replay head
will have a non-uniform frequency response, which will
demand some form of response equalisation in the
replay amplifier.

Sources of Non-Uniformity in Frequency Response

If a sinusoidal AC signal of constant amplitude and fre-
quency is applied to the recording head and the tape is
passed over this at a constant speed, a sequence of mag-
netic poles will be laid down on the tape, as shown
schematically in Fig. 7.4, and the distance between like



poles, equivalent to one cycle of recorded signal, is
known as the recorded wavelength. The length of this
can be calculated from the applied frequency and the
movement, in unit time of the tape, as ‘A’, which is equal
to tape velocity (cm/s) divided by frequency (cycles/s)
which will give wavelength () in cm.
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Figure 7.4 The effect of recorded wavelength on replay head
output.

This has a dominant influence on the replay character-
istics in that when the recorded wavelength is equal to
the replay head gap, as is the case shown at the replay
head in Fig. 7.4, there will be zero output. This situation
is worsened by the fact that the effective replay head gap
is, in practice, somewhat larger than the physical separ-
ation between the opposed pole pieces, due to the spread
of the magnetic field at the gap, and to the distance
between the head and the centre of the magnetic coating
on the tape, where much of the HF signal may lie.

Additional sources of diminished HF response in the
recovered signal are eddy-current and other magnetic
losses in both the recording and replay heads, and ‘self-
demagnetisation’ within the tape, which increases as the
separation between adjacent N and S poles decreases.

If a constant amplitude sine-wave signal is recorded on
the tape, the combined effect of recording head and tape
losses will lead to a remanent flux on the tape which is of
the form shown in Fig. 7.5. Here the HF turnover fre-
quency (F) is principally dependent on tape speed.

Figure 7.5 Effect of tape speed on HF replay output.

Tape Recording 115

Ignoring the effect of tape and record/replay head
losses, if a tape, on which a varying frequency signal has
been recorded, is replayed at a constant linear tape
speed, the signal output will increase at a linear rate with
frequency. This is such that the output will double for
each octave of frequency. The result is due to the phys-
ical laws of magnetic induction, in which the output volt-
age from any coil depends on the magnetic flux passing
through it, according to the relationship V = L.dB/dt.
Combining this effect with replay head losses leads to the
kind of replay output voltage characteristics shown in
Fig. 7.6.
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Figure 7.6 The effect of recorded wavelength and replay
head gap width on replay signal voltage.

At very low frequencies, say below 50 Hz, the record-
ing process becomes inefficient, especially at low tape
speeds. The interaction between the tape and the profile
of the pole faces of the record/replay heads leads to a
characteristic undulation in the frequency response of
the type shown in Fig. 7.7 for a good quality cassette
recorder.

-1 -

Figure 7.7 Non-uniformity in low-frequency response due to
pole-piece contour effects.
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Record/Replay Equalisation

In order to obtain a flat frequency response in the
record/replay process, the electrical characteristics of the
record and replay amplifiers are modified to compensate
for the non-linearities of the recording process, so far as
this is possible. This electronic frequency response
adjustment is known as ‘equalisation’, and is the subject
of much misunderstanding, even by professional users.

This misunderstanding arises because the equalisation
technique is of a different nature to that which is used in
FM broadcast receivers, or in the reproduction of LP
gramophone records, where the replay de-emphasis at
HF is identical in time-constant (turnover frequency)
and in magnitude, but opposite in sense to the pre-
emphasis employed in transmission or recording.

By contrast, in tape recording it is assumed that the
total inadequacies of the recording process will lead to a
remanent magnetic flux in the tape following a recording
which has been made at a constant amplitude which has
the frequency response characteristics shown in Fig. 7.8,
for various tape speeds. This remanent flux will be as
specified by the time-constants quoted for the various
international standards shown in Table 7.3.

These mainly refer to the expected HF roll-off, but in
some cases also require a small amount of bass pre-
emphasis so that the replay de-emphasis —either electron-
ically introduced, or inherent in the head response — may
lessen ‘hum’ pick-up, and improve LF signal-to-noise
(S/N) ratio.

The design of the replay amplifier must then be chosen
so that the required flat frequency response output
would be obtained on replaying a tape having the flux
characteristics shown in Fig. 7.8.

This will usually lead to a replay characteristic of the
kind shown in Fig. 7.9. Here a -6 dB/octave fall in output,
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with increasing frequency, is needed to compensate for
the increasing output during replay of a constant
recorded signal — referred to above — and the levelling
off, shown in curves a—d, is simply that which is needed
to correct for the anticipated fall in magnetic flux density
above the turn-over frequency, shown in Fig. 7.8 for vari-
ous tape speeds.

Figure 7.9 Required replay frequency response, for different
tape speeds.

However, this does not allow for the various other
head losses, so some additional replay HF boost, as
shown in the curves e-h, of Fig. 7.9, is also used.

The recording amplifier is then designed in the light of
the performance of the recording head used, so that the
remanent flux on the tape will conform to the specifica-
tions shown in Table 7.3, and as illustrated in Fig. 7.8.
This will generally also require some HF (and LF) pre-
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Figure 7.8 Assumed remanent magnetic flux on tape for various tape speeds, in cm/s.



emphasis, of the kind shown in Fig. 7.10. However, it
should be remembered that, especially in the case of
recording amplifier circuitry the component values
chosen by the designer will be appropriate only to the
type of recording head and tape transport mechanism —
in so far as this may influence the tape/head contact —
which is used in the design described.

Because the subjective noise level of the system is
greatly influenced by the amount of replay HF boost
which is employed, systems such as reel-to-reel recorders,
operating at relatively high-tape speeds, will sound less
‘hissy’ than cassette systems operating at 1.875 in/s
(4.76 cm/s), for which substantial replay HF boost is nec-
essary. Similarly, recordings made using Chromium diox-
ide tapes, for which a 70 us HF emphasis is employed, will
sound less ‘hissy’ than with Ferric oxide tapes equalised at
120 us, where the HF boost begins at a lower frequency.

Table 7.3 Frequency correction standards

Tape speed Standard Time constants (us) -3 dB@  +3 dB@
HF LF HF (kHz) LF (Hz)
15in/s NAB 50 3180 3.18 50
(38.1 cm/s) IEC 35 — 4.55 —
DIN 35 — 4.55 —
72 in/s NAB 50 3180 3.18 50
(19.05cm/s)  IEC 70 — 227 —
DIN 70 — 227 —
3%in/s NAB 90 3180 1.77 50
(9.53 cm/s) IEC 90 3180 1.77 50
DIN 90 3180 1.77 50
1% in/s DIN (Fe) 120 3180 1.33 50
(4.76 cm/s) (CrO,)) 70 3180 2.27 50
-]
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#
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Head Design

Record/replay heads

Three separate head types are employed in a conven-
tional tape recorder for recording, replaying and erasing.
In some cases, such as the less expensive reel-to-reel and
cassette recorders, the record and replay functions will
be combined in a single head, for which some design
compromise will be sought between the different func-
tions and design requirements.

In all cases, the basic structure is that of a ring electro-
magnet, with a flattened surface in which a gap has been
cut, at the position of contact with the tape. Convention-
ally, the form of the record and replay heads is as shown
in Fig. 7.11, with windings symmetrically placed on the
two limbs, and with gaps at both the front (tape side) and
the rear. In both cases the gaps will be filled with a thin
shim of low magnetic permeability material, such as gold,
copper or phosphor bronze, to maintain the accuracy of
the gap and the parallelism of the faces.

Figure 7.11 General arrangement of cassette recorder stereo
record/replay head using Ferrite pole pieces.
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Figure 7.10 Probable recording frequency response in cassette recorder required to meet flux characteristics shown in Fig. 7.8.
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The pole pieces on either side of the front gap are
shaped, in conjunction with the gap filling material, to
concentrate the magnetic field in the tape, as shown
schematically in Fig. 7.12, for a replay head, and the
material from which the heads are made is chosen to
have as high a value of permeability as possible, for
materials having adequate wear resistance.

The reason for the choice of high permeability core
material is to obtain as high a flux density at the gap as
possible when the head is used for recording, or to obtain
as high an output signal level as practicable (and as high
aresultant S/N ratio) when the head is used in the replay
mode. High permeability core materials also help to con-
fine the magnetic flux within the core, and thereby
reduce crosstalk.

With most available ferromagnetic materials, the per-
meability decreases with frequency, though some fer-
rites (sintered mixes of metallic oxides) may show the
converse effect. The rear gap in the recording heads is
used to minimise this defect. It also makes the recording
efficiency less dependent on intimacy of the tape to head
contact. In three-head machines, the rear gap in the
replay head is often dispensed with, in the interests of the
best replay sensitivity.

Practical record/replay heads will be required to pro-
vide a multiplicity of signal channels on the tape: two or
four, in the case of domestic systems, or up to 24 in the
case of professional equipment. So a group of identical
heads will require to be stacked, one above the other
and with the gaps accurately aligned vertically to obtain
accurate time coincidence of the recorded or replayed
signals.

Itis, of course, highly desirable that there should be very
little interaction, or crosstalk, between these adjacent
heads, and that the recording magnetic field should be
closely confined to the required tape track. This demands
very careful head design, and the separation of adjacent
headsin the stack with shims of low permeability material.

To preserve the smoothness of the head surface in con-
tact with the tape, the non-magnetic material with which
the head gap, or the space between head stacks, is filled is
chosen to have a hardness and wear resistance which
matches that of the head alloy. For example, in Permal-
loy or Super Permalloy heads, beryllium copper or phos-
phor bronze may be used, while in Sendust or ferrite

Figure 7.12 Relationship between pole-pieces and magnetic
flux in tape. heads, glass may be employed.
Table 7.4 Magnetic materials for recording heads
Material Mumetal ~ Permalloy  Super Sendust Ferrite Hot Pressed
Permalloy (Hot pressed) Ferrite
Composition 75 Ni 79 Ni 79 Ni 85 Fe Mn Mn
2Cr 4 Mo 5 Mo 10 Si Ni Ni
5Cul8Fe 17Fe 16 Fe SAl Fe oxides Fe oxides
Zn Zn
Treatment 1100°C 1100°C 1300°C 800°C 500 kg/cm?
in hydrogen in hydrogen in hydrogen in hydrogen
Permeability 50000 25000 200000%* 50000%* 1200 20000
1KHz
Max flux density 7200 16000 8700 > 5000%* 4000 4000
(gauss)
Coercivity 0.03 0.05 0.004 0.03 0.5 0.015
(oersteds)
Conductivity High High High High Very low Very low
Vickers 118 132 200%* 280%* 400 700
hardness

(*Depends on manufacturing process.)



The characteristics of the various common head ma-
terials are listed in Table 7.4. Permalloy is a nickel, iron,
molybdenum alloy, made by a manufacturing process
which leads to a very high permeability and a very low
coercivity. This term refers to the force with which the
material resists demagnetisation: ‘soft’ magnetic mater-
ials have a very low coercivity, whereas ‘hard’ magnetic
materials, i.e. those used for ‘permanent’ magnets, have
a very high value of coercivity.

Super-Permalloy is a material of similar composition
which has been heat treated at 1200-1300° C in hydro-
gen, to improve its magnetic properties and its resistance
to wear. Ferrites are ceramic materials, sintered at a high
temperature, composed of the oxides of iron, zinc, nickel
and manganese, with suitable fillers and binders. As with
the metallic alloys, heat treatment can improve the per-
formance, and hot-pressed ferrite (typically 500 Kg/cm?
at 1400° C) offers both superior hardness and better
magnetic properties.

Sendust is a hot-pressed composite of otherwise
incompatible metallic alloys produced in powder form. It
has a permeability comparable to that of Super Permal-
loy with a hardness comparable to that of ferrite.

In the metallic alloys, as compared with the ferrites, the
high conductivity of the material will lead to eddy-
current losses (due to the core material behaving like a
short-circuited turn of winding) unless the material is
made in the form of thin laminations, with an insulating
layer between these. Improved HF performance requires
that these laminations are very thin, but this, in turn,
leads to an increased manufacturing cost, especially since
any working of the material may spoil its performance.
This would necessitate re-annealing, and greater prob-
lems in attaining accurate vertical alignment of the pole
piece faces in the record/replay heads. The only general
rule is that the better materials will be more expensive to
make, and more difficult to fabricate into heads.

Because it is only the trailing edge of the record head
which generates the remanent flux on the tape, the gap in
this head can be quite wide; up to 610 microns in typical
examples. On the other hand, the replay head gap should
be as small as possible, especially in cassette recorders,
where high quality machines may employ gap widths of
one micron (0.00004 in.) or less.

The advantage of the wide recording head gap is that it
produces a field which will penetrate more fully into the
layer of oxide on the surface of the tape, more fully utilis-
ing the magnetic characteristics of the tape material. The
disadvantage of the narrow replay gap, needed for good
HF response, is that it is more difficult for the alternating
zones of magnetism on the recorded tape to induce
changes in magnetic flux within the core of the replay
head. Consequently the replay signal voltage is less, and
the difficulty in getting a good S/N ratio will be greater.
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Other things being equal, the output voltage from the
replay head will be directly proportional to the width of
the magnetic track and the tape speed. On both these
counts, therefore, the cassette recorder offers an inferior
replay signal output to the reel-to-reel system.

The erase head

This is required to generate a very high frequency alter-
nating magnetic flux within the tape coating material. It
must be sufficiently intense to take the magnetic material
fully into saturation, and so blot out any previously
existing signal on the tape within the track or tracks
concerned.

The design of the head gap or gaps should allow the
alternating flux decay slowly as the tape is drawn away
from the gap, so that the residual flux on the tape will fall
to zero following this process.

Because of the high frequencies and the high currents
involved, eddy-current losses would be a major problem
in any laminated metal construction. Erase heads are
therefore made from ferrite materials.

A rear air gap is unnecessary in an erase head, since it
operates at a constant frequency. Also, because saturat-
ing fields are used, small variations in the tape to head
contact are less important.

Some modern cassette tape coating compositions have
such a high coercivity and remanence (retention of
impressed magnetism) that single gap heads may not
fully erase the signal within a single pass. So dual gap
heads have been employed, particularly on machines
offering a ‘metal tape’ facility. This gives full erasure, (a
typical target value of —70 dB being sought for the
removal of a fully recorded signal), without excessive
erase currents being required, which could lead to over-
heating of the erase head.

It is important that the erase head should have an
erase field which is closely confined to the required
recorded tracks, and that it should remain cool. Other-
wise unwanted loss of signal or damage to the tape may
occur when the tape recording is stopped during the
recording process, by the use of the ‘pause’ control.

In some machines provision is made for switching
off the erase head, so that multiple recordings may be
overlaid on the same track. Thisis an imperfect answer to
this requirement, however, since every subsequent
recording pass will erase pre-existing signals to some
extent.

This facility would not be practicable on inexpensive
recorders, where the erase head coil is used as the oscil-
lator coil in the erase and ‘bias’ voltage generator circuit.



120 Tape Recording

Recording Track Dimensions

These conform to standards laid down by international
agreements, or, in the case of the Philips compact cas-
sette, within the original Patent specifications, and are as
shown in Fig. 7.13.

F
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Figure 7.13 Tape track specifications. (All dimensions in mm.)

HF Bias

Basic bias requirements

As has been seen, the magnetic recording process would
lead to a high level of signal distortion, were it not for the
fact that a large, constant amplitude, HF bias waveform
is combined with the signal at the recording head. The
basic requirement for this is to generate a composite
magnetic flux, within the tape, which will lie within the
linear range of the tape’s magnetic characteristics, as
shown in Fig. 7.3.

However, the magnitude and nature of the bias signal
influences almost every other aspect of the recording
process. There is no value for the applied ‘bias’ current
which will be the best for all of the affected recording
characteristics. It is conventional, and correct, to refer to
the bias signal as a current, since the effect on the tape is
that of a magnetising force, defined in ‘ampere turns’.
Since the recording head will have a significantinductance
—up to 0.5 H in some cases — which will offer a substantial
impedance at HF, the applied voltage for a constant flux
level will depend on the chosen bias frequency.

The way in which these characteristics are affected is
shown in Fig. 7.14 and 7.15, for ferric and chrome tapes.
These are examined separately below, together with some
of the other factors which influence the final performance.

Figure 7.14 The influence of bias on recording characteristics.
(C60/90 and C120 Ferric tapes.)

Figure 7.15 The influence of bias on recording characteristics.
(C90 Chrome tape.)

HF bias frequency

The particular choice of bias frequency adopted by the
manufacturer will be a compromise influenced by his



own preferences, and his performance intentions for the
equipment.

Itis necessary that the frequency chosen shall be suffi-
ciently higher than the maximum signal frequency which
is to be recorded that any residual bias signal left on the
tape will not be reproduced by the replay head or ampli-
fier, where it could cause overload or other undesirable
effects.

On the other hand, too high a chosen bias frequency
will lead to difficulties in generating an adequate bias
current flow through the record head. This may lead to
overheating in the erase head.

Within these overall limits, there are other considera-
tions which affect the choice of frequency. At the lower
end of the usable frequency range, the overall efficiency
of the recording process, and the LF S/N ratio is some-
what improved. The improvement is at the expense of
some erasure of the higher audio frequencies, which
increases the need for HF pre-emphasis to achieve a ‘flat’
frequency response. However, since it is conventional to
use the same HF signal for the erase head, the effective-
ness of erasure will be better for the same erase current.

At the higher end of the practicable bias frequency
range, the recorded HF response will be better, but the
modulation noise will be less good. The danger of satur-
ation of the recording head pole-piece tips will be
greater, since there is almost invariably a decrease in per-
meability with increasing frequency. This will require
more care in the design of the recording head.

Typically, the chosen frequency for audio work will be
between four and six times the highest frequency which
it is desired to record: it will usually be in the range
60-120 kHz, with better machines using the higher values.

HF bias waveform

The most important features of the bias waveform are its
peak amplitude and its symmetry. So although other
waveforms, such as square waves, will operate in this
mode quite satisfactorily, any inadvertent phase shift in
the harmonic components would lead to a change in the
peak amplitude, which would affect the performance.

Also, it is vitally important that the HF ‘bias’ signal
should have a very low noise component. In the compos-
ite signal applied to the record head, the bias signal may
be 10-20 times greater than the audio signal to be
recorded. If, therefore, the bias waveform is not to
degrade the overall S/N ratio of the system, the noise
content of the bias waveform must be at least 40 times
better than that of the incoming signal.

The symmetry of the waveform is required so that
there is no apparent DC or unidirectional magnetic com-
ponent of the resultant waveform, which could magnet-
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ise the record head and impair the tape modulation
noise figure. An additional factor is that a symmetrical
waveform allows the greatest utilisation of the linear
portion of the tape magnetisation curve.

For these reasons, and for convenience in generating
the erase waveform, the bias oscillator will be designed
to generate a very high purity sine wave. Then the subse-
quent handling and amplifying circuitry will be chosen to
avoid any degradation of this.

Maximum output level (MOL)

When the tape is recorded with the appropriate bias sig-
nal, it will have an effective ‘B-H’ characteristic of the
form shown in Fig. 7.16. Here it is quite linear at low sig-
nal levels, but will tend to flatten-off the peaks of the
waveform at higher signal levels. This causes the third
harmonic distortion, which worsens as the magnitude of
the recorded signal increases, and effectively sets a max-
imum output level for the recorder/tape combination.

4
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Figure 7.16 Relationship between remanent flux (‘B’), and
applied magnetic field at 315 Hz in a biased tape, showing
linearisation and overload effects.

This is usually quoted as ‘MOL (315 Hz)’, and is
defined as the output level, at 315 Hz. It is given some ref-
erence level, (usually a remanent magnetic flux on the
tape of 250 nano Webers/m, for cassette tapes), at which
the third harmonic distortion of the signal reaches 3 per-
cent. The MOL generally increases with bias up to some
maximum value, as shown in Fig. 7.14 and 7.15.
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The optimum, or reference bias

Since it is apparent that there is no single best value for
the bias current, the compromise chosen for cassette
recorders is usually that which leads to the least difficulty
in obtaining a flat frequency response. Lower values of
bias give better HF performance but worse characteris-
tics in almost all other respects, so the value chosen is that
which leads to a fall in output, at 10 kHz in the case of cas-
settes of 12 dB in comparison with the output at 315 Hz.

In higher tape speed reel-to-reel recorders, the speci-
fied difference in output level at 315 Hz and 12.5 kHz
may be only 2.5 dB. Alternatively, the makers recom-
mended ‘reference’ bias may be that which gives the low-
est value of THD at 1 kHz.

Sensitivity

This will be specified at some particular frequency, as
‘S-315 Hz’ or ‘S-10 kHz’ depending on the frequency
chosen. Because of self-erasure effects, the HF com-
ponents of the signal are attenuated more rapidly with
increasing HF ‘bias’ values than the LF signals. On the
other hand, HF signals can act, in part, as a bias waveform,
so some recorders employ a monitoring circuit which
adjusts the absolute value of the bias input, so that it is
reduced in the presence of large HF components in the
audio signal.

This can improve the HF response and HF output
level for the same value of harmonic distortion in com-
parison with a fixed bias value system.

Total harmonic distortion (THD)

This is generally worsened at both low and high values of
‘bias’ current. At low values, this is because inadequate
bias has been used to straighten out the kink at the centre
of the ‘B-H’ curve, which leaves a residue of unpleasant,
odd harmonic, crossover-type distortion. At high values,
the problem is simply that the bias signal is carrying
the composite recording waveform into regions of tape
saturation, where the B-H curve flattens off.

Under this condition, the distortion component is
largely third harmonic, which tends to make the sound
quality rather shrill. As a matter of practical convenience,
the reference bias will be chosen to lie somewhere near
the low point on the THD/bias curve. The formulation
and coating thickness adopted by the manufacturer
can be chosen to assist in this, as can be seen by the
comparison between C90 and C120 tapes in Fig. 7.14.

The third harmonic distortion for a correctly biased
tape will increase rapidly as the MOL value is

approached. The actual peak recording values for which
the recorder VU or peak recording level meters are set is
not, sadly, a matter on which there is any agreement
between manufacturers, and will, in any case, depend on
the tape and the way in which it has been biased.

Noise level

Depending on the tape and record head employed, the
residual noise level on the tape will be influenced by
the bias current and will tend to decrease with increasing
bias current values. However, this is influenced to a
greater extent by the bias frequency and waveform
employed, and by the construction of the erase head.

The desired performance in a tape or cassette recorder
is that the no-signal replay noise from a new or bulk
erased tape should be identical to that which arises from
a single pass through the recorder, set to record at zero
signal level.

Aspects of recording and replay noise are discussed
more fully below.

Saturation output level (SOL)

This is a similar specification to the MOL, but will gener-
ally apply to the maximum replay level from the tape at a
high frequency, usually 10 kHz, and decreases with
increasing bias at a similar rate to that of the HF sensitiv-
ity value.

The decrease in HF sensitivity with increasing bias
appears to be a simple matter of partial erasure of short
recorded wavelength signals by the bias signal. However,
in the case of the SOL, the oscillation of the domains
caused by the magnetic flux associated with the bias
current appears physically to limit the ability of short
wavelength magnetic elements to coexist without self-
cancellation.

It is fortunate that the energy distribution on most
programme material is high at LF and lower middle fre-
quencies, but falls off rapidly above, say, 3 kHz, so HF
overload is not normally a problem. It is also normal
practice to take the output to the VU or peak signal
metering circuit from the output of the recording ampli-
fier, so the effect of pre-emphasis at HF will be taken into
account.

Bias level setting

This is a difficult matter in the absence of appropriate
test instruments, and will require adjustment for every



significant change in tape type, especially in cassette
machines, where a wide range of coating formulations is
available.

Normally, the equipment manufacturer will provide a
switch selectable choice of pre-set bias values, labelled in
a cassette recorder, for example, as types ‘1’ (all ferric
oxide tapes, used with a 120 ps equalisation time con-
stant), 2’ (all chromium dioxide tapes, used with a 70 pus
equalisation), ‘3’ (dual coated ‘ferro-chrome’ tapes, for
70 us equalisation) and ‘4’ (all ‘metal’ tapes), where the
machine is compatible with these.

Additionally, in the higher quality (three-head)
machines, a test facility may be provided, such as a built-
in dual frequency oscillator, having outputs at 330 Hz
and 8 kHz, to allow the bias current to be set to provide
an identical output at both frequencies on replay. In
some recent machines this process has been automated.

The Tape Transport Mechanism

The constancy and precision of the tape speed across the
record and replay heads is one of the major criteria for
the quality of a tape recorder mechanism. Great care is
taken in the drive to the tape ‘capstans’ to smooth out
any vibration or flutter generated by the drive motor or
motors. The better quality machines will employ a dual-
capstan system, with separate speed or torque controlled
motors, to drive the tape and maintain a constant tension
across the record and replay heads, in addition to the
drive and braking systems applied to the take-up and
unwind spools.

This requirement can make some difficulties in the case
of cassette recorder systems, in which the design of the
cassette body allows only limited access to the tape. In this
case a dual-capstan system requires the use of the erase
head access port for the unwind side capstan, and forces
the use of a narrowed erase head which can be fitted into
an adjacent, unused, small slot in the cassette body.

The use of pressure pads to hold the tape against the
record or replay heads is considered by many engineers
to be an unsatisfactory practice, in that it increases the
drag on the tape, and can accelerate head wear. In reel-
to-reel recorders it is normally feasible to design the tape
layout and drive system so that the tape maintains a con-
stant and controlled position in relation to the heads, so
the use of pressure pads can be avoided.

However, in the case of cassettes where the original
patent specification did not envisage the quality of per-
formance sought and attained in modern cassette decks,
a pressure pad is incorporated as a permanent part of the
cassette body. Some three-head cassette machines, with
dual capstan drive, control the tape tension at the record
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and replay position so well that the inbuilt pressure pad is
pushed away from the tape when the cassette is inserted.

An essential feature of the maintenance of any tape or
cassette recorder is the routine cleaning of the capstan
drive shafts, and pinch rollers, since these can attract
deposits of tape coating material, which will interfere
with the constancy of tape drive speed.

The cleanliness of the record/replay heads influences
the closeness of contact between the tape and the head
gap, which principally affects the replay characteristics,
and reduces the replay HF response.

Transient Performance

The tape recording medium is unique as the maximum
rate of change of the reproduced replay signal voltage is
determined by the speed with which the magnetised tape
is drawn past the replay head gap. This imposes a fixed
‘slew-rate’ limitation on all reproduced transient signal
voltages, so that the maximum rate of change of voltage
cannot exceed some fixed proportion of its final value.

In this respect it differs from a slew-rate-limited elec-
tronic amplifier, in which the effective limitation is signal
amplitude dependent, and may not occur on small signal
excursions even when it will arise on larger ones.

Slew-rate limitation in electronic amplifiers is, how-
ever, also associated with the paralysis of the amplifier
during the rate-limited condition. This is a fault which
does not happen in the same way with a replayed mag-
netic tape signal, within the usable region of the B-H
curve. Nevertheless, it is a factor which impairs the repro-
duced sound quality, and leads to the acoustic superiority
of high tape speed reel-to-reel machines over even the
best of cassette recorders, and the superiority of replay
heads with very narrow head gaps, for example in three-
head machines, in comparison with the larger, compro-
mise form, gaps of combined record/replay heads.

It is possibly also, a factor in the preference of some
audiophiles for direct-cut discs, in which tape mastering
is not employed.

A further source of distortion on transient waveforms
arises due to the use of HF emphasis, in the recording
process and in replay, to compensate for the loss of high
frequencies due to tape or head characteristics.

If this is injudiciously applied, this HF boost can lead to
‘ringing’ on a transient, in the manner shown, for a square-
wave in Fig. 7.17. This impairs the audible performance of
the system, and can worsen the subjective noise figure of
the recorder. It is therefore sensible to examine the
square-wave performance of a tape recorder system fol-
lowing any adjustment to the HF boost circuitry, and
adjust these for minimum overshoot.
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Figure 7.17 ‘Ringing’ effects, on a 1 KHz square-wave, due to
excessive HF boost applied to extend high-frequency response.

Tape Noise

Noise in magnetic recording systems has two distinct
causes: the tape, and the electronic amplification and sig-
nal handling circuitry associated with it. Circuit noise
should normally be the lesser problem, and will be dis-
cussed separately.

Tape noise arises because of the essentially granular,
or particulate, nature of the coating material and the
magnetic domains within it. There are other effects,
though, which are due to the actual recording process,
and these are known as ‘modulation’ or ‘bias noise’, and
‘contact’ noise — due to the surface characteristics of the
tape.

The problem of noise on magnetic tape and that of the
graininess of the image in the photographic process are
very similar. In both cases this is a statistical problem,
related to the distribution of the individual signal elem-
ents, which becomes more severe as the area sampled,
per unit time, is decreased. (The strict comparison
should be restricted to cine film, but the analogy also
holds for still photography.)

Similarly, a small output signal from the replay head,
(equivalent to a small area photographic negative),
which demands high amplification, (equivalent to a high
degree of photographic enlargement), will lead to a
worse S/N ratio, (equivalent to worse graininess in the
final image), and a worse HF response and transient def-
inition, (image sharpness).

For the medium itself, in photographic emulsions high
sensitivity is associated with worse graininess, and vice
versa. Similarly, with magnetic tapes, low noise, fine
grain tape coatings also show lower sensitivity in terms of
output signal. Metal tapes offer the best solution here.

A further feature, well-known to photographers, is
that prints from large negatives have a subtlety of tone
and gradation which is lacking from apparently identical

small-negative enlargements. Similarly, comparable size
enlargements from slow, fine-grained, negative material
are preferable to those from higher speed, coarse-
grained stock.

There is presumably an acoustic equivalence in the
tape recording field.

Modulation or bias noise arises because of the random
nature and distribution of the magnetic material
throughout the thickness of the coating. During record-
ing, the magnetic flux due to both the signal and bias
waveforms will redistribute these domains, so that, in
the absence of a signal, there will be some worsening of
the noise figure. In the presence of a recorded signal, the
magnitude of the noise will be modulated by the signal.

This can be thought of simply as a consequence of
recording the signal on an inhomogeneous medium, and
gives rise to the description as ‘noise behind the signal’, as
when the signal disappears, this added noise also stops.

The way in which the signal to noise ratio of a recorded
tape is dependent on the area sampled, per unit time, can be
seen from a comparison between a fast tape speed dual-
track reel-to-reel recording with that on a standard cassette.

For the reel-to-reel machine there will be a track width
of 2.5 mm with a tape speed of 15 in./s, (381 mm/s) which
will give a sampled area equivalent to 2.5 mm x 381 mm
= 925 mm?s. In the case of the cassette recorder the tape
speed will be 1.875 in/s (47.625 mm/s), and the track
width will be 0.61 mm, so that the sampled area will only
be 29 mm?/s. This is approximately 32 times smaller,
equivalent to a 15 dB difference in S/N ratio.

This leads to typical maximum S/N ratios of 67 dB for
a two-track reel-to-reel machine, compared with a 52 dB
value for the equivalent cassette recorder, using similar
tape types. In both cases some noise reduction technique
will be used, which will lead to a further improvement in
these figures.

Itis generally assumed that an S/N ratio of 70-75 dB for
wideband noise is necessary for the noise level to be
acceptable for high quality work, through some workers
urge the search for target values of 90 dB or greater. How-
ever, bearing in mind that the sound background level in
a very quiet domestic listening room is unlikely to be less
than +30 dB (reference level, 0 dB = 0.0002 dynes/cm?)
and that the threshold of pain is only +105-110 dB, such
extreme S/N values may not be warranted.

In cassette recorders, it is unusual for S/N ratios better
than 60 dB to be obtained, even with optimally adjusted
noise reduction circuitry in use.

The last source of noise, contact noise, is caused by a
lack of surface smoothness of the tape, or fluctuations in
the coating thickness due to surface irregularities in the
backing material. It arises because the tape coating com-
pletes the magnetic circuit across the gap in the heads
during the recording process.



Any variations in the proximity of tape to head will,
therefore, lead to fluctuations in the magnitude of the
replayed signal. This kind of defect is worse at higher fre-
quencies and with narrower recording track widths, and can
lead to drop-outs (complete loss of signal) in severe cases.

This kind of broadband noise is influenced by tape
material, tape storage conditions, tape tension and head
design. It is an avoidable nuisance to some extent, but is
invariably present.

Contact noise, though worse with narrow tapes and
low tape speeds, is not susceptible to the kind of analysis
shown above, in relation to the other noise components.

The growing use of digital recording systems, even in
domestic cassette recorder form, is likely to alter substan-
tially the situation for all forms of recorded noise,
although itis still argued by some workers in this field that
the claimed advantages of digitally encoded and decoded
recording systems are offset by other types of problem.

There is no doubt that the future of all large-scale com-
mercial tape recording will be tied to the digital system, if
only because of the almost universal adoption by record
manufacturers of the compact disc as the future style of
gramophone record.

This is recorded in a digitally encoded form, so it is
obviously sensible to carry out the basic mastering in this
form also, since their other large-scale products, the
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compact cassette and the vinyl disc, can equally well be
mastered from digital as from analogue tapes.

Electronic Circuit Design

The type of circuit layout used for almost all analogue
(i.e. non-digital) magnetic tape recorders is as shown, in
block diagram form, in Fig. 7.18.

The critical parts of the design, in respect of added cir-
cuit noise, are the replay amplifier, and the bias/erase
oscillator. They will be considered separately.

It should also be noted that the mechanical design of
both the erase and record heads can influence the noise
level on the tape. This is determined by contact profile
and gap design, consideration of which is beyond the
scope of this chapter.

The replay amplifier

Ignoring any noise reduction decoding circuitry, the func-
tion of this is to amplify the electrical signal from the
replay head, and to apply any appropriate frequency
response equalisation necessary to achieve a substantially
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Figure 7.18 Schematic layout of the ‘building blocks’ of a magnetic tape recorder.
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uniform frequency response. The design should also
ensure the maximum practicable S/N ratio for the
signal voltage present at the replay head.

It has been noted previously that the use of very nar-
row replay head gaps, desirable for good high frequency
and transient response, will reduce the signal output, if
only because there will be less tape material within the
replay gap at any one time. This makes severe demands
on the design of the replay amplifier system, especially in
the case of cassette recorder systems, where the slow
tape speed and narrow tape track width reduces the
extent of magnetic induction.

In practice, the mid-frequency output of a typical high
quality cassette recorder head will only be of the order of
1mV, and, if the overall S/N ratio of the system is not to be
significantly degraded by replay amplifier noise, the ‘noise
floor’ of the replay amp. should be of the order of 20 dB
better than this. Taking 1 mV as the reference level, this
would imply a target noise level of —72 dB if the existing
tape S/N ratio is of the order of -52 dB quoted above.

The actual RMS noise component required to satisfy
this criterion would be 0.25 puV, which is just within the
range of possible circuit performance, provided that care
is taken with the design and the circuit components.

The principal sources of noise in an amplifier employ-
ing semiconductor devices are:

(1) Johnson’ or ‘thermal’ noise, caused by the random
motion of the electrons in the input circuit, and in the
input impedance of the amplifying device employed
(minimised by making the total input circuit imped-
ance as low as possible, and by the optimum choice of
input devices)

(2) ‘shot’ noise, which is proportional to the current flow
through the input device, and to the circuit bandwidth

(3) ‘excess’, or ‘1/f’, noise due to imperfections in the
crystal lattice, and proportional to device current
and root bandwidth, and inversely proportional to
root frequency

(4) collector-base leakage current noise, which is influ-
enced by both operating temperature and DC supply
line voltage

(5) surface recombination noise in the base region.

Where these are approximately calculable, the equa-
tions shown below are appropriate.

Johnson (thermal noise) =v/4KTRAf
Shot noise =+/2¢glpc x Af
VAT X Af
/

where ‘Af’ is the bandwidth (Hz), K =1.38 x 102, T'is
the temperature (Kelvin), ¢ the electronic charge
(1.59 x 10" Coulombs), fis the operating frequency and
R the input circuit impedance.

Modulation (1/f) noise =

In practical terms, a satisfactory result would be given
by the use of silicon bipolar epitaxial-base junction tran-
sistor as the input device, which should be of PNP type.
This would take advantage of the better surface recom-
bination noise characteristics of the n-type base material,
at an appropriately low collector to emitter voltage, say
3—4 V, with as low a collector current as is compatible
with device performance and noise figure, and a base cir-
cuit impedance giving the best compromise between
‘Johnson’ noise and device noise figure requirements.

Other devices which can be used are junction field-
effect transistors, and small-signal V-MOS and T-MOS
insulated-gate type transistors. In some cases the circuit
designer may adopt a slightly less favourable input con-
figuration, in respect of S/N ratio, to improve on other
performance characteristics such as slew-rate balance or
transient response.

Generally, however, discrete component designs will
be preferred and used in high quality machines, although
low-noise integrated circuit devices are now attaining
performance levels where the differences between IC
and discrete component designs are becoming negligible.

Typical input amplifier circuit designs by Sony, Pioneer,
Technics, and the author, are shown in Figs. 7.19-7.22.

Figure 7.19 Cassette deck replay amplifier by Sony (TCKS81).

In higher speed reel-to-reel recorders, where the sig-
nal output voltage from the replay head is higher, the
need for the minimum replay amplifier noise is less acute,
and low-noise IC op amplifiers, of the type designed for
audio purposes will be adequate. Examples are the Texas
Instruments TLO71 series, the National Semiconductor
LF351 series op amps. They offer the advantage of
improved circuit symmetry and input headroom.

If the replay input amplifier provides a typical signal
output level of 100 mV RMS, then all the other stages in
the signal chain can be handled by IC op amps without
significant degradation of the S/N ratio. Designer prefer-
ences or the desire to utilise existing well tried circuit
structures may encourage the retention of discrete com-
ponent layouts, even in modern equipment.
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Figure 7.20 Very high quality cassette recorder replay amplifier due to Pioneer (CT-A9).
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Figure 7.21 Combined record/replay amplifier used by Technics, shown in replay mode (RSX20).

Figure 7.22 Complete cassete recorder replay system, used in portable machine.

However, in mass-produced equipment aimed at a Replay Equalisation
large, low-cost, market sale, there is an increasing ten-
dency to incorporate as much as possible of the record,
replay, and noise reduction circuitry within one or two This stage will usually follow the input amplifier stage,
complex, purpose-built ICs, to lessen assembly costs. with a signal level replay gain control interposed
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between this and the input stage, where it will not
degrade the overall noise figure, it will lessen the possi-
bility of voltage overload and ‘clipping’ in the succeeding
circuitry.

Opinions differ among designers on the position of the
equalisation network. Some prefer to treat the input
amplifier as a flat frequency response stage, as this means
the least difficulty in obtaining a low input thermal noise
figure. Others utilise this stage for the total or initial fre-
quency response shaping function.

In all cases, the requirement is that the equalised
replay amplifier response shall provide a uniform output
frequency response, from a recorded flux level having
the characteristics shown in Fig. 7.8, ignoring for the
moment any frequency response modifications which
may have been imposed by the record-stage noise reduc-
tion processing elements, or the converse process of the
subsequent decoding stage.

Normally, the frequency response equalisation func-
tion will be brought about by frequency sensitive imped-
ance networks in the feedback path of an amplifier
element, and a typical layout is shown in Fig. 7.23.

oW

Figure 7.23 RC components network used in replay amplifier
to achieve frequency response equalisation.

Considering the replay curve shown in Fig. 7.24, this
can be divided into three zones, the flattening of the
curve, in zone ‘A’, below 50 Hz, in accordance with the
LF 3180 us time-constant employed, following Table 7.3,
in almost all recommended replay characteristics, the
levelling of the curve, in zone ‘B’, beyond a frequency
determined by the HF time constant of Table 7.3,
depending on application, tape type, and tape speed.

Since the output from the tape for a constant remanent
flux will be assumed to increase at a +6 dB/octave rate,
this levelling-off of the replay curve is equivalent to a +6
dB/octave HF boost. This is required to correct for the
presumed HF roll-off on record, shown in Fig. 7.8

Figure 7.24 Cassette recorder replay response given by
circuit layout shown in Fig. 7.23, indicating the regions
affected by the RC component values.

Finally, there is the HF replay boost of zone ‘C’, neces-
sary to compensate for poor replay head HF perform-
ance. On reel-to-reel recorders this effect may be
ignored, and on the better designs of replay head in cas-
sette recorders the necessary correction may be so small
that it can be accomplished merely by adding a small
capacitor across the replay head, as shown in the designs
of Fig. 7.19-7.22. The parallel resonance of the head
winding inductance with the added capacitor then gives
an element of HF boost.

With worse replay head designs, some more substan-
tial boost may be needed, as shown in ‘C’ in Fig. 7.23.

A further type of compensation is sometimes
employed at the low-frequency end of the response
curve and usually in the range 30-80 Hz, to compensate
for any LF ripple in the replay response, as shown in Fig.
7.10. Generally all that is attempted for this kind of fre-
quency response flattening is to interpose a tuned LF
‘notch’ filter, of the kind shown in Fig. 7.25 in the output
of the record amp, to coincide with the first peak in the
LF replay ripple curve.
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Figure 7.25 Notch filter in record amplifier, used to lessen LF
ripple effects.



The Bias Oscillator

The first major requirement for this circuit is a substan-
tial output voltage swing-since this circuit will also be
used to power the ‘erase’ head, and with some tapes a
large erase current is necessary to obtain a low residual
signal level on the erased tape. Also needed are good
symmetry of waveform, and a very low intrinsic noise fig-
ure, since any noise components on the bias waveform
will be added to the recorded signal.

The invariable practical choice, as the best way of
meeting these requirements, is that of a low distortion
HF sine waveform.

Since symmetry and high output voltage swing are
both most easily obtained from symmetrical ‘push-pull’
circuit designs, most of the better modern recorders
employ this type of layout, of which two typical examples
are shown in Fig. 7.26 and 7.27. In the first of these, which
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is used in a simple low-cost design, the erase coil is used
as the oscillator inductor, and the circuit is arranged to
develop a large voltage swing from a relatively low DC
supply line.

The second is a much more sophisticated and ambi-
tious recorder design. Where the actual bias voltage level
is automatically adjusted by micro-computer control
within the machine to optimise the tape recording char-
acteristics. The more conventional approach of a mul-
tiple winding transformer is employed to generate the
necessary positive feedback signal to the oscillator tran-
sistors.

In all cases great care will be taken in the choise of cir-
cuitry and by the use of high ‘Q’ tuned transformers to avoid
degrading the purity of the waveform or the S/N ratio.

In good quality commercial machines there will gener-
ally be both a switch selectable bias level control, to suit
the TEC designated tape types (1-4) and a fine adjust-
ment. This latter control will usually be a pair of variable

Figure 7.26 High-output, low-distortion, bias/erase oscillator used in cassette recorder.

Figure 7.27 High-quality bias oscillator having automatic bias current adjustment facilities (Pioneer CT-A9).
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resistors, in series with separate small capacitors, in the
feed to eachrecording channel, since the high ACimped-
ance of the capacitor tends to restrict the introduction of
lower frequency noise components into the record head.
It also serves to lessen the possibility of recording signal
cross-talk from one channel to the other.

The Record Amplifier

Referring to the block diagram of Fig. 7.18, the layout of
the recording amplifier chain will normally include some
noise reduction encoding system (Dolby A or equiva-
lent, and/or Dolby HX, in professional analogue-type
tape recorders, or Dolby B or C in domestic machines).
The operation of this would be embarassed by the pres-
ence of high-frequency audio components, such as the
19 kHz FM ‘pilot tone’ used in stereo broadcasts to
regenerate the 38 kHz stereo sub-carrier.

For this reason, machines equipped with noise reduc-
tion facilities will almost invariably also include some
low-pass filter system, either as some electronic ‘active
filter’ or a simple LC system, of the forms shown in
Fig. 7.28. Some form of microphone amplifier will also be
provided as an alternative to the line inputs. The design
of this will follow similar low-noise principles to those
essential in the replay head amplifier, except that the
mic. amplifier will normally be optimised for a high
input circuit impedance. A typical example is shown in
Fig.7.29.
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Figure 7.28 L-C and active low-pass filter systems used to
protect noise reduction circuitry from spurious HF inputs.
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Figure 7.29 Single stage microphone input amplifier by Sony
(TCK-81).

Asmentioned above, it is common (and good) practice
to include a ‘muting’ stage in the replay amp line, to
restrict the audibility of the amplifier noise in the absence
of any tape signal. A similar stage may be incorporated in
the record line, but in this case the VU or peak recording
meter will require to derive its signal feed from an earlier
stage of the amplifier. Thus the input signal level can still
be set with the recorder at ‘pause’.

The recording amplifier will be designed to deliver the
signal to the record head at an adequate amplitude, and
with low added noise or distortion, and in a manner tol-
erant of the substantial HF bias voltage present at the
record head.

Contemporary design trends tend to favour record
heads with low winding impedances, so the record ampli-
fier must be capable of coping with this.

As noted above, the design of the record amplifier
must be such thatit will not be affected by the presence of
the HF bias signal at the record head.

There are approaches normally chosen. One is to
employ an amplifier with a very high output impedance,
the output signal characteristics of which will not be
influenced by superimposed output voltage swings.
Another is to interpose a suitable high value resistor in
the signal line between the record amp and the head.
This also has the benefit of linearising the record current
vs frequency characteristics of the record system. If the
record amplifier has alow outputimpedance, it will cause
the intruding bias frequency signal component to be
greatly attenuated in its reverse path.

However, the simplest, and by far the most common,
choice is merely to include a parallel-tuned LC rejection
circuit, tuned to the HF bias oscillator frequency, in the
record amplifier output, as shown in the circuit design of
Fig. 7.30.
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Figure 7.30 Record output stage, from Pioneer, showing bias
trap and L-C equalisation components (CT4141-A).

Some very advanced recorder designs actually use a
separate mixer stage, in which the signal and bias
components can be added before they are fed to the
record head. In this case the design of the output stage is
chosen so that it can handle the total composite (signal +
bias) voltage swing without cross-modulation or other
distortion effects.

Recording Level Indication

This is now almost exclusively performed in domestic
type equipment by instantaneously acting light-emitting
diodes, adjusted to respond to the peak recording levels
attained. There are several purpose-built integrated cir-
cuits designed especially for this function.

In earlier instruments, which moving coil display
meters were used, great care was necessary to ensure that
the meter response had adequate ballistic characteristics
to respond to fast transient signal level changes. This
invariably meant that good performance was expensive.

Itis notable that professional recording engineers still
prefer to use meter displays, the ballistic characteristics
of which are normally precisely controlled, and to the
ASA C16-5 specification. However, the indication given
by these may be supplemented by LED-type peak level
indication.

Tape Drive Control

Few things have a more conspicuous effect upon the final
performance of a tape recorder system than variations in
the tape speed. Electronic servo systems, of the type
shown in schematic form in Fig. 7.31, are increasingly
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used in better class domestic machines (they have been
an obligatory feature of professional recorder systems
for many years) to assure constancy of tape travel.
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Figure 7.31 Schematic layout of speed control servo-
mechanism.

In arrangements of this kind, the capstan drive motors
will either be direct current types, the drive current of
which is increased or decreased electronically depending
on whether the speed sensor system detects a slowing or
an increase in tape speed. Alternatively, the motors may
be of ‘brushless’ AC type, fed from an electronically
generated AC waveform, the frequency of which is
increased or decreased depending on whether a positive
or a negative tape speed correction is required.

With the growing use of microprocessor control and
automated logic sequences to operate head position, sig-
nal channel and record/replay selection, and motor con-
trol, the use of electronically generated and regulated
motor power supplies is a sensible approach. The only
problem is that the increasing complexity of circuitry
involved in the search for better performance and
greater user convenience may make any repairs more
difficult and costly to perform.

Professional Tape Recording Equipment

This is aimed at an entirely different type of use to that of
the domestic equipment, and is consequently of different
design, with a different set of priorities.

Domestic tape cassette recorders are used most com-
monly for transferring programme material from radio
broadcasts gramophone or other tape recordings, or
spontaneous (i.e., non-repeatable) ‘live’ events, to tape
and the finished recording is made for the benefit of the
recordist or the participants. No editing is desired or
practicable. In contrast, in commercial/professional
work it is likely that the final product will be closely scru-
tinised for imperfections, and will be highly edited.

Moreover, in broadcasting or news applications, it is
essential that time synchronisation, for example with pic-
tures, be practicable.
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Also, since the recording process is just one step in a
necessarily profitable commercial operation, profes-
sional machines must be rugged, resistant to misuse, and
reliable. The cost of the equipment, except as dictated by
competitive pressures between rival manufacturers, will
be of asecondary consideration, and its physical bulk will
be less important than its ease of use.

These differences in use and outlook are reflected in
the different types of specification of professional
recording systems, and these are listed below.

General Description

Mechanical

Professional tape recording machines will invariably be
reel-to-reel recording as ‘half-track’, or occasionally as
‘quarter-track’ on % in. tape, or as 8-track, 16-track,
24-track or 32-track, on 2 in., 1 in. or 2 in. wide tape.
(Because of the strong influence of the USA in the
recording field, metric dimensions are very seldom used
in specifying either tape widths or linear tape speeds of
professional equipment.)

Even on half-track machines, facilities are now being
provided for time code marking as are more generally
found on multi-track machines by way of an additional
channel in the central 2.25 mm dead band between the
two stereo tracks.

This allows identification of the time elapsed since the
start of the recording as well as the time remaining on the
particular tape in use. This information is available even
if the tape is removed and replaced, part wound. (It is
customary for professional recorders, copied now by
some of the better domestic machines, to indicate tape
usage by elapsed-time displays rather than as a simple
number counter.) Also available is the real time — as in
the conventional clock sense — and any reference mark-
ers needed for external synchronisation or tape editing.

The mechanisms used will be designed to give an
extremely stable tape tension and linear tape speed, with
very little wow or flutter, a switched choice of speeds, and
provision for adjusting the actual speed, upwards or
downwards, over a range — customarily chosen as seven
semitones — with facility for accurate selection of the
initial reference tape speed. It is also customary to allow
for different sized tape spools, with easy and rapid
replacement of these.

The high power motors customarily used to ensure
both tape speed stability and rapid acceleration — from
rest to operating speed in 100 ms is attainable on some
machines — can involve significant heat dissipations. So

the bed-plate for the deck itself is frequently a substan-
tial die-casting, of up to two inches in thickness, in which
the recesses for the reels, capstans and heads are formed
by surface machining. The use of ancillary cooling fans in
a studio or sound recording environment is understand-
ably avoided wherever possible.

To make the tape speed absolutely independent of
mains power frequency changes, it is common practice
to derive the motor speed reference from a crystal
controlled source, frequently that used in any micro-
processor system used for other control, editing, and
search applications.

Since the product will often be a commercial gramo-
phone record or cassette recording, from which all
imperfections must be removed before production, edit-
ing facilities — either by physically splicing the tape, or by
electronic processing — will feature largely in any ‘pro’
machine. Often the tape and spool drive system will per-
mit automatic ‘shuttle’ action, in which the tape is moved
to and fro across the replay head, to allow the precise
location of any edit point.

An internal computer memory store may also be pro-
vided to log the points at which edits are to be made,
where these are noted during the recording session. The
number and position of these may also be shown on an
internal display panel, and the tape taken rapidly to these
points by some auto-search facility.

Electrical

The electronic circuitry employed in both professional
and domestic tape recorder systems is similar, except
that their tasks are different. Indeed many of the facili-
ties which were originally introduced in professional
machines have been taken over into the domestic scene,
as the ambitions of the manufacturers and the expect-
ations of the users have grown.

In general outline, therefore, the type of circuit layout
described above will be appropriate. However, because
of the optional choice of tape speeds, provision will be
made for different, switch-selectable, equalisation char-
acteristics and also, in some cases, for different LF com-
pensation to offset the less effective LF recording action
athigher tape speeds. Again, the bias settings will be both
adjustable and pre-settable to suit the tape types used.

To assist in the optimisation of the bias settings, built-
in reference oscillators, at 1 kHz, 10 kHz, and sometimes
100 Hz, may be provided, so that the flattest practicable
frequency response may be obtained.

This process has been automated in some of the more
exotic cassette recorders, such as the Pioneer CT-A9, in
which the bias and signal level is automatically adjusted



when the recording is initiated, using the first eleven sec-
onds worth of tape, after which the recorder resets itself
to the start of the tape to begin recording. Predictably,
this style of thing does not appeal greatly to the profes-
sional recording engineer!

Whether or not noise reduction circuitry will be incorp-
orated within the machine is a matter of choice. ‘Pro’
equipment will, however, offer easy access and inter-
connection for a variety of peripheral accessories, such
as remote control facilities and limiter and compressor
circuitry, bearing in mind the extreme dynamic range
which can be encountered in live recording sessions.

Commonly, also, the high-frequency headroom expan-
sion system, known as the Dolby HX Pro will be incorpo-
rated in high quality analogue machines. This monitors
the total HF components of the recorded signal, including
both programme material and HF bias, and adjusts the
bias voltage output so that the total voltage swing remains
constant. This can allow up to 6 dB more HF signal to be
recorded without tape saturation.

In the interests of signal quality, especially at the high
frequency end of the audio spectrum, the bias frequency
employed will tend to be higher than in lower tape speed
domestic machines. 240 kHz is a typical figure.

However, to avoid overheating in the erase head,
caused by the eddy-current losses which would be associ-
ated with such a high erase frequency, a lower frequency
signal is used, such as 80 kHz, of which the bias frequency
employed is the third harmonic. This avoids possible
beat frequency effects.

Very frequently, both these signals are synthesised by
subdivision from the same crystal controlled master
oscillator used to operate the internal microprocessor
and to control the tape drive speed.

With regard to the transient response shortcomings of
tape recording systems, referred earlier, there is a grow-
ing tendency in professional analogue machines to
employ HF phase compensation, to improve the step-
function response. The effect of this is illustrated in Fig.
7.32, and the type of circuitry used is shown in Fig. 7.33.

A major concern in professional work is the accurate
control of both recording and output levels. Frequently
the recording level meters will have switch selectable
sensitivities for their OVU position, either as the basic
standard (OVU =1 mW into 600 ohms = 0.774 V RMS)
or as ‘dB V’ (referred to 1 V RMS). It is also expected
that the OVU setting will be related accurately to the
magnetisation of the tape, with settings selectable at
either 185, 250 or 320 nanoWebers/m.

Finally, and as a clear distinction from amateur equip-
ment, professional units will all have provision for bal-
anced line inputs from microphone and other programme
sources, since this greatly lessens the susceptibility of such
inputs to mains induced hum and interference pick-up.
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Figure 7.32 Improvement in HF transient response, and
consequent stereo image quality, practicable by the use of
HF phase compensation.
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Figure 7.33 HF phase-compensation circuit.

Multi-Track Machines

Although single channel stereo machines have a place in
the professional recording studio, the bulk of the work
will be done on multi-track machines, either 8-, 16-, 24-,
or 32-track. The reasons for this are various.

In the pop field, for example, it is customary for the
individual instrumentalists or singers in a group to
perform separately in individual sound-proofed rooms,
listening to the total output, following an initial stereo
mixing, on ‘cans’ (headphones). Each individual contribu-
tor to the whole is then recorded on a separate track,
from which the final stereo master tape can be recorded
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by mixing down and blending, with such electronic sound
effects as are desired.

This has several advantages, both from the point of
view of the group, and for the recording company — who
may offer a sample of the final product as a cassette,
while retaining the master multi-track tape until all bills
are paid. For the performers, the advantages are that the
whole session is not spoilt by an off-colour performance
by any individual within the group, since this can easily
be re-recorded. Also, if the number is successful, another
equally successful ‘single’ may perhaps be made, for
example, by a re-recording with a different vocal and
percussion section.

Moreover, quite a bit of electronic enhancement of the
final sound can be carried out after the recording session,
by frequency response adjustment and added reverber-
ation, echo and phase, so that fullness and richness can
be given, for instance, to an otherwise rather thin solo
voice. Studios possessing engineers skilled in the arts of
electronic ‘fudging’ soon become known and sought
after by the aspiring pop groups, whose sound may be
improved thereby.

On a more serious level, additional tracks can be
invaluable for recording cueing and editing information.
They are also useful in the case, say, of a recording of a
live event, such as an outside broadcast, or a symphony
orchestra, in gathering as many possible signal inputs,
from distributed microphones, as circumstances allow.
The balance between these can then be chosen, during
and after the event, to suit the intended use. A mono
radio broadcast needing a different selection and mix of
signal than, for example, a subsequent LP record, having
greater dynamic range.

This ‘multi-miking’ of large scale music is frowned
upon by some recording engineers. Even when done
well, it may falsify the tonal scale of solo instrumentalists,
and when done badly may cause any soloist to have an
acoustic shadow who follows his every note, but at a brief
time interval later. It has been claimed that the ‘Sound
Field’ system will do all that is necessary with just a sim-
ple tetrahedral arrangement of four cardioid micro-
phones and a four-channel recorder.

A technical point which particularly relates to multi-
track recorder systems is that the cross-talk between
adjacent channels should be very low. This will demand
care in the whole record/replay circuitry, not just the
record/replay head. Secondly, the record head should be
usable, with adequate quality, as a replay head.

This is necessary to allow a single instrumentalist to
record his contribution as an addition to a tape contain-
ing other music, and for it to be recorded in synchronism
with the music which he hears on the monitor head-
phones, without the record head to replay head tape
travel time lag which would otherwise arise.

The need to be able to record high-frequency compo-
nents in good phase synchronism, from channel to chan-
nel, to avoid any cancellation on subsequent mixing,
makes high demands on the vertical alignment of the
record and replay head gaps on a multi-channel machine.
It also imposes constraints on the extent of wander or
slewing of the tape path over the head.

Digital Recording Systems

The basic technique of digitally encoding an analogue
signal entails repetitively sampling the input signal at suf-
ficiently brief intervals, and then representing the instant-
aneous peak signal amplitude at each successive moment
of sampling as a binary coded number sequence consist-
ing of a train of ‘0s’ and ‘1s’. This process is commonly
termed ‘pulse code modulation’, or ‘PCM’.

The ability of the encoding process to resolve fine
detail in the analogue waveform ultimately depends on
the number of ‘bits’ available to define the amplitude of
the signal, which, in turn, determines the size of the indi-
vidual step in the ‘staircase’ waveform, shown in Fig.
7.34, which results from the eventual decoding of the
digital signal.

Figure 7.34 ‘Staircase’ type waveform resulting from the
digital encoding/decoding process. (1300 Hz sine-waveform
illustrated as sampled at 44.1 kHz, and at 4-bit resolution).

Experience in the use of digitally encoded audio signals
suggests that the listener will generally be unaware of the
digital encoding/decoding process if ‘16-bit’ (65536 step)
resolution is employed, and that resolution levels down to
13-bit’ (8192 steps), can give an acceptable sound quality
in circumstances where some low-level background noise
is present, as, for example, in FM broadcast signals.

The HF bandwidth which is possible with a digitally
encoded signal is determined by the sampling frequency,
and since the decoding process is unable to distinguish
between signals at frequencies which are equally spaced
above and below half the sampling frequency, steep-cut
low-pass filters must be used both before and after the



digital encoding/decoding stages if spurious audio sig-
nals are to be avoided.

In the case of the compact disc, a sampling frequency
of44.1 kHzis used. This allows a HF turn-over frequency
of 20 kHz, by the time ‘anti-aliasing’ filtering has been
included. In the case of the ‘13-bit’ pulse-code modu-
lated distribution system used by the BBC for FM stereo
broadcasting, where a sampling frequency of 32 kHz is
used, the ‘aliasing’ frequency is 16 kHz, which limits the
available HF bandwidth to 14.5 kHz.

It must be noted that the digital encoding (PCM)
process suffers from the disadvantage of being very
extravagant in its use of transmission bandwidth. For
example, in the case of the ‘compact disc’, by the time
error correction ‘parity bits’ and control signals have
been added, the digital pulse train contains 4321800
bit/s. Even the more restricted BBC PCM system
requires a minimum channel bandwidth of 448 kHz.
Obviously, the use of a wider audio pass-band, or a
greater resolution, will demand yet higher bit rates.

If it is practicable to provide the wide HF bandwidth
required, the use of digitally encoded signals offers a
number of compelling advantages. Of these probably the
most important is the ability to make an unlimited num-
ber of copies, each identical to the “first generation’ mas-
ter tape, without any copy to copy degradation, and
without loss of high frequency and low-level detail from
the master tape due to fluxinduced demagnetisation dur-
ing the replay process.

In addition, the digital process allows a ruler flat replay
response from, typically, 5 Hz—20 kHz, and offers signal
to noise ratio, dynamic range, channel separation, fre-
quency stability and harmonic and intermodulation dis-
tortion characteristics which are greatly superior to those
offered by even the best of the traditional analogue reel-
to-reel equipment.

Moreover, digital ‘0/1’ type encoding shows promise
of greater archival stability, and eliminates ‘print-
through’ during tape storage, while the use of ‘parity bit’
(properly known as ‘cross interleave Reed-Solomon
code’) error correction systems allow the correction or
masking of the bulk of the faults introduced during the
recording process, due, for example, to tape ‘drop outs’
or coating damage.

Specific bonuses inherent in the fact that the PCM sig-
nal is a data stream (not in the time domain until divided
into time-related segments at intervals determined by
some master frequency standard) are the virtual absence
of ‘wow’, ‘flutter’ and tape speed induced errors in pitch,
and also that the signals can be processed to remove any
time or phase errors between tracks.

To illustrate the advantages of digitally encoded
signal storage, a comparison between the performance
of a good quality analogue recording, for example, a
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new (i.e., not previously played) 12 inch vinyl ‘LP” disk,
and a 16-bit digitally encoded equivalent is shown in

Table 7.5.

Table 7.5 Analogue vs. digital performance characteristics

12" LP 16-bit PCM system

(i.e., compact disc)

Frequency 30Hz-20kHz+/-2dB ~ 5Hz-20kHz+/-0.2dB
response

Channel 25-30dB >100dB
separation

S/N ratio 60-65 dB >100dB

Dynamic range Typically 55 dB @1 kHz >95dB

Harmonic 0.3-1.5% <0.002%
distortion

‘Wow’ and 0.05% nil
“flutter’

Bandwidth 20kHz 43MHz

requirement

There are, of course, some snags. Of these, the most
immediate is the problem of ‘editing’ the digitally
encoded signal on the tape. In the case of conventional
analogue reel-to-reel tape machines, editing the tape to
remove faults, or to replace unsatisfactory parts of the
recording, is normally done by the recording engineer by
inching the tape, manually, backwards and forwards
across the general region of the necessary edit, while lis-
tening to the output signal, until the precise cut-in point
is found. A physical tape replacement is then made by
‘cut and splice’ techniques, using razor blade and adhe-
sive tape.

Obviously, editing a digital tape is, by its nature, a
much more difficult process than in the case of an ana-
logue record, and this task demands some electronic
assistance. A range of computer-aided editing systems
has therefore been evolved for this purpose, of which the
preferred technique, at least for ‘16-bit’ ‘stereo’ record-
ings, is simply to transfer the whole signal on to a high
capacity (1 Gbyte or larger) computer ‘hard disk’, when
the edit can be done within the computer using an appro-
priate programme.

The second difficulty is that the reproduced waveform
is in the form of a ‘staircase’ (as shown in the simplified
example shown in Fig. 7.34), and this is a characteristic
which is inherent in the PCM process. The type of aud-
ible distortion which this introduces becomes worse as
the signal level decreases, and is of a curious character,
without a specific harmonic relationship to the funda-
mental waveform.

The PCM process also causes a ‘granularity’ in low
level signals, most evident as a background noise, called
‘quantisation noise’, due to the random allocation of bit
level in signals where the instantaneous value falls
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equally between two possible digital steps. This kind of
noise is always present with the signal and disappears
when the signal stops: it differs in this way from the noise
in an analogue recording, which is present all the time.

In normal PCM practice, a random ‘dither’ voltage,
equal to half the magnitude of the step, is added to the
recorded signal, and this increases the precision in voltage
level resolution which is possible with signals whose dur-
ation is long enough to allow many successive samples to
be taken at the same voltage level. When the output signal
is then averaged, by post-decoder filtering, much greater
subtlety of resolution is possible, and this degree of reso-
lution is increased as the sampling frequency is raised.

This increase in the possible subtlety of resolution has
led to the growing popularity of ‘over-sampling’ tech-
niques in the replay systems of ‘CD’ players (a process
which is carried to its logical conclusion in the 256x
over-sampling ‘bitstream’ technique, equivalent to a
11.29 MHz sampling rate), although part of the acoustic
benefit given by increasing the sampling rate is simply
due to the removal of the need for the very steep-cut, 20
kHz, anti-aliasing output filters essential at the original
44.1 kHz sampling frequency. Such so-called ‘brick wall’
filters impair transient performance, and can lead to a
‘hard’ or ‘over bright’ treble quality.

Some critical listeners find, or claim to find, that the
acoustic characteristics of ‘digital’ sound are objection-
able. They are certainly clearly detectable at low encod-
ing resolution levels, and remain so, though less
conspicuously, as the resolution level is increased.

For example, if the listener is allowed to listen to a sig-
nal encoded at 8-bit resolution, and the digital resolution
is then progressively increased, by stages, to 16-bits, the
‘digital’ character of the sound still remains noticeable,
once the ear has been alerted to the particular nature of
the defects in reproduced signal. This fault is made much
less evident by modern improvements in replay systems.

Professional equipment

So far as the commercial recording industry is concerned,
the choice between analogue and digital tape recording
has already been made, and recording systems based on
digitally encoded signals have effectively superseded all
their analogue equivalents.

The only exceptions to this trend are in small studios,
where there may seem little justification for the relatively
high cost of replacing existing analogue recording equip-
ment, where this is of good quality and is still fully ser-
viceable. This is particularly true for ‘pop’ music, which
will, in any case, be ‘mixed down’ and extensively manipu-
lated both before and after recording, by relatively low
precision analogue circuitry.

Some contemporary professional digital tape record-
ing systems can offer waveform sampling resolution as
high as ‘20-bit’ (1048576 possible signal steps), as com-
pared with the ‘16-bit’ encoding (65536 steps) used in the
compact disc system. The potential advantages, at least
for archive purposes, offered by using a larger number of
steps in the digital ‘staircase’ are that it reduces the so-
called ‘granularity’ of the reproduced sound, and it also
reduces the amount of ‘quantisation noise’ associated
with the digital-analogue decoding process.

Unfortunately, in the present state of the art, part of
the advantage of such high resolution recording will be
lost to the listener since the bulk of such recordings will
need to be capable of a transfer to compact disc, and, for
this transfer, the resolution must be reduced once again
to ‘16-bit’, with the appropriate resolution enhancing
sub-bit ‘dither’ added once more to the signal.

Some ‘top of the range’ professional fixed head multi-
track reel-to-reel digital recorders can also provide on-
tape cueing for location of edit points noted during
recording, as well as tape identification, event timing and
information on tape usage, shown on a built-in display sys-
tem.

However, although multi-track fixed head recorders
are used in some of the larger commercial studios, a sub-
stantial number of professional recording engineers still
prefer the Sony ‘U-matic’ or ‘1630’ processor, which is,
effectively, a direct descendant of the original Sony
‘PCM-1" and ‘PCM-F1’ audio transfer systems, which
were designed to permit ‘16-bit’ digitally encoded audio
signals to be recorded and reproduced by way of a stand-
ard rotary head video cassette recorder.

It is unlikely that the situation in relation to digital
recording will change significantly in the near future,
except that the recording equipment will become some-
what less expensive and easier to use, with the possibility
of semi-automatic editing based on ‘real time’ informa-
tion recorded on the tape.

What does seem very likely is that variations of the
‘near-instantaneous companding’ (dynamic range com-
pression and expansion) systems developed for domestic
equipment will be employed to increase the economy in
the use of tape, and enhance the apparent digital resolu-
tion of the less expensive professional machines.

Domestic equipment

In an ideal world, the only constraints on the design and
performance of audio equipment intended for domestic
use would be the need to avoid too high a degree of com-
plexity — the cost of which might limit its saleability — or
the limitations due simply to the physical characteristics
of the medium.



However, in reality, although the detailed design of
equipment offered by a mass-market manufacturer will
be influenced by his technical competence, the basic
function of the equipment will be the outcome of delib-
erations based on the sales forecasts made by the mar-
keting divisions of the companies concerned, and of the
policy agreements made behind the closed doors of the
trade confederations involved.

A good example of the way in which these forces oper-
ate is given by the present state of ‘domestic’ (i.e., non-
professional) cassette recording technology. At the time
of writing (1992), it is apparent that the future for high-
quality domestic tape recording systems lies, just as cer-
tainly as in the case of professional systems, in the use of
some form of digitally encoded signal.

Thisis a situation which has been known, and for which
the technical expertise has been available for at least 15
years, but progress has been virtually brought to a stand-
still by a combination of marketing uncertainties and
objections from the record manufacturing companies.

As noted above, the major advantage offered by
digital recording/replay systems is that, in principle, an
unlimited number of sequential copies can be made,
without loss of quality — a situation which is not feasible
with the ‘analogue’ process.

The realisation that it is now possible, by direct digital
transfer of signals from a compact disc, to make a multi-
plicity of blemish free copies, indistinguishable from the
original, has frightened the recording companies, who
fear, quite reasonably, that this could reduce their exist-
ing large profits.

As aresult, their trade organisation, the International
Federation of Phonograph Industries (IFPI) has pressed
for some means of preventing this, at least so far as the
domestic user is concerned, and has brought pressure to
bear on their national governments to prevent importa-
tion of digital cassette recorders until the possibility of
unlimited digital copying has been prevented.

This pressure effectively put a stop to the commercial
development, ten years ago, of digital audio tape (DAT)
machines, apart from such pioneering units as the Sony
PCM-F1, which is designed for use with standard % inch
rotary-head video tape recorders, and which were classi-
fied as ‘professional’ units.

A technical solution to the record manufacturers objec-
tions has now been developed, in the form of the ‘Serial
Copy Management System’ (SCMS). On recorders fitted
with this device, a digitally coded signal is automatically
added to the ‘first generation’ tape copy, when this is
made from a ‘protected’ source, such as a compact disc,
and this will prevent any further, ‘second generation’, dig-
ital copies being made on an ‘SCMS’ equipped recorder.
However, even if the copy is made from an unprotected
source, such as a direct microphone input, a digital copy of
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this material will still carry a ‘copy code’ signal to prevent
more than one further generation of sequential copies
from being made.

In the interim period, the debate about the relative
merits of domestic ‘S-DAT’ recorders (digital tape
recorders using stationary head systems) and ‘R-DAT’
systems (those machines based on a rotary head system,
of the kind used in video cassette recorders) had faded
away. In its original form, ‘S-D AT’ is used solely on mul-
tiple track professional systems, and ‘R-DAT’ apparatus
is offered, by companies such as Sony, Aiwa and Casio,
mainly as portable recorder systems, which come com-
plete with copy-code protection circuitry.

The success of any mass-market recording medium is
dependent on the availability of pre-recorded music or
other entertainment material, and because of the uncer-
tainties during the pre-‘SCMS’ period, virtually no pre-
recorded digital tapes (DAT) have been available, and
now that the political problems associated with ‘DAT’
seem to have been resolved, three further, mutually com-
petitive, non-professional recording systems have
entered the field.

These are the recordable compact disc (CDR), which
can be replayed on any standard CD player: the Sony
‘MiniDisc’, which is smaller (3"), and requires a special
player: and the Philips ‘Digital Compact Cassette’ (DCC),
which is a digital cassette recorder which is compatible
with existing compact cassettes for replay purposes.

This latter equipment was developed as a result of a
commercial prediction, by the Philips marketing div-
ision, that vinyl discs, especially 12 inch ‘LP’s, would no
longer be manufactured beyond 1995, and that compact
cassettes, at present the major popular recorded music
medium, would reach a sales peak in the early 1990s, and
would then begin to decline in sales volume, as users
increasingly demanded ‘CD’ style replay quality.

Compact discs would continue their slow growth to the
mid-1990s but sales of these would become static, from
then onwards, mainly due to market saturation. What
was judged to be needed was some simple and inexpen-
sive apparatus which would play existing compact cas-
settes, but which would also allow digital recording and
replay at a quality standard comparable with that of the
compact disc.

The Philips answer to this perceived need is the digital
compact cassette player, a machine which would accept,
and replay, any standard compact cassette, and would
therefore be ‘backwards compatible’ both with existing
cassette stocks, and user libraries. However, when used
as a recorder, the unit will both record and replay a digit-
ally encoded signal, at the existing 4.76 cm/s tape speed,
using a fixed eight-track head.

Unfortunately digital recording systems are extrava-
gant in their use of storage space, and the technical
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problems involved in trying to match the performance of
a compact disc, and in then accommodating the digitally
encoded signal on such a relatively low speed, narrow
width tape, as that used in the compact cassette, are daunt-
ing. Even with the effective resolution reduced, on aver-
age, to the 4-bit level, a substantial reduction in bit rate is
necessary from the 4.3218 Mbit/s of the compact disk to
the 384 kbit/s possible with the digital compact cassette.

The technical solutions offered by Philips to this need
for an eleven-fold bit-rate reduction are what is termed
‘precision adaptive sub-band coding’ (PASC), and
‘adaptive bit allocation” (ABA). The ‘PASC’ system is
based on the division of the incoming audio signal into 32
separate frequency ‘sub-bands’, and then comparing the
magnitude of the signal in each of these channels with the
total instantaneous peak signal level. The sub-band sig-
nals are then weighted according to their position in the
frequency spectrum, and any which would not be audible
are discarded.

The ‘ABA’ process takes into account the masking
effect on any signal of the presence of louder signals at
adjacent, especially somewhat lower, frequencies,
and then discards any signals, even when they are above
the theoretical audibility threshold, if they are judged to
be likely to be masked by adjacent ones. The ‘spare’
bits produced by this ‘gardening’ exercise are then re-
allocated to increase the resolution available for other
parts of the signal.

Reports on demonstrations of the digital compact cas-
sette system which have been given to representatives of
the technical press, suggest that Philips’ target of sound
quality comparable with that of the compact disc has
been achieved, and the promised commercial backing
from the record companies leads to the expectation that
pre-recorded cassettes will be available, at a price inter-
mediate between that of the CD and the existing lower
quality compact cassette.

Blank tapes, using a chromium dioxide coating, will
be available, initially, in the ‘C60’ and ‘C90’ recording

lengths, and are similar in size to existing analogue cas-
settes, but have an improved mechanical construction, to
allow a greater degree of precision in tape positioning.
In the analogue field, improved cassette record/replay
heads capable of a genuine 20 Hz-20 kHz frequency
response are now available, though tape characteristics,
even using metal tape, prevent this bandwidth being
attained at greater signal levels than 10 dB below the
maximum output level (see pages 114115, 118-119).
There is a greater availability, in higher quality cassette
recorders, of the ‘HX-PRO’ bias control system, in which
the HF signal components present in the incoming pro-
gramme material are automatically taken into account in
determining the overall bias level setting. When this is
used in association with the Dolby ‘C’ noise reduction
process S/N ratios better than 70 dB have been quoted.
A further improvement in performance on pre-
recorded compact cassettes has been offered by
Nakamichi by the use of their patented split-core replay
head system, which is adjusted automatically in use to
achieve the optimum azimuth alignment, for replaying
tapes mastered on other recorders, and ‘three-head’
recording facilities are now standard in ‘hi-fi’ machines.
The extent to which manufacturers will continue to
improve this medium is, however, critically dependent
on the success, in the practical terms of performance,
cost and reliability, of the digital compact cassette sys-
tem. Whatever else, the future for domestic equipment is
not likely to be one of technical stagnation.

Recommended Further Reading

Jorgensen, F. The Complete Handbook of Magnetic Recording.
TAB Books (1990).

Mallinson, J.C. The Foundations of Magnetic Recording. Aca-
demic Press (1987). See also General further reading at the
end of this book.



8 Noise Reduction Systems

Dave Fisher

One technology that, more than any other, has been able
to keep analogue recording systems acceptable has been
the increasingly complex noise-reduction systems being
used. Dave Fisher here explains the basis of these sys-
tems and the most recent methods being used.

Introduction

Since the start of the audio industry, the recording
medium has been the weak link in the audio chain. The
frequency response, noise, and distortion performance
of electronic systems has almost always been superior to
contemporary recording systems. Even modern profes-
sional analogue recorders have a noise and distortion
performance which is far worse than the electronics of
the audio chain; it is for this reason that noise reduction
systems have generally been devised specifically to
reduce the noise of tape recorders, rather than of the
audio chain as a whole. Nevertheless, there is no reason
in principle why noise reduction systems should not be
applied to any part of the transmission chain (i.e. the sys-
tem which conveys programme material from one place
to another, such as magnetic tape (including compact
cassette), vinyl discs, radio broadcasts and, in broad-
casting, land lines).

Noise reduction systems can generally be classified as
either complementary or non-complementary. A com-
plementary system (Fig. 8.1) modifies the audio signal in
some way before it is recorded (or before it undergoes
some other noisy process), and on replay performs the
mirror image operation with a view to undoing the origin-
al modification. If the characteristics of the record and
replay processors are chosen correctly, then the noise
will be reduced because it has only passed through the
replay processor, whereas the audio output signal will be
the same as the input signal because it has passed
through both the record and replay processors which are
mirror images of one other. In practice, there will prob-
ably be some small change in the audio signal; it is this

which distinguishes one noise reduction system from
another.

Bt m

Egre hel

QY

4

Figure 8.1 Complementary noise reduction system.

It is important to note that only the noise which is
introduced between the record and replay processors
can be reduced by a complementary system; the record
processor cannot distinguish between noise inherent in
the input signal and the wanted audio, thus, in a correctly
aligned system, any noise fed into the record processor
will emerge from the output at exactly the same level as it
went in. In theory, it may seem that the noise introduced
between the processors could be reduced to zero, but in
practice this is neither possible nor desirable. It is gener-
ally best to process the audio as little as possible, since
the less treatment it receives, the less audible will be the
effects of any mis-tracking between the record and
replay processors. On the other hand, if only a small
amount of treatment is applied, the noise performance of
the system as a whole will only be improved by a small
amount; the aim of the designer of noise reduction sys-
tems must therefore be to strike a balance between
improving the signal to noise ratio and degrading the
audio quality because of audible artifacts in the output
signal. In commercial noise reduction systems such aud-
ible effects are low or inaudible, and must be balanced
against the improved noise performance; which you pre-
fer, of course, is a matter of personal choice.

A non-complementary system (Fig. 8.2) attempts to
reduce noise already superimposed on an audio signal
by modifying both the signal and the noise to make the
noise less objectionable. Only in exceptional circum-
stances can such a system reduce the noise without
changing the quality of the audio. As non-complementary
systems are less common and generally less satisfactory
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than complementary systems for high quality use, they
will be discussed first.

QY

Figure 8.2 Non-complementary noise reduction system.
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Non-Complementary Systems

There are two different approaches that can be adopted
with non-complementary systems, either the frequency
response or the level of the noisy audio signal can be modi-
fied to make the noise less noticeable or objectionable.

Equalisation

If the spectrum of the noise is significantly different to the
spectrum of the programme material, then equalisation
may reduce the noise without changing the programme
material (see Fig. 8.3). For instance, a recording of male
speech will contain very little energy above 10 kHz or so.
If such a signal has wideband noise, then a 10 kHz low-
pass filter can reduce the noise without significantly
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Figure 8.3 Using equalisation to reduce noise. If the
spectrum of the noise and the signal do not overlap, a filter can
be used to improve the signal to noise ratio. Provided that the
turnover frequency of the filter is f, or higher, the wanted
signal will not be affected.

changing the programme material. Similarly, a solo violin
contains no significant energy below 196 Hz (the funda-
mental of its lowest string); if such a recording has
traffic rumble or mains hum superimposed on it, then a
high-pass filter set to the highest possible frequency
below 196 Hz will produce an improvement. Unfortu-
nately, the circumstances in which single-ended (i.e. non-
complementary) equalisation produces an improvement
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are limited, and, of course, the equalisation needs to be
set for each circumstance. In extreme cases there may be
a subjective improvement even if the spectra of pro-
gramme and noise overlap; for instance high level hum
superimposed on wideband programme may be more
objectionable than a notch in the frequency response at
the hum frequency. In general, however, the use of
single-ended equalisation as a noise reduction system
for high quality use is of only limited use (but see pre- and
de-emphasis, later).

Dynamic noise limiters or filters

The dynamic noise filter/limiter is a development of sim-
ple equalisation. The human ear is not as sensitive to
some frequencies as to others. Moreover, its sensitivity
(and hence its frequency response) varies by a very large
amount with the loudness of a sound. Equal loudness
curves (see Fig. 8.4) are plots of sound pressure level
against frequency for a variety of listening levels. Any
point on any one curve will sound as loud as any other
point on the same curve, regardless of frequency. Note
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Figure 8.4 Equal loudness curves.

that the curves are much flatter at high level, and that at
low levels the ear has very poor response to both low and
high frequencies. Advantage can be taken of the ear’s
characteristics, by tailoring the frequency response of an
adaptive filter to provide progressively more high fre-
quency cut as the signal level falls (see Fig. 8.5). Because
this mimics the ear’s own response, the result is much
more satisfactory than a fixed filter. It is not generally
necessary to vary the low frequency response of a
dynamic noise filter to achieve a subjective improvement
in the noise performance, because off-tape noise has a
spectrum that is predominantly high frequency.
Although the frequency response after treatment is flat



at high levels, and there is, therefore, no noise reduction,
the high level programme may mask the noise, making
noise reduction unnecessary.
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Figure 8.5 Dynamic noise filter. As the signal level falls it is
subject to increasing amounts of HF cut.

Dynamic noise filters/limiters are now rarely used in
domestic equipment, though in the early 1970s they were
available built in to some cassette machines. They are
available professionally, however, and are sometimes
used to reduce the noise of systems, such as guitar ampli-
fiers. Whilst they have the advantage that they can
reduce the noise of a recording that has not been pre-
processed, they have been superseded for normal
recording use by complementary companding systems.

Noise gates

A noise gate can be thought of as a kind of level-
dependent automatic switch. If there are gaps in the pro-
gramme material, e.g. between tracks on a pop album or
movements in a classical symphony, then it may be
advantageous to reduce the replay gain, or, in the
extreme, mute the output during these gaps. This can be
achieved with a noise gate, such as that shown in Fig. 8.6.
The input level is examined by the level sensor and if it is
below some pre-set threshold the switch is turned off, and
the gate is described as closed. When the signal level next
exceeds the threshold the switch is turned on again (the
gate is then open). This clearly has some disadvantages.

(1) Itmay beimpossible to ensure that there isnever any
wanted signal below the threshold; if there is it will be
cut when the gate closes.

(2) Thereisadanger that asteady signal at the threshold
level will cause the gate to switch rapidly and repeat-
edly between open and closed. This would produce
very objectionable changes in the noise level. To pre-
vent this, hysteresis or delay must be built into the
sensing circuit or it must have a slow response.

(3) The sensing circuit and switch cannot act instantan-
eously, so the signal which causes the gate to open
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will always be clipped to some extent; this may be
even more severe if the gate has a slow response.

(4) Although the noise during gaps in the programme
material will be reduced, there will be no change in
the noise when the signal is above the threshold level.
Thus the effect of a noise gate may be to swap noise
during programme gaps for the even more objection-
able effect of very quiet gaps followed by noisy pro-
gramme, drawing attention to the presence of the
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Figure 8.6 Principle of the noise gate. The electronic switch
is ‘on” when the input signal level is high, and ‘off’ when the
signal level is low.

To alleviate some of these problems, noise gates are nor-
mally designed with a voltage controlled amplifier (VCA)
as the active element instead of a switch. A VCA’s gain is
proportional to its DC control voltage, so it could be 0 dB
for signals above the threshold, and lower (say —20 dB) for
signals below the threshold. This has the advantage that
the noise in the programme gaps can be attenuated by a
controlled amount, so that it is reduced rather than
removed; this is generally less objectionable because the
contrast between the gaps and the programme is less pro-
nounced. Furthermore, with a suitable DC control signal,
the VCA can fade the signal down at the start of a gap and
fade up into the programme at the end of a gap, producing
aless objectionable result than a cut. Although noise gates
are common in professional studios, where they are com-
monly used to reduce spill between microphones, they are
uncommon in domestic equipment.

If the DC control signal is arranged to vary the gain of
the VCA over a wide range, rather than just to switch its
gain between two settings, then the gate becomes an
expander. Though not common, expanders have been
used domestically for some years. If used to expand the
dynamic range of music from what is normally recorded
to something closer to the original sound, they can pro-
duce very dramatic effects. Although single-ended
expanders will not be considered here, the use of
expanders is crucial to most complementary noise reduc-
tion systems, and will be described later.
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Complementary Systems

The aim of a complementary noise reduction system is to
modify or code the input signal so that it makes best use
of the transmission path (in this case usually a tape
machine), and then, after the signal has undergone the
noisy process, to decode it so that it emerges from the
output as unchanged as possible (see Fig. 8.1). As with
non-complementary systems, both the spectrum and the
dynamic range of the input signal may be modified to
make the signal more suitable for the transmission path.
The system must be carefully designed to produce good
results with audio paths that are typically available in
terms of frequency response, phase, distortion, gain and
noise. For instance, a system which reduced the noise by
60 dB but which only worked satisfactorily with a tape
recorder that had a frequency response which was flat
within 0.1 dB to 30 kHz would be of no value, since such
a recorder is unavailable. Furthermore, the noise which
remains after the noise reduction process should not
have a recognisable spectrum or other characteristic,
since this will give the system a sort of fingerprint; the
noise reduction should be perceptively similar for all
types of noise likely to be encountered.

Finally, it should be remembered that one obvious
way of reducing the noise of a tape machine is to increase
the track width. Unfortunately the signal to noise ratio
improves by only 3 dB for each doubling of the track
width: to obtain a 10 dB improvement would require the
track width to be increased by a factor of ten. Not only
would this make tapes inconvenient in size, but their cost
would be considerably greater, and the problems of engin-
eering transport systems that could cope with the extra
width and weight and still achieve, for instance, satisfac-
tory azimuth would be very difficult to overcome; this
should be borne in mind when assessing any artifacts
which commercial systems may generate —it may be that
the reduction in noise outweighs any audible change to
the programme signal, especially as the change, if indeed
there is any at all, will be small.

Emphasis

Emphasis is used in a wide range of audio systems; FM
broadcasting (both UHF TV and Band II Radio),
NICAM 728 (used for TV stereo sound in Britain and
some parts of Europe), and digital audio (including CD)
are just some of the systems that are, or can be, pre-
emphasised.

Frequency modulated systems have a noise spectrum
that is triangular, that is if the spectrum of the noise
which is introduced between transmitter and receiver is

flat, then the noise on the decoded signal will rise in level
with increasing frequency; therefore pre-emphasis is
almost always used in conjunction with them. Analogue
tape recording also has a noise spectrum that increases in
level with increasing frequency, due to the equalisation
needed to overcome the effects of thickness loss and
head losses which both increase with frequency. More-
over, HF reproduced noise is more troublesome than LF,
since at normal audio replay levels the noise volume will
be at a level where the human ear is less sensitive to LF
due to the shape of the equal loudness curves (e.g.
around 30 to 40 phons). Luckily the spectrum of most
programme material is predominantly LF, with little
energy at HF. So, if the channel through which the audio
signal is being conveyed has an overload characteristic
thatis flat with frequency, then HF boost can be added to
the signal before recording or transmission, and corres-
ponding HF cut on replay or reception will restore the
original signal and reduce the noise introduced between
the pre- and de-emphasis circuits. The overall effect is to
tailor the spectrum of the signal to fit the capabilities of
the channels (see Fig. 8.7).
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Figure 8.7 Use of pre-emphasis to make best use of the
overload capabilities of an audio channel.

The major snag to this is in predicting the spectrum of
the original programme material. If the signal level is
measured with a meter before the pre-emphasis is
applied there is a danger that the pre-emphasis will lead
to overload of HF signals. If the signal level can be moni-
tored after pre-emphasis has been applied this is not a
problem. Most digital systems which use pre-emphasis
therefore meter the signal after pre-emphasis has been
applied; it is then up to the operator to ensure that the
headroom of the system is not exceeded.

Emphasis curves are normally specified by their time
constants. This is just a convenient short-hand way of
specifying their turn-over frequency. It is important that
emphasis curves are accurately applied if there is to be no
overall change in the frequency response of the system,
but to quote the gain at each frequency to a number of
decimal places would be cumbersome. Luckily, the



precise frequency response of a capacitor —resistor (CR)
circuit, out of which pre-emphasis and de-emphasis cir-
cuits are constructed, is fully specified by its time
constant, irrespective of the specific values of resistance
or capacitance used in a particular design (see Fig. 8.8).
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Figure 8.8 De-emphasis. Emphasis is the inverse.

Band II FM radio and the FM analogue sound trans-
mitted with UHF television both have pre-emphasis of
50 ps, Fig. 8.9; the NICAM 728 digital sound transmitted
with UHF television has the internationally agreed
CCITT J 17 pre-emphasis, Fig. 8.10; many digital audio
systems (e.g. CD) have optional pre-emphasis of 50/15
us. Whether or not emphasis has been applied is identi-
fied by a control character incorporated into the digital
datastream. Here, 50 us sets the frequency of the start of
the HF boost (3.183 kHz) and 15 us sets the frequency at
which the boost stops (10.61 kHz), producing a shelf
characteristic of 10 dB boost, Fig. 8.11.
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Figure 8.10 CCITT recommendation J 17.
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Companding Systems

Commercial systems are generally based on companding,
that is the dynamic range of the signal is compressed
before recording and then expanded after replay. If this
is done correctly the original signal dynamics will be
restored, but the noise level will be reduced (see Fig. 8.12).
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Figure 8.12 Principle of a companding system. The dynamic
range is reduced by a compressor before recording; on replay
an expander restores the original dynamic range, and reduces
the noise introduced between the compressor and expander.
This example shows a compression ratio of 1:1.5.

It is important that the expansion is a mirror image of
the compression, and to that end it would be advanta-
geous to send a control signal from the compressor to the
expander, since this could ensure that there were no
tracking errors. Unfortunately there is no reliable way of
doing this in analogue tape systems; the whole band-
width is needed for audio, and the out-of-band perform-
ance of tape machines is undefined and therefore
unreliable. One system which did have a control link was
the old monophonic sound in syncs digital audio system
which was used by broadcasting organisations to convey
television sound digitally to transmitters before the
advent of stereo, though the digits were not radiated
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from the transmitters. The digital information was
inserted into the television line synchronising pulses
after being compressed by 20 dB. At the transmitter, the
signal could be expanded precisely, with no mistracking,
because a pilot tone, whose level was proportional to the
amount of compression applied at any instant, could be
conveyed reliably by the digital link.

Conventional companders

Figure 8.13 shows the characteristic of a high level com-
pressor (and the complementary expander). Up to the
threshold point the output level is equal to the input
level. Above the threshold any change in the input level
produces a smaller change in the output level depending
on the compression ratio, which is defined as

change in input level (in dB)

compression ratio = . - .
corresponding change in output level (in dB)

It should be noted that a compressor is a type of auto-
matic gain control, one way of thinking of it is as a fader
controlled by the signal level, it does not clip the signal.
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Figure 8.13 Compressor characteristic. Above the threshold,
the output level increases more slowly than the input. In this
example the compression ratio is 2:1; for every 2 dB change in
the input, the output changes by only 1 dB.

Unfortunately, after compression, the level of high
level signals is reduced, so if this programme were
recorded as it was, the signal to noise ratio would be
worsened at high level and be unchanged at low level. If
the signal is amplified after the compressor, however, the
peak level can be restored, whilst the lower level signals
are amplified (Fig. 8.14). In practice the rotation point
(the level at which the amplified output of the compres-
sor is the same as the compressor input) is chosen so that
the last few dBs below the peak level are reduced by the

compressor action, improving the distortion characteris-
tics of the system; any worsening of the signal to noise
ratio at these very high levels is masked by the high level
signal. For use in a noise reduction system the threshold
will probably be set at a very much lower level than
shown in Fig. 8.14.
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Figure 8.14 Compressor characteristic with gain make-up.
The threshold has been chosen arbitrarily.

Bi-linear companders

Bi-linear companders were designed by Dolby and are
exclusively used in their noise reduction systems. The
principle is shown in Fig. 8.15. The compression law is
generated by adding the output of a differential network
to the input signal.
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Figure 8.15 Bi-linear compressor and expander.

For input levels above about 40 dB below peak level,
the output from the differential network is nearly con-
stant, because it is effectively an audio limiter with a low
threshold. When two signals of the same level are added
together, the resultant increases by 6 dB; when two sig-
nals that are considerably different in level are added
together the resultant is negligibly different from the
higher level. Thus the level of low level signals can be



increased whilst keeping the level of high level signals
unchanged. If the gain of the sidechain is now adjusted,
the low level signals can be increased by any chosen
amount. If the contributions from the main and the dif-
ferential network atlow levels are in the ratio 1:2:16, then
the low level signals will be increased by 10 dB. In the
Dolby A system, for instance, the differential signal is
combined with the main signal in this way, so that low
levels (those that are more than about 40 dB below peak
level) are increased in level by 10 dB, high level signals
(those that are less than about 10 dB below peak level)
are effectively unchanged, and those in between are
changed proportionally. The maximum compression
ratio occurs at about =30 dB and is approximately 2:1.
The expander is made from the same circuit blocks, but
by feeding the differential network from the output of
the system and by subtracting its output from the input
signal the complementary mirror image characteristic
can be obtained (see Fig. 8.16).
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Figure 8.16 Bi-linear compander characteristics.

There are a number of advantages to this type of com-
pander:

(1) Itiseasytoensure thatthe compressor and expander
characteristics are mirror images of each other,
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because the same differential circuit is used in the
compressor and the expander.

(2) High level signals, where distortion and tracking
errors are most likely to be heard, have the minimum
of treatment, since the differential component is
then very low in level compared to signals in the
direct path.

(3) The threshold can be set above the noise floor of the
transmission channel so that the companding action
is not controlled by noise.

(4) Onlyasmallchange of circuitry (aswitch and a signal
inverter) is necessary to convert a compressor into
an expander.

A disadvantage is that, because the compression ratio
changes over the audio dynamic range, a gain misalign-
ment between compressor and expander will have differ-
ent effects at different levels, and possibly cause dynamic
errors in the reproduced signal.

Attack and decay times

The attack time of a compressor is the time which it takes
toreduce its gain after a signal, which is initially just below
the threshold, rapidly rises above the threshold; the
release or recovery time is the time which the compressor
takes to restore its gain to the steady-state value after a
signal falls below the threshold. At first sight it may seem
that the faster these times could be the better, but this is
not necessarily so. When any signal is changed in level the
theory of amplitude modulation shows that side frequen-
cies are generated. If, for example, the amplitude of a sig-
nal at 1000 Hz were changed sinusoidally at a rate of 2 Hz,
then side frequencies of 1002 and 998 Hz would be gener-
ated; in the case of companders, the change in level is not
sinusoidal, but determined by the attack and decay char-
acteristics. Thus there may be a group of frequencies
(known as a sideband) on each side of the programme sig-
nal. Luckily the side frequencies are likely to be masked
by the main signal (since they are very close in frequency)
unless the attack and decay times are very fast. Further-
more, if the attack time is very fast, the gain of the com-
pressor will be able to change during the first half cycle of
a signal that exceeds the threshold, with consequential
waveform distortion (see Fig. 8.17).

It is vital that the expansion is a mirror image of the
compression; if it is not then tracking errors will occur.
This means that the expander must be matched to the
compressor in terms of gain, threshold, compression
ratio, attack time and decay time both statically and
dynamically; dynamic errors, e.g. of attack or decay time,
will manifest themselves as objectionable breathing or
programme modulated noise effects; static errors may
cause only gain errors, but unless the threshold is set very
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low and noise reduction action occurs over a large level
range, then the gain errors may be level dependent.
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Figure 8.17 Very fast attack times cause waveform distortion.
This diagram assumes a limiter with a very high compression
ratio.

Masking

If aloud sound occurs at the same time as a quiet sound it
is possible that the quiet sound may be inaudible. Figure
8.18 shows how the threshold of hearing, i.e. the level
below which nothing can be heard, is shifted by the pres-
ence of a high level signal. The effect is not the same for
all frequencies, though there is more effect above the
masking signal frequency than below it; this means that
high frequency signals are better masked by lower fre-
quency signals than vice versa, and that the masking
effect falls as the difference between the frequencies
increases. Thus, a predominantly LF signal such as a bass
drum will not significantly mask HF noise such as tape
hiss, nor will a predominantly HF signal such as a triangle
mask LF noise such as mains hum.
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Figure 8.18 Masking. The effect of a narrow band of noise on
the minimum audible field (or threshold of hearing).

In addition to this simultaneous, or spectral, masking,
there is another effect known as non-simultaneous, or
temporal, masking, in which sounds that occur a short
time before or after a louder sound may be rendered
inaudible. Temporal masking is dependent upon the
duration, level and spectrum, of both the masked and
masking signals, as well as their relative timings and
durations. However, for forward masking, i.e. masked
signals which occur after the signal which masks them,
there is more effect if the signals are close together in
time. The results obtained by different researchers in this
field have not, unfortunately, been quite consistent.
Nevertheless, it is known that masking may occur for 100
to 200 ms, that is quiet sounds which occur 100 ms after
louder sounds may, for instance, be inaudible; the
amount of masking increases as the duration of the initial
masking signal increases up to durations of at least 20 ms
and maybe as much as 200 ms; the amount of masking is
also influenced by the relative frequencies and spectrum
of the twosignals. All of this has implications for the attack
and decay times of companders, since it is unnecessary,
and therefore probably undesirable, to attempt to
reduce the noise if it is already inaudible having been
masked by the programme signal. Certainly the response
times of companders need be no better than that
required by temporal masking.

A further problem which must be overcome is that of
programme modulated noise. When the signal is at low
level all companding systems will raise its level on record,
with a consequent improvement in the signal to noise
ratio on replay. When the signal is at peak level, how-
ever, the record processor cannot increase the level, so
there will then be no noise reduction action. The result is
that the noise level will be higher for high level pro-
gramme than for low level programme. Consider the
situation of a high level, low frequency signal, with low
level, high frequency, noise. As the companding action
changes the gain of the system under the influence of the
low frequencies, the HF noise will also go up and down in
level, but will probably not be masked by the LF signal.
Unless consideration is given to this at the design stage of
the system by ensuring that this noise is masked, there
may be objectionable breathing or swishing sounds evi-
dent on the decoded signal. The effects of masking can be
taken advantage of to ensure that the dynamic artifacts
of compansion are not audible on the replayed signal in a
number of ways. The frequency range over which the
noise reduction action occurs can be limited, so that, for
instance, only high frequency noise is reduced; the signal
can be split into a number of different frequency bands,
and each band companded separately, so the high level
signals within the band have only to mask low level sig-
nals in the same band; or advantage can be taken of pre-
emphasis and companding combined.



The Dolby A System

The Dolby A Noise Reduction System was developed in
1966; it rapidly became the most commonly used profes-
sional system, a position which it still holds, with the
result that many records and cassettes carry signals that
have been processed by Dolby A companders, though
these signals have been decoded, or re-coded using some
other noise reduction system, before being distributed
on the domestic market.

The system uses band splitting to reduce the effects of
programme modulated noise, by giving each band its
own compander (see Fig. 8.19). The filter bands are:

(1) 80Hzlow pass, this band deals with hum and rumble;

(2) 80 Hz to 3 kHz bandpass, this band deals with print-
through, crosstalk, and broadband noise;

(3) 3 kHz high pass, this band deals with hiss;

(4) 9kHz high pass, this band also deals with hiss.
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signal overshoots. These would waste headroom if they
were passed linearly by the recorder, and worse, if they
were clipped by the recorder there would be increased
distortion, and the signal presented to the replay proces-
sor would not be identical to that generated by the record
processor, with the possibility of mis-tracking. The
Dolby A system deals with this problem by incorporating
a non-linear limiter (or clipper) after each of the linear
limiters in the side chain (see Fig. 8.19). At first sight this
may seem unsatisfactory, since it increases distortion.
However, the clipped signal is in the side chain, it is
therefore at least 40 dB below peak level and only occurs
in the presence of a high level main chain signal, resulting
in its being masked; the clipping is of very short duration
(1 ms or less); and the clipper operates only rarely. The
result is improved performance with no degradation of
the signal path performance.
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To ensure that the decoder is presented with exactly the
same signal level as the coder generated, every tape thatis
Dolby A encoded has Dolby tone recorded on it. Dolby
tone is easily recognisable, because it is frequency modu-
lated from 850 Hz to 930 Hz for 30 ms every 750 ms, but is
constant in level, and therefore easy to set using a meter.

Telcom C4

Telcom C4 is a system for professional use, which was
originally designed by Telefunken and is now made by
ANT. It is a four-band system, each band with its own
compander. The companders used are of the conven-
tional type, i.e. they are not bi-linear, but they have a low
compression ratio (1:1.5) and a very low threshold, with
the result that they can compress programme material
over a very wide dynamic range, see Fig. 8.21. Approxi-
mately 25 dB improvement in the signal to noise ratio is
possible. Because the compression ratio is constant
across the whole dynamic range of the input signal, any
errors of gain between the recorder input and the replay
machine output produce the same error in dB at all
levels, i.e. for gain errors between the processors, only
gain errors are produced in the decoder output. Thus, for
a2 dB error in the recorder, the decoded signal will be 3
dB too high or too low, but will be 3 dB at all levels,
unlike a system that has a non-constant compression
ratio, where there is a possibility of signal dynamic errors
at intermediate levels. On the other hand, the decoded
error is greater than the error of the tape machines at all
levels, whereas at high and low (but not intermediate)
levels, a system with non-constant compression ratio will
have the same error as the recorder. This has implica-
tions for tape editing, where the level two tapes which are
to be edited together are not identical.
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Figure 8.21 The Telcom C4 compander static characteristics.

The rotation point, shown as 0 dB in Fig. 8.21, can, of
course be set to any suitable tape flux. Since the level of
the signal above this point is reduced during coding (com-
pression) and restored during replay (expansion) the
peak recorded level can be reduced, compared to a sys-
tem without compansion, with a consequent improve-
ment of the off-tape distortion. Because tape distortion
rises rapidly near peak level, a significant reduction in
distortion is produced for only small changes in peak flux.

As Dolby A, Telcom C4 takes advantage of band split-
ting to aid noise masking. The bands used are 30 to 215
Hz, 215 to 1450 Hz, 1.45 to 4.8 kHz and 4.8 to 20 kHz,
each band has its own compressor (on record) and
expander (on replay). Although not so important for
line-up as in Dolby A, the Telcom C4 system also has its
own identify tone, which alternates between 550 Hz and
650 Hz, which aurally identifies the tape as being Telcom
C4 encoded.

dbx

There are two versions of dbx, Type I intended for high
bandwidth professional systems, and Type II for limited
bandwidth systems, such as cartridge and cassette
machines; there is also a special version of Type II for
vinyl disc. Type I has detectors which operate over the
range 22 Hz to 21 kHz, whereas Type II has detectors
which respond over the range 30 Hz to 10 kHz. Although
they use similar circuitry they are not, therefore, compat-
ible with each other. Both systems use 2:1 compressors
and 1:2 expanders with a very low threshold so that they
operate over an input range of 100 dB and are able to pro-
duce a noise reduction of about 30 dB plus any increase of
10 dB in the headroom. The compansion is combined
with pre-emphasis both of the main signal path and of the
side chain in the companders. See Fig. 8.22.

The signal high-pass filter has a slope of 18 dB/octave
and is 3 dB down at 17 Hz; it prevents low frequency out
of band signals causing mistracking through being
recorded unreliably. The record signal is then pre-
emphasised. The RMS level detector bandpass filter has
a slope of 18 dB/octave with 3 dB points at 16 Hz and 20
kHz, and is used to ensure that the compander VCA’s do
not respond to sub- or supersonic signals, and reduces
mistracking due to poor frequency response of the tape
machine (though note that the manufacturers specify
tape machines with a response that is within £1 dB from
20Hzto 20 kHz for Type I). The RMS level detector pre-
emphasis is used to avoid excessive high frequency levels
which might cause saturation. The decoder is comple-
mentary to the coder (but note that to achieve this, the
pre-emphasis in the side chain must be the same in the
compressor and the expander).
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Figure 8.22 Dbx system diagram.

In order to reduce the tracking errors which could
occur with average or peak level sensing in the compand-
ers, all dbx systems use RMS detection. RMS detectors
respond to the total energy in the signal, irrespective of
the phase of the individual harmonic components which
make up the waveform. If these harmonics have been
changed in phase by the recording process the waveshape
will be changed, and it is likely that the peak level will also
be changed, leading to possible mistracking. RMS detec-
tion is, therefore, least affected by phase shifts.

Because the compression ratio is constant across the
whole dynamic range of the input signal, gain errors
between the compressor and expander produce the same
error in dB at all levels, i.e. for gain errors between the
processors, only gain errors are produced in the decoder
output. Thus, for a gain error of 2 dB in the recorder,
there will be a change in the output level from the
expander of 4 dB at all levels. The implications of this
were described in the section on Telcom C4; those impli-
cations (e.g. for tape editing) are equally true with the
dbx system, except that because the compression ratio is
higher, the effects are proportionally greater.

The dbx system is available built into cassette
machines, has been used to encode vinyl discs, and has
also been used to encode part of the stereo TV system
used in the USA. Figure 8.23 shows the response of the
Type I and Type II processing (corrected for the com-
pression ratio).
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Figure 8.23 Dbx processing for Type I and Type II systems.

Dolby B

The Dolby B system was initially developed in 1967 as a
domestic system for slow speed quarter inch tape, but
was redesigned by the end of 1969 to match the needs of
the compact cassette. The system is based on similar
principles to Dolby A, e.g. bi-linear companders, but to
reduce the complexity, it has only one band. This is not
such a disadvantage as it may seem, because in domestic
systems it should be possible to eliminate hum by good
design and layout, and the listening levels commonly
encountered will tend to make LF noise less significant
than in professional environments. In order to make a
single band acceptable in terms of aural performance, no
attempt, therefore, is made to improve low frequency
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noise (see Fig. 8.20, there is no noise reduction below 500
Hz), and the turnover frequency of the filter, i.e. the fre-
quency at which noise reduction action starts, is varied by
the amplitude and spectrum of the programme signal,
thus producing a sliding band compander (see Fig. 8.24).
When the input signal level is below the threshold (about
40 dB below Dolby level (see below) at high frequen-
cies), the rectifier and integrator produce no control sig-
nal, and the output of the secondary path is proportional
to the signal level within its pass band; under these cir-
cumstances the operation of the circuit is essentially the
same as the bi-linear compressors previously described.
As the signal level within the pass band rises the control
signal increases in level, raising the cut-off frequency of
the filter, so that by peak level the signal in the secondary
path is so low as to have no significant effect on the out-
putlevel of the encoder. Thus, if a high level signal occurs
within the pass band of the filter the cut-off frequency is
shifted upwards, so that noise reduction action is contin-
ued above the loud signal, overcoming the problem of
the noise level being modulated by lower frequency com-
ponents of the signal. The overall characteristics are
shown in Fig. 8.25.
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Figure 8.24 Dolby B system diagram.

Dolby B has become the standard noise reduction sys-
tem for pre-recorded cassette tapes, and some American
(though no British) FM radio stations transmit a signal
which is Dolby B encoded. This means that many people
listen to the signal without decoding it; whether or not
this is aurally acceptable is a matter of opinion. The fre-
quency response is, of course, not flat at low levels, there
is HF boost at low levels, and a flat response at high
levels. For FM this can be modified by reducing the pre-
emphasis; since the receiver de-emphasis remains
unchanged this redistributes the frequency response
errors making low levels less boosted and high levels
slightly cut at HF. However, many people find Dolby B
coded signals aurally satisfactory.
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Figure 8.25 Dolby B characteristics.

In order to eliminate the need for adjustment to suit
individual tapes (or transmissions in the case of radio)
the levels at which Dolby B operates are fixed; in the case
of cassette tape Dolby Level is a fluxivity of 200 nWb/m
ANSI, and in the case of FM broadcasting a deviation of
+37.5 kHz.

Dolby C

The Dolby Cnoise reduction system, launched in 1983, is
a domestic system based on experience gained from
Dolby B. Like the A and B systems it uses bi-linear com-
panders, with similar side chains, but increases the
amount of noise reduction to 20 dB by using two separate
stages of sliding band compansion, staggered in level
(see Fig. 8.26). The level staggering ensures that the
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Figure 8.26 Dolby C system diagram.

regions of dynamic action for the two stages do not over-
lap, but the high level stage begins where the low level
stage finishes (see Fig. 8.27); thus the maximum com-
pression ratio is once again 2:1. The high level stage oper-
ates at similar levels to the B type system, with the low
level stage some 20 dB below this, which also simplifies
the manufacture of circuits which are switchable
between B and C. The range of frequencies which are
treated has been increased for the C type system by set-
ting the cut-off frequency of the filter in the sliding band



companders to 375 Hz; this results in 3 dB improvement
at 100 Hz, 8 dB at 200 Hz, 16 dB at 500 Hz, and nearly 20
dB at 1 kHz for sub-threshold signals (see Fig. 8.28). The
response of the compressor (and hence the amount of
noise reduction) at different levels is shown in Fig. 8.29.
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Figure 8.27 Dolby C characteristics.
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Figure 8.28 Maximum signal to noise ratio improvement of
Dolby C.

As has been mentioned before, to achieve comple-
mentary characteristics in the compressor and expander
is not enough to ensure that there is no mis-tracking; it is
also necessary to ensure that the signal which the
recorder delivers to the expander is the same in ampli-
tude, frequency and phase as the compressor fed to the
recorder. Unfortunately, there are many reasons why the
high frequency response of a domestic cassette machine
might be poor; incorrect bias, head wear, poor equalisa-
tion, dirty replay heads, tape for which the machine is not
aligned are only some of them. These errors will produce
mis-tracking in any companding system, but with sliding
band systems there is the potential, though it is rare in
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real programme material, for high frequency errors to
modulate the level of lower, midband, frequencies.
Dolby refers to this as the midband modulation effect. If
the predominant level (after the pre-emphasis of the slid-
ing band filter) fed to the compressor is an intermittent
high frequency, then this will control the amount of com-
pression applied to the signal as a whole. All frequencies
that are being compressed (including midband frequen-
cies) will be changed in level under the control of the HF.
If the replay machine is unable to reproduce the high fre-
quencies accurately, the midband frequencies will not be
correctly decoded, because the control signal that caused
them to change level in the compressor cannot be accur-
ately recreated in the expander. To overcome this effect,
Dolby Cis equipped with spectral skewing (as follows).

RTINS ] 10
- T
H a _--‘"_——
——L..___.-K\ll Dol

l

Cutput lewvel id)

—] . R S S | ]
0 &0 100 20 BOOD TR R Sa 10k 2dk
Fraquency {Hz)

Figure 8.29 Dolby C compressor characteristics at different
levels.

Luckily, it has been shown by many researchers (e.g.
CCIR) that the subjective annoyance caused by noise of
different frequencies is far from equal. CCIR Recom-
mendation 4684 is a weighting curve to make objective
noise measurements match subjective assessments of
noise more accurately (see Fig. 8.30). This shows that
above about 7 kHz the objectionability of noise falls
rapidly, with a consequent lessening of the need for noise
reduction. Spectral skewing, which in practice is a sharp
reduction of extreme HF in the compressor, with a com-
plementary increase in HF in the expander, is applied at
the input to the compressor and at the output of the
expander (see Fig. 8.31). This characteristic is sufficient
to ensure that the control signal generated in the com-
pressor for the extreme HF (which may be unreliable on
replay) is lower than that generated by the midband sig-
nals, which are therefore dominant in determining the
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amount of compression applied, and thus, because they
are below the frequency where most cassette machines
can be assumed to achieve a flat frequency response, the
midband modulation effect is significantly reduced or
eliminated. This leads to there being a maximum of
about 8 dB of noise reduction at 20 kHz, an exchange of
noise reduction at extreme HF (where it is relatively
unnecessary) for an improvement in the system’s ability
to cope with errors outside its control.
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Figure 8.30 CCIR 4684 noise weighting curve.
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Figure 8.31 Spectral skewing and anti-saturation in Dolby C.

A further problem of magnetic recording, that of HF
saturation, is also tackled by Dolby C. In effect, satur-
ation is a reduction of the maximum HF level that can be
recorded on tape as the level rises; at low levels the fre-
quency response can therefore be flat, but as the level
rises there is a progressive reduction in the HF response.
When recording characteristics were set for magnetic
tape the HF content of average programme material was
probably lower than it is now, due to the increase in the
use of electronic instruments which can intrinsically gen-
erate more HF than acoustic instruments. The spectral
skewing circuits will have a beneficial effect as far as the
reduction of saturation losses are concerned, but the

anti-saturation circuits must have an effect at lower fre-
quencies (possibly down to 2 kHz) than can be imple-
mented with spectral skewing. What is required is an
adaptive frequency response, which attenuates the HF at
high levels (where the loss of noise reduction, though
small, will be masked by the signal level), but not at low
levels (where saturation is not a problem, and where the
loss of noise reduction might not be masked by the pro-
gramme material). This can easily be achieved by putting
the saturation reducing HF attenuation in the main chain
of the low level compressor, after the feed to the differ-
ential network. In this position it will have maximum
effect at high levels, where a negligible amount of the
output signal is contributed by the side chain, and only a
small effect at low levels, where most of the output signal
is from the sidechain. Thus, a simple shelf network with
time constants of 70 pus and 50 ps produces a 3 dB reduc-
tion in HF high level drive for a loss of noise reduction of
only 0.8 dB. The overall system diagram is shown in
Fig. 8.32. Dolby C also uses Dolby level (200 nWb/m
ANSI) to eliminate the need for individual replay line up
of each tape, by standardising the recorded levels.

Dolby SR

Dolby SR (spectral recording process) is a professional
noise reduction system which incorporates features of
the Dolby A and C systems. Spectral skewing and anti-
saturation are used in a similar way to Dolby C, but as
this is a professional system noise reduction in provided
over the whole of the audio bandwidth, thus both spec-
tral skewing and anti-saturation are applied at high and
low frequencies (see Fig. 8.33). High level signals at both
extremes of the frequency range are reduced in level so
as to reduce or eliminate the effects of saturation and
unreliable frequency response, whilst low level signals
are amplified in a highly selective and complex way, so as
to take best advantage of the constraints of magnetic
tape. The system combines the advantages of fixed band
companders as used in Dolby A and sliding band com-
panders as used in Dolby B and C, by having both types
of compander in each of its five stages, and by using what
Dolby calls action substitution and modulation control
to take best advantage of each compander. In common
with all Dolby systems, bi-linear companders are imple-
mented by generating a sidechain signal which is added
to the main, high level, signal to produce the compressor
characteristic, and which is subtracted from the main sig-
nal to produce the expander characteristic.

The SR system has three different levels which, as in
the C type system, are staggered to distribute the
dynamic action over a wider input range, resulting in
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Figure 8.32 Dolby C system diagram. N1 and N2 are the noise reduction networks.
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Figure 8.33

thresholds at about =30 dB, —-48 dB, and —-62 dB, produ-
cing a maximum improvement in the signal to noise ratio
of about 24 dB. The high and mid level stages have both
HF and LF companders, with a crossover frequency of
800 Hz, although there is considerable overlap between
the HF and LF stages, with the result that the LF stages

Dolby SR system diagram. This is a processor which is switchable between record and replay.

can operate on signals up to 3 kHz, and the HF stages on
signals down to 200 Hz. The low level stage acts only on
HF signals, with an 800 Hz high pass characteristic.

To understand how the fixed band and sliding
band compressors are combined (action substitution)
consider the situation shown in Fig. 8.34. where the
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dominant frequency applied to an HF compressor is
shown. A feature of fixed band compressors is that all
frequencies within the band are treated in the same way,
so for the signal shown there is, say, a loss of 2 dB of noise
reduction action over the whole band, and thus the
maximum noise reduction potential above the dominant
frequency is not achieved. However, if a high frequency
sliding band compressor were used, then because all
frequencies are not treated similarly, there would be a
loss of noise reduction effect below the dominant
frequency, but an improvement above the dominant
frequency compared to the fixed band compressor. The
most advantageous combination is therefore to have the
fixed band response below the dominant frequency, and
the sliding band response above it for an HF stage, and to
have the fixed band above and the sliding band below the
dominant frequency for an LF stage. Thus, in each of the
five stages, the fixed band compressor is used whenever it
provides the best performance, and the sliding band is
substituted whenever it provides an improvement.

+'aan *

[r]] o .

FAFJUCNCY GF 1
DOMIFART SIGRAL

* 16 08
B
o
FRE QULMEY OF )
DOMINAMNT LIGHAL
4 :0 oA
-
JJESSUSLP _o
- ll ¥
| |
auTPu I
|
@ a :

FACSLCALY a7 1
TIIMBART 1G58 A

Figure 8.34 Combining fixed and sliding band characteristics
by action substitution: (a) fixed band compressor
characteristic; (b) sliding band compressor characteristic;

(c) action substitution compressor characteristic

A further improvement of SR over A or Cisin the use
of modulation control. In the A, B and C type systems,
the side chain signal is heavily limited when the input
level is high (see Fig. 8.16). This is an advantage, since it

ensures that a negligible proportion of the output signal
is derived from the limited signal, giving the system low
distortion and overshoot. However, outside the fre-
quency range of a particular band, the threshold can be
allowed to rise, and the degree of limiting fall, once the
change in gain necessary to produce the desired overall
compression law has been achieved. Doing this ensures
that large signals outside the band do not cause signal
modulation within the band with a consequent loss of
noise reduction. Figure 8.35 shows this effect for an HF
fixed band compressor. In Fig. 8.35(a), each line shows
the effect which a 100 Hz signal at different levels has on
higher frequencies. Since the circuit has an 800 Hz high-
pass configuration, a 100 Hz signal should ideally have no
effect within its band. Without modulation control there
is a considerable lessening of the noise reduction, but
with modulation control (Fig. 8.35(b)) the capacity for
noise reduction is much improved. The situation is
similar for the sliding band compressors. Figure 8.36
shows how modulation control applied to them reduces
unnecessary sliding. Modulation control is applied by
generating, for out of band frequencies, further control
signals which, when added to those generated by the
compressors themselves, act in opposition and so bring
about the improvements described above (see Fig. 8.33).
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Figure 8.35 Modulation control in Dolby SR. The diagram
shows the effect in the fixed band compressors. Frequency
response curves with 100 Hz signal at the levels indicated, (a)
with no modulation control, (b) with modulation control.
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Figure 8.36 Modulation control in Dolby SR. The diagram

shows the effect in the sliding band compressors. Frequency
response curves with 100 Hz signal at the levels indicated,
(a) with no modulation control, (b) with modulation control.

The overall performance of Dolby SR for low level sig-
nals is shown in Fig. 8.37. It should be noted that the
shape of the decode response is very similar to that of the
threshold of hearing, so that the smaller noise reduction
achieved at LF is balanced by the ear’s inability to hear
noise at these frequencies, and that the maximum noise
reduction is available at the very frequencies where it is
needed most, that is where the ear is most sensitive.
Finally, Fig. 8.38 shows the response of Dolby SR to an
800 Hz signal at different levels. Note how noise reduc-
tion is applied both above and below the signal, even at
high level. So that the level presented to the decoder can
be made the same as the level generated by the coder.
Dolby SR uses a line-up signal of pink noise, interrupted
with 20 ms gaps every 2 seconds at a standard level
approximately 15 dB below reference level. On replay,
the decoder can repeatedly switch automatically
between the off-tape line-up noise and the reference
noise, so that an easy aural comparison between the two
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can be used as an aid to detecting tape machine align-
ment errors; the signal can also be used with a meter to
set the levels accurately.
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Figure 8.37 Low level response of Dolby SR. This shows the
maximum noise reduction available at each frequency.
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Figure 8.38 Low level response of Dolby SR in the presence
of an 800 Hz signal at various levels.

Dolby S

The Dolby S system is a domestic version of Dolby SR,
introduced in 1990. Nevertheless, it incorporates all the
important features of SR, but reduces its complexity by
having fewer companders (5, unlike SR’s 10), and having
only low and high level stages (operating roughly in the
range —60 to-30dB and -30 to 0 dB with respect to Dolby
level). As a result it produces less noise reduction at low
frequencies than SR, but still more than B or C. The sys-
tem diagram is shown in Fig. 8.39, and the overall noise
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Figure 8.39 Dolby S system diagram.
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Figure 8.40 Maximum noise reduction in Dolby S.

reduction available in Fig. 8.40. It incorporates spectral
skewing, anti-saturation, action substitution and modu-
lation control, and uses, of course, Dolby’s fixed and slid-
ing band technique with bi-linear companding. See
previous Dolby systems for explanations of these.

Dolby Level of 200 nWb/m ANSI is also used in
Dolby S.
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O The Vinyl Disc

(based on work by Alvin Gold
and Don Aldous)

Though the vinyl disc, formerly known as the LP, is no
longer the mainstream choice for issuing recorded music,
millions of homes contain players for these discs, and
some knowledge of the system is needed by anyone with
audio interests. This chapter shows how mechanical
sound reproduction developed, the equipment that was
developed to deal with replay, and how existing record-
ings can be kept in good order.

Introduction

Looking back after many years of CD production, we can
see how crude so many of the stages of the record making
process were, in particular the reliance on the mechani-
cally tortuous chiselling out of the record groove from a
lacquer blank. The whole process now looks very ‘low-
tech’, and there were in fact many areas of practice in disc
mastering and cutting that grew up ‘willy-nilly’ over the
years.

The system, however, defied its unpromising roots and
proved to be both highly successful and stood the test of
time very effectively, though it did not have as long a life
as its shellac predecessor. The LP record became for
many years universally accepted as a genuine world
standard with a widely distributed technology base.

The process of manufacturing a vinyl disc is relatively
economical and straightforward, even though it is error-
and blemish-prone and for most producers was always
inherently labour-intensive. It was, however, a very suc-
cessful and widely used music storage medium and was
the predominant medium for distributing high-quality
sound until the development of digital methods.

Background

In the years before 1940, records were cut onto hard wax
slabs, in the region of 1-2 in. thick and about 13 in. in

diameter. The surface was polished to an optically flat
but extremely delicate finish which had to be protected
very carefully indeed from the effects of dust and
mechanical damage. When removed from the cutting
lathe, the wax slab was subjected to an electro-forming
process to produce a copper master. The problem here
was not so much the cutting as the electroplating, which
tended to result in a noisy cut which increasingly failed to
match improving standards elsewhere in the process.

The solution came with the development of the lacquer
in the late 1930s. From quite an early date, this took the
form of an aluminium disc about 14 in. diameter, covered
on both sides with a cellulose nitrate solution. The lac-
quer (or acetate) also contained a small amount of castor
oil along with some other additives, and was quite soft.

Changes in materials were matched over the years by
changes in the geometry of the cutting process. Back in
the cylinder era, the information used to be cutin the ver-
tical plane, a method which was known as ‘hill and dale’
recording. This was superseded by cutting in the lateral
plane, a process developed by Berliner. It was Blumlein
who formalised the lateral cutting system for stereo sig-
nals with his development of the 45°/45° cutting system,
which was patented in 1931.

Groove packing densities also increased as the rota-
tional speed of the records dropped, from just under 100
grooves/in. in the 78 rpm era to around 250 grooves/in.
with the LP. Varigroove systems used groove pitch which
varied over the range 180-360 grooves/in. approximately.
Over the same time, frequency responses became wider
and more even, yet the later records are not cut so far in
towards the label, and the number of information chan-
nels doubled (to two) with the introduction of stereo.

Summary of major steps and processes

The manufacture of the LP record was latterly achieved
in several discrete steps. The process conventionally
began with a two-track master tape (sometimes known
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as the production master), which was often mixed down
from a multi-track original — more recently this tape
would have been digitally recorded. The electrical signal
recorded on the tape provided an analogue version of the
original music to drive the amplifiers which in turn fed
the cutter head which converted the electrical signal into
its mechanical representation. The cutter head was part
of a lathe with a turntable on which would be placed the
‘acetate’ or ‘lacquer’ onto which the musical waveform
was cut. The lacquer was the parent disc from which all
subsequent disc generations were derived.

The stages described above may well have been car-
ried out by a facility attached to the recording studio
where the tapes were produced or perhaps an outside
production house, but the remaining steps were nor-
mally under the control of a specialised plating operation
in the first instance, and finally a pressing plant for the
duplication of the final product.

By convention, the lacquer is described as a positive,
which means that like the final manufactured record it
can be played by a stylus attached to a normal arm and
cartridge. However, the lacquer would never be played
in practice, except in the case of test cuts which would not
be subsequently used to make the metalwork, since sig-
nificant damage would inevitably be caused to the deli-
cate surface.

The acetate itself then underwent a process known as
electro-forming in which it was electroplated with silver.
A much thicker layer of nickel was then grown onto the
silver plated lacquer. The metal matrix was then separ-
ated from the lacquer, whose life ended at that point. The
master was then used to grow a so-called ‘mother’ (or a
number of them) from which the ‘stampers’ were pro-
duced, the processes here being similar to the production
of the master itself.

As the name implies, stampers were the final steps
before the production of discs for sale, and were used in
pairs to make the records. The records were produced in
presses by one of two common processes, extrusion or
injection moulding, using a mixture based on a polyvinyl
material, often in granular or pellet form.

The lathe

The lathe, with its associated amplifiers, was responsible
for the task of transferring the electromagnetic wave-
form stored on tape to the lacquer, from which the stam-
pers were ultimately derived.

A typical lathe (Fig. 9.1) consists of three essential
assemblies. The first is the platter or turntable, driven by
belt(s) or directly driven. They usually pack considerable
rotational inertia (some weigh in at 75 Ib), and use suc-

tion to hold the lacquer down. The turntable is also asso-
ciated with a drive servo system of some kind which helps
to reduce wow and flutter due to variations in stylus drag
as the disc modulation levels vary. The second part of the
lathe is the cutter head, which is fitted with a cutting sty-
lus attached in turn to a carriage which allows the cutter
to traverse the disc on a radius. The cutter head and its
various attachments are drawn across the surface of the
lacquer by a threaded bar, better known as a lead screw.
The third part is of course the rest of the structure which,
aside from its obvious constructional role, is also designed
to keep the system stable and solid, and immune (or as
immune as practical) to the effects of feedback and inter-
ference through the air and through the structure of the
building.

— —

Figure 9.1 A Neumann VMS70 cutting lathe, showing the
cutting head.

The cutter head is functionally complementary to the
phono cartridge. There are constructional similarities
too, though it is probably more apt to think in terms of
the loudspeaker — more correctly a pair of loudspeaker
drive units — with cones replaced by