P e pe D] e D)

- :—' S -..-' A8




ANALYSIS AND DESIGN
OF ANALOG INTEGRATED
CIRCUITS

Fourth Edifion




ANALYSIS AND DESIGN
OF ANALOG INTEGRATED
CIRCUITS

Fourth Edition

PAUL R. GRAY
University of California, Berkeley

PAUL J. HURST

University of California, Davis

STEPHEN H. LEWIS

University of California, Davis

ROBERT G. MEYER

University of California, Berkeley

%)

JOHN WILEY & SONS, INC.
New York / Chichester / Weinheim / Brisbane / Singapore / Toronio




ACQUISITIONS EDITOR William Zabrist

EDITORIAL ASSISTANT Susannah Barr
SENIOR MARKETING MANAGER Katherine Hepburn
PRODUCTION SERVICES MANAGER leanine Furino
PRODUCTION EDITOR Sandra Russell
DESIGN DIRECTOR Madclyn Lesure

PRODUCTION MANAGEMENT SERVICES  Pyblication Serviees, Inc.

Cover courtesy of Di. Kenneth C, Diyer and Melgar Photwgraphy.

This book was set in 10/12 Times Roman by Publicaton Scrvices, lnc. und printed and bound by
Hamilton Printing Company. The cover was printed by Lehigh Press, Lnc.

This bock was printed on acid-free paper. @

Cuopyright 2001 & Johu Wiley & Sons, Tnc. All rights reserved.

No part of this publication may be reproduced, stored in 2 vetricval sysiem or (runsmitted
in any form or by any means. clectronic, mechanical, photocopying, recotding, scanning
or olherwise, except as permiticd under Sections 107 or 108 of the 1976 United States
Copyright Act, without either the prior written permission of the Publisher, or
duthorization through paymeni of the appropriate per-copy fee to the Copyright
Clearance Center, 222 Rosewood Drive, Danvers, MA 01923, (378) 750-8400, fax

(978) 750-4470). Requests 1o the Publisher for permission should be addressed to the
Permissions Department, John Wiley & Sons, Inc., 605 Third Avenue, New York, NY
10E58-0012, (212} 850-6011, Tax (212} §50-6008, E-mail: PERMREQ(WILEY.COM.
To order hooks or for customer service please call 1-800-CALL-WILEY (255-5945).

hrp:ffwww wiley comfeollegef/aray

Library of Congress Cataloging-in-Publication Data

Analysis and design of analog integrated circuits / Paul R. Gray. . el al.]. —— 4th ed,
p. €L

[ncludes bibliographical references and index.

[SBN 0-471-32168-0 (cloth: alk, paper)

1. Linear integrared circuils -Computer-aided design, 2. Metal oxide
semiconductors—Computer-aided design. 3. Bipolar transistors—Computer-aided design.
L Gray, Paul B, 1942-

TK7874.A588 2000
621.3815—dc2 | 00-043583
Printed in the United States of Ainerica

1098765432




To Liz, Barbara, Robin, and Judy




Preface

In the 23 years since the publication of the first edition of this book, the field of analog
integrated circuits has developed and matured. The initial groundwork was laid in bipolar
technology, followed by a rapid evolution of MOS analeg integrated circuits. Further-
more, BiCMOS technology (incorporating both bipolar and CMOS devices on one chip)
has emerged as a serious contender to the original technologies. A key issue is that CMOS
technologics have become dominant in building digital circuits because CMOS digital
circuits are smaller and dissipate less power than their bipolar counterparts. To reduce
system cost and power dissipation, analog and digital circuits are now cften ntegrated
together, providing a strong economic incentive to use CMOS-compatible analog circuits.
As aresult, an important question in many applications is whether to use pure CMOS or a
BiCMOS technology. Although somewhat more expensive to fabricate, BICMOS allows
the designer te use both bipolar and MOS devices to their best advantage, and also al-
lows innovative combinations of the characteristics of both devices. In addition, BICMOS
can reduce the design time by allowing direct use of many existing cells in realizing a
given analog circuit function. On the other hand, the main advantage of pure CMOS is
that it offers the lowest overall cost. Twenty years ago, CMOS technologies were only fast
enough to support applications at audio frequencies. However, the continuing reduction of
the minimum feature size in integrated-circuit {IC) technologies has greatly increased the
maximuin operating frequencies, and CMOS technologies have become fast enough for
many new applications as a result. For example, the required bandwidth in video apphi-
cations is about 4 MHz, requiring bipolar technologies as recently as 15 years ago. Now,
however, CMOS can easily accommodate the required bandwidth for video and is even
being used for radio-frequency applications.

In this fourth edition, we have combined the consideration of MOS and bipolar cir-
cuits into a unified treatment that also includes MOS-bipelar connections made possible
by BiCMOS technology. We have writien this edition so that instructors can easily se-
lect topics related to only CMOS circuits, only bipolar circuits, or a combination of both.
We helieve that it has become increasingly important for the analog circuit designer to
have a thorough appreciation of the similarities and differences between MOS and bipolar
devices, and to be able to design with either one where this is appropriate.

Since the SPICE computer analysis program is now readily available to virtually
all electrical engineering students and professionals, we have included extensive use of
SPICE in this edition, particularly as an integral part of many problems. We have used
computer analysis as it is most commonly employed in the engineering design process—
both as a more accurate check on hand calcunlations, and also as a tool to examine complex
circuit behavior beyond the scope of hand analysis. In the problem sets, we have also in-
cluded a number of open-ended design problems to expose the reader to real-world situa-
tions where a whole range of circuit solutions may be found to satisfy a given performance
specification.

This book is intended to be useful both as a text for students and as a reference book
for practicing engineers. For class use, each chapter includes many worked problems; the
problem sets at the end of each chapter illustrate the practical applications of the material
in the text. All the authors have had extensive industrial experience n IC design as well
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as in the teaching of courses on this subject, and this experience is reflected in the choice
of text material and in the problem sets.

Although this book is concerned largely with the analysis and design of ICs, a consid-
erable amount of matenial s also included on applications. In practice, these two subjects
are closely linked, and a knowledge of both 1s essential for designers and users of ICs,
The latter compose the larger group by far, and we believe that a working knowledge of
IC destgn is a4 great advantage to an {C user. This is particularly apparent when the user
must choose from among a number of competing designs to satisfy a particulat need. An
undersianding of the IC structure 1s then nseful in evaluating the relative desirability of the
different designs under extremes of environment or in the presence of variations in supply
voltage. In addition, the 1C user ts in a much better position (o interpret a manufacturetr’s
data if he or she has a working knowledge of the internal operation of the integrated circuit.

The contents of this book stem largely from courses on analog integrated circuits given
at the University of California at the Berkeley and Davis campuses. The courses are un-
dergraduatc electives and first-year graduate courses. The book is structured so that it
can be used as the basic text for a sequence of such courses. The more advanced mate-
rial is found at the end of each chapter or in an appendix se that a first course in analog
integrated circuits can omit this material without loss of continuity. An outline of each
chapter 1s given below together with suggestions for material to be covered in such a first
course. It is assumed that the course consists of three hours of lecture per week over a
15-week semester and that the students have a working knowledge of Laplace transtforms
and frequency-domain circuit analysis. 1 is also assumed that the students have had an
intreductory course tn electrenics so that they are familiar with the principles of transistor
operation and with the functioning of simple analog circuits, Unless otherwise stated, each
chapter requires three to four lecture hours 1o cover,

Chapter 1 contains a summary of bipolar transistor and MOS transistor device physics.
We suggest spending one week on selected topics from this chapier, the choice of topics
depending on the background of the students. The material of Chapters 1 and 2 is quite
important in IC design because there is significant interaction between circuit and device
design, as will be seen in later chapters. A thorough understanding of the influence of
device fabrication on device characteristics is essential.

Chapter 2 1s concerned with the technology of IC Iabrication and is largely descriptive.
One lecture on this material should suffice if the students are assigned to read the chapter.

Chapter 3 deals with the characteristics of elementary fransistor connections. The ma-
terial on one-transistor amplifiers should be a review for students at the senior and gradu-
ate levels and can be assigned as rcading. The section on two-transistor amplifiers can be
covered in aboult three hours, with greatest emphasis en differential pairs. The material on
device mismatch cffects in dilferential amplifiers can be covered to the cxtent that time
allows.

In Chapter 4, the important topics of current mirrors and active loads are considered.
These configurations are basic building blocks in modemn analog IC design, and this ma-
terial should be covered in full, with the excepticn of the material on band-gap references
and the material in the appendices.

Chapter 5 is concerned with output stages and methods of delivering output power to
a load. Integrated-circuit realizations of Class A, Class B, and Class AB output stages are
described, as well as methods of output-stage protection. A selection of topics from this
chapter should be covered.

Chapter 6 deals with the design of operational amplifiers {op amps). Illustrative exam-
ples of de and ac analysis in both MOS and bipolar op amps are performed in detail, and
the limitations of the basic op amps are described. The design of op amps with improved
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characteristics in both MOS and bipolar technologies is considered. This key chapter on
amplifier design requires at least six hours.

In Chapter 7, the frequency response of amplifiers is considered. The zero-value time-
constant technique is introduced for the calculations of the —3-dB frequency of complex
circuits. The material of this chapter should be considered in full.

Chapter 8 describes the analysis of feedback circuits. Two different types of analysis
are presented: two-port and return-ratio analyses. Either approach should be covered in
full with the section on voltage regulators assigned as reading.

Chapter 9 deals with the frequency response and stability of feedback circuits and
should be covered up to the section on root locus. Time may not permit a detailed discussion
of root locus, but some introduction to this topic can be given.

In a 15-week semester, coverage of the above material leaves about two weeks for
Chapters 10, 11, and 12. A selection of topics from these chapters can be chosen as follows.
Chapter 10 deals with nonlinear analog circuits, and portions of this chapter up to Section
10.3 could be covered in a first course. Chapter 11 is a comprehensive treatment of noise
in integrated circuits, and material up to and including Section 11.4 is suitable. Chapter 12
describes fully differential operational amplifiers and common-mode feedback and may
be best suited for a second course.

We are grateful to the following colleagues for their suggestions for and/or eval-
uation of this edition: R. Jacob Baker, Bemhard E. Boser, A. Paul Brokaw, John N.
Churchill, David W. Cline, Ozan E. Erdogan, John W. Fattaruso, Weinan Gao, Edwin W,
Greeneich, Alex Gros-Balthazard, Tinde Gyurics, Ward J, Helms, Timothy H. Hu, Shafig
M. Jamal, John P. Keane, Haideh Khorramabadi, Pak-Kim Lau, Thomas W. Matthews,
Krishnaswamy Nagaraj, Khalil Najafi, Borivoje Nikolié, Robert A. Pease, Lawrence T.
Pileggi, Edgar Sdnchez-Sinencio, Bang-Sup Song, Richard R. Spencer, Eric J. Swanson,
Andrew Y. ]. Szeto, Yannis P. Tsividis, Srikanth Vaidianathan, T. R. Viswanathan, Chomg-
Kuang Wang, and Dong Wang. We are also grateful to Kenneth C. Dyer for allowing us to
use on the cover of this book a die photograph of an integrated circuit he designed and to
Zoe Marlowe for her assistance with word processing. Finally, we would like to thank the
people at Wiley and Publication Services for their efforts in producing this fourth edition.

The material in this book has been greatly influenced by our association with Donald
Q. Pederson, and we acknowledge his contributions.

Berkeley and Davis, CA, 2001 Paul R. Gray
Paul J. Hurst
Stephen H. Lewis
Robert G. Meyer
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Symicel Convention

Symbol Convention

Unless otherwise stated, the following symbol convention is used in this book. Bias or dc
quantities, such as transistor collector current I and collector-emitter voltage Vg, are
represented by uppercase symbols with uppercase subscripts. Small-signal quantities,
such as the incremental change in transistor collector current i, are represented by
lowercase symbols with lowercase subscripts. Elements such as transconductance g,
in small-signal equivalent circuits are represented in the same way. Finally, quantities
such as roral collector current .., which represent the sum of the bias quantity and the
signal quantity, are represented by an uppercase symbol with a lowercase subscript.




CHAFTER

Modelsforintegrated-Circuit
ActiveDevices

1.1 Introduction

The analysis and design of integrated circuits depend heavily on the utilization of suitable
models [or integrated-circuit components. This is true in hand analysis, where fairly simple
models are generally used, and in computer analysis, where more complex models are
encountered. Since any analysis is only as accurate as the model used, it is essential that
the circuit designer have a thorough understanding of the origin of the models commonly
utilized and the degree of approximation involved in each.

This chapter deals with the derivation of large-signal and small-signal models for
integrated-circuit devices. The trealment begins with a consideration of the properties of
pn junctions, which are basic parts of most integrated-circuit elements. Since this book is
primarily concerned with circuit analysis and design, no attempt has been made to produce
a comprehensive lreatment of semiconductor physics. The emphasis is on summarizing the
basic aspects of semiconductor-device behavior and indicating how these can be modeled
by equivalent circuils.

1.2 Depletion Region of & pn Junction

The properties of reversc-biased prn junctions have an important influence on the charac-
teristics of many integrated-circuit components. For example, reverse-biased pn junctions
exist between many integrated-circuit elements and the underlying substrate, and these
junctions all contribute voltage-dependent parasitic capacitances. In addition, a number
of important characteristics of active devices, such as breakdown voltage and cufput re-
sistance, depend directly on the properties of the depletion region of a reverse-biased pn
junction. Finally, the basic operation of the junction field-effect transistor is controlled by
the width of the depletion region of a pn junction. Because of its importance and applica-
tion to many different problems, an analysis of the depletion region of a reverse-biased pn
junction is considered below. The properties of forward-biased pr junctions are treated in
Section 1.3 when bipolar-transistor operation is described.

Consider a pn junction under reverse bias as shown in Fig. 1.1, Assume constant
doping densities of Np atomsicm? in the n-type material and N4 atoms/cm® in the p-
type material. (The characteristics of junctions with nonconstant doping densities will be
described later.) Due to the difference in carrier concentrations in the p-type and n-type
regions, there exists a region at the junction where the mobile holes and electrons have
been removed, leaving the fixed acceptor and donor jons. Each acceptor atom carries a
negative charge and cach donor atom carries a positive charge, so that the region near the
junction is one of significant space charge and resulting high electric field. This is called

1
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the depletion region ot space-charge region. It is assumed that the edges of the depletion
region are sharply defined as shown in Fig. 1.1, and this is a good approximation in most
cases.

For zero applied bias, there exists a voltage ¢y across the junction called the built-in
potential. This potential opposes the diffusion of mobile holes and electrons across the
junction in equilibrium and has a value!

NN,
o = Vrln ’:12" (1.1)

i

where

Vr = %'—1 =26mV at 300°K

the quantity »; is the intrinsic carrier concentration in a pure sample of the semiconductor
and n; = 1.5 X 10'"%m ™2 at 300°K for silicon.

In Fig. 1.1 the built-in potential is augmented by the applied reverse bias, Vi, and the
total voltage across the junction is (o + V). If the depletion region penctrates a distance
W, into the p-type region and W into the n-type region, then we require

WiNy = WyNp (1.2)

because the total charge per unit area on either side of the junction must be equal in mag-
nitude but opposite in sign.
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Poigson’s equation in one dimension requires that

sz P qNA .
= £ 44 — << x < 1.3
% . p for W <x<<0 (1.3)

where p is the charge density, g is the electron charge (1.6 X 107! coulomb), and € is the
permittivity of the silicon (1.04 X 10~!2 farad/cm). The permittivity is often expressed as
e =K SEQ (1-4)
where Ky is the dielectric constant of silicon and e is the permittivity of free space (8.86 X
10 ¥ Ffcm). Integration of (1.3) gives
N
v _aNa L ¢ (1.5)
dx €

where C| is a constant. However, the electric field € is given by

- - _ —(ﬂi;ﬁc.) (1.6)
dx €

Since there is zero electric field outside the depletion region, a boundary cendition is
EF=0 for x=—W,

and use of this condition in (1.6) gives

qNa

€

dv
(x+ W) = “"E for — W, <x<0 (1.7)
Thus the dipole of charge existing at the junction gives rise 10 an electric field that varies
linearly with distance.
Integration of (1.7) gives

2
V= % (% + Wlx)+ Cs (1.8)

% = —

If the zere for potential is arbitrarily taken to be the potential of the neutral p-type region,
then a second boundary condition is

V=0 for x=—-W
and use of this in (1.8) gives

2 wZ
V=q—-ﬁir§-(x—+wlx+—l) for —-W, <x<0 {1.9)
€ 2 2
At x = 0, we define V = Vy, and then {1.9) gives
“ N, Wi
y, = X401 (1.10)
e 2
If the potential difference from x = Qto x = W; is V;, then it follows that
gNp W3
=1L - _= 1.11
V2 < > (1.11)

and thus the total veltage across the junction is

dg+ Ve =V + Vs = zifg(mw% + NpW2) (1.12)
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When the surlace potential in the silicon reaches a critical value equal to twice the
Fermi level ¢, a phenomenon known as inversion occurs.!® The Fermi level ¢ is

defined as
kT N
¢, - —l.n[—'q} (1.135)
i L H :
where & is Boltzmann’s constant. Also, »; is the intrinsic carrier concentration, which is
= NN _ L
n; VNN exp( ZkT) (1.136)

where E, is the band gap of silicon at T = 0°K, ¥, is the density of allowed states ncar
the edge of the conduction band, and ¥, is the density of allowed states near the cdge
of the valence band, respectively. The Fermi level ¢ ¢ 1s usually about 0.3 V. After the
potential in the silicon reaches 2¢b4, further increases in gate voltage produce no further
changes in the depletion-layer width but instead induce a thin layer of electrons in the
depletion layer at the surface of the silicon directly under the oxide. Inversion produces
a continucus n-type region with the source and drain regicns and forms the conducting
channel between source and drain. The conductivity of this channel can be modulated by
increases or decreases in the gate-source voltage. In the presence of an mversion layer,
and without substrate bias, the depletion region contains a fixed charge density

Ow = 2gNa€2d; (1.137)

If a substrate bias voltage Vsp (positive for n-channel devices) is applied between the
source and substrate, the potential required to produce inversion becomes 2y + Vea),
and the charge density stored in the depletion region in general is

Oy = J2GNs€(2py + Vip) (1.138)

The gate-source voltage Vs required to produce an inversion layer is called the
threshold voltage V; and can now be calculated. This veltage consists of several com-
ponents. First, a voltage [2¢ ¢ + (0,/C,,)] is required to sustain the depletion-layer charge
Op, where C,y is the gate oxide capacitance per unit arca. Second, a work-function dif-
ference ¢hs exists between the gate metal and the silicon. Third, positive charge density
(s always exists in the oxide at the silicon interface, This charge is caused by crystal dis-
continuities at the Si — Si0- interface and must be compensated by a gate-scurce voliage
contribution of —}/C,,. Thus we have a threshold voltage

QI} Q_cs
vV, = 4+ 2 + - 1.139
f ‘i’m} d’f Cox C,, ( )
Qb() st Qb - le}
= s + 2 + = - + —
¢ (ﬁf Cox Cox Cox
= Vi +y{V26; + Vsp — 26, (1.140)

where (1.137) and (1.138) have been used, and Vg is the threshold voliage with Vep = 0.
The parameter v is defined as
Y C(.’.'f.'

\;'IQQENE (1.141)
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1.2.1 Depletfion-Region Capacitance

Since there is a voltuge-dependent charge  associated with the depletion region, we can
calculate a small-signal capacitance C; as follows:

4o _ dQ dW,

Now
dQ = AgNdW, (1.1
where A is the cross-sectional arca of the junction. Differentiation of (1.14) gives

1/2

‘j% _ | ; | (1.18)
¢
RV 2gN, (1 + N—"‘)(lbn +Vg)
i
Useof {L.17)and (1.18) in (1.16) gives
172 .
N - {
c, = A[ qeNaNo } . (1.19)
| 2NA+Np)l  Sg + Vg

The above equation was derived [or the case of rcverse bias Vi applied to the diode.
However, il is valid for positive bias voltages as long as the forward current flow is small.
Thus, if Vp represents the bias on the junction (positive for forward bias, negative for
reverse bias), then (1.19) can be written as

- 2
geNANp } 1 .
C; = A|-L S S 1.20
j [2(N,1 N Ja—vs (1.20)
Cro {(1.21)

_ 1_%

where Cjq is the value of C; for Vp = 0.

Equations 1.20 and 1.21 were derived using the assumption of constant doping in
the p-type and n-type regions. However, many practical diffused junctions more closely
approach a graded doping profile as shown in Fig. 1.2. In this case a similar calculation
yields

i ] — E
y tho

Note that both (1.21) and (1.22) predict values of C; approaching infinity as Vp ap-
proaches ¢ro. However, the current flow in the diode is then appreciable and the equations
no longer valid. A more exact analysis®? of the behavier of C; as a function of Vp gives
the result shown in Fig. 1.3. For forward bias voltages up to about /2, the values of C;
predicted by (1.21) are very close to the more accurate value. As an approximation, some
computer programs approximate C; for Vp > ifip/2 by a linear cxtrapolation of (1.21) or
(1.22).

Cy = (1.22)
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| EXAMPLE

If the zero-bias capacitance of a diffused junction is 3 pF and iy = 0.5 V, calculate the
capacitance with 10 V reverse bias. Assume the doping profile can be approximated by an
abrupt junction.
From (1.21)
3
C; = ———==pF = 0.65 pF
i 10 p b

_ 1+ 52

1.2.2 Junction Breakdown

From Fig. 1.1c it can be seen that the maximum electric field in the depletion region occurs
at the junction, and for an abrupt junction (1.7) yields a value

N
Cmax = —qt_—“wl (1.23)
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Substitution of (1.14) in (1.23) gives

2qNANpVx ]”2

I = _—
1%max| ]:E (NA T Np)

(1.24)
where g has been neglected. Equation 1.24 shows that the maximum field increases as
the doping density increases and the reverse bias increases. Although useful for indicat-
ing the functional dependence of €,y on other variables, this equation is strictly valid
for an ideal plane junction only. Practical junctions tend to have edge effects that cause
somewhat higher values of €. due to a concentration of the field at the curved edges
of the juncticn.

Any reverse-biased pn junction has a small reverse current flow due to the presence
of minerity-carrier holes and electrons in the vicinity of the depletion region. These are
swept across the depletion region by the field and contribute to the leakage current of the
junction. As the reverse bias on the junction is increased, the maximum field increases and
the carriers acquire increasing amounts of energy between lattice collisions in the depletion
region. At a critical field % the carriers traversing the depletion region acquire sufficient
energy to create new hole-electron pairs in collisions with silicon atoms. This is called the
avalanche process and leads to a sudden increase in the reverse-bias leakage current since
the newly created carriers are also capable of producing avalanche. The value of &y 15
about 3 X 10° V/em for junction doping densities in the range of 10'° to 10'¢ atoms/cm?,
hut it increases slowly as the doping density increases and reaches about 10° V/em for
doping densities of 101® atoms/em’.

A typical I-V characteristic for a junction diode is shown in Fig. 1.4, and the effect
of avalanche breakdown is seen by the large increase in reverse current, which occurs as
the reverse bias approaches the breakdown voltage BV, This corresponds to the maximum
field & ma, approaching €. It has been found empirically4 that if the normal reverse bias
current of the diode is fr with no avalanche effect, then the actual reverse current near the
breakdown voltage is

IRA = MIR (125)

I mA

N L1 _
—25( 20 -15 10 5 5 10 15 V volts

Figure 1.4 Typical I~V characteristic of a junction diode showing avalanche breakdown.
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where M is the multiplication factor defined by

M= 1 (1.26)

|- (YeY

(5
In this equation, Vy is the reverse bias on the diode and n has a value between 3
and 6.

The operation of a pr junction in the breakdown region is not inherently destruc-
tive. However, the avalanche current flow must be limited by external resistors in order
to prevent excessive power dissipation from occurring at the junction and causing dam-
age to the device. Diodes operated in the avalanche region are widely used as voltage
references and are called Zener diodes. There is another, related process called Zener
breakdown,® which is different from the avalanche breakdown described above, Zener
breakdown occurs only in very heavily doped junctions where the electric field becomes
large encugh (even with small reverse-bias voltages) to strip electrons away from the
valence bonds. This process is called mnneling, and there is no multiplication effect as
in avalanche breakdown. Although the Zener breakdown mechanism is important only
for breakdown voltages below about 6 V, all breakdown diodes are commeonly referred
to as Zener diodes,

The calculations so far have been concerned with the breakdown characteristic of
plane abrupt junctions. Practical diffused junctions differ in some respects from these
results and the characteristics of these junctions have been calcylated and tabulated for
use by designers.5 In particular, edge effects in practical diffused Jjunctions can result

in breakdown voltages as much as 50 percent below the value calculated for a plane
junction.

m  EXAMPLE

An abrupt plane pn junction has doping densities N4 = 5 X 10! atoms/em? and Np =
10'¢ atoms/em®. Calculate the breakdown voltage if ey = 3 X 10° Viem.
The breakdown voltage is calculated using €y, = €t in (1.24) to give

€ (Na+ Np)oy
quAND crit
1.04 x 10712 x 15 x 1015 .
T IXI6XI0 P xSx 105106 <0 1107V

- = 88 V

BY =

1.3 Large-Signal Behavior of Bipolar Transistors

In this section, the large-signal or dc behavior of bipolar transistors is considered. Large-
signal models are developed for the calculation of total currents and voltages in transistor
circuits, and such effects as breakdown voltage limitations, which are usually not included
in models, are also considered. Second-order effects, such as current-gain variation with
collector current and Early voltage, can be important in many circuits and are treated in
detail.

The sign conventions used for bipolar transistor currents and voltages are shown in
Fig. 1.5. All bias currents for both npn and pnp transistors are assumed positive going
into the device.
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rr I
Vac ¢

Figure 1.5 Bipolar transistor sign
fpn prp convention.

1.3.1 Large-Signal Models in the Forward-Active Region

A typical apn planar bipolar transistor structure is shown in Fig. 1.6a, where collector,
base, and emitter are labeled C, B, and E, respectively. The method of fabricating such
transistor structures is described in Chapter 2. [t is shown there that the impurity doping
density in the base and the emitter of such a transistor is not constant but varies with
distance from the top surface. However. many of the characteristics of such a device can
be predicted by analyzing the idealized transistor structure shown in Fig. 1.6b. In this
structure the base and cmitter doping densitics are assumed constant, and this is sometimes
called a uniform-base transistor. Where possible in the following analyses, the equations
for the uniform-base analysis are expressed in a form that applies also to nonuniform-base
transistors.

A cross section AA’ is taken through the device of Fig. 1.6 and carrier concentrations
along this section are plotted in Fig. 1.6¢. Hole concentrations are denoted by p and elec-
tron concentrations by n with subscripts p or n representing p-type or n-type regions. The
n-type emitier and cellector regions are distinguished by subscripts £ and C, respectively.
The carrier concentrations shown in Fig. 1.6¢ apply to a device in the forward-active re-
gion. That is, the base-emitter junction is forward biased and the base-collector junction is
reverse biased. The minority-carrier concentrations in the base at the edges of the depletion
regions can be calculated from a Boltzmann approximation to the Fermi-Dirac distribution
functien to give®

1%
1p(0) = Ay, exp Vi: (1.27)

v
np(Wy) = 1, eXp VLTC =0 (1.28)

where W is the width of the base from the base-emitter depletion layer edge to the base-
collector depletion layer edge and n, is the equilibrium cencentration of electrons in the
base. Note that Ve is negative for an npn transistor in the forward-active region and
thus r2,{Wp) is very small. Low-level injection conditions are assumed in the derivation of
(1.27) and (1.28). This means that the minority-carrier concentrations are always assumed
much smaller than the majority-carrier concentration.

If recombination of holes and electrons in the base is small, it can be shown that’
the minority-carrier concentration n,(x) in the base varies linearly with distance. Thus a
straight line can be drawn joining the concentrations at x = 0 and x = Wp in Fig. 1.6c.

For charge neutrality in the base, it 1s nccessary that

NA + ﬂp(x) == pp(xj (1.29)
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Figure 1.6 (a) Cross section of a typical npn planar bipolar transistor structure. (b) Idealized tran-
sistor structure. (c) Carrier concentrations along the cross section AA' of the transistor in (). Uni-
form doping densities are assumed. (Not to scale.)

and thus
Pp(x) — ng(x) = Ny (1.30)

where p,(x) is the hole concentration in the base and N, is the base doping density that
is assumed constant. Equation 1.30 indicates that the hole and electron concentrations are
separated by a constant amount and thus p,(x) also varies linearly with distance.

Collector current is produced by minority-carrier electrons in the base diffusing in the
direction of the concentration gradient and being swept across the collector-base depletion
region by the field existing there. The diffusion current density due to electrons in the
base is

dnpy(x)
dx

Jn = gD, (1.31)
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where D, is the diffusion constant for electrons. From Fig. 1.6¢

Ry (0)
Wp

If I is the collector current and is taken as positive flowing into the collector, it follows
from (1.32) that

I, = —gD, (1.32)

np(0)
Wg

Ic = gAD, (1.33)

where A is the cross-sectional area of the emitter, Substitution of (1.27) into (1.33) gives

ﬁ}AD nllpo VBE
cX

Ie = 1.34

c Ws P (1.34)

= I exp@ (1.35)

Ve
where
gAD 1y,
Iy = ——7-= 1.36
5 Wa (1.36)

and [s is a constant used to describe the transfer characteristic of the transistor in the
forward-active region. Equation 1.36 can be expressed in terms of the base doping density
by noting that® (see Chapter 2)

Ppy = ~ (1.37)

and substitution of (1.37) in (1.36) gives

P gAD,n?  gAD.n?
¥ Wy, Qg

where Qp = WgN, (s the number of doping atoms in the base per unit area of the
emitter and #; is the intrinsic carrier concentration in silicon. In this form (1.38) applies
to both uniform- and nonuniform-base transistors and IJ, has been replaced by D,,
which 1s an average effective value for the electron diffusion constant in the base. This
is necessaty for nonuniform-base devices because the diffusion constant is a function
of impurity concentration. Typical values of I as given by (1.38) are from 107 1o
10716 A

Equation 1.35 gives the collector current as a function of base-emitter voltage. The
base current Iz is also an important parameter and, at moderate current levels, consisis of
two major components. One of these ({p; ) represents recombination of holes and electrons
in the base and is proportional to the minority-carrier charge @, in the base. From Fig.
1.6¢, the minority-carrier charge in the base is

(1.38)

1
Qe = Enp(O)WBqA (1.39
and we have '

A
I = 2% = %—"P(O)WB‘? (1.40)
T T
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where 7, is the minority-carrier lifetime in the base. I, represents a flow of majority holes
from the base lead into the base region. Substitution of (1.27) in (1.40) gives

_ ].HPQWBQA VBE
Ig = 2 Tb exp Vr

{1.41)

The second major component of base current (usually the dominant one in integrated-
circuit #pn devices) is due to injection of holes from the base into the emitter. This current
component depends on the gradient of minority-carrier holes in the emitter and is®

AD
I =2 i £ pre(0}) (1.42)
Iy

where D, is the diffusion constant for holes and L,, is the diffusion length (assumed small)
for holes in the emitter. p,z(0) is the concentration of holes in the emitter at the edge of
the depletion region and is

V
Puz(Q) = pueoexp o= (L.43)
T
If Np is the donor atom concentration in the emitter {assumed constant), then

2
T

= i 1.44

PnEo ND ( )

The emitter is deliberately doped much more heavily than the base, making Np large and
Pngo sall, so that the base-current component, {g;, is minimized.
Substitution of (1.43) and (1.44) in (1.42) gives

_ QADP n_f VBE

I —_— .
B2 L, Mo exp vy (1.45)
The total base current, /g, is the sum of Iz, and f3,:
ln,,WpggA gAD n* Var
Ig =1 Ig = |22 + P i = 1.46
5 =Ip +1Ip; (2 = L, p eXp 4 (1.46)

Although this equation was derived assuming uniform base and emitter doping, it gives
the correct functional dependence of 75 on device parameters for practical double-diffused
nonuniform-base devices. Second-order components of I, which are important at low
current levels, are considered later.

Since I in (1.35) and /g in (1.46) are both proportional to exp(Vge/V7) in this anal-
ysis, the base current can be expressed in terms of collector current as

Ig = (1.47)

Br
where B is the forward current gain. An expression for 85 can be calculated by substi-
tuting (1.34) and (1.46) in (1.47) to give

gADyhp,
7 1
— = 1.48
U Tnplaeh o T W3 Dy WaN,

where (1.37) has been substituted for n,,. Equation 1.48 shows that Br 15 maximized
by minimizing the base width W and maximizing the ratio of emitter to base doping
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densitics Np/N 4. Typical values of Br for npn {ransistors in integrated circuits are 50 to
500, whereas lateral pap transistors {to be described in Chapter 2) have values 10 te 100,
Finally, the emitter current is

Ig = —(c +ip) = — (Ic Ll ) -l (1.49)
Br ¥
where
_ Br
ap = 1+ Br (1.5

The value of &y can be expressed in terms of device parameters by substituting {1.48)
in {1.50() to obtain

1 |

= R~ = 1.51
aF { Wi D Wi N, T (1.51)
b+ o 1+ & L2
Br 2D, Dy L, Np
where
1
ay = ]+ W (1.51a)
2D,
[
v - D, Wa Na (1.51b)
D, L, Np

The validity of (1.51) depends on W2/27,D, <5< | and (Dp/D X We/Lp)(N4/Np) < 1,
and this is always true if B« is large [see (1.48)]. The term <y in (1.51) is called the emitter
injection efficiency and is equal to the ratio of the electron current (2 pn transistor) injected
into the base from the emitter to the lotal hole and electren current crossing the base-emitter
junction. Ideally v — 1, and this is achieved by making N/N4 large and Wy small. In
that case very little reverse injection occurs from base to emitter.

The term a7 in {1.51) is called the base fransport factor and represents the fraction of
carriers injected into the base (from the emitter) that reach the collector. Ideally ez — 1
and this is achieved by making W small. It is evident frem the above development that
[abrication changes that cause ay and y to approach nnity also maximize the value of B¢
of the fransistor.

The results dertved above allow formulation of a large-signal model of the transis-
tor suitable for bias-circuit calculations with devices in the forward-active region. One
such circuit is shown in Fig. 1.7 and consists of a base-emitter diode to model (1.46)
and a controlled collector-current generator 1o model (1.47). Note that the collector volt-
age ideally has ne influence on the collector current and the cellector node acts as a
high-impedance current source. A simpler version of this equivalent circuit, which is
olten useful, is shown in Fig. 1.7b, where the input diode has been replaced by a bat-
tery with a value Vggn). which is usually 0.6 to 0.7 V. This represents the fact that in
the forward-active region the base-emitter voltage varies very little because of the steep
slope of the exponential characteristic. In some circitits the temperature coefficient of
Vaewn 18 important, and a typical value for this is —2 mV/°C. The equivalent circuits of
Fig. 1.7 apply for npn transisters. For prp devices the corresponding equivalent circuits
are shown in Fig. 1.8.
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A Ip
B —a c 8 — C
* "‘| a Figure 1.7 Large-signal
Vae Brip Verion = )‘B s models of npn transistors
- o o . o foruse in bias calcula-
E E ' tions. (a) Circuit incor-
I Vag porating an input diode.
fa=p ®*P3" () Simplified circuit
(b) with an input voltage
{q) source.
+ -— |
Vor Brig VaE (on) " Brlg
: o > 0 O T o
E E
I Vi Figure 1.8 Large-signal
fp=— B exp - vy models of prp transistors
5) comesponding to the
{a) circuits of Fig. 1.7.

1.3.2 Etfects of Collector Voltage on Large-Signal Characteristics
in the Forward-Active Reglon

In the analysis of the previous section, the collector-base junction was assumed reverse
biased and ideally had no effect on the collector currents. This is a useful approximatien
for first-order calculations, but is not strictly true in practice. There are occasions where
the influence of collector voltage on collector current is important, and this will now be
investigated.

The collector voltage has a dramatic effect on the collector current in two regions of de-
vice operation. These are the saturation (Vg approaches zero) and breakdown (Vg very
large) regions that will be considered later. For values of collector-emitter voltage V5 be-
tween these extremes, the collector current increases slowly as Vg increases. The reason
for this can be seen from Fig. 1.9, which is a sketch of the minority-carrier concentration
in the base of the transistor. Consider the effect of changes in Vo on the carrier concen-
tration for constant Vzg. Since Vg is constant, the change in V3 equals the change in
Vce and this causes an increase in the collector-base depletion-layer width as shown. The
change in the base width of the transistor, AW, equals the change in the depletion-layer
width and causes an increase Al in the collector current.

From (1.35) and (1.38) we have

_ quJ,,nf ex Vir

I 1.52
¢ (s P Vr (132)
Differentiation of (1.52) yields
dlc _  qADnn? ( Vee \ dQp
= — Llex 1.53
oVer Q% P Vr JdVcg ( )
and substitution of (1.52) in (1.53) gives
dlc _ Ic dQs (1.54)

Vee  QadVer
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For a uniform-base transistor O = Wgi 4, and (1.54) becomes

¢lp B _i dWg
Ver  WedVeg

(1.55)

Note that since the base width decreases as Ve increases, dWafdVeg in (1.55) 1s negative
and thus #4-/V £ is positive. The magnitude of d Wg/d V-, can be calculated from (1.18)
for a uniform-base transistor. This equation predicts that dWg/dV ey is a function of the
bias value of Vg, but the variation is typically small for a reverse-biased junction and
dWg/dV g 1s ofien assumed constant. The resulting predictions agree adequately with
experimental results.

Equation 1.55 shows that ¢1/dV ¢y is proportional to the cellector-bias current and
inversely proportional Lo the transistor base width. Thus narrow-base transistors show
a greater dependence of 7o on Vg in the forward-active region. The dependence of
dlcldVer on I results in typical transistor output characteristics as shown tn Fig. 1.10.
In accordance with the assumptions made in the foregeing analysis, these characteristics
are shown for constant values of Vgg. However, in most integrated-circuit transistors the
base current is dependent only on Vg and not on Vg, and thus constant-base-current
characteristics can often be used in the following calculation. The reason for this is that
the base current is usvally dominated by the Iz component of (1.45}, which has no de-
pendence on Vg, Extrapolation of the characteristics of Fig. 1.10 back e the Vg axis
gives an intercept ¥, called the Early voltage, where

N o
Va = 7l (1.56)
Vg
Substitution of (1.55) in (1.56) gives
dVee
= - 1.57
Va Wy Wy (1.57)

which is a constant, independent of /. Thus all the characteristics extrapolate to the same
point on the Vg axis. The variation of I with Vg is called the Early effect, and V), 1s
a common model parameter for circuit-analysis computer programs. Typical values of V4
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Var4

Figure 1.10 Bipolar transistor output characteristics showing the Early vollage, V.

for integrated-circuit transistors are 15 to 100 V. The inclusion of Barly effect in de bias
calculations s usually limited to computer analysis because of the complexity introduced
mto the calculation. However, the influence of the Early effect is often dominant in snall-
signal calculations for high-gain circuits and this poinl will be considered later.

Finally, the influence of Early effect on the transistor large-signal characteristics in
the forward-active region can be represented approximately by modifying (1.35) to

Ver Vaz
Ie = Ig(1 + —/ |exp —— 1.58)
¢ .s( v. ISP (
This is a commen means of representing the device output characteristics for computer
simulation.

1.3.3 Saturation and Inverse-Active Regions

Saturation is a region of device operation that is usually avoided in analog circuits because
the transistor gain is very low in this region. Saluration is much more commonly encoun-
tered in digital circuits, where it provides a well-specified output voltage that represents a
logic state.

In saturation, both cmitter-base and collector-basc junctions are forward biased. Con-
sequently, the collcctor-emitter voltage Vi is quile small and is usually in the range 0.05
te 0.3 V. The carrier concentrations in a saturated np# transistor with uniform basc doping
arc shown in Fig. 1.11. The minority-carrier concentration in the base at the edge of the
depletion region is again given by (1.28) as

Rp(Wg) = 11, eXP VV—"T (1.59)

but since Ve is now positive, the valuc of n,(Wy) is no longer negligible. Consequently,
changes in Vo with V gz held constant (which cause equal changes in Vge) directly affect
#1p(Wp). Since the collector current is proportional to the slope of the minority-carrier con-
centration in the base |see (1.31)], itis also proportional (o [n,(0)— ny(Wg)] from Fig. 1.11.
Thus changes in n,{Wp) dircctly affect the collector current. and the collector node of the
{ransistor appears to have a low impedance. As Vg is decreased in saturation with Vgg
held constant, Ve increascs, as does #1,( W) from (1.59). Thus from Fig. 1.11 the collector
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Figure 1.11 Carrier concentrations in a saturated npn transistor. (Nol to scale.)

current decreases because the slope of the carrier concentration decreases. This gives rise
to the saturation region of the Ic — Vg characteristic shown in Fig. 1.12. The slope of
the I — Vep characteristic in this region 1s largely determined by the resistance in series
wilh the collector lcad due to the finite resistivity of the n-type collector material. A useful
model for the transistor in this region is shown in Fig. 1.13 and consists of a fixed voltage
source to represent Vpgon. and a fixed voltage source to represent the collector-emitter
voltage Vg A more accurate but more complex model includes a resistor in series
with the collector. This resistor can have a value ranging from 20 to 500 £}, depending on
the device structure.

An additicnal aspect of transistor behavior in the saturation region is apparent from
Fig. 1.11. For a given collector current, there is now a much larger amount of stored charge
in the base than there is 1n the forward-active region. Thus the base-current contribution
represented by (1.41) will be larger in saturation. In addition. since the collector-base junc-
tion 1s now forward biased, there is a new basc-current component due to mjection of
carriers from the base to the collector. These two effects result in a base current {g in sat-
uration, which is larger than in the forward-active region for a given collector current /.
Ratio I/-/Ig in saturation is often referred to as the forced B and is always less than 8.
As the forced 8 is made lower with respect to 8, the device is said to be morc heavily
saturated.

The minority-carrier concentration in saturation shown in Fig. 1.11 is a straight line
joining the two end points, assuming that recombination is small. This can be represented
as a linear superpositicn cf the two dotted distributions as shown. The justification for this
18 that the terminal currents depend /inearly on the concentrations 1,{0) and #,{Wy). This
picture of device carrier concentrations can be used to derive seme general equations de-
scribing transistor behavior. Each of the distributions in Fig. 1.11 is considered separately
and the two contributions are combined. The emitfer current that would result from n,(x)
ahove is given by the classical diode equation

v i
Tep = —Igs (exp-i"f — 1) (1.60)
. VT
where /gs 18 a constant that is often referred to as the saturation current of the junction (no
connection with the transistor saturation previously described). Equation 1.60 predicts that
the juncticn current is given by fgp = Igg with a reverse-bias voltage applied. However,
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Figure 1.13 Large-signal modcls for bipoelar transistors in the saturation region,

in practice {1.60) is applicable only in the forward-bias region, since second-order effects
dominate under reverse-bias conditions and typically result in a junction current scveral
orders of magnitude larger than Izg. The junction current that flows under reverse-bias
conditions is often called the leakage current of the junction.

Returning te Fig. 1.11, we can describe the collecior current resulting from #,2(x)
alone as

Ve .

Icp = —I¢y (exp BC _ l) (1.6
" V-I

where Ics is a constant. The total collector current I is given by Iog plus the fraction of

{ep Lhat reaches the collector (allowing for recombination and reverse emitter injection).

Thus

Ie = arlgs (cxpvv—f - 1)— fcs(expvvi: - 1) (1.62)
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where a; has been delined previously by (1.51). Similarly, the total cmitter current is
composcd of Izp plus the fraction of /- that reaches the emitter with the transistor acting
in an inverted mode. Thus

Ir = —1';;3 (EXPE - 1)+ O.’Rf(‘_'_',' (CK]JE— ) (]63)
Vy Vy
where a is the ratio of emitter to collector current with the transistor operating inverted
{1.¢., with the collector-base junction forward biased and cmitting carriers into the base
and the emitter-base junction reverse biased and collecting carncrs). Typical values of ag
are (.5 to 0.8, An inverse current gain By 1s also defined

ag
1""&;{

Br = (Lod)
and has typical values 1 lo 5. This is the current gain of the transistor when operated
inverted and is much lower than 8y because the device geometry and deping densitics
are designed to maximize §;. The inverse-active region of device operatien oceurs for
Veg negative in an ap# transistor and is shown in Fig. 1.12. In order to display these
characteristics adequaltcly in the same figure as the forward-active region. the negative
voltage and current scales have been expanded. The inverse-active mode of operation 1s
rarely encountered in analog circuits.

Equations 1.62 and 1.63 describe npr transistor operation in the saturation region
when Vg and Ve arc both positive, and also in the forward-active and inversc-active
regions. These equations are the Ebers-Moll equations. In the forward-active region, they
degenerate into a form similar Lo that of (1.35), (1.47), and (1.49) derived earlicr. This can
be shown by putting Vgp positive and Ve negative in (1.62) and (1.63) 10 oblain

I = aples (CKP% - ])“f' fcs (1.63)
%
I = —Ipy (Cxp%f - 1)—&’}?1(‘3 {1.66)

Equation 1.65 is similar in form to (1.35) except thai leakage currents that were previ-
ously neglected have now been included. This miner difference is significant only at high
temperatures or very low operating currents. Comparison of {1.65) with (1.33) allows us
to identify fs = o Jgg, and it can be shown!? in general that

wplps = agley = Is (1.67}

where this expression represents a reciprocily condition. Use of (1.67) in (1.62) and (1.63)
allows the Ebers-Moll equations to be expressed in the general form

Vg Is Vac ' o
. ) I (g B 1.62
Ie {5 (cxp v 1) - (f:xp Vs 1) ( a)
Is { Vg Ve
= =5 fexp L BE )1 —BC 1.63:
I ar (cxp Ve 1)+ g(cxp v, { aj

This form is often used for computer representation of transistor large-signal behavior.
The effect of leakage currents mentioned above can be [urther illustrated as follows.
In the forward-active region, from (1.66)

Tes (exp-‘i?-'i - 'I) = —Ip —arles (1.68)
T !
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Substitution of (1.68) in (1.65) gives
Io = ~aplpg + Icp (1.69)
where
Ieo = Ics(l'— apay) (1.69a)

and I¢o is the collector-base leakage current with the emitter open. Although I is given
theoretically by (1.69a), in practice, surfuce leakage c(lects dominate when the collector-
base junction is reverse biased and Icp is typically several orders of magnitude larger
than the value given by (1.6%9a). However, (1.69) is still valid if the appropriate measured
value for /g is used. Typical values of 1o are from 107" to 10 2 A at 25°C, and the
magnitude doubles about every 8°C. As a consequence, these leakage terms can become
very significant at high temperatures. For example, censider the base current /5. From
Fig. 1.5 this is

Iy = —(Ie + Ig) (1.70)

If I is calculated from (1.69) and substituted in (1.70), the result is
Iy = L, o (.71

ap G pr
But trom {1.50)
wr _

= 1.72
Br = 7= @ (1.72}

and use of (1.72) in (1.71) gives

Ie e
I, = £ ke (1.73)
Br ar
Since the (wo terms in (1.73) have opposile signs, the effect of f is to decrease the
magnitude of the external basc current at a given value of collecter current.

= EXAMPLE

It 7-0is 1019 A al 24°C, estimate ils value at 120°C.
Assuming that /¢ doubles every 8°C, we have

1ea(120°C) = 10710 x 212
- — 0.4 pA

1.3.4 Transistor Breakdown Voltages

In Section 1.2.2 the mechanism of avalanche breakdown in a pu junction was described.
Similar ¢ffcets occur at the base-emitter and base-collector junctions of a transistor and
these effects limit the maximum voltages thal can be applied to the device.

First consider a transistor in the common-base configuration shown in Fig. 1.14a and
supplicd with a constant emitter current. Typical - — Vg characteristics for an ap# tran-
sistor in such a connection are shown in Fig. 1.14b. For Iz = Othe collector-base junction
breaks down at a vollage BV pg, which represents collector-base breakdown with the
cmitter open. For linite values of I, the effects of avalanche multiplication are apparent
(or values of Vg below BV epo. In the example shown, the effective common-base current
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gain ety = Ic/1g becomes larger than unity for values of Vg above about 60 V. Operation
in this region (but below BV -g¢) can, however, be safely undertaken if the device power
dissipation is not excessive. The considerations of Scction 1.2.2 apply to this situation, and
neglecting leakage currents, we can calculate the collector current in Fig. 1.14a as

Ic = —apleM {1.74)
where M is defined by (1.26} and thus

|

. ( Vep Y
BVego )
One further point to note about the common-base characteristics of Fig, 1.145 is thai for
low values of Vg where avalanche effects are negligible, the curves show very little of the
Early effect seen in the commen-emitter characteristics. Base widening still occurs in this
configuration as Vg 1s increased, but unlike the common-emitter connection, it produces
little change in /. This is because I is now fixed instead of Ve or Ig, and in Fig, 1.9,
this means the slope of the minority-carrier concentration at the emitter edge of the base
is fixed. Thus the collector current remains almost unchanged.

Now consider the effect of avalanche breakdown on the common-emitter characteris-
tics of the device. Typical characteristics are shown in Fig. 1.12, and breakdown occurs at
a value BV ro, which is sometimes called the sustaining voltage LV gg. As in previous
cases, operation near the breakdown voltage is destructive to the device only if the current
(and thus the power dissipation) becomes excessive.

The effects of avalanche breakdown on the common-cmitter characteristics are more
complex than in the commen-base configuration. This is because hole-electron pairs arc

produced by the avalanche process and the holes are swept into the basc, where they ef-
fectively contribute to the base current. In a sensc the avalanche current is then amplified

IC = —CEFIE (175)
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by the transistor. The base current is still given by

Ip = —Uc +1g) (1.76)
Equation 1.74 still holds, and substitution of this in (1.76) gives
_ M'a;; :
Ic = ] —MLIFIB (1.77)
where
M= : (1.78)

Equation 1.77 shows that I~ approachces infinity as Ma s approaches unity. That is, the
clfective B approaches infinity because of the additional base-current contribution from
the avalanche process itself, The valuc of BV gp can be determined by solving

Mop =1 (1.79)

If we assume that Vg = Ve, this gives

oy .
— = (1.80)
- (BVCE())
BVepo
and this results in
BVeso _ oo ar
BVgo N
and thus
BY
BVcro = — = (1.81)
\"'BF

Equation 1.81 shows that BV £ is less than BV -gp by a substantial actor. However, the
value of BV cpo. which must be used in (1.81), is the plare junction breakdown of the
collector-base junction, neglecting uny edge effects. This is becausc it is only collector-
base avalanche current actually under the emitter that is amplified as described in the pre-
vious calculation. However, as explained in Section 1.2.2, the measured value of BV cpo
1s usually determincd by avalanche in the curved region of the collector, which is remote
from the active base. Consequently, for typical values of B = 100 and n = 4, the value
of BV¢gp 1s about one-half of the measured BV gs and not 30 percent as (1.81) would
indicate.

Equation 1.81 explains the shape of the breakdown characteristics of Fig. 1.12 if the
dependence of Br on collector current is included. As Ve is increased from zero with
Iz = 0, the initial collector current is approximately Brfrp from (1.73): since Ioq is typ-
ically several picoamperes, the collector current is very small. As cxplained in the next
section, Br 1s small al low currents, and thus from (1.81) the breakdown voltage is high.
However, as avalanche breakdown begins in the device, the value of {¢ increases and
thus fr increases. From (1.81) this causes a decrease in the breakdown voltage and the
characteristic bends back as shown in Fig. 1.12 and exhibits a negative slope. At higher
collector currents, By approaches a constant vahic and the breakdown curve with 7 = 0
becomes perpendicular to the Vep axis. The value of V¢ in this region of the curve is
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usually defined te be BV gg, since this is the maximum veltage the device can sustain.
The value of 3} tc be used to calculate BV g in (1.81) is thus the peak value of Br. Note
from (1.81) that high-@ transistors will thus have low values of BV¢zo.

The base-emitter junction of a transistor is also subject to avalanche breakdown. How-
ever. the doping density in the emitter is made very large to ensure a high value of Bx[Np
1s made large in (1.45) to reduce {gz>]. Thus the base is the more lightly doped side of
the junction and determines the breakdown charactenstic. This can be contrasted with the
collector-base junction, where the collector 1s the more lightly doped side and results in
typical values of BV g of 20 to 80 V or more. The base is typically an order of magni-
tude more heavily doped than the collector, and thus the base-emitter breakdown voltage
18 much less than BV and is typically abeout 6 to 8 V. This is designed BVego. The
breakdown voltage for inverse-active operation shown in Fig. 1.12 15 approximately equal
10 this value because the base-emitter junction is reverse biased in this mode of operatien,

The basc-cmatter breakdown voltage of 6 to 8 V provides a convenient reference velt-
age in integrated-circuit design, and this is often utilized in the form of a Zener diode.
Howcever, care must be taken to ensure that all other transistors in a circuit are protected
against reverse basc-emitter voltages sufficient to cause breakdown. This is because, un-
like collector-base brecakdown, base-emitter breakdown is damaging te the device. It can
cause a large degradation in 8, depending on the duration of the breakdown-current flow
and its magnitude.'! If the device is used purely as a Zener diode, this is of ne consequence,
but if the device is an amplifying transistor, the 87 degradation may be serious.

EXAMPLE

If the collector doping density in a transistor is 2 X 10'° atoms/cm® and is much less than
the base doping, calculate BV for 8 = 100and n = 4. Assume &, = 3 X 10° Vicm.

The plane breakdown voltage in the collector can be calcnlated from (1.24) using
Emax = Eerird

BYVonn = ENa T Np)os
Since Np << N4, we have

' € o £.0d x 10712 0w
BVcaolpane = 2aNp M T IR T6 X 1-P R 7% o 0 10TV = 146V

From (1.81)

146

BVero = 77—
V100

V=4V

1.3.5 Dependence of Transistor Current Gain 8 on Operating Conditions

Although most first-order analyses of integrated circuits make the assumption that B is
constant, this parameter does in fact depend on the operating conditions of the transistor.
It was shown in Scction 1.3.2, for example, that increasing the value of V¢ increases /¢
while producing little change in Iy, and thus the cffective By of the transistor increases.
In Section 1.3.4 it was shown that as V¢ approaches the breakdown voltage, BV -z o, the
collector current increases due to avalanche multiplication in the collector. Equation 1.77
shows that the etfective current gain approaches inflinity as Vg approaches BVegg.
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In addition to the effects just described, Br also varies with both temperature and
transistor collector current. This is illustrated in Fig. 1.15, which shows typical curves of
Br versus Ie at three different temperatures for an apa integrated circuit transistor. It is
evident that 8, increases as temperature increases, and a typical temperature coefficient
for By is +7000 ppm/°C (where ppm signifies paris per million). This temperature de-
pendence of By is due to the effect of the extremely high doping density in the emitter, '
which causes the emitter injection efficiency ¥ to increase with temperature.

The variation ef 8¢ with collector current, which is apparent in Fig. 1.15, can be
divided into three regions. Region I is the low-current region, where 8 decreases as /-
decreases. Region 1 is the midcurrent region, where 3 is approximately constant. Region
III 1s the high-current region, where By decreases as I¢ increases. The reasons for this
behavior of B with I can be better appreciated by plotting base current /5 and collector
current /¢ on a log scale as a function of Vgg. This is shown in Fig. 1.16, and because
of the log scale on the vertical axis, the value of In Sy can be obtained dircctly as the
distance between the two curves.

At moederate current levels represented by region II in Figs. 1.15 and 1.16, both /¢
and /g follow the idcal behavior, and

Ir =1y E:}’;pE (1.8
Vr
Is Vae
Ig = ——cxp—— (1.83
P Bru P Vr )

where Bry is the maximum valuc of 8¢ and is given by (1.48),

Atlow current levels, I still [ellows the ideal relationship of (1.82), and the decrcase
in Br is due 1o an additional component in /g, which is mainly due to recombination of
carriers in the base-emitter depletion region and is present at any cutrent level. However,
at higher current levels the base current given by (1.83) deminates, and this additional
component has little effect. The base current resulting from recombination in the depletion

region is’
Vge
Ipy = Iyvexp —— 1.843
BX §x eXp —_— (
where
m=72
Br
Region 1 | Region T1 | Region 01
400 |—

T=125°C

200

Figure 1.16 Typical curves of 3,
versus £ tor an sape integrated-

=], circuil transistor with 6 pm?
0ApA  1pA  10pA  100pA  TmA  fOmA © Do
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In £

Figure 1.16 Base and
collector currents of a
bipolar transistor plotted
on 4 log scale versus
Vur on a lincar scale.
The distance between

- Vi the curves 1s a direct

{linear scale}  peasure of In Sy

Init

At very low collector currents, where (1.84) dominates the base current, the current gain
can be calculaled from (1.82) and (1.84) as

e _ds Vel ]
Brr = Tne = Tor exp v, (I m) {1.85)
Substimtion of (1.82) in (1.83) gives
Ji i RL1=(1/mt)]
By ~ _S(_C) (1.86)
fsx \Is

If s = 2, then (1.86) indicates that 8 is proportional to /7 at very low collector currents.

At high current levels, the base current fp tends to follow the relationship of (1.83),
and the decrease in Sr in region 111 is due mainly to a decrease in /e below the value
given by (1.82). (In practice the measured curve of 75 versus Ve in Fig. 1.16 may also
deviate from a straight line at high currents due to the influence of voltage drop across the
base resistance.) The decrease in {¢ is due partly to the effect of high-level injection, and
at high current levels the collector current approaches’

Pt . L) VBE:I
IL I.SH CXp 2V; (187)
The current gain in this region can be calculated from (1.87) and {1.83) as
Isy Ve
= —— By —— L.
Bru I, Bim BKP( ZVT) (1.88)
Substitution of (1.87) in {1.88) gives
| P 1
~ _SH
Bru 2 B I

Thus Br decrcases rapidly at high collector currents.
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In addition to the effect of high-level injection, the value of 8 at high currents is also
decreased by the onsct of the Kirk effcet,'? which occurs when the minority-carrier con-
centration in the collector becomes comparable to the donor-atomn doping density. The base
region of the transistor then stretches out into the collector and becomes greatly enlarged.

1.4 Small-Signal Models of Bipolar Transistors

Anatog circuits often operate with signal levels that are small compared to the bias currents
and voltages in the circuit. In these circumstances, incremental or smali-signal models can
be derived that allow calculation of circuit gaiir and terminal impedances without the ne-
cessity of including the bias quantities. A hierarchy of models with increasing complexity
can be derived, and the more complex ones are generally rescrved for computer analysis.
Part of the designer’s skill is knowing which clements of the moedel can be omitted when
performing hand calculations on a particular circuit, and this point is taken up again later.

Consider the bipelar transistor in Fig. 1.17a with bias voltages Vg and V¢ applied
as shown. These produce a quiescent collector current, 7, and & quiescent base current, I,
and the device is in the forward-active region. A small-signal input voltage v, is applied in
series with Vg and produces a small variation in base current i, and a small variation in
colleetor current /... Total values of basce and collector currents are f;, and 1., respectively,
and thus f, = (Ig + i) and I, = (I + i.). The carrier concentrations in the base of the
transistor corresponding to the situation in Fig. 1.17a are shown in Fig. 1.17b. With only

- 1(.= I("-'I' t'r

) +
'rh = !I'B + ll,'? —in
T Vie
Vi
L
(er)
Carrier concentration
| Collector!
' | depletion|
Ay, region

Emitter Base Collector
Emitter depletion
region )

Figure 1.17 Eftect of a small-signal input voltage applied o a bipolar transistor. (a2} Circuit
schemalic. (5) Corresponding changes in camicr concentrations in the hase when the device is in
the forward-active region.
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bias voltages applied, the carrier concentrations are given by the solid lines. Application
of the small-signal voltage v; canses n,(0) at the emitter edge of the base to increase, and
produces the concentrations shown by the dotted lines. These pictures can now be used to
derive the various elements in the small-signal equivalent circuit of the bipolar transistor.

1.4.1 Transconduciance
The transconductance is delined as

dic

i 1.89
Em = Vs (1.89)
Since
dic
Afc = dVBEAVBE
we can write
ﬂ"FC = gmAVBE
and thus
i, = EmVi (1.90h
The value of g, can be found by substituting (1.35) in {1.89) to give
d VrE Is Vae Ie glc
= I = .7 = = = 1.91
Em = Ve S Y T v Py T v, T T (1.91)

The transconductance thus depends linearly on the bias current /- and 1s 38 mA/V for
Ic = 1 mA at 25°C for any bipolar transistor of either polarity {npn or pap), of any size,
and made of any matenial (81, Ge, GaAs).

To illustrate the limitations on the use of small-signal analysis, the foregoing relation
will be derived in an alternative way. The total collector current in Fig. 1.17a can be
calcuiated using (1.35) as

_ Vpe +v; _ Vae vi _
I. = Igexp v, = Igexp v, exp v (1.92)
But the collector bias current is
ic = Igexp Viy (1.93)
Vr
and use of {1.93) in (1.92) gives
. .
o= [ = 1.94
I. = Icexp v, (1.94)

If v; << V¢, the exponential in {1.94) can be expanded in a power scrics,

Vi 1 Vi 3 1 Vi >
fc__;C[I+V—T+§(V?_) +E(v_-,f-) +] (1.95)

Now the incremental collector current 1s

i= 1. —I¢ (1.96)
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and substimtion ol (1.96) in (1.95) gives

I Ve, 1l |
I, = V—TV;' + E_‘_}?VF + EV;VI- + ... (Ig?)

It v; <€ V4, (1.97) reduces to (1.90), and.the small-signal analysis is valid. The cri-
tericn for use of small-signal analysis is thus v; = AVer <€ 26 mV at 25°C. In practice,
if AV pg 15 less than 10 mV, the small-signal analysis is accurate within about [0 percent.

1.4.2 Base-Charging Capacitance

Figure 1.176 shows that the change in base-emitter voltage AVgr = v; has caused a
change AQ. = g, in the minority-carrier charge in the basc. By charge-neutralily require-
ments, there is an equal change A, = ¢, in the majority-carrier charge in the base. Since
majority carriers are supplied by the base lead, the application of voltage v, requires the
supply of charge g, to the base, and the device has an apparent input capacitance

G, = (1.98)
The value of C; can be related to fundamental device parameters as follows. I {1.39) is
divided by (1,33), we obtain

Q. _ Wi
jrC' ZDP?

The quantity 77 has the dimension of time and is called the base transit time in the forward
direction. Since il is the ratio ot the charge in transit ((Q,) 1o the current flow (/). it can
be identified as the average time per carrier spent in crossing the base. To a first order it
1s independent of opcrating conditions and has typical values 10 to 500 ps for integrated
npn transistors and 1 10 40 ns for laterat pnp wansistors. Practical values of 77 tend (o be
somewhat lower than predicted by (1.99) for diffused transistors that have nonuniform base
doping.'* However, the functional dependence on base width Wy and diffusion constant
D, 1s as predicted by {1.99),
From (1.99)

= TF (1.99)

AQ, = 7wdlc (1.100)
But since AQ, = AQ,,. we have
AQy = il (1.101)
and this can be written
4y = Tric (1.102}
Use ol (1.102) 10 (1.98) gives
C, = "‘“:,_ (1.103)
i

and substilution of (1.90) in (1.103) gives

Co = Tr8m (1.104)
_ .4 (1.105)

kT
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Thus the small-signal, base-charging capacitance is proportional to the cellector bias
current,

In the inversc-active modc of opcration, an equation similar to (1.99} relates stored
charge and current via a time constant 7. This is typically orders of magnitude larger than
7r because the device structure and doping are optimized for operation in the forward-
active region. Since the saturation region is a combination of forward-active and inverse-
active operation, inclusion of the parameter 7 in a SPICE listing will model the large
charge storage that occurs in saturation.

1.4.3 Input Resistance

In the forward-active region, the base current is related to the cellector current by (1.47) as

{c
I = & 1.47
5= 5, (1.47)
Small changes in {z and /- can be related using (1.47):
d {lI¢
Alg = — | — |AL .
B = alc (Br-) C (1.106)
and thus
-V R O I R AR |
Bo = Ay ‘E‘[E(E)] (1107

where B 18 the small-signal current gain of the transistor. Note that if 8 1s constant, then
Br = Bg. Typical valucs of By are close to those of 85, and in subsequent chapters little
differentiation 1s made between these quantities, A single value of B is often assumed for
a transistor and then used for both ac and dc calculations.

Equation 1,107 relates the change in base current i, 1o the corresponding change in
collector current i, and the device has a small-signal input resistance given by

ry = 2 (1.108)
th
Substitution of {1.107) in (1.108) gives
P = ?Bn (1.109)
and use of (1.90) in (1.109) gives
Bo
Fp = — (1.110)
Em

Thus the small-signal input shunt resistance of a bipolar transistor depends on the corrent
gain and is inversely proportional to /.

1.4.4 Output Resistance

In Scction 1.3.2 the effect of changes in collector-emitter voltage Vg on the large-signal
charactleristics of the transistor was described. It follows from that treatment that small
changes AVp in Vp preduce corresponding changes Al in Ii-, where

Al
IVer

ﬁfc = ﬂ.VCE (Illl}
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Substitution of (1.55) and (1.57) in (1.111) gives

AVer _ Va .

- = .= = 1112
where V4 is the Early voltage and r, is the small-signal output resistance of the transistor.
Since typical values of V4 are 50 to 100 V, corresponding values of r,, are 50 to 100 k()
for Ic = ImA. Note that r,, is inversely proportional 10 {-, and thus r, can be related to
&m, as are many of the other small-signal parameters,

1

o = {1.113)
Tn"gm
where
kT
= —— 1.114
i gvﬂ ( )

IfVy = 100 V. then 9 = 2.6 X 10™* at 25°C. Note that 1/r, is the slope of the output
characteristics of Fig. 1.10.

1.4.5 Basic Small-Signal Model of the Bipolar Transistor

Combination of the above small-signal circuit elements yields the small-signal model of
the bipolar transistor shown in Fig. 1.18. This is valid for both npr and pap devices in
the forward-active region and is called the Aybrid-7 model. Collector, base, and emitter
nodes are labeled C, B and E, respectively. The elements in this circuit are present in the
equivalent circuit of any bipolar transistor and are specified by relatively few parameters
(8. 7+, 9. ). Note that in the cvaluation of the small-signal parameters for pn p transistors,
the magnitude only of I is uscd. In the following sections, further elements are added to
this medel to account for parasitics and second-order effccts.

1.4.6 Collector-Base Resistance

Consider the effcct of variations in V- on the minority charge in the base as illustrated in
Fig. 1.9. An increase in Vey causes an increase in the collector depletion-layer widih and
consequent reduction of base width. This causes a reduction in the total minority-carrier
charge stored in the base and thus a reduction in base current /5 due to a reduction in f Bl
given by (1.40). Since an increasc AV g in Vg causes a decrease Alg in Iy, this effect can
be medeled by inclusion of a resistor r,, from collector (o base of the model of Fig. 1.18.
If Vizg is assumed held constant, the value of this resistor can be determined as follows.
_ AVer  AVeg Al

T ALy T Ale Al

Ho » - C
J:

(1.115)

F Lb T ¥y Em W1 JPO,
L * " & ]
F
B 1 gl . Figure 1.18 Basic bipelar lransistor
W T T gy BT T Ch T T small-signal equivalent circuil.
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Substitution of (1.112) in (1.113) gives

Al

Vi = Fo0—
" [y
Afgl

(1.116)
If the base current {5 is composed entirely of compnn'ent g1, then (1.107) can be used
in (1.116) 1o gtve

Fu = Bor, (1.117)}

This is a Tower limit for r,. In practice, I is typically less than 10 pereent of fx [compo-
nent 7z, from (1.42) dominates] in integrated »pn transistors, and since gy i very small,
the change Afpy in Ig) for a given AVep and Al is also very small. Thus a Lypical value
for vy, 15 greater than 108gr,. For lateral prp transistors, recombination in the basce is more
significant, and r,, is in the range 284r, to 58gr,,.

1.4.7 Parasitic Elements in the Small-Signhal Model

The elements of the bipelar transistor small-signal equivalent circuit considerad so far may
be considered basic in the sense that they arise directly from essential processes in the de-
vice. However, technological limitations 1 the fabrication of transistors give rise to a
number of parasitic elements that must be added to the eguivalent circuit for most
integrated-circuit transistors. A cross section of a typical nprn transistor 1n a junction-
isolated process is shown in Fig. 1.19. The means of fabricating such devices is described
in Chapter 2.

As described in Section 1.2, all pn junctions have a voltage-dependent capacitance as-
sociated with the depletion region. In the cross section of Fig. 1.19, three depletion-region
capacitances can be identified. The base-emitter junction has a depletion-region capaci-
tance C;, and the basc-collector and collector-substrate junctions have capactlances C,
and Cy, respectively. The base-emitier junction closcly approximates an abrupt junction
duc (o the steep rise of the doping density caused by the heavy doping in the cnitter.
Thus the variation of €, with bias voltage 15 well approximated by (1.21). The collector-
base junction behaves like a graded junction for small bias voltages since the doping den-
sity 1s a function of distance near the junction. However, for larger reverse-bias values
(more than about a volt), the junction depletion region spreads into the collecter, which 1s

Collector ¢

C
C - 4 fis
i ?\ g @ % o1 Injectad electron
motion
( r"‘_\' ¥ Bu rier.i layer @}

@ Substrate

Figure 1.19 lnlegraled-circuil apa bipolar transistor situcture showing parasitic clements, (Not
Lo scale.)
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uniformly doped. and thus [or devices with thick collectors the junction tends to behave
like an abrupt junction with uniform doping. Many medern high-speed processes, how-
ever, have very thin collector regions (of the order of one micron), and the collector deple-
tion region can extend all the way to the buried layer for quite small reverse-bias voltages.
When this occurs, both the depletion region and the associated capacitance vary quile
slowly with bias voltage. The collcctor-base capacitance C,, thus tends to follow (1.22)
for very small bias voltages and (1.21} [or large bias voltages in thick-collector devices. In
practice, measurements show that the variation of C,, with bias voltage for most devices
can be approximated by

) C;.t(}

- H
)

o

where V' is the forward bias on the junction and » is an cxponent between about 0.2 and
(.5. The third parasitic capacitance in a menolithic 7 pn (ransistor is the collector-substrate
capacitance C,, and for large reverse bias voltages this varies according to the abrupt
junction equation (1.21) for junction-isolated devices. In the case of oxide-isolated devices,
however, the deep p dillusions used to isolate the devices are replaced by oxide. The
sidewall component of C,; then consists of a fixed oxide capacitance. Equation 1.117a may
then be used to modcel C,. but a value of » less than 0.5 gives the best approximation. In
general, (1.117a) will be used to model all three parasitic capacitances with subscripts e, ¢
and 5 on n and 7 used to differentiate emitter-base, collector-base, and collector-substrate
capacitances, respeclively. Typical zero-bias values of these parasitic capacitances for a
minimum-size ppa transistor in a modern oxide-isolated process are € jeo = 10(F, C
10 fF, and C .4 = 20 fF. Values for other devices are summarized in Chapter 2.

As described in Chapter 2, lateral prp transistors have a parasitic capacitance Ch,
[rom base to substrate in place of C.,. Note that the substrate is always connected (o the
most negative voltage supply in the circuit in order to ensure that all isolation regions are
scparated by reverse-biased junctions. Thus the substrate is an ac ground, and all parasitic
capacitance to the substrate is connected to ground in an cquivalent circuit.

The final elements to be added to the small-signal model of the transistor are resis-
tive parasitics. These are produced by the finite resistance of the silicon between the (op
contacts on the transistor and the active base region beneath the emitter. As shown in Fig.
1.19, there are significant resistances ry, and r. in series with the base and collector con-
tacts, respectively. There is also a resistance r.., of several ohms in series with the emitter
lcad that can become important at high hias cirrents. (Note that the collector resistance
r. 18 actually composed of three parts labeled r.q, F3, and r.3.) Typical valucs of these
parametcrs are 15 = 5010 500 (), roy = 103 8, and r,. = 20 to 500 ). The valuc ol
rp varics significantly with collector current because of current crowding.'’ This oceurs
at high collector currents where the de base current produccs a lateral voltage drop in the
basc that tends to forward bias the base-emitter junction preferentially around the cdges of
the emitter. Thus the transistor action tends to occur along the cmitter periphery rather than
under the cmitter itself, and the distance from the base contact to the active base region is
reduced. Consequently, the value of ry, is reduced. and in a typical npa transistor, r, may
dcerease 50 percent as [¢ increases from 0.1 mA (0 10 mA.

The value of these parasitic resistances can be reduced by changes in the device struc-
ture. For example, a large-area transistor with mulliple base and emitter stripcs will have
a smaller value of r;,. The value of r, is rednced by inclusion of the low-resistance buried
n™ layer beneath the collector.

C, = (1.117a)

po =
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Figure 1.20 Complcte bipelar transistor small-signal equivalent circuit.

The addition of the resistive and capacitive parasitics 1o the basic small-signal circuit
of Fig, 1.18 gives the complete small-signal equivalent circuit of Fig, 1.20, The internal
basc node is labeled B' o distinguish it [rom the external base contact B. The capaci-
lance C, contains the base-charging capacitance Cp and the emitter-base depletion layer
capacitance Cj,.

Cr = Cp + Cje (1.118)

Note that the representation of parasitics in Fig. 1.20 is an approximation in that
lumped elements have been used. In practice, as suggested by Fig. 1.19, C,, is distributed
across Fy, and C,, 1s distributed across #.. This lumped representation is adequate for most
purposes but can introduce errors at very high frequencies. It should also be noted that
while the parasitic resistances of Fig. 1.20 can be very important at high bias currents
or for high-frequency operation, they are usually omitted from the equivalent circuit for
low-frequency calculations, particularly for collector bias currents less than 1 mA.

EXAMPLE

Derive the complete small-signal equivalent circuit for a bipolar transistor at /e = 1 mA,
Veg = 3 Voand Vey = 3 V. Device parameters are C;g = 10 {E 1, = 0.5, ¢y, = 0.9
V.Cuwo = 10[F n. =03, 4hp. =05V, Coyo = 20fE 0, = 03, 4fp, = 065V, By =
100, 70 = 10ps, Vo =20V, 1, = 300Q, r, = 508), rey = 58,7, = 10 Boro.

Since the base-emitter junction is forward biased, the value of C}, is difficult to deter-
minc for reasons described in Section 1.2.1. Either a value can be determined by computer
or a reasonable cstimation is o double Cj.q. Using the latter approach, we cstimate

Cje = 20fF
Using (1.117a) gives, for the collector-base capacitance,

Coo 10

¢ = =
M (_l . VC'B )ﬂc 3 [r3
1+ —
e 0.5

The collector-substrate capacitance can also be calculated using {1.117a)

Cesd | - 20

= 561{F

C{.‘s =
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From {1.91) the transconductance is

_glc _ 1077 _
Bm = iT 26 % 10_3AN = 38 mA/Y

From (1.104) the base-charging capacitance is.
Cp = 1rgm = 10X 107"* x 38 X 107* F = 0.38 pF
The value of C;; from (1.118) is
Cy =038 +0.02 pF = 0.4 pF
The input resistance from (1.110) is

Fo = Bo = 100 %264} = 2.6 k{)

The output resistance from (1.112) is

20
103

and thuos the collector-base resistance is

Fo = 108gr, = 10 X 100 X 20k} = 20 MQ)

Q =20k

r, =

m  The equivalent circuit with these parameter values is shown in Fig. 1.21.

1.4.8 Specification of Transistor Frequency Response

The high-frequency gain of the transistor s controlled by the capacitive elements in the
equivalent circnitof Fig. 1.20. The frequency capability of the transistor is most often spec-
ified in practice by determining the frequency wherc the magnitude of the short-circuit,
common-emitter current gain falls to unity. This is called the transition frequency, fr, and
1s a measure of the maximum useful frequency of the transistor when it is used as an ampli-
fier. The value of f7 can be measured as well as calculated, using the ac circuit of Fig. 1.22.
A small-signal current /; is applied to the base, and the output current i, is measured
with the collector short-circuited for ac signals. A small-signal equivalent circuit can be
formed for this situation by using the equivalent circuit of Fig. 1.20 as shown in Fig. 1.23,
wherc #,, and ry have been neglected. If r, is assumed small, then r, and C.; have no

20 MQ
W
3000 . 5.6 {F 50 £
Bo AW I i _L A C
+
26k =, :]: 04 pF 38x 103y, fg I 10.5 {F
Bl
—
E

Figure 1.21 Completc small-signal cquivalent circuit for a bipolar transistor at /- = I mA.,

Ves = 3V, and Vg = 5 V. Device paramelers are Cieo = 10tF 51, = 0.5, thy, = 09V, C

gt =

104F, n. = 03,4, = 0.5V, Cop = 20MF 0, = 0.3, 4, = 065V, By = 100, 7= = 10 ps,

Va=20V.r, =300Q, 7, =5080,7,, =510, ro = 108arq.
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J_ Flgure 1.22 Schematic of ac circuit [or measurernernl
= of fr.
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Figure 1.23 Small-signal equivalend circuit for the calculation of fr.

influence, and we have

¥
~ i ? 1.11
T T G+ Ca)s (1.119)

If the current fed torward throngh €, is neglected,
Iy = gmV) {1.120)
Substitution of (1.119) in (1.120) gives

f —_ .!" gmrﬂ'
" T 4+ rg(Cr + Cuds

and thus

f,, . BO
— {jw) =
t P+ gyt Gy,

m

(1.121)

using (1.110).
Now if i,/8;( jw) 15 written as S(jw) (the high-lrequency, small-signal current gain),
then

Bo

Bljw) =
T 4t G

(1.122)

iy
Em /
At high frequencics the imaginary part of the denominator of (1.122) is dominant, and we
can write

. — gm
Bl = -7y o (1.123)

From (1.123), |8(je)| = 1 when

_ Sm
Cn+ C,

@ = (U7

(1.124)
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and thus

1 gm

= oM 1.125
Ir 2w Cy + C,, ( )

The transistor behavier can be illustrated by plotting 18 (jw)| using {1.122) as shown in

Fig. 1.24. The frequency w4 is defined as the [requency where |8( jw )| is equal to B/ q‘E
(3 dB down from the low-frequency value). From (1.122) we have

1 Em wr ;
wg = ———"— = — 1126)
P BiCat G B (
From Fig. 1.24 it can be seen that wy can be determined by measuring |B( jow)| at some
frequency o, where |B(jw)| is falling at 6 dB/octave and using

@y = @B (jw) (1.127)

This is the method used in practice, since deviations from ideal behavior tend to occur as
|B3(jw)| approaches unity. Thus |8(jw)| is typically measured at some frequency where
its magnitude is about 5 or 10, and (1.127) is used to determine wr.

It is interesting to examine the time constant, 7, associated with w. This is de-

fined as
1
T = — (1128)
W
and use of (1.124} in (1.128) gives
o= Cm g G (1.129)
Em Em
Substitution of (1.118) and (1.104) in (1.129) gives
R L T O T o (1.130)
gm g.i]’l gm gﬁT L’;JHJ

Equation 1.130 indicates that 7; is dependent on /¢ (through g,,} and approaches a constant
value of 7p at high collector bias currents. At low values of /-, the terms involving Cie
and C,, deminate, and they cause 77 to rise and fr to fall as f is decrcased. This behavior
is illustrated in Fig. 1.25, which is a typical plot of fr versus /¢ for an integrated-circuit
npn transistor. The declinc in f; at high collector currents is not predicted by this simple
theory and is due to an increasc in 7 caused by high-level injection and Kirk effect at high
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Figure 1.25 Typical curve of fr ver-
1 sus I~ for an npa intcgrated-circuit
| | | ;. transistor with 6 pm” emitter area in
10 pA 100 pA 1 mA 10mA  ©

a high-speed process.

currents. These are the same mechanisms that cause a decrease in 87 at high currents as
described in Section 1.3.5.

EXAMPLE

A bipolar transistor has a short-circuit, common-emiller current gain at 1 GHz of 8 with
Ic = 0,25 mA and 9 with I = 1 mA. Assuming that high-level injection effects are
negligible, calculate C;, and 77, assuming both are constant. The measured value of C,,
is 10 fF.

From the data, values of fr are

fri=8%X1=8GCHz at I =025mA

fT2=gX'l=9GHZ at f~ = 1mA
Corresponding values of 77 are
1
= = 19.9 ps
Tr1 2?1_le b 91]'-]
1
T2 = Ty 17.7 ps
Using these data in {1.130), we have
19.9 X 10712 = 7 + 104C,, + C}.) (L1301
atly = 0.25mA. At I = 1 mA we have
17.7 X 107" = 7 + 26(C, + Cj,) (1.132)

Subtraction of (1.132) from (1.131) ytelds
Since Cp, was measured as 10 fF, the value of C;, 1s given by

Cj. ~ 18.2 {F
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Substitution in {1.131) gives
7 = 17 ps

This is an example of how basic device parameters can be determined from high-frequency

current-gain measurements. Noete that the assumption that C ;e 18 consiant is a useful

approximation in practice because Vgr changes by only 36 mV as /- increases from
B 025mAto ] mA.

1.5 Large-Signal Behavior of Metal-Oxide-Semiconductor
Field-Effect Transistors

Metal-oxide-semiconductor field-clfect transistors (MOSFETSs) have become dominant in
the area of digital integrated circuits because they allow high density and low power dis-
sipation. [n contrast, bipolar transistors still provide many advantages in stand-alone ana-
log integrated circuits. For example, the transconductance per unit bias current in bipolar
transistors is usually much higher than in MOS transistors. So in systems where analog
techniques are used on some integrated circuits and digital techniques on others, bipolar
technologies are often preferred {or the analog integrated circuits and MOS technologics
for the digital. To reduce system cost and increase portability, both increased levels of
integration and reduced power dissipation are required, forcing the associated analog cir-
cuits lo use MOS-compatible lechnologies. One way 1o achieve these goals is (o use a
processing technology that provides both bipolar and MOS transistors, allowing great de-
sign flexibility. However, all-MOS processes are less expensive than combincd bipclar
and MOS processes. Therelore, economic considerations drive integrated-circuit manu-
facturers to use all-MOS processes in many practical cases. As a result, the study of the
characteristics of MOS transistors that affect analog integrated-circuit design is important.

1.5.1 Transfer Characteristics of MOS Devices

A cross section of a typical enhancement-mode a-channel MOS (NMOS) transistor is
shown in Fig. 1.26. Heavily doped s-type source and drain regions are fabricated in a
p-lype substrate (often called the body). A thin layer of silicon dioxide is grown over the

Metal or poly silicon
gate contract

Source, nge,
Sioz\ S 8i0,, Y /Sioz
) T H-wwwlamwn) A
W \\Channel \U

region

p-type substrate (body)

|

B

Figure 1.26 Typical cnhancemenl-mode NMOS structure,
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substrate material and a conductive gate material (metal or polycrystalline silicon) covers
the oxide between source and drain. Note that the gate s horizontal in Fig. 1.26, and we
will use this orientation in all descriptions of the physical operaticn of MOS devices. In
operation, the gate-source voltage modifies the conductance ol the region under the gate,
allowing the gate veltage to control the current flowing between source and drain. This
control can be used to provide gain in analog circuits and switching characteristics
digital circuits.

The enhancement-mode NMOS device of Fig. 1.26 shows significant conduction be-
tween source and drain only when an n-type channel exists under the gate. This obser-
vation is the origin of the n-channel designation. The term enhancenent mode refers to
the fact that no conduction occurs for Vg = 0. Thus, the channel must be enhanced to
cause conduction. MOS devices can also be made by using an n-type substrate with a
p-type conducting channel. Such devices are called enhancement-mode p-channel MOS
(PMOS) transistors. In complementary MOS (CMOS) technology, both device types are
present.

The derivation ol the transfer characteristics of the enhancement-mode NMOS device
of Fig. 1.20 begins by neting that with Vg = 0, the source and drain regions are separated
by back-to-back pr junclions. These junctions are formed between the n-type source and
drain regions and the p-type substrate, resulting in an extremely high resistance (about
10'2 1) between drain and source when the device is ofl.

Now consider the substrate, source, and drain grounded with a positive voltage Vs
applied to the gate as shown in Fig. 1.27. The gatc and substraic then form the plates of
a capacitor with the Si0; as a dielectric. Positive charge accumulates on the gate and
negative charge in the substrate. Initially, the negative charge in the p-type substrate
is manifested by the creation of a depletion region and the exclusion of holes under
the gate as described in Section 1.2 for a pu-junction. The depletion region is shown in
Fig. 1.27. The results of Section 1.2 can now be applied. Using (1.10), the depletien-layer

width X under the oxide is
12
2ed
X =|—— (1.133)
o)
where ¢ is the potential i the depletion layer at the oxide-silicon interface, N4 i1s the

doping densily (assumed constant) of the p-type subsirate in atoms/cin®, and € is the per-
mittivity of the silicen. The charge per area in this depletion region is

Q = gNiX = J2gNred (1.134)

Induced
n-type channel Si0,

\@\\ _-_

Channel length

Deplehon |
region | L |
p-type substrate ' Figure 1.27 Idealized NMOS dcvice
cross section with positive Vg
_|_ applied, showing depletion regions

= and the induced channel.
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Substitution of (1.2} in (1.12) gives

o + Vg =

A
2e ND

From (1.13), the penetration of the depletion layer into the p-type region is
112

2e(thy + Vi)

W, = |-
qNA(l -+ '1}{—4-)

Np

Similarly

2e(hp + V)

Np
14+ 28

W2=

(1.13)

(1.14)

(1.15)

Equations 1.14 and 1.15 show that the depletion regions extend into the p-type
and a-type regions in inverse relation to the impurity concentrations and in proportion

to /o + Vg If either Np or N, is much larger than the other, the depletion region exists

almost entirely in the lightly doped region.

= EXAMPLE

An abrupt pn junction in silicon has doping densities N4 = 1015 atoms/cm® and Np =
106 atoms/cm®. Calculate the junction built-in potential, the depletion-layer depths, and

the maximum field with 10 V reverse bias.
From (1.1)

. 1015 x 1016
2.25 x 1020

From (1.14) the depletion-layer depth in the p-type region is

g = 261 mV = 638mV at 300°K

—12
W, = (2 X 1.04 X 10-12 x 10.64

172
-4
= 3.3 X
1.6 X 101 > 1015 % 1.1 ) 3.3 107" em

= 3.5 um (where | pm = 1 micrometer = 1076 m)

The depletion-layer depth in the more heavily doped n-type region is

o _ (2104 % 10712 x 10.64
2 1.6 X 109 X 101 X 11

Finally, from (1.7} the maximum field that occurs for x = 0is

01 x 3.5 < 1074
1.04 x 10-12

_gNy
€

= —54 % 10¢ Vicm

W, = -1.6x107""x

%max -

m  Note the large magnitude of this electric field.

12
) = 035% 107*¢m = 0.35 um
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and

Cox = 22 (1.142)
or
where €,,, and 1,,, are the permittivity and the thickness of the oxide, respectively. A typical
value of y is 0.5 VV2, and C, = 3.45 fF/um?’ for f,, = 100 angstroms.

En practice, the value of Vg is usually adjusiced in precessing by implanting additional
impurities into the channel region. Extra p-type impurities are implanted in the channel o
sel Vg between 0.5 V and 1,5 V for n-channel enhancement devices. By implanting n-type
impuritics in the channel region, a conducting channel can be formed even for Vg = O,
forming a depletion device with typical values of Vi, in the range —1 V te —4 V. It Q;
is the charge density duc to the implant, then the threshold voltage given by (1.139) 1s
shifted by approximately Q./C,..

The preceding cquations ¢an now be used to calculate the large-signal characteris-
tics of an n-channel MOSFET. In this analysis, the source 1s assumed grounded and bias
voltages Vg, Vg, and Vg are applied as shown in Fig. 1.28. If Vg >V, Inversion
occurs and a conducting channel exists. The channel conductivity is determined by the
vertical electric field, which is controlled by the value of (Vg5 — V). If Vs = 0, the cur-
rent f;; that flows from drain to source is zero because the horizontal electric field is zcero.
Nonzero Vps produces a herizontal clectric field and causes current {p to flow. The value
of the current depends on both the horizontal and the vertical electric fields, explaining the
term field-effect transistor. Positive voltage Vpg causes the reverse bias from the drain to
the substrate to be larger than from the source te substrate, and thus the widest depletion
region exists at the drain. For simplicity, however, we assume that the voltage drop along
the channel itself is small so that the depletion-layer width is constant along the channel.

The drain current fp is

In = 40
P
where d () is the incremental channcl charge at a distance v from the source 1n an incre-

mental length dy of the channel, and d¢ s the time required for this charge to cross length
dy. The charge d( is

(1.143)

dg = Q;Wdy (1144

where W is the width of the device perpendicular to the plane of Fig. 1.28 and ¢, 1s the
induced electron charge per unit area of the channcl. At a distance y along the channel, the
voltage with respect to the source is V() and the gate-to-channel voltage at that point is

Channel ~—Ip

______

Depletion i
region |

#lly+an
p-type substrate

Figure 1.28 NMOS devicc with bias
voltages applied.

i
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Vs — Vi(y). We assume this voltage exceeds the threshold voltage V;. Thus the induced
electron charge per unit area in the channel is

(y) = Cox[Vgs — V(y) — Vil (1.145)
Also, .
ar = & (1.146)
valy)

where v, is the electron drift velocity at a distance y from the source. Combining (1.144)
and (1.146) gives

Ip = WQily)waly) (1.147)

The drift velocity is determined by the horizontal electric field. When the horizontal elec-
tric field €(y) is small, the drift velocity 1s proporticnal to the field and

va(y) = waly) (1.148)

where the constant of proporticnality ., is the average clectron mobility in the channel. In
practice, the mobility depends con both the eemperature and the doping level but is almost
constant for a wide range of normally nsed doping levels. Also, p, is sometimes called
the surface mobility for electrons because the channel forms at the surface of the silicon.
Typical values range from about 500 cm?/(V-s) to about 700 cm?*/(V-s), which are much
less than the mobility of electrons in the bulk of the silicon (about 1400 cm?/V-s) because
surface defects not present in the bulk impede the flow of electrons in MOS transistors.!’
The electric field E(y) is

E(y) = - (1.149)

where dV is the incremental voltage drop along the length of channel &y at a distance y
from the source. Substituting (1.145), (1.148}, and (1.149) into (1.147) gives

v
Ip = WCo:[Vgs — V — Vr]#::i—}‘ (1.150)
Separating variables and integrating gives
L Vos
J Ipdy = J WpaCox(Vas — V = V) dV (1.151}
0 0
Carrying out this integration gives
KW
Iy = EID(VGS ~ V)Vns = Vil (1.152)
where
k' = U-ncax = HnCos (1153]
It‘-".\'

When Vg << 2(Vgs — V)), (1.152) predicts that I, is approximately proportional to V.
This result is reasonable because the average horizontal electric field in this case is Vpg/L,
and the average drift velocity of electrons is proporticnal to the average field when the
field i1s small. Equation 1.152 is important and describes the I-V characteristics of an
MOS transistor, assuming a continuous induced channel. A typical value of &' for 7,y =
100 angstroms is about 200 wA/V? for an n-channel device.
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As Lhe value of Vpg is increased, the induced conducting channel narrows at the drain
end and (1.145) indicates that J; at the drain end approaches zero as Vpg approaches
(Vs — Vo). That s, the channel is no longer connccted 1o the drain when Vs > Vg - Vi
This phenomenon is called pinch-off and can be understood by writing a KVL equation
around the transistor:

Vos = Vog + Vs (1.154)
Therefore, when Vps > Vg — Vi,
Vog + Vgs = Vs — Vi (1.155}
Rearranging (1.155) gives
Vep < Vi (1.156)

Equation 1.156 shows that when drain-source voltage is greater than (Vg — Vo), the
gate-drain voltage is less than a threshold. which means that the channel no longer exists at
the drain. This result is reasonable because we know that the galc-lo-channel voltage at the
point where the channel disappears is equal to V, by the definition of the threshold voltage.
Therefore, at the point where the channel pinches off, the channel voltage is (Vg — V).
As a result, the average horizontal electric field across the channel in pinch-oft does not
depend on the the drain-source voltage but instead on the voltage across the channel, which
is (Vs — Vo). Therefore, (1.152) is no longer valid if Vpg > Vgs ~ V. The valuc of Ip
in this region is obtained by subsliluling Vps = Vgs — Ve in (1.152), giving

Ip = %%(VGS — V¥ {1.157)

Equation 1.157 predicts that the drain current is independent of Vpg in the pinch-oft
region. In practice, however, the drain cwrrent in the pinch-off region varies slightly as the
drain voltage is varied. This elicet is due to the presence of a depletion region between the
physical pinch-off point in the channel at the drain end and the drain region itself. If this
depletion-layer width is Xj. then the effective channel length is given by

Lew = L— X4 (1.158)

If L. 1s used in place of L in (1.157), we oblain a more accnrate formula for current in
the pinch-off region

KW
2 Ltﬁ'

Because X (and thus L.g) are functions of the drain-source veltage 1o the pinch-off region,
Ip varics with Vps. This effect is called channel-length modiulation. Using (1.158} and
(1.159), wc obtain

Ip = (Vos — V))* (1.159)

E?ID B W

= — 2 T (Vee — V)P == 1.16(0)
Vs 2 L;ff( gs = Vo) dV e (
and thus
2] i .
oo Tn dXy (1.161)

dVps  LurdVps
This equation is analogous to (1.55) for bipolar transistors. Following a similar procedure,
the Early veltage can be defined as
Ip

Vy= — 2
A7 9IpldV g

{1.162}
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and thus

(1.163)

dx,; Y
Va= Lerr( f )

For MOS transistors, a commoenly used parameter for the characterization of channel-
length modulatien is the reciprocal of the Early voltage,

A= — (1.164)

As in the bipolar case, the large-signal propetties of the transistor can be approximated by
assuming that A and V4 are constants, independent of the bias conditions. Thus we can
include the effect of channel-length modulation in the /-V characteristics by modifying
(1.157) to

K'W

in = EI(VGLS — Vy)? (l +

v kW n
“Sj = (Vs — VAL + AVpg)  (1.165)

Va) 2L

In practical MOS transisiors, variation of X; with voltage is complicated by the fact
that the field distribution in the drain depletion region is not one-dimensional. As a result,
the calculation of A from the device structure is quite difficult,' and developing effective
values of A from experimental data is vsually necessary. The parameter A is Inversely
propertional to the effective channel length and a decreasing function of the doping level
in the channel. Typical values ol A arc in the range 0.05 V™! 10 0.005 V™.

Plots of fp versus Vpy with Vg as a parameter are shown in Fig. 1.29 for an NMOS
transistor. The device operates in the pinch-off region when Vps > (Vs = V). The
pinch-off region for MOS devices is oflen called the saiuraiion region. In saturation,
the output characteristics are almest flat, which shows that the current depends mostly on
the gate-source vollage and only 1o a small extent on the drain-sceurce voltage, On the other
hand, when ¥ps < (Vg — V), the device operates in the Ohmic or triode region, where
the device can be modeled as a nonlinear voltage-controlled resistor connecled between
the drain and source. The resistance of this resistor is saonlinear because the V%S term
in (1.152) causcs the resistance to depend on Vpg. Since this lerm is small when Vs 18
small, however, the nonlinearity 1s alse small when Vpg 1s smail, and the lriode region
is also sometimes called the /inear rcgion. The boundary between the triode and salura-
tion regions occurs when Vg = (Vs — V). On this boundary, both (1.152) and (1.157)
correctly predict 1. Since Vg = (Vs — V) along the boundary between triode and sat-
uration, (1.157) shows that the boundary 18 /p = (£'/2)( WIL)V%S. This parabolic function

-"D

Ohmic or Active or

i

triode region | pinch-off region
[}
r

Ve
INcreases

Figure 1.2 NMOS device
characteristics.
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of Vpy is shown in Fig. 1.29. For depletion n-channel MOS devices, Vy is negative, and
Ip 18 nonzero even for Vs = 0. For PMOS devices, all polaritics of vollages and currents
are reversed.

The results derived above can be used to form a large-signal model of the NMOS
transistor in saturation. The model topelogy is shown in Fig. 1.30, where Ip 1s given by
(1.152) in the triode region and {1.157) in saturation, ignoring the eliect of channel-length
modulation. To include the effect of channel-length modulation, (1.159) or (1.165} should
be used instead of (1.157) to find the drain current in saturation.

1.5.2 Comparison of Operaling Regions of Bipolar and MOS Transistors

Netice that the meaning of the word saiurarion for MOS transistors is quile different than
{or bipolar transistors. Saturation in bipolar transistors refers to the region of operation
where both junctions are forward biased and the collector-cmiller voltage is approximately
constant or saturated. On the other hand, saturation in MOS transistors refers to the region
of operation where the channel is attached only to the source but not to the drain and the
current 15 approximately constant or saturated. To aveld conlusion, the term active region
will be used in this book to describe the flat region of the MOS (ransistor characteristics, as
shown in Fig. 1.29. This wording is selected 1o [orm a link between the operation of MOS
and bipolar transistors. This link is summarized in the table of Fig. 1.31, which reviews
the operating regions of apn bipolar and a-channel MOS (ransistors.

When the emitter junction is forward biased and the collector junction is reverse bi-
ased, bipolar transistors operate in the [orward-active region, They operaie in the reverse-
aclive region when the collector junction is forward biased and the cmitter junction is
reverse biased. This distinction is important because integrated-circuit bipolar transistors
are typically not symmetrical in practice; thal is, the collector operates more etficiently
as a collector of minority carriers than as an emitter. Similarly, the emitter operates more
efficiently as an emitter of minerity carriers than as a collector. One reason for this asym-
metry is that the collector region surrounds the emitier region in integrated-circuit btpolar
transistors, as shown in Fig. 1.19. A conscquence of this asymmetry is that the current
cain in the forward-active region Sr is usually much greater than the current gain in the
reverse-active region Gg.

e —— b

+

Viis In
o —d o Figure 1.30 Large-signal model for the NMOS

S lransistor,

npn Bipolar Transistor n-channel MOS Tranyistor
Region Ve Ve Region Vg Ven
Cutoff < Vﬁ;_..'{u":, = V;_;('L,;."] Cutoll <V, < V;
Forward Active = Vieom << Vacim Saturation{ Active) =V, < ¥,
Reverse Active < Vigion = Ve | Saturation{Active) <V =V
Saturation = Vypion = Veeiom Triode =V, =V,

Figure 1.31 Opcrating regions of #pa bipolar and »-channel MOS transistors.



46 Chapter 1 = Models for Integrated-Circult Active Deviceas

In contrast, the source and drain of MOS transistors are completely interchangcable
based on the preceding description. (In practice, the symmetry is good but not perfect.)
Therefore, distinguishing between the forward-active and reverse-active regions of oper-
atien of an MOS transistor is not neccssary.

Figure 1.31 also shows that npn bipolar transistors operate in cutoff when both junc-
tions arc reversed biascd. Similarly, MOS transistors operate in cutoff when the gate is
biased se that inversion occurs at neither the source nor the drain. Furthermore, npn tran-
sistors operate in saturation when both junctions are forward biased, and MOS transistors
operate in the triode region when the gate is biased so that the channel is connected to
both the source and the drain. Therefore, this comparison lcads us to vicw the voliage
required to invert the surface of an MOS transistor as anaiogous to the voltage requircd
to forward bias a pa junction in a bipolar transistor. To display this analogy, we will use
the circuit symbels in Fig. 1.32a to represent MOS transistors. These symbols are inten-
tionally chosen to appear similar to the symbols of the corresponding bipelar transistors,
In bipolar-transistor symbols, the arrow at the emitter junction represents the direction of
current flow when the emitter junction is forward biased. In MOS transistors, the prjunc-
tions between the source and body and the drain and body are reverse biased for normal
operation. Therefore, the arrows in Fig. 1.32a do not indicate pn junctions, Instead they
indicate the direction of current flow when the terminals are biased so that the terminal
labeled as the drain operates as the drain and the terminal labeled as the source operates
as the source. In NMOS transistors, the source is the source of electrons: therefore, the
source opcrates at a lower voltage than the drain, and the current flows in a direction op-
posite that of the electrons in the channel. In PMOS transistors, the source is the source
of holes; therefore, the source operates at a higher voltage than the drain, and the current
flows in the same dircction as the holes in the channel.

In CMOS technology, one device lype is fabricated in the substrate, which is common
to all devices. invariably connected to 4 de power-supply voltage, and usually not shown
on the circuit diagram. The other device type, however, is fabricated in separate isolation

F F
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Figure 1.32 () NMOS and PMOS symbols used in CMOS circuits. {# NMOS and PMOS sym-
bols used when the substrate connection is nonstandard. (¢) Depletion MOS device symbols.
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regions called wefls, which may or may not be connected Logether and which may or may
not be connected to a power-supply voltage. If these isolation regions are connected to
the appropriate power supply, the symbols of Fig. 1.32¢ will be used, and the substrate
conncction will not be shown. On the other hand, il the individual iselation regions are
connecled clsewhere, the devices will be represented by the symbols of Fig. 1.325, where
the substrate is labeled B. Finally, symbols for depletion-mode devices, for which a channel
[orms for V;g = 0, are shown in Fig. 1.32¢.

1.5.3 Decompaosition of Gate-Source Voltage

The gate-sonrce volfage of a given MOS transistor is usually scparated into two parts: the
threshold, V,, and the voltage over the threshold, Vs =~ Vi We will refer to this latter part
of the gatc-source voltage as the overdrive. This decomposition is used hecause these two
compencits of the gate-source voltage have different properties. Assuming square-law
bechavior as in (1.157), the overdrive is

[ 21,

o= Vigs — Vr =
VCL o8 \Illl kr(WIL)

(1.166)

Since the transconductance parameter &' is propertional to mobility, and since mobil-
ity falls with increasing temperature, the overdrive rises with temperature. In contrast,
the next section shows that the threshold falls with increasing temperature. Furthermore,
(1.140) shows that the threshold depends on the source-body voltage, but not on the cur-
rent; (1.166} shows thal the overdrive depends directly on the current, but net on the
source-body voltage.

1.5.4 Threshold Temperature Dependence

Assume that the source-body voltage is zero. Substituting (1.138) into (1.139) gives

TGN €2 1) .
Vr: Vg(_j .qu +2q’)f+¢ms““g“
o ot

(1.167}

Assume that ¢, O, and C,, are independent of temperaturc.'® Then differentiating
(1.167) gives

dv, _ \,-"QqNAE(—E) dy +2(.!'c_.bf _ doy 1 [gNae (1.168)
dT 2C,, Joby dT dT dT Cox\ &y )
Substituting (1.136) into (1.135) gives
E
Ny exp(—&)
2kT
(}Sf = Eln ——er {/]_,169)

Assume both ¥, and &, are independent of lemperature.?® Then differentiating (1.169)
gives

" Na 6Xp(—g )
dd

dor _ M { Eg }+ K| — KT (1.170)
ai g ¢

g | 27 NN,
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Substituting (1.169) into (1.170) and simp]ifying gives

dey qﬁf | [ER B ]
ar 2gT T T Tl ¥ (1.171)
Substituting (1.141) and (1.171) into (1.168) gives
av, 1 [Eg } Yy
—_— = —_ |2 - 2+ 1.172
dT T34 ~ ¢ Ny (1.172)

Equation 1.172 shows thal the threshold voltage falls with increasing temperature if
¢y < Ey(2¢). The slope is usually in the range of —0.5 mV/°C to —4 mV/°C.2!

m  EXAMPLE
Assume T = 300°K, Ny = 105 ¢m~?, and 1,,, = 100 A. Find dV,/dT .
From (1,135},
108%em™3
Also
By _ L2V osev (1.174)
2g 2q
Substituting (1.173) and (1.174) into (1.171) gives
dpy ~ mv ~ mv
T 300(56[} 287) —— 0.91 i (1.175)
From (1.142),
3.9(8.854 x 10 F/em) fF
ox T - = 1.
¢ 100 X 10~% cm 345 wm? (1.176)
Also,
y 1 \/(’2)(1.6 X 10719 C)(11.7)(8.854 % 1014 Frem)(10' em %)
= _
2¢;  Cu (2)(0.287 V) (17T
_ 24X107%Ffem? 2410 'SFum? 0.07
© 345% 10 BFpum? ~ 34510 B Fpm?
Substituting (1.173) - (1.177) into (1.172) gives
dv, _ _ mV mVy
v ( )(2 +0.07) - 19T (1.178)

1.5.5 MOS Device Voltage Limitations

The main voltage timitations in MOS transistors are described next.?223 Some of thesc
limitations have a strong dependence on the gate length L; others have little dependence
on L. Also, some of the voltage limitations are inherently destructive; others cause no
damage as long as overheating is avoided.
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Junction Breakdown. For long ¢hannel lengths, the drain-depletion region has livle
effect on the channel, and the /p-versus-Vps curves closely follow the ideal curves of
Fig. 1.29. For increasing Vpg. however, eventually the drain-substraic pa-junction
breaskdown vellage is cxceeded, and the drain current increases abruplly by ava-
lanche breakdown as described in Section 1.2.2. This phenomenon is not inherently
destructive.

Punchthrough. If the depletion region around the drain in an MOS transistor touches (he
depletion region around the source before junction breakdown oceurs, increasing the drain-
source voltage increases the drain current by reducing the barrier to electron flow belween
the source and drain. This phenomenon is called punchthrough. Since it depends on the
two depletion regions touching, it also depends on the gate length. Punchthrough 1s not in-
herently destructive and causcs a more gradual increase in the drain current than is caused
by avalanche breakdown. Punchthrough nermally occurs below the surface of the sihicon
and is often prevented by an extra ion implantation below the surface (o reduce the size of
the depletion regions.

Hot Carriers. With sulfficient horizontal or vertical electric fields, clectrons or holes may
reach sulficicnt velocitics te be injected into the oxide, where most of them increase the
gate current and somce ol them become trapped. Such carriers are called hot because the
required velocity for injection into the oxide is usually greater than the random thermal
velocity, Carricrs trapped in the oxide shift the thresheld voltage and may cause a tran-
sistor to remain on when it should turn off or vice versa. In this sensc, injection of hot
carriers into the oxide is a destructive process. This process 1s most likely 10 be prob-
lematic in short-channel technologies, where horizontal electric ficlds arc likely t© be
high.

Oxide Breakdown. In addition to Vpg limitations, MOS devices must also be protected
againsl excessive gate voltages. Typical gate oxides break down with an electric field of
about 6 X 10° Viem to 7 x 10° V/iem,>*> which corresponds to 6 to 7 V applied from
galc to channel with an oxide thickness of 100 angstroms. Since this process depends on
the vertical electrical ficld, it is independent of channel length. However, this process 1s
destructive to the transistor, resulting in resistive connections between the gate and the
channel. Oxide breakdown can be caused by static electricity and can be avoided by us-
ing pn diodes and resistors to limit the voltage range al scnsitive nodes internal to the
integrated circuit that connect to bonding pads.

1.6 Small-Signal Models of MOS Transistors

As mentioned in Section 1.5, MOS transistors arc olicn used in analog circuits. To simplify
the calculatien of circuit gain and terminal impedances, smafi-signal models can be used.
As in the case for bipolar transistors, a hierarchy ol models with increasing complexity can
be derived, and choosing the simplest model required to do a given analysis 15 important
in practice.

Consider the MOS transistor in Fig. 1.33 with bias voltages Vgg and Vpp applied
as shown. These bias voltages produce quiescent drain current /p. If Ve >V, and
Von = {Vgs — Vi), the device operates in the saluration or active region. A small-signal
inpul voltage v; is applied in series with V ;5 and produces a small variatien in drain current
1,;. The total value of the drain currenl is [y = (Ip + iy).
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Figure 1,33 Schematic of an MOS transistor
= with bhiasing.

1.6.1 Transconductance

Assuming square-Jaw operation, the transconductance from the gate can be determined
from (1.165) by dillcrentiating.

B aln
Em Ve

[t AVpy =0, (1.179) Slmp]lﬁC‘S o

- k'%{vm SV + AVis) (1.179)

\Fff;%f” {1]80)

Unlike the bipolar transistor, the transconductance of the MOS transistor is propor-
tional to the square roat of the bias current and depends on device geometry (oxide thick-
ness via &' and W/L). Another key difference between bipolar and MOS transistors can
be scen by calculating the ratio of the transconductance 1o the current. Using (1.157) and
(1.180) for MOS transistors shows that

8m 2 2

W .
Em = k _L(VGS - V=

= —_— = - (1181
ID VGS - V!‘ er . J
Alse, for bipolar transistors, {1.91) shows that
i g !
== o 182
Ie kT Vi a )

Atroom temperature, the thermal voltage Vy is ubout equal (0 26 mV. In contrast, the over-
drive Vo, for MOS transistors in many applications is chosen to be appro ximately several
hundred mV so that MOS transisters are fast cnough for the given application. (Section
1.6.8 shows that the (ransition frequency fr of an MOS transistor is proportional to the
overdrive.) Under these conditions, the transconductance per given current is much higher
for bipolar transistors than for MOS transistors. One of the key challenges in MOS analog
circuit design is designing high-qualily analog circuits with a low transconductance-to-
current ratio.

The transconductance caleulated in (1.180) is valid for small-signal analysis. To de-
termine the limitalion on the use of small-signal analysis. the change in the drain current
resulting from 2 change in the gate-source voltage will be derived from a large-signal
standpoint. The total drain current in Fig, 1.33 can be calculated using (1.157) as

W AW

Vst — Vi = 20 (Vas — VO 4+ 2(Ves — Vv +02| (1.183)

A_ r
1, =~
¢T3 7L
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Substituting {1.157) in (1.183) gives

Iy =1Ip+ %% {Z(V(;g = Vi + v;"} (1.t34)
Rearranging (1.184) gives
: W Vi _
=f;—Ip=k—Vgs ~ Vv |l + /57— 1.185

It the magnitude of the small-signal input |v;| is much less than twice the everdrive defined
in {1.166). substituting (1.180) into (1.185) gives

Ilf,i‘ = gmVi {1]86)

In patticular. i |v;| = |AVgs! is less than 20 percent of the overdrive. the small-signal
analysts 18 accurate within about 10 percent.

1.6.2 Intrinsic Gate-Source and Gate-Drain Capacitance

II' C,, is the oxide capacitance per unit area from gate to channel, then the total capacitance
under the gate is C,, W L. This capacitance is intrinsic to the device operaticn and mod-
els the gate control ol the channel conductance. In the triode region of device operation,
the channel exists continueusly [rom source to drain, and the gate-channel capacitance is
usually lumped into two equal parts at the drain and source with

{1.187)

In the saturation or active region, however, the channel pinches off before reaching the
drain, and the drain voltage exerts little influence on either the channel or the gate charge.
As a conscquence, the intrinsic portien of C,, is essentially zero in the saturation region.
To calculate the value of the intrinsic part of Cy; in the saturation or active region, we must
calculate the total charge Q stored in the channel. This calculation can be carried ont by
substituting (1.145) into (1.144) and integrating to obtain

I.
0r = wcm-j (Vs — V() = Vildy (1.188)
0
Solving (§.150) for d v and substituting into (1.188) gives
22 Vi Wi
sz.ﬁﬁ%ﬁﬂf (Vas — V — VPV (1.189)
0 0

where the limit y = L corresponds to V = (Vg — V,) in the saturation or active region.
Solution of {1.189) and use of (1.153} and (1.157) gives

2
Or = EWLCUI(VGS - V) (1.190)
Therefore, in the saturation or active region,
' 40y 2
Tos = = _ Tox 1.191
Cy, Vos 2 WLC ( )

and

Cog = 0 (1.192)
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1.6.3 Input Resistance

The gate of an MOS transistor is insulated from the channel by the S$i0, dielectric. As
a result, the low-frequency gate current is essentially zero and the input resistance is
essentially infinite. This characteristic is impertant in some circuits such as sample-and-
hold amplifiers, where the gate of an MOS transistor can be connceted to a capacitor
to sense the voltage on the capacitor without leaking away the charge that causes that
voltage. In contrast, bipolar transistors have small but nonzero base current and finite
input resistance looking into the basc, complicating the design of bipolar sample-and-
hold amplifiers.

1.6.4 Output Resistance

In Section 1.5.1, the effect of changes in drain-source voltage on the large-signal char-
acteristics of the MOS transistor was described. Increasing drain-scurce voltage in an
n-channel MOS transistor increases the width of the depletion region around the drain
and reduces the effective channel length of the device in the saturation or active re-
gion. This effect iy called channel-length modulation and causes the drain current to
increase when the drain-source voltage is increased. From that treatment, we can calcu-
late the change in the drain current Afj arising from changes in the drain-sonrce voltage
AVDS as

Alp =

dlp _
AV 1.153
Vs DS { )

Substitution of (1.161}, (1.163), and (1.164) in (1.193) gives

AVpgs Va | e

—_— =2 = __ =y, 1.194

Alp In Alp T ( )
where V is the Early voltage, A is the channel-length modulation parameter, fp is the
drain current without channei-length medulation given by (1.157), and r, is the small-
signal output resistance ol the transistor.

1.6.5 Basic Small-Signal Model of the MOS Transistor

Combination of the preceding small-signal circnit elements yields (he smali-signal model
of the MOS transistor shown in Fig. 1.34. This model was derived for n-channel transistors
10 the saturation or active region and is called the Avbrid-« model. Drain, gate, and source
nodes are labeled D, G, and §, respectively. When the gate-source voltage is increased,
the model predicts that the incremental current iy flowing from drain to source increases.
Since the dc drain current I also flows from drain to source in an n-channel transistor,

G o— -3 [}

5
PJ\,_\. (} #i VJ;.\' g Fo

85—

R

&

Figure 1.34 Basic small-signal model of an MOS transistor in the saturation or active region.
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increasing the gate-source voltage also increases the total drain current f;. This result 1s
reasomable physically because increasing the gate-source voltage in an s-channel transistor
increases the channel conductivity and drain current,

The model shown in Fig. 1.34 is alse valid for p-channcl devices. Therefore, the model
again shows that increasing the gate-source voltage incrcascs the incremental current iy
flowing [rom drain to source. Unlike in the #-channcl case, however, the dc current /5 in
a p-channel transistor flows from source to drain becausc the source acts as the source of
holes. Therefore, the incremental drain current flows in a direction opposite te the de drain
current when the gate-source voltage increases, reducing the total drain current I, This
result is reasonable physically because increasing the gate-source voltage in a p-channel
transistor reduces the channel conductivity and drain current.

1.6.6 Body Transconductance

The drain current is a function of both the gate-source and body-source voltages. On the one
hand, the gatc-source vollage controls the vertical electric field, which controls the channel
conductivity and therelore the drain current. On the other hand, the body-scurce voltage
changes the threshold, which changes the drain current when the gate-source voltage 15
fixed. This effect stems from the influence of the substrate acting as a second gate and is
called the body effect. Note that the body of an MOS transistor is usually connected to a
constant power-supply voltage, which is a small-signal or ac ground. Howevcer, the source
connection can have a significant ac voltage impressed on it. which changes the body-
source voltage when the body veltage is fixed. Therefore, when the bedy-source voltage
is not constant, two transconductance terms are required to model MOS transistors: one
associated with the main gatc and the other associated with the body or sccond gate.
Using {1.165), the (ransconductance from the body or second gate is

oln W aV;
Hik = = = - - V"' - V ] + }lv . L. 5
Zuih TV as k L( 65 ) DS)dVBS (1.195)
From (1.140)
e ¥ (1.196)

Vs 2 V."Q(f)f + Vep

This equation defines a [actor y, which is the rate of change of threshold voltage with body
bias voliage. Substitution of (1.141) in (1.196) and use of (1.20) gives

Cis

— (1.197)
CO.T

XI

where Cy 1s the capacitance per unit area of the depletion region under the channel, assum-
ing a onc-sided step junction with a built-in potential ¢y = 2¢h . Substitution of (1.196)
in (1.195) gives

Gy — YR (WIL)(Ves = V(i + AVps)
wil 5 VI@— (f)ij' T VSB

(1.198)

If AVpy <2 1, we have

_ YKWIDWes — Ve _ | KWILID (1.199)
YT a2 Vs N 202 Vse)
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The ratio gmu/gm is an important quantity in practice. From (1 179 and (1.198), we
[ind

L Y =y (1.200)

gn 2 2¢, + Vsp
The factor y is typically in the range 0.1 to 0.3; therefore, the transconductance [rom the

main gate s typically a facter of about 3 to 10 times larger than the transconductance from
the body or second gate.

1.6.7 Parasitic Elements in the Small-Signal Model

The elements of the small-signal model for MOS transistors described above may be con-
sidered basic in the sense that they arise directly from cssential processes in the device.
As in the case of bipolar transistors, however, technological limitations in the fabrication
of the devices give rise to a number of parasitic elements that must be added to (the equiva-
lent circuit for most integrated-circuit transistors. A cross section and top view of a typical
n-channel MQS {ransistor are shown in Fig. 1.35. The means of fabricating such devices
1s described in Chapter 2.

All pn junctions in the MOS transistor should be reverse biased during normal op-
cration, and each junction exhibits a voltage-dependent parasitic capacitance associated
with its depletion region. The source-body and drain-body junction capacitances shown
in Fig. 1.35a are C,;, and Cyp, respectively. If the doping levels in the source, drain, and
body regions are assumed to be constant, (| 21%can be used to express these capacitances

as follows:
Cy
Cop = —20 (1.201)
)
iy
Source Gate Drain Bady

lJu_ ]
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Figure 1.35 () Cross section and (b} 1op view of an s-channel MOS (ransistor.
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Crp = Capo .
(1 + @)
o
These capacitances are proportional to the source and drain region arcas (including side-
walls). Since the channel is attached to the source in the saturation or active region. Cy,
also includes depletion-region capacitance from the induced channel o the body. A de-
tailed analysis of the channel-body capacitance is given in Tsividis.>

In practice, Cge and Cyy. given in (1.187) for the triode region ol operation and in
(1.191) and (1.192) for the saturation or active region, arc increased due 1o parasitic oxide
capacitances arising from gate overlap of the source and drain regions. These overlap
capacitances (,; are shown in Fig. 1.35a, and their values are calculated in Chapler 2.

Capacitance C,; between gate and body or substrate models parasitic oxide capaci-
tance between the gate-contact material and the substrate ouiside the active-device area.
This capacitance is independent of the gate-body vollage and models coupling from
polysilicon and metal interconnects to the underlying substrate, as shown by the shaded
regions in the top view of Fig. 1.355. Parasitic capacitunce ol this type underlics all
polysilicon and metal traces on integrated circuits, Such parastlic capacitance should be
taken into account when stmulating and calculating high-[requency circuit and device
performance. Typical values depend on oxide thicknesses. With a silicon diexide thick-
ness of 100 A, the capacitance is about 3.45 fF per square micron. Fringing capacitance
becomes important for lines narrower in width than several microns.

Parasitic resistance in series with the scurce and drain can be used o model] the
nonzero resistivity of the contacts and diffusion regions. In practice, these resistances arc
often ignored in hand calculations for simplicity but included in compuler simulations.
These parasitic resistances have an inverse dependence on channel width W, Typical val-
ues of these resistances are 50 () to 100 £} for devices with W ol about 1 pm. Similar
parasitic resistances in series with the gate and body terminals are sometimes included
but eften ignored because very little current flows in these terminals, especially al low
frequencies. The small-signal model including capacitive parasitics bul ignoring resistive
parasitics is shown in Fig. 1.36.

(1.202)

1.6.8 MAQOS Transistor Frequency Response

As lor a bipolar transistor, the frequency capability of an MOS transistor is usually spee-
ified by finding the (ransition frequency fr. For an MOS transistor, fy is defined as the

C

.
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Figure 1.36 Small-signal MOS transistor cquivalent circuil.
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Figure 1.37 Circuits for calculating the fr of an MOS (ransistor: (¢} ac schematic and (&) small-
signal cquivalent.
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frequency where the magnitude of the short-circnit, common-seurce current gain falls to
unity. Although the de gate current of an MOS (ransistor is ¢ssentially zero, the high-
frequency behavior of the transistor is controlled by the capacitive clements in the small-
signal model, which cause the gate current to increase as frequency increases. To calculate
Jr, consider the ac circuitol Fig. 1.37¢ and the small-signal equivalent of Fig, 1.375. Since
Vao = Yy = 0, &ups Tor Cop and Cyp have no effoct on the calculation and are ignored,
The small-signal input current §; is

fi = $(Cys + Cop + Cyy)vgy (1.203)
If the current fed forward through € wd 18 Neglected,
o = EmVys (1.204)
Solving (1,203} for Ve, and substimting into (1.204) gives

fE” _ Hm

= 1.2035)
I S(Ch + Cop + Coa) (
To find the frequency response, we set s = jw. Then
o &m 1 E
L ] {(1.206)
3 fw(cgs + 'Cgb + ng)
The magnitude of the small-signal current gain is unity when
Sni -
W =Wy = — = - (1.20°7)
Therclore,
, 1 1 Em
= gy = — 1.208
1= ot = i Cyp + Cog (1208

Assumc the intrinsic device capacitance Cyy 1s much greater than (C,, + C wd ). Then sub-
stituting (1.180) and (1.191) into (1.208) gives
fr = L35 (Vs - V) (1.209)
‘ mls "
Comparison of this cquation with the intrinsic f; of a bipolar transistor when parasitic
depletion-layer capacitance is neglected leads to an interesting result. From (1.128) and
(1130} with 7 == (Cj + C, ¥ 2me

fr = 1

= . 1.2
2Ty {1.210)
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Substituting from (1.99) for 7 and using the Einstein relationship D/, = &T/g = Vr,
we find for a bipolar transistor

fr=2.E0 v, (1.211)

The similarity in form between (1.211) and (1.209) is striking. In both cases, the intrinsic
device [¢ increases as the inverse square of the critical deviee dimensien actoss which
carriers are in transit. The voltage Vy = 26 mV is fixed for a bipolar (ransistor, but the
fr of an MOS transistor can be increased by operating at high values of (Vg — Vy). Note
that the base width Wg in a bipolar {ransistor is a vertical dimension determined by dit-
fusions or implants and can typically be made much smaller than the channel length L of
an MOS transistor, which depends on surface geometry and photolithographic processes.
Thus bipolar transistors generally have higher f; than MOS transisters made with compa-
rable processing. Finally, (1.209) was derived assuming that the MOS transistor exhibits
square-law behavior as in (1.157). Howcever, as described in Section 1.7, submicron MOS
transistors depart significantly from squarc-law characteristics, and we find that for such
devices f is proportional to L' rather than L=2,

EXAMPLE

Derive the complete small-signal model for an NMOS transistor with I = 100 pA,
Vsg = 1V, Vps = 2 V. Device parameters are ¢y = Q3 V. W = 10pum, L = 1 pm,
y = 0.5 V2 k' =200 pA/VE A = 0,02 V'L, £, = 100 angstroms, ¢y = 0.6 V,
Ceon = Capy = 10 fF. Overlap capacitance [tom gate to source and gate to drain is 1 {F.
Assume Co, = 5 {F

From (1.166).

—
Vo = Vs — V, = 2o - J2 X0 a6y
K(W/Ly ~ N 200 X 10

Since Vpy = V., the transistor operates in the saluration or active region. From (1.180),

P V,fz&*-iL-- In = <2 % 200 X 10 X 100w A/V = 632 pA/V
From (1.199),
K'(W/ILp {200 x 10 x 100
s =y | WIEND g =~ 125 LAV
s '}'\/ 202h; + V) N 2% 16 #
From (1.194),
1 1000
- = k) = 500 k€
o= X, T 0.02 X 100
Using (1.201) with Vsz = 1 V, we find
10 |
Cop = ﬁ IF = 6fF
I+ 5

The voltage from drain to body is
Vop = Vps + Vg =3V
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and substitution in {1.202) gives

Cdb=¢__fFﬂ_:4fF

3 142
1+ =
( 0.6,)

From (1.142), the oxide capacitance per unit area is

3.9 x 8854 x 10~ L x 100cm
co - cm 10° um 345 fF
7R S ’ 16 - 7
100 A x M uwm

10 A

The intrinsic portion of the gate-source capacitance can be calculated from (1.191), giving

cg,;zg X 10 X 1 X 3.45{F = 23 {F

The addition of overlap capacitance gives
Coe =24 1{F

Finally, since the transistor operates in the saturation ot aclive region, the gate-drain ca-
pacitance consists of only overlap capacitance and is

Coq = | {F

The complete small-signal cquivalent circuit is shown in Fig. 1.38. The £ of the device
can be calculated from {1.208) as
1 Lin 107

1
T = A : = — X632 x 107" x ——_ Hy=34GHz
T S Cat Cu+ Ty o X O 0 M+5+1 " !

1.7 Short-Channel Effects in MOS Transistors

The evolution of integratcd-circuit processing techniques has led to continuing reduc-
tions in both the horizontal and vertical dimensions of the active devicas, {The minimumn

11F
- | .
Go —I I —c D
¥
S B 632 x 125 %
24 fF___ Vi 107%% \*95(})1 0 Fx vb_‘.g 900 ke

§ Vi +—-— 6 fF

| | .

I 1

5fF a 4fF
B

Figure 1.38 Complcte small-signal equivalent circuil for an NMOS transistor with 7, = 100 p.A
Vsg = 1V, Vy = 2V. Deviee parameters are W = 10 pum, L = 1 pm,y = 0.5 V12 g’

200 AV A = 002V 1, = 100 A, gy = 0.6V, Cup = Cany = 104F, C,; = 1(F, and
Cyp = 51F
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allowcd dimensions of passive devices have also decreased.) This trend is driven primarily
by economics in that reducing dimensions incrcases the number of devices and circuiis that
can be processed at one time on a given water. A sccond benefit has been that the frequency
capability of the active devices continues to increase, as intrinsic fr values increase with
smallcr dimensions while parasitic capacitances decrease.

Vertical dimensions such as the base width of a bipolar transister in production pro-
cesses may now be on the order of 0.05 wm or less, whereas horizontal dimensiens such
as bipolar cmitler width or MOS transistor gate length may be significantly less than |
wm. Even with these small dimensions, the large-signal and small-signal models of bipo-
lar transistors given in previous sections remain valid. However, significant short-channel
¢ifects become imporiant in MOS transistors at channel lengths of about 1 pm or less and
require modifications to the MOS models given previously. The primary effect is to mod-
ify the classical MOS square-law transfer characteristic in the saturation or active region
to make the device voltage-to-current transfer characteristic more linear. However, even
in processes with submicron capability, many ol the MOS transistors in a given analog cir-
cuit may be deliberately designed to have channel lengths larger than the minimum and
may be well approximated by the square-law modcl.

1.7.1 Velocity Saturation from the Horizontal Field

The most important short-channel effect in MOS iransistors stems from velocity satura-
tion of carriers in the channel.?” When an MOS transistor operates in the triode region,
the average horizontal electric ficld along the channel is Vs/L. When Vpg is small and/or
L is large, the horizontal field is low, and the lincar relation between carrier velocity and
field assumed in (1.148) is valid. At high ficlds, however, the carrier velocities approach
the thermal velocitics, and subscquently the slope of the carrier velocity decreases with
increasing field. This eflcet is illustrated in Fig. 1.39, which shows typical measured clec-
tron drift velocity vy versus horizontal clectric field strength magnitude € in an NMOS
surface channel. While the vecloeity at low field valnes is proportional to the field, the ve-
locity at high field values approaches a constant called the scattering-limited velocity vy,
A first-order analytical approximation to this curve 1s
I—an‘g

o= e 1212
T T e, (1.212)

Figure 1.39 Typical
measured electron drift
velocily vy versus hori-
zontal electric field € in
an MOS surface chan-
nel {solid plot). Also
shown (dashed plot) is

| l the analytical approxi-

Drift velocity v, (m/s)

a
> 10105 108 107 mation of Eq. 1.212 with

E. = 1.5 % 10° Vim
and g, = 0.07 m*/V-s.

Electric field & (V/m)
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where %, = 1.5 X 10° V/im and p,, = 0.07 m/V-s is the low-field mobility close to the
gate. Equation 1.212 is also plotted in Fig. 1.39. From (1.212), as ¢ — =, y; — Vel =
Pnée. At the critical ficld value ¥, the carrier velocity is a factor of 2 less than the low-
ficld formula would predict. In a device with a channel length L = 0.5 um, we need a
veltage drop of only 0.75 V aleng the channel to produce an avcrage field equal to €,
and this condition is readily achieved in short-channel MOS transistors. Similar results
are found for PMOS devices.
Substituting (1.212) and (1.149) into (1.147) and rearranging gives

1ay
Ee dy

Note that as €, — ¢ and velocity saturation becomes negligible, {1.213) approaches the
original equation (1.147). Integrating (1.213) along the channel, we obtain

d
m@+ )=wg@mq§ (1.213)

I 1 dV Vs

J In (1 + f——)ﬂ’_‘ﬂ = J WO (¥, dV (1.214)

0 8. dy Q)

and thus

C.. W -

Ip = —= 7 [2Ves = VvV = Vil (1.215)

2{1+ 2\~

€. L

In the limitas %, — =, (1.215) is the same as (1.152), which gives the drain current in the
triode region without velocity saturation. The quantity V,5/L in (1.215) can be interpreted
as the average horizontal electric field in the channel. If this field is comparable to €., the
drain current for a given Vpg is less than the simple expression (1.152) would predict.
Equation 1.215 is valid in the triode region, Let Vpsiacy represent the maximum value
of Vpy for which the transistor operates in the triode region, which is cquivalent o the
minimum value of Vg for which the transistor operates in the active region. In the active
region, the current shoutd be independent of V)5 because channel-length modulation is
not included here. Therefore, Vpsien is the value of Vg that sets dfp/éVps = 0, From

(1.215),
Vs e _ [2(Vgs — Vi )Wps — Vil
KW (1 + ﬁ)[z(vas Vi) — 2Vips] Z.L
Vps 2 L " 2
DS (1 N Yﬁ)
&L
(1.216)
where &' = u,Cox as given by (1.153). To set dIn/dVps = 0.
- Voy [2(Vgs — ViVps — Vi, ]
+ ) 4 — J— —_ —_— = .
([ %CL)[Z{VGS Vi) — 2Vps) i1 0 (1217
Rearranging {1.217) gives
Vig _
+2Vps — 2(Vgs — V) =0 (1.218)

€L

Solving the quadratic cquation gives

Vas — Vo)
Vosaen = Vps = —BL = €L {1+ %»ﬁ (1.219)
.
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Since the drain-source voltage must be greater than zero,

[ 20VGs — Vo) _ ])

VDS{;wl) = VD.S' = (E,;L( .“ + “22[]]

A €L

To determine V pgaqry without velocity-saturation effects, let %6, — 5 so that the drilt
velogity is proportional to the electric ficld, and let x = (Vgs — V()6 L). Then x — 0,
and a Taylor series can be used to show that

4

Ji+2x=1+x— % b (1.2213

Using (1.221) in (1.220} gives

(1.222}

Vey — V '
Viosaen = (Vgs — V1) (l — ey T )

2é.L

When €, — oo, (1.222) shows that Vg — (Vs — Vo). as expected.”® This observa-
tion is confirmed by pletting the ratio of Vpgacy to the overdrive V.. versus €. L in Fig.
1.40. When %, — =, ¥Vpsaen — Voo = Vg — Vi, as predicted by (1.222). On the other
hand. when €, is small enough that velocity saturation is significant, Fig. 1.40 shows that
VDS(act) < Vw-

To find the drain current in the active region with velocity saturation, substitute ¥ pgiacy
in (1.220) lor Vs in (1.215). After rearranging, the result is

I = .{-‘-ﬂCQIE
2 2 I

[VUH(aUU]Z {1.223)

Equation 1,223 is in the same form as (1.157}. where velocity saturatien is neglected,
excepl that Vg 18 less than (Vs — V) when velecity saturatien is significant, as shown
in Fig. 1.40. Therefore, the current predicted by (1.157) overestimates the current that
really flows when the carrier velocity saturates, To examine the limiting case when the
velocity is completely saturated, let €, — (. Then (1.212) shows that the drilt velocity
approaches the scattering-limited velocity vy — vy = i, €. Substituting (1.220) into
(1.223) gives

'flimofﬂ = #fncr;_rW(VGS = Vi¥é. = W (Vs — Vv (1.224)

0.8

Figure 1.40 Ratio of the min-
imun drain-source voliage re-
guired for operation in the active
region (o the overdrive versus
the product of the critical field
and (he channel length. When
E. — =, velocity saturation

is not a factor, and Vpgun —

| | | Vo = Vge = Vo, as expected.
When velocity saturation is sig-
nificant, Vosin < Vo

0.8
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In contrast (o the square-law behavior predicted by (1.157). (1.224) shows that the drain
current 1s a {inear function ol the overdrive (V;¢ — V,) when the carrier velocity saturales.
Also, (1.224) shows that the drain current is independent of the channel length when the
carrier velocity saturates. In this case, both the charge in the channel and the time required
lor the charge 10 cross the channel are proportional to L. Since the current is the ratio of
the charge in the channel to the time required to cross the channel, the current does not
depend on L as long as the channel length is short enough Lo produce an electric field that
is high enough for velocity saturation to occur> In contrast, when the carrier velocity is
proportional (o the electric field instead of being saturated, the time required for channel
charge to cross the channel is proportional to L2 because increasing L both reduces the
carrier velocily and increascs the distance between the source and the drain. Therefore,
when velocity saturation is not significant. the drain current is inversely proportional to £,
as we have come to expect through (1.157). Finally, (1.224) shows (hat the drain current
in the active region is proportional to the scattering-limited velocity v,y = .. when
the velocity 15 saturated.
Substituting (1.222) into (1.223) gives

B A A
2
_ "LFECEJI E(V(_,b o Vf)Z | — f 4.
2 L 2 (1.225)
WCor W -
= }_L'_E(AI(VGS — V;)h(l - X+ }
_ .ru-ncru' W N 2 ,. N Vg — V;
= Brror 2 Vas = V) (l e+
where x = (Vg — VA€, L) as defined for (1.221). If x =< 1, {1 —x)= 1/(]1 + x), and
aCox W .
= —* - (Ves — V)P (1.226)
214 Yes — Vi L
)

Equation 1.226 is valid without vclocity saturation and at its onset. where (Vs — V) =
€L, The effect of velocity saturation en the current in the active region predicted by
(1.226} can be modeled with the addition of a resistance in series with the source of an
ideal square-law device. as shown in Fig. 1.41. Let Vise be the gate-source voltage ol the
ideal square-law transisior. From (1,157).

;u'nCG.r W t 2
!D = 2 '"L (VG.S' - V;) (1227}
Let Vigs be the sum of V(. and the veltage drop on Ryy. Then
Vee = VE;S + InRgy (1.228)

This sum models the gate-source vollage of a real MOS transistor with velogity saturation,
Substituting (1.228) inte (1.227) gives

! C'D'I w A
H :2 I(Vr:;s —IpRex — V)

Igz
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oD
e
p—
+
\ Vies —
V. § Rsx . N .
4y Figure 1.41 Model of velocity saturation in an
\ MOSFET by addition of serics source resistance to
=A

an ideal square-law device,

HCUX W
. 7 L (__(VGS — Vo = 2(Vgs — VolpRsx + (IDR.‘.‘X)?') (1.229)

Rearranging (1.229) while ignoring the (IpRsx)* term gives
,U'nCox
w

2(1 + unCox—Rsx(Vos — V:))

W Vs — vy (1.230)

f;_)*—"’ T

Equation 1.230 has the same form as (1.226) if we identify

W 1
iuﬂncoszSX - %FL (1231)
Rearranging (1.231) gives
1 b
R G (1239

Thus the influence of velecity saturation on the large-signal characteristics of an MOS
transistor can be modeled 1o first order by aresistor Rgy in series with the scurce of an ideal
square-law device. Noie that Rex varies inversely with W, as does the intrinsic physical
serics resistance due to the source and drain centact regions. Typically, Ry is larger than
the physical series resistance. For W = 2 wm, k' = u,C,y = 200 uAfVZ, and €. =
1.5 X 10° V/m, we find Rsx = 1700 £).

1.7.2 Transconductance and Transition Frequency

The values of all small-signal parameters can change significantly in the presence of short-
channel effects.” One of the most important changes is to the transconductance. Substi-
tuting (1.220) mto (1.223) and calculating 1p/dVgs gives

\/1 L 2Wes = Vi)

i €L
m = = WC,xvs, - 1.233
d ?Vas sel \/1 + Vs — V) ( )
€L

where v,y = €. as n Fig, 1.39. To determine g,,, without velocity saturation, let £, —
wand x = (Ve — V(€LY Then substituting (1.221) into (1.233) and rearranging gives

) W
%Ilm em = k’—i-(VGS -V (1.234)
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as predicted by (1.180). In this case, the transconductance increases when the overdrive
increases or the channel length decreases. On the other hand, letting %, — 0 to determing
gm when the velocity is saturated gives

%_limu gm = WC, vy (1.235)
Equation 1.235 shows that further decreases in L or increases in (Veg — V) do not changc

the transconductance when the velocity is saturated.
From {1.223) and (1.233), the ratio of the transconductance to the current can be cal-

colated as
% - Ll : (1.236)
Vios — Vas —
@,y 14 2Ves — V) (;;SLV")(\/1+—~—( G;L V‘)—l)
P e =
As %, — 0, the velocity saturates and
fim 8o L (1.237)

& -0 T VGS — V,

Comparing (1.237) to (1.181) shows that velocity saturation reduces the transcenductance-
to-current ratio for a given overdrive,
On the other hand, when x = (Vg —V)/(E L) <= 1, substituting (1.221) into (1.236)

gives
giﬂ 2’ -
= == 1.238
! (Vge — V(1 + x) ( )
Therefore, as €. — =, x — 0, and {1.238) collapses to
Jim 8- %2 (1.239)

dome I Vs — Y,

as predicted by (1.181). Equation 1.238 shows that if x <0 0.1, the error in using (1.181)
to calculate the transconductance-to-current ratio is less than about 10 percent. Therefore,
we will conclude that velocity-saturation effects are insignificant in hand calculations it

(Vs = Vo < 01(E.L) {(1.240)

Figure 1.42 plots the transconductance-to-current ratio versus the overdrive for three
cases. The highest and lowest ratios come from (1.239) and (1.237), which correspond to
asymptotes where velocity saturation is insignificant and dominant, tespectively. In prac-
tice, the transition between these cxireme cases is gradual and described by (1.236). which
is plotted in Fig, 1.42 for an example where ¢, = 1.5 X 10° V/mand L = 0.5 pum.

One reason the change in transconductance caused by velocity saturation is imper-
tant is because # affects the transition frequency fr. Assuming that C,, == Cop + Cog,
substituting (1.235) into (1.208) shows that

fT _ L Lin o ch_uvm o bd
27 Co . WICe. L

(1.241)

One key point here is that the transition frequency is independent of the overdrive once
velecity saturation is reached. In contrast, (1.209) shows that increasing (Vs — V) in-
creasces fr before the velocity saturates. Also, (1.241) shows that the transition frequency
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5

4 Eg.1.239 where €. — e

ir Eq. 1.236 where €,L = 0.75Y

B vy
21+ _ Figure 1.42 Transconductance-
Eq. 1.237 where €, L — 0 to-current ratio versus over-

drive (Vs — V.) where

T velocity saturation is insignif-
icant (.1, — =), dominant

0 | | (€. L = 0), and of gradu-

0 1 2 3 ally increasing importance

Vs =V, (V) {(€.L =075V}

is inversely proportional to the channel length when the velocity is saturaied. In contrast,
(1.209) predicts that f7 is inversely proportional to the square of the channel length before
the velocity saturates. As a result, velocity saturation reduces the speed improvement that
can be achieved through reductions in the minimum channel length.

1.7.3 Mobility Degradation from the Vericai Field

Thus far, we have considered only the effects of the horizontal field due to the Vg along
the channel when considering velocity saturation. However, a vertical field originating
from the gate voltage also exists and influences carrier velocity. A physical reason for this
effect is that increasing the vertical electric field forces the carriers in the channel closer
to the surface of the silicon, where surface imperfections impede their movement from
the source to the drain, reducing mobility.*! The vertical field at any point in the channel
depends on the gate-channel voltage. Since the gate-channel voltage is not constant from
the source to the drain, the effect of the vertical field on mobility should be included within
the integration in (1.214) in principle.’? For simplicity, however, this effect is often mod-
eled after integration by changing the mobility in the previous equations te an elfective
mobility given by

_|LL”
1+ 6(Vgs — Vi)

where u, 15 the mobility with zero vertical field, and & is inversely proportional to the
oxide thickness. For t,x = 100 A, 8 is typically in the range from 0.1 V™1 to 0.4 v~ 1.%3
In practice, & 1s determined by a best fit to measured device characteristics.

Mot = (1.242)

1.8 Weak Inversion in MOS Transistors

The MOSFET analysis of Section 1.5 considered the normal region of operation for which
a well-defined conducting channel exists under the gate. In this region of srrong inversion,
changes in the gale-source vollage are assumed 1o cause only changes in the channel charge
and net in the depletion-region charge. In contrast, for gate-source voltages less than the
extrapelated threshold voltage V; but high enough to create a depletion regicn at the surface
of the silicon, the device operates in weak inversion. In the weak-inversion region, the
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channel charge 1s much less than the charge in the depletien region, and the drain current
arising from the drift of majority carriers is negligible. However, the total drain current in
weak inversicn is larger than that caused by drifl because a gradicnt in minority-carrier
concentration causes a diffusion current to flow. In weak inversion, an r-channcl MOS
transistor operales as an npn bipolar transistor, where the source acts as the emitter, the
substrate as the base, and the drain as the collector,

1.8.1 Drain Current in Weak Inversion

To analyze this situation, assume that the scurce and the body are both grounded. Also
assume that Vps > 0.(If Vps << 0, the drain acts as the cmitter and the source as the
collector.)™ Then increasing the gate-source vollage incrcases the surface potential o,
which tends to reduce the reverse bias across the source-substrate {emitter-base) junction
and te exponentially increase the concentration of clectrons in the p-type substrate at the
source r,{0). From (1.27),

ng(0) = npoexp:% (1.243)

where ny, is the equilibrikm concentration of clectrons in the substrate (base). Similarly,
the concentration of clectrons in the substrate at the drain n,(L) is

np(L) = Hpoexp ¥s = Vs (1.244)
Vr
From {1.31), the drain current due to the diffusion of electrons in the substrate is
Ip = gAp, 2D~ O (1.245)

L

where [, is the diffusion censtant for electrons, and A is the cross-sectional area in which
the diffusion current flows. The area A is the product of the transistor width W and the
thickness X of the region in which I, flows. Substituting (1.243} and (1.244) into (1.245)
and rcarranging gives

W . 3
Ip = —+-qXDpny,exp L [1 — CXp _Vos } (1.246)
L Vr '

In weak inversion, the surface potential is approximately a linear function of the gate-
source voltage.®® Assume that the charge stored at the oxide-silicon interface is indepen-
dent of the surface potential. Then, in weak inversion, changes in the surface potential
Ay, are controlled by changes in the gate-source voltage AV g through a voltage divider
between the oxide capacilance C,, and the depletion-region capacitance Cj,. Therefore,

dd’s _ Ca.r _ | 1

- == 1.247
dV(;S C.?-"' + Cox 1n 1+ X ( )

inwhichn = (1 + C;/Cyy) and xy = €}/ C,y, as defined in (1.197). Separating variables
in (1.247) and integrating gives

Ve
W, = — + Ky (1.248)
where & 1s a constant. Equation 1.248 is valid only when the transistor operates in weak

inversion. When Vs = V, with Vgp = 0, s = 2¢p¢ by definition of the threshold volt-
age. For Vg > V,, the inversion layer holds the surface potential nearly constant and
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(1.248) is not valid. Since (1.248) is valid only when Vi = V,, (1.248) is rewritten as
fallows:
— VGS - Vr +

s — ks (1.249)

where &y = &y + V,/n. Substituting (1.249) into (1.246) gives

W ky Vas — Vil Vps'
Ip = quDnn;mexP(E)eXp (——-;ﬁ}‘;i)l' —Cxp (_V—-:' (L.250)

Let

Iy = gXDuny,exp (;Eg) (1.251)
T

represent the drain current with Vgg = V,, W/L = 1, and V¢ = V7. Then

. W ) V{,:S - V,r _ _ VDS-
In = Lt'rc:&p( eV )[l exp( vy )] (1.252)

Figure 1.43 plots the drain current versus the drain-source voltage for three values
of the overdrive, with W = 20 pm, L = 20pum, n = 1.5, and I, = 0.1 pA. Notice that
the drain current 1§ almost constant when Ve = 3Vr because the last term in (1.252)
approaches unity in this case. Therefore, unlike in strong inversion, the minimum drain-
source voltage required to force the transistor to operate as a current source in weak in-
version is independent of the overdrive.®” Figure 1.43 and Equation 1.252 also show that
the drain current is not zero when Vgg = V,. To further illustratc this point, we show
measured NMOS characteristics plotted on two different scales in Fig. 1.44. In Fig, 1.44q,
we show .\@ versus Vgg in the active region plotted on linear scales. Fer this device,
W = 20 um, L = 20 um, and shorl-channel ¢ficets are negligible. (See Preblem 1.21 for
an example of a case in which short-channel elfects are important.) The resulting straight
line shows that the device characteristic is closc (o an idcal square law. Plots like the one in
Fig. 1.44a are commonly used to obtain V; by extrapolation (0.7 V in this case) and also &'
from the slope of the curve (54 wA/V? in this case). Near the threshold voltage, the curve
deviates [rom the straight line representing the square law. This region is weak inversion.
The data are plotied a sceond time in Fig. 1.44b on log-linear scales. The straight line
obtained for Vs < V, fits (1.252) with # = 1.5.ForIp < 10" 12 A, lhe slope decreases
because leakage currents are significant and do not follow (1.232).
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|
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voltage in weak
inversion.
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Figure 1.44 (a) Mca-
sured NMOS transler
characteristic in the ac-
tive region plotted on
linear scales as /1, ver-
sus Vg, showing the
sguare-law
characleristic.

Figure 1.44 (i) Data from
Fig. 1.d4a plotied on log-
linear scales showing the cx-
ponential characieristic in the
subthreshold region.

The major use ol transistors operating in weak inversion is in very low power apphca-
tions at relatively low signal frequencies. The limilation to low signal frequencics occurs
because the MOSFET £y becomes very small. This result stems from the fact that the
small-signal g, caleulated from (1.252) becomes proportional to {p and therefore very

small in weak inversion, as shown next.

1.8.2 Transconductance and Transition Frequency in Weak Inversion

Calculating ¢1p/dV ;g from (1.252) and using (1.247) gives

W 4 ex (,VGS _ﬂ){l —exp(—@) f_.r)
HVT . . VT

HVT

LoaVy

Em =

_ ID C(}.t’

L8 (1.25%)
V‘!' C_,f.'; + («::-.r (
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The transconductance of an MOS transistor operating in weak inversion is identical to
that of a corresponding bipolar transistor, as shown in (1.182}), except for the facter of
I/n = Col{(Cj; + Coy). This factor stems from a voltage divider between the oxide and
depletion capacitors in the MOS transistor, which models the indirect control of the gate
on the surface potential,

From {1.253), the ratic of the transconductance io the current of an MOS transisior in
weak inversion is

gm _ 1 1 Cor (1.254)

i nvr Vr Cj_.; + Chy
Equation 1.254 predicts that this ratio is independent of the overdrive. In contrast, (1.181)
predicts that the ratio of transconductance to current is inversely proportional to the over-
drive. Therefore, as the overdrive approaches zero, (1.181) predicts that this ratic becomes
infinite, However, (1.181) is valid only when the transistor operates in strong inversion.
To estimate the overdrive required to operate the transistor in strong inversion, we will
cquale the g,/I ratios calculated in (1.254) and (1.181). The result is

Voy = Vs — Vi = 20Vy (1.255)

which 15 about 78 mV at room temperature with # = 1.5. Although this analysis implies
that the transition from weak fo strong inversion occurs abruptly, a nonzero transition width
occurs in practice. Between weak and strong inversion, the transistor operates in a region
of moderate inversion, where both diffusion and drift currents are significant.®

Figure 1.45 plots the transconductance-te-current ratio versus overdrive for an exam-
ple case with n = 1.5. When the overdrive is negative but high cnough to cause depletion
at the surface, the transistor operates in weak inversion and the transconductance-to-
current ratio is constant, as predicted by (1.254). When Vg — V, = 0O, the surface poten-
tial is 2ty ¢, which means that the surface concentration of electrons is equal to the bulk
concentration of holes. This point is usually defined as the upper bound on the region
of weak inversion. When Vs — V, > 2aVr, the transceonductance-to-current ratio is
given by (£.181), assuming that velocity saturation is negligible. If velocity saturation is
significant, (1,236} should be used instead of (1.181) both to predict the transconductance-
to-current ratio and to predict the overdrive required to operate in strong inversion. For
) = Vs — V, = 2nVr, the transistor operates in moderate inversion. Because simple
medels for mederate inversion are not known in practice, we will ignore this region in

30 - .
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Figure 1.45 Transconductance-
to-current ratio versus
overdrive,
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the remainder of this book and assume that MOS transistors operate in weak inversion for
everdrives less than the bound given in (1.255).

Equation 1.208 can be used to find the transition frequency. In weak inversion, Cos =
Csa = (because the inversion layer contains litile charge.* However, €y, can be thought
of as the scries combination of the oxide and depletion capacitors. Therefore,

Cr:r.‘;'c'.ﬁ
Cop +Coqg =Cpp = WL| 71 1.256
Cos + Cpy ¢ gh (Cax n CI”) ( )
Substituting (1.253} and (1.256) inte (1.208) gives
Ip  Co
I 1 Vi Ciy+ Cox 1 Ip 1
- e = T A 257
1= 07T = oy wi CaCis 2w Vr WLC), (127
Co.!c + C_,r'ﬁ'
Let {3 represent the maximum drain current that flows in the transistor in weak inversion,
Then
W
Iy = f[" {1.258)

where /; 1s given in {1.251). Multiplying numerator and denominator in (1.257) by f3; and
using (1.258) gives

W}
L 7% 1 1Ip 1 L1 1ip
o= s 1.259
fr =35 Vp WLC;s Iy 27 Vy Ci L2 Iy (1-239)
From (1.251), I, = D,. Using the Einstein relationship B, = u,Vy gives
w !
froow 2nlo o paVrlp (1.260)

21y 17 Iy

Equation 1.260 shows that the transition frequency for an MOS transistor operating in
weak mversion 1s inversely proportional to the square of the channel length. This result is
consistent with (1.209) for strong inversion without velocity saturation. In contrast, when
velocity saturation is significant, the transition frequency is inversely propertional to the
channel length, as predicted by (1.247), Equation 1.260 also shows that the transition fre-
quency in weak inversion is independent of the overdrive, unlike the casc in strong inver-
sion without velocity saturation, but tike the case with velocity saturation, Finally, a more
detailed analysis shows that the constant ol proportionality in (1.260) is approximately
unity.*®

m EXAMPLE

Calculate the overdrive and the transition [requency for an NMOS transistor with /5 =

I wA, It = 0.1 uA, and Vpg == V. Device parameters are W = 10 pm, L = | FLI,

n= 135k = 200 nA/V? and t,, = 100 A. Assume that the temperature is 27°C,
From (1.166), if the transistor operates in strong inversion,

|21, /ﬁ
. = W — = = = v
Voo = Vas = Vi = oty ~ V00 % 10~ 2™
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Since the value of the overdrive calculated by (1.166) is less than 2rVy = 78 mYV, the
overdrive calculated previously is not valid except to indicate that the transistor does not
operate 1n strong inversion. From (1.252), the overdrive in weak inversion with Vg == Vo
is

1 1

Y £ L 1 1h
Vo = nVy ln(h w) (1.5)(26mV)ln(O.l 10) =0

From (1.253),
TpA o rA

B = 1326mv)  ° Vv
From (1.247),
st = (n— DCoy = (0.5)C,x
From (1.256),
Cﬂx (0‘ SCUX) CI’)I
s h C == C’ ] j e R
Cot Cop G = Coo = WhE T 05C,, ~ 713
E 100 em
9 X 8. oMol x
_ 10,u.m239 8.854 10} o= » 105pm
3 10° wm
1004 x =57
= |].5fF
From (1.208),
1 1 26pANV
fr = EWT = 52 1L5 == 360 MHz

Although 360 MHz may seem te be a high transitien frequency at first glance, this result
should be compared with the result of the example at the end of Section 1.6, where the
same transistor operating in streng inversion with an overdrive of 316 mV had a transition
frequency of 3.4 GHz.

1.9 Substrate Current Flow in MOS Transistors

In Secrion 1.3.4, the effects of avalanche breakdown on bipolar transistor characteristics
were described, As the reverse-bias voltages on the device are increased, carriers travers-
ing the depletion regions gain sufficient energy to create new electron-hole pairs in lattice
collisions by a process known as impact ionization. Eventually, at sufficient bias volt-
ages, the process results in large avalanche currents. For collector-base bias voltages well
below the breakdown value, a small enhanced current flow may occur across the collector-
base junction due to ¢his process, with little apparent effect on the device characteristics.
Impact ionization also occurs in MOS transistors but has a significantly different effect
on the device characteristics. This difference is becanse the channel electrons (for the
NMOS case) create clectron-hele pairs in lattice collisions in the drain depletien region,
and some of the resulting holes then flow to the substrate, creating a substrate current.
(The electrens created in the process flow out the drain terminal.) The carriers created by
impact ionization are thercfore not confined within the device as in a bipolar transister. The
effect of this phenomenon can be meodeled by inclusion of a controlled current generator
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o1

Go—{% Ing

Figure 1.46 Representation of impacl ionization in an
@S5 MOSFET by a drain-substratc current gencrator.

Ipp from drain to substrate, as shown in Fig. 1.46 for an NMOS device, The magnitude
of this substrate current depends on the veltage across the drain depletion region {which
determines the energy of the ionizing channél electrons) and alse on the drain current
(which is the rate at which the channel electrons enter the depletion tegion). Empirical
mvestigation has shown that the current Ipg can be expressed as

oz = K1(Vps — Vosaan)n exp (— Kz—) (1.261)
Vbs = Vbsien
where K| and K3 are process-dependent parameters and Visiaen 18 the minimum value
of Vg for which the transistor operates in the aclive region.*® Typical values for NMOS
devices are K1 = 5V~ and K> = 30 V. The elfect is generally much less significant in
PMOS devices because the holes carrying the charge in the channel are much less efficient
in creating electron-hole pairs than energetic clectrons.

The major impact of this phenomenon on circuit perfermance is that it creates a par-
asitic resistance from drain to substrate. Because the common substrate terminal must
always be connected to the most negative supply voltage in the circuit, the substrate of
an NMOS device in a p-substrate process is an ac ground. Therefore, the parasitic resis-
tance shunts the drain to ac ground and can be a limiting factor in many circuit desi ons.
Differentiating (1.261), we find that the drain-substrate small-signal conductance is

_ fHDB o IDB ( Kz + 1) Kzfgﬁ

—_ BHDE g e
Vs — Vosae (Vbs = VDsiacn ) (

where the gate and the source are assumed to be held at fixed potentials.

b = =
8 Vo Vbs — Vs

® EXAMPLE

Calculate ryp = 1/gyp for Vpg = 2 V and 4 V, and compare with the device r,. Assume
Ip = 100 A A =005V Vpge, =03V, K1 =5V and K, = 30 V.
For Vps = 2V, we have from {1.261)

3
Ips =5 X 1.7 X 100 x 107°% X exp(— %): 1.8 x 1071 A

From (1.262),

30 X 1.8 x 107" _o A
: =19 X —
1.72 L9 1070y

Bdp =

and thus

Fap = 1 =53 x%x 10°0Q =53G0Q
gdb
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This result is negligibly large comparcd with

| 1
AMp 005 x 100 x 10 6

Fp =

= 200 kQ}

However, for Vps = 4V,

3
Ipg =5 % 37 X 100 X 107% X cxp(— %)__, 56 x 1077 A
The substrate leakage current is now about 0.5 percent of the drain current. More impor-
tant, we find from (1.262)

30 X 5.6 x 107
3.72

A
s = =12 x 107° 2
Edf V
and thus

=815 X 1’ ) = 815k}

Fab =
Bdb

This parasitic tesistor is now comparable to r, and can have a dominant effect en high-
outpui-impedance MOS current mirrors, as described in Chapter 4.

APPENDIX
A.1.1 SUMMARY OF ACTIVE-DEVICE PARAMETERS
(a) npn Bipoiar Transistor Parameters

Quantity Formula

Large-Signal Forward-Active Operation

Collector currcnt I, = Iyexp

Small-Signal Forward-Active (OOperation

o I
Transconductance = = = —
S 5T vy
. 1
Transconductance-to-current ratio % =
£ ra
Input resistance re = Bo
' gﬂ.‘
. v 1
Ouiput resistance Fo = — = ——
fe Mgm
Collector-base resistance Yo = Bur, 0 5Bgr,
Base-charging capacilance Co = Trgm
Base-cmitter capacitance C,=C.+Cy,
Emitter-base junction depletion capacitance  Cp, = 2C;,0
. ‘ ‘ C
Collector-base junction capacitance c, = i

d’[ le
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(continued)

Quantity

Formula

Small-Signal Forward-Active Operation

Collector-substrate junction capacitance  C,, = %
O__&)
_ 4fron
Transition [requency fr = RN
dueney = e, +C,
Effective transit time T = L = 15 + Che + Cu
2#)‘?' Bm Em
. . Vs 1
Maximum gain Bty = 4 = —
Vr n
(b) NMOS Transistor Parameters
Quantity Formula
Large-Signal Operation
Drain current {active region) Iy = ’ugm %(Vgx - V¥
Drrain current (triode region) I = Mg—ﬁ 1% [2(Vys - V)V — Vi)

Threshold voltage

Threshold voltage parameter

Oxide capacitance

Vi= Vg t+y V"rz;?bf + ‘/T;; - V"IZ‘{’I

1 —
e V2qeN,
= i"”‘ = 345 fR/um? for £,, = 100 A

[eA

'}ﬁ:
C

Small-Signal Operation {Active Region)

Top-zate transeonductance
Transconductance-to-current ratio
Body-clicel transconductance
Channel-length modulation parameter

Output resistance
Elfective channel length

Maximum gain

Source-body depletion capacitance

" 7
fedl = 'Cnx_ VT. - = . |'I T{u'_
g T L( s — Vo) szn#(«, 7
gl’i.’ — _-“2.
In  Vas—V,
¥
wmh = —mF———=—=5&n — XEBu
2205 + Vg
o L) dxy
Vi Loy dV oy
Ll LenfdXs !
C Ap In VdVipg
-chf el L‘dr\\-‘n ZLrJ’ X.'f
P B S 7
T AV -V Vs - Y,
Co = Cipn

Vep 17
[AL
( " !flu)
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(continued)

Quantity Formula

Small-Signal Operation (Active Region)

75

Drain-body depletion capacitance  Cy, = Caso s

(%)

1+ —

o

: 2

Gate-source capacitance Cyy 3 WLC,.

Transition frequency fr = B
2m(Cps + Cog + Cop)
PROBLEMS
1.1{a} Calculate the built-in  potential, where M is given by (1.78). Plot I'- from 0 to 10 mA

depletion-layer depths, and maximum field in
a planc-abrupt pr junction i silicon with dop-
ing densities N4 = 8 x 10% atoms/em® and
Np = 10" atoms/em®. Assume a reverse hias
of 5V

(b) Repewt (w) for zero external bias and 0.3 V
forward bias.

1.2 Cualculate thc zero-bias junction capaci-
tance for the cxample in Problem 1.1, and also cal-
culate the value at 5 V reverse bias and 0.3 ¥V lor-
ward bias. Assume a junction arca of 2 10 ° cm?.

1.3 Calculate the breakdown veltage for the
junction of Problem 1.1 i the critical field is %5 =
4 % 107 Viem,

14 Il junction curvaturce causcs the maximum
field al a practical junction to be 1.5 times the theo-
relical value, calculate the doping density required
to give a breakdown vollage of 150V wilh an abrupt
p# junction in silicon. Assume that one side of the
junction is much more heavily doped than the other

and Vop from 0to SO V. Use Jg = 1 p AL 10 p A,
30 pA, and 60 pA.

(b) Repeat (a), but sketch Vg from G to 10V,

1.8 Derive and sketch the complete small-
signal cquivalent circuit for a bipelar transistor
al IC' = 0.2 mA, ch =13 V, Vc_t; =4 V. De-
vice parameters are Cpg = 20 fF, Cuy = 10 {F,
Coo=201F B =100, 7 = 15ps,p = 10 7,
rpo= 200 £}, . = 100 £}, r.. = 4 £}, and
Fu = 3Bor,. Assume g = 0.55 V for all junc-
tions.

1.9 RepeatProblem 1.8 [orf = 1mA, Vey =
1 V, and V(_“s =2V,

1.10 Sketch the graph of small-signal,
common-emitter currenl gain versus frequency
on log scales from 0.1 MHz 1o 1000 MHz for the
examples of Problems 1.8 and 1.9. Calculate the f
of the device in each case.

.11 An integrated-circuit npn transistor has
the following measured characleristics: r, =

and €. = 3 X 10° V/em., 1000, r. = 100Q, By = 100, 7, = 50 kO at

1.5 Ifthe collector doping density in a transistor I = 1 mA, fr = 600 MHz with /- = 1 mA and
is 6% 107 atnmsfcmj, and is much less than the Vepy = 0OV, f7 = 1 GHz with /- = 10 mA and
base doping, find BV e for B = 200andn = 4. Veg = 10V, €, = 0.15 pF with Vep = 10V,

Use e = 3 X 10° Viem.

1.6 Repeat Problem 1.5 for a deping density of
10" atomsfem” and By = 400,

1.7¢a) Sketch the 7--V ¢ characteristics in the
forward-active region for an apn transistor with
B = 100 {mcasurcd at low Vep), V4 = 50V,
BVego = 120V, and n = 4. Use

V M
I = (1 n CF,') wr

RSN B LI
V11— Ma,; *

and O, = 1 pF with Vg5 = 10 V. Assume by =
0.55 V for all junctions, and assume C;, is constant
in the forward-bias region. Use r,, = 38yr,.

{a} Formthe compleie small-signal equivalent
circuit for this transistor at f- = 0.1 maA, | mA, and
5 mA with V(.'B = 2V and V,—:'_g =15V,

(b} Skeclch the graph of f7 versus f¢ for this
transistor on log scales from 1 pA to 10 mA with
Voy = 2V,
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1.12 A lateral prp transisior has an effective
base width of 10 pm (1 pm = 107* ¢m).

() It the cmitler-base depletion capacilance is
2 pF in the forward-bius region and is constant, cal-
culate the device f; at - = —0.53 mA. {(Negleet
C. .} Also, calculate the minority-carrier charge
stored in the base of the transistor at this current
level. Data : Dp = 13 cm?/fs in silicon.

(®) If the collector-basc depletion layer widlh
chiunges 0.11 wm per volt of Ve, caleulate 7, for
this transistor at f- = —{.5 mA.

1.13 It the area of the (runsistor in Problem 1.11
is effectively doubled by connecting two transistors
in parallel, which model] paramncters in the small-
signal equivalent circuit of the compositc transistor
would differ [rom those of the original device if the
tofal collector cument is unchanged? What is the
relationship between the parameters of the compos-
il and original devices?

1.14 An integrated apn transistor has the fol-
lowing characteristics: 7o = .25 ns, small-signal,
short-circuit current gain is 9 with fr = 1 mA
al f = S0 MHz, V4, = 40 V, By = 100, r, =
150Q, 7. = 1508, C, = 0.6 pF, C,, = 2pFal
the bias voltage used. Determine all clements in the
small-signal cquivalent circuit al £ = 2 mA and
sketch the circuit.

1.18 An NMOS transistor has parameters
W=10pum L= 1pm k' =194 pA/V>, A =
0.024 V™' 1, = 804, 6, =03 V. Vg =06V,
and Ny = 5 X [0 atomsfem®, Ignore velocity
saturation effects.

() Sketch the 1-Vis characteristics [or Vi
from Gt 3 Vand Vo = 05V 1.5V, and 3 V.
Assume Vg = 0,

(by Sketch the [In-V,e characterisltics for
Vs = 2V as Ve varics from 0 to 2 V with Ve —
G,0AV. and 1 V.

1.16 Derive and sketch the compleic small-
signul cquivalent circuit for the device of Problem
1.15 with Vr_;g =1 V, V;_,:}," =2 V, and VSB‘ =1V,
Useyy = 0.7V, Cypy = Cipy = 20fF, and C,, =
3 tF. Overlap capacitance from gate to source and
gate to drain is 2 {F.
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Bipolar, MOS, andBiCMOS
Integrated-CircuitTechnology

2.1 Introduction

For the designer and user of integrated circuits, a knowledge of the details of the fabrication
process is important for twe reasons. First, IC technology has become pervasive because
it provides the economic advantage of the planar process for fabricating complex circuitry
at low cost through batch processing, Thus a knowledge of the [actors influencing the cost
of fabrication of integrated circnits is essential for both the selection of a circuit approach
to solve a given design problem by the designer and the selection of a particular circuit for
fabrication as a custom integrated circuit by the user. Second, integrated-circuit tcchnology
presents a completely different set of cost constraints to the circuit designer {rom those
encountered with discrete components. The optimum choice of a circuit approach (o realize
a specified circuit function requires an understanding of the degrees of freedom available
with the technology and the nature of the devices that are most casily fabricated on the
integrated-circuit chip.

At the present time, analog integrated circuits are designed and fabricated in bipolar
technology, in MOS technology, and in technologies that combine both types of devices
in onc process. The necessity of combining complex digital functions on the same in-
tegrated circuit with analog functions has resulted in an increased use of digital MOS
technologies for analog functions, particularly those functions such as analog-digital con-
version required for interfaces between analog signals and digital systems. Howcever,
bipolar technolegy is now used and will centinue to be used in a wide range of applica-
tions requiring high-current drive capability and the highest levels of precision analog
performance.

In this chapter, we first enumerate the basic processes that arc fundamental in the
fabrication of bipolar and MOS integrated circuits: solid-state diffusion, lithography, epi-
taxial growth, ion implantation, selective exidation, and polysilicon deposition. Next, we
describe the sequence of steps that are used in the fabrication of bipolar integrated circuits
and describe the properties of the passive and active devices that result from the pro-
cess sequence. Also, we examine several modifications to the basic process. In the next
suhsection, we consider the sequence of steps in [abricating MOS integrated circuits and
describe the types of devices resulting in that technology, This is followed by descriptions
of BiCMOS technology, silicon-germanium heterojunction transistors, and interconnect
matcrials under study to replace aluminum wires and silicon-dioxide dielectric. Nex(, we
examine the factors affecting the manufacturing cost of monolithic circuits and, finally,
present packaging considerations for integrated circuits.
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2.2 Basic Processes in Integrated-Circuit Fabrication

The fabrication of integrated circuits and most modern discrete component transistors is
based on a sequence of photomasking, diffusion, ion implantation. oxidation. and cpitaxial
growth steps applied to a slice of silicon starting material called a wafer.:> Before begin-
ning a description of the basic process steps, we will first review the effects produced on
the electrical properties of silicon by the addition of impurity atoms.

2.2.1 Electrical Resistivity of Silicon

The addition of small concentrations of a-type or p-type impurities to a crystalline silicon
sample has the effect of increasing the number of majority carriers (electrons for n-type.
holes for p-type) and decreasing the number of minority carriers. The addition of 1mpuri-
ties 15 called doping the sample. For practical concentrations of impurities, the density of
majority carricrs is approximately cqual to the density of the impurity atoms in the crystal.
Thus [or n-lypc material,

Ry “—”ND (21)

where i, (em™7) s the equilibrium concentration of electrons and Np {cm #)is the con-
centration of n-type donor impurity atoms. For p-type material,

Pp = ¥a (2.2)

where p, (cm *}is the equilibrium concentration of holes and N4 (cm™) is the concen-
tration of p-type acceptor impuritics. Any increasc in the equilibrium concentration of one
type of carrier in the crystal must result in a decrease in the equilibrium concentration of
the other. This occurs because the holes and clectrons recombine with cach other at a rate
that is proportienal to the product of the concentration of heles and the concentration of
electrons. Thus the number of recombinations per second, R, is given by

R =vyap (2.3)

where v is a constant, and » and p are electron and hole concentrations, respectively, in the
silicon sample. The generation of the hele-electron pairs is a thermal process that depends
only on temperature; the rate of generation, &, is not dependent on impurity concentration.
In equilibriuin, & and G must be equal, so that

G = constant = R = yap (2.4

If no impurities are present, then
n=p=mnT) (2.5}

where n; (cm *)is the intrinsic concentration of carriers in a pure samplc of silicon. Equa-
tions 2.4 and 2.5 establish that, for any impurity concentration, ynp = conslant = yn3,
and thus

ap = n{T) (2.6)

Equation 2.6 shows that as the majority carrier concentration 15 incrcased by impurity
doping, the minority carrier concentration is decreased by the same faclor so thal product
a2 1s constant in equilibrium. For impurity concentrations of practical interest, the majority
carriers outnumber the minority carriers by many orders of magnitude.

The importance of minority- and majority-carrier concentrations in the operation of the
transistor was described in Chapter 1. Another important effect of the addition of impurities
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Figure 2.1 Hole and clectron
mobility as a function of
doping in silicon?

Is an increase in the ohmic conductivity of the material itself. This conductivity is given
by

o =g (ppn+ p,p) (2.7)

where g1, (cm*/V-s) is the electron mobility. p, (ecm/V-s) is the hole mobility, and
o {{}-cm)”" is the ¢lectrical conductivity. For an a-type sample, substitution of (2.1) and
(2.6) in (2.7) gives

n?
T = ({(MHND + FLyN—I): GHaNp (2.8)
D
For a p-type sample, substitution of (2.2) and (2.6) in (2.7} gives
n?
g =g nnm—,’ + ppNa |= qu, Ny {2.9)
A

The mobitity o is different for holes and electrons and is also a function of the impurity
concentration in the crystal for high impurily concentrations. Measured values of mobility
in silicon as a (unction of impurity concentration are shown in Fig. 2.1. The resistivity
p (£2-cmyis usually specified in preference Lo the conductivity, and the resistivity of z- and
p-type silicon ag a [unction of impurity concentration is shown in Fig. 2.2, The conductivity
and resistivity are related by the simple expression p = /o

2.2.2 Solid-State Diffusion

Solid-state ditfusion of impuritics in silicon is the movement, usually at high temperature,
of impurity atoms [rom the surface of the silicon sample into the bulk matcrial, During this
high-temperature process, the impurity atoms replace silicon atoms in the lattice and are
termed substitutional impurities, Since the doped silicon behaves electrically as p-type or
n-type material depending on the type of impurity present, regions of p-lype and n-lype
material can be formed by solid-state diffusion.

The naturc of the diffusion process is illustrated by the conceptual example shown
in Figs. 2.3 and 2.4. We assume that the silicon sample initially contains a uniform cen-
cenfration of n-type impurity of 10'* atoms per cubic centimeter. Commonly uscd n-type
impurities in silicon are phosphorus. arsenic, and antimony. We further assume that by
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Figure 2.3 An n-type silicon sample with boron
deposited on the surface.

some means we deposit atoms of p-type impurity on the top surface of the silicon sam-
ple. The most commonly used p-type impurity in silicon device fabrication is boron. The
distributicn of impurities prior to the diffusion step 1s illustrated in Fig. 2.3. The initial
placement of the impurity atoms on the surface of the silicen is called the predeposition
step and can be accomplished by a number of different techniques.

If the sample is now subjected to a high temperature of about 1100°C for a time of
about one hour, the impurities diffuse into the sample, as illustrated in Fig. 2.4, Within the
silicon, the regions in which the p-type impurities outnumber the original n-type impurities
display p-type electrical behavior, whereas the regions in which the n-type impurities are
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more numerous display n-type electrical behavior. The diffusion process has allowed the
formation of a pn junction within the continuous crystal of silicon material. The depth of
this junction from the surface varies from (.1 pm to 20 pm for silicen integrated-circuit
diftusions (where 1 wm = 1 micrometer = 10 % m).

2.2.3 Electrical Properties of Diffused Layers

The result of the diffusion process is often a thin layer near the surface of the silicon sample
that has been converted from one impurity type to another. Silicon devices and intcgrated
circuits arc constructed primarily from these layers. From an electrical standpoint, it the
pn junction formed by this diffusion is reverse biased. then the layer is electrically iselated
from the underlying material by the reverse-biased junction, and the electrical propertics of
the layer itself can be measured. The electrical parameter most often used to characterize
such laycrs is the sheet resistance. To define this quantity, consider the resistance of a uni-
formly doped sample of length L, width W, thickness 7, and n-type doping concentration
Np, as shown in Fig, 2.5, The resistance is

Figure 2.5 Rectangular samplc for
calcwlation of sheet resistance.
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Substitution of the expressien for conductivity o from (2.8) gives

1 L L 1 L
R=|- — = — [ ——|= —R 2.10
(q,u,,,ND)WT W (qpnNuT) wH @10
Quantity R is the sheet resistance of the layer and has units of Ohms. Since the sheet
resistance 1s the resistance of any square sheet of material with thickness 7', its units are

often given as Ohms per square ({1/]) rather than simply Ohms. The sheet resistance can
be written in terms of the resistivity of the material, using (2.8), as

1 g
Ro=—F1— == (2.11)

07 quaoT 1
The diffused layer illustrated in Fig. 2.6 is similar to this case except that the impurity
concentration is not uniform. However, we can consider the layer to be made up of a
paraliel combination of many thin conducting sheets. The conducting sheet of thickness

dx at depth x has a conduclance

dG = q(%),u.,,ND(x) dx (2.12)

To find the total conductance, we sum all the contributions.

X; W W kY
G = J g+ maNp(x) dx = —f ginlNp(x) dx (2.13)
o L L Jo
Inverting (2.13), we obtain
R = % X; 1 (2.14)
J G aNp(x}dx
&
Comparisen of (2.10) and (2.14) gives
X -1 X -1
Ro = U GpnNp(x) dx] = {Q;&'n J Np(x) d-’C} (2.13)
o 0
o W ——
Impurity concentration, atoms/em®
Nple)
Net impurity concentration,
Nplx} =N (x) = Nplx)
A -3 A Figure 2.6 Calculation of the
resistance of a diffused layer.
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where i, i8 the average mobility. Thus (2.10) can be used for diffused layers if the appro-
priate value of R is used. Equation 2.15 shows that the sheet resistance of the diffused
layer depends on the total number of impurity atoms in the layer per unit area. The depth
x;1n (2.13), (2.14), and (2.15) is actually the distance from the surface to the edge of the
Junction depletion layer, since the donor atoms within the depletion layer do not contribute
to conduction. Sheet resistance is a useful parameter for the electrical characterization of
diffusion processes and is a key parameter in the design of integrated resistors. The sheet
resistance of a diffused layer is easily measured in the laboratory: the actual evaluation of
(2.15) 1s seldom necessary.

m  EXAMPLE
Calculate the resistance of a layer with length 50 pwm and width 5 wm in material ol sheet
resistance 200 Q/[].
From (2.10)
R = 55—0 X 2000 = 2k

Note that this region constitutes 10 squares in series, and R is thus 10 times the sheet
m  resistance.
In order to use these diffusion process steps to fabricate useful devices, the diffusion
must be restricted to a small region on the surface of the sample rather than the entire
planar surface. This restriction is accomplished with photelithography.

2.2.4 Photolithography

When a sample of crystalline silicon is placed in an oxidizing environment, a layer of
silicon dioxide will form at the surface. This layer acts as a barrier to the diffusicn of
Impurities, so that impurities separated from the surface of the silicon by a layer of oxide
do not diffuse into the silicon during high-temperature processing. A pn junction can thus
be formed in a selected location on the sample by first covering the sample with a layer
of oxide (called an oxidarion step), removing the oxide in the selected region, and then
performing a predeposition and diffusion step. The selective removal of the oxide in the
desired areas is accomplished with photolithography. This process is illustrated by the
cenceptual example of Fig. 2.7. Again we assume the starting material is a sample of -
type silicon, We [irst perform an oxidation step in which a layer of silicon dioxide (510;)
15 thermally grown on the top surface, usually of thickness of 0.2 pm 1o 1 wm. The wafer
following this stcp is shown in Fig. 2.74. Then the sample is coated with 4 thin layer of
photosensitive material called photoresist. When this material is exposed (o a particular
wavelength of light, it undergoes a chemical change and, in the case of positive photoresist,
becomes soluble in certain chemicals in which the unexposed photoresist is insoluble. The
sample at this stage is illustrated in Fig. 2.7h. To define the desired diffusicn areas on the
silicon sample, a photomask is placed over the surface of the sample; this photomask is
opaque except for clear areas where the diffusion is o take place. Light of the appropriate
wavelength is directed at the sample, as shown in Fig. 2.7¢, and falls on the photoresist
only in the clear arcas of the mask. These areas of the resist are then chemically dissolved
in the development step, as shown in Fig. 2.74, The unexposed areas of the photoresist are
impervious to the developer.

Since the objective is the formation of a region clear of Si0s, the next step is the
etching of the oxide. This step can be accomplished by dipping the samplc in an etching
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Figure 2.7 Conceplual example of the use of photolithography to form a pa junction diode. (a)

Grow 5104, (&) Apply pholoresist. {¢) Exposc through mask. {#) Dcvelop photoresist. (¢} Etch
$i0): and remove photoresist. {f) Predeposil and diffusc impuritics.

solution, such as hydrofluoric acid, or by exposing it to ar electrically produced plasma in
a plasma ctcher. In either case, the result 1s that in the regions where the photoresist has
been removed, the oxide is etched away, leaving the bare silicon surface.

The remaining photoresist 1s next removed by a chemical stripping operation, leav-
ing the sample with holes, or windows, 1n the oxide at the desired locations, as shown in
Fig. 2.7e. The sample now undergoes a predeposition and diffusion step, resulting in the
formation of p-type regions where the oxide had been removed, as shown in Fig. 2.7f.
In seme instances, the impurity to be locally added to the silicon surface is deposited by
using ion implantation (see Section 2.2.6). This methed of insertion can often take place
through the silicon dioxide so that the oxide-etch step is unnecessary.

The minimum dimension of the diffused region that can be routinely formed with this
technique in device preduction has decreased with time, and at present is approximately
0.2 pm by 0.2 pm. The number of such regions that can be fabricated simultaneously
can be calculated by noting that the silicon sample used in the production of integrated
circuits is a round slice, typically 4 inches to 12 inches in diameter and 250 pm thick.
Thus the number of electrically independent prn junctions of dimension 0.2 pm X 0.2 pm
spaced 0.2 um apart that can be formed on one such wafer is on the order of 10!, [n actual
integrated circuits, a number of masking and diffusion steps are used to form more complex
structures such as transistors, butl the key points are that photolithography is capable of
defining a large number of devices on the surface of the sample and that all of these devices
are batch fabricated at the same time. Thus the cost of the photomasking and diffusion
steps applicd to the wafer during the process is divided among the devices or circuits on
the water. This ability to {abricale hundreds or thousands of devices at once is the key to
the economic advantage of [C technology.

2.2.5 Epitaxial Growih

Early planar transistors and the first integrated circuits used only photomasking and diffu-
sion steps in the fabrication process. However, all-diffused integrated circuits had severe
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Figure 2.8 Triple-diffused transistor and resulting impurity profile.

limitations compared with discrele component circuits. In a triple-difTused bipolar tran-
sistor, as illustrated in Fig. 2.8, the cellector region is formed by an n-type diffusicn into
the p-type wafer. The drawbacks of this structure are that the series collector resistance
is high and the collector-to-emitter breakdown voltage is low. The former occurs because
the impurity concentration in the portion of the collector diffusion below the collector-base
Junction 1s low, giving the region high resistivity. The latter occurs because the concen-
tration ol Impurities near the surface of the collector is relatively high, resulting in a low
breakdown voltage between the collector and base diffusions at the surface, as described
in Chapter 1. To overcome these drawbacks, the impurity concentration should be low at
the collector-base junction for high breakdown voltage but high below the junction for low
collector resistance. Such a concentration profile cannot be realized with diffusions alene,
and the epitaxial growth technique was adopted as a result.

Epitaxial (ep1) growth consists of formation of a layer of single-crystal silicon on the
surlace ol the silicon sample so that the crystal structure of the silicon is continuous across
the interface. The impurity concentration in the epi layer can be controlled independently
and can be greater or smaller than in the substrate material. In addition, the epi layer is of-
ten of opposite impurity type from the substrate on which it is grown. The thickness of epi
layers used in integrated-circuit fabrication varies from 1 pm to 20 wm, and the growth
of the layer is accomplished by placing the wafer in an ambient atmosphere containing
silicon tetrachloride (SiCly) or silane (SiH,) at an clevated temperature. A chemical re-
action lakes place in which elemental silicon is deposited on the surface ol the wafer.
and the resulting surface layer of silicon is crystalline in structure with few defects il the
conditions are carefully controlled. Such a layer is suitable as starting material for the fab-
rication of bipoelar transistors. Epitaxy is also utilized in some CMOS and most BiCMOS
technologies.
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2.2.6 lon Implantation

lon implantation is a technique for directly inserting impurity atoms into a silicon wafer.®
The wafer is placed in an evacuated chamber, and ions of the desired impurity species are
directed at the sample at high velocity. These ions penetrate the surface of the silicon wafer
to an average depth of from less than 0.1 pum to about 0.6 wm, depending on the velocity
with which they strike the sample. The wafer is then held at a moderate temperature for a
peried of time (for example, 800°C for 10 minutes) in order to allow the ions to become
mobile and it into the crystal lattice. This is called an anreal step and 1s essential to allow
repair ol any crystal damage caused by the implantation. The principal advantages of ion
impilantation over conventional diftuston are {1} that small amounts of impurities can be
reproducibly deposited and (2) that the amount of impurity deposited per unit area can be
precisely controlled. In addition, the depesition can be made with a high level of unitorm-
ity across the wafer, Another usclul property of 1on-implanted layers is that the peak of
the impurity cencentration profile can be made to occur below the surface of the silicon,
unlike with diffused layers. This allows the fabrication of implanted bipolar structures with
properties that are significantly better than those of diffused devices. This technique is also
widely applied in MOS technology where small, well-controlled amounts of impurity are
required at the silicon surface for adjustment of device thresholds, as described 1n Section
1.5.1.

2.2.7 Local Oxidation

In both MOS and bipolar technologies, the need often arises to fubricate regions of the
silicon surface that are covered with relatively thin silicon dioxide, adjacent to areas cov-
ered by relatively thick oxide. Typically, the former regions constitute the active-device
areas, whereas the latler constitute the regions that clectrically isolate the devices from
each other. A second requirement is that the transition from thick to thin regions must
be accomplished without intreducing a large vertical step in the surface geometry of the
silicon, so that the metallization and other patterns that are later deposited can lie on a rel-
atively planar surface. Local oxidation 1s used 10 achicve this result. The local oxidation
process begins with a sample that already has a thin oxide grown on it, as shown in Fig.
2.9a. First a layer of silicon nitride (SIN) is deposited on the sample and subsequently
removed with a masking step from all areas where thick oxide is to be grown, as shown
in Fig. 2.95. Silicen nitride acts as a barrier to exygen atoms thal might otherwise reach
the Si-Si0O; interface and cause further oxidatien. Thus when a subsequent long, high-
temperature oxidaticn step 1s carried out, a thick oxide is grown in the regions where there
18 no nitride, but no oxidation takes place under the nitride. The resulting geometry after
nitride removal is shown in Fig. 2.9¢. Note that the top surlace of the silicon dioxide has a
smooth transition from thick 1o thin areas and that the height of this transition is less than
the oxide thickness difference because the oxidation in the thick exide regions consumes
seme of the underlying silicon.

2.2.8 Polysilicon Deposition

Many process technologies utilize layers of polycrystalline silicon that are deposited dur-
ing fabrication. After deposition of the polycrystalline silicon layer on the wafer, the de-
sired [caturcs arc defined by nsing a masking step and can serve as gate electrodes for
silicon-gate MOS transistors, emitters of bipolar transistors, plates of capaciters, resistors,
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fuses, and interconnect layers. The sheet resistance of such layers can be controlled by the
impurity added, much like bulk silicon, in a range from about 20 O/ up 1o very high
values. The process that is used to deposit the layer is much like that uscd for epitaxy.
However, since the deposition is usually over a layer of silicon dioxide, the layer does not
form as a single-crystal extensien of the underlying silicon but forms as a granular (or
polysilicon) film. Some MOS technelogies contain as many as three separate polysilicon
layers, separated from onc another by layers of $i0;.

2.3 High-Voltage Bipolar Integrated-Circuit Fabrication

Integrated-circuil fabrication technigues have changed dramatically since the invention of
the basic planar process. This change has been driven by developments in photclithogra-
phy, processing techniques, and also the trend to reduce power-supply voltages in many
systems. Developments in photolithography have reduced the minimum feature size at-
tainable from tens of microns te the submicron level, The precise control allowed by icn
implantation has resulted in this technique becoming the deminant means of predepositing
impurity atoms. Finally, many circuits now operate from 3 Vor5 v power supplies instead
of from the =15 V supplies used earlier to achieve high dynamic range 1n stand-alone in-
tegrated circuits, such as operational amplifiers. Reducing the operating voltages allows
closer spacing between devices in an IC. It also allows shallower structures with higher
frequency capability. These effects stem from the fact that the thickness of junction de-
pletion layers is reduced by reducing operating voltages, as described in Chapter 1. Thus
the highest-frequency IC processes are designed to operate from 5-V supplies or less and
are generally not usable at higher supply voltages. In fact, a fundamental trade-ofT cxists
between the frequency capability of a process and its breakdown voltage.

In this section, we examine [irst the sequence of steps used in the [abrication of high-
voltage bipolar integrated circuits using junction isolation. This was the original IC process
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Figure 2.10 Buried-layer diffusion.

and 15 usetul as a vehicle to illustrate the basic methods of IC fabrication. It is still used in
various forms to (abricale high-voltage circuits.

The fabrication of a junction-isolated bipolar integrated circuit involves a sequence
of from six o eight masking and diffusion steps. The starting material is a wafer of p-
type silicon, usually 250 pm thick and with an impurity concentration of approximately
1016 atoms/em?, We will consider the sequence of diffusion steps required te form an
npn integrated-circuit transistor. The first mask and diffusion step, illustrated in Fig. 2.10,
forms a low-resistance n-type layer that will cventually becomne a low-resistance path for
the collector current of the transistor. This step is called the buried-laver diffusion, and the
layer itself is called the buried layer. The sheet resistance of the layer is in the range of 20
to 50 2/, and the impurity used is usually arsenic or antimony because these impurities
dilfuse slowly and thus do not greatly redistribute during subsequent processing.

Alter the buried-layer step, the wafer is stripped of all oxide and an epi layer is grown,
as shewn in Fig. 2.11. The thickness of the layer and its n-type impurity concentration de-
termine the collector-base breakdown voltage of the fransistors in the circuit since this
maltenial forms the collector region of the transistor. For example, if the circuit is to oper-
ate at a power-supply voltage of 36 V, the devices generally are required to have BV g
breakdown voltages above this value. As described in Chapter 1, this implies that the
plane breakdown voltage in the colleclor-base junction must be several times this value be-
cause of the clfeets of collector avalanche multiplication. For BV g = 36V, a cellector-
basc planc breakdewn voltage of approximately 90 V is required, which implies an impu-
rity concentration in the collector of approximately 101> atoms/cm?® and a resistivity of
5 (3-cm. The thickness of the cpitaxial layer then must be large enough to accommodate
the depletion layer associated with the collector-base junction. At 36V, the results of Chap-
ter 1 can be used to show that the depletion-layer thickness is approximately 6 p.m. Since
the buried layer diffuses outward approximately 8 wm during subsequent processing, and
the base diffusion will be approximately 3 wm deep, a total epitaxial layer thickness of
17 wm is required for a 36-V circuit. For circuits with lower operating voltages, thinner
and more heavily doped epitaxial layers are used to reduce the transistor collector scries
resistance, as will be shown later.

Following the epitaxial growth, an oxide layer is grown on the top surface of the epi-
taxial layer. A mask step and boren (p-type) predeposition and diffusion are performed.
resulting in the structure shown in Fig. 2.12. The function of this diffusion is to isolate
the collectors of the transistors from each other with reverse-hiased p» junctions, and it

crf L ptypesubsirate L el

Figure 2.11 Bipolar integrated-circuit wafer following epitaxial growth,
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is termed the isolation diffusion. Because of the depth 1o which the diffusion must pene-
trate, this diffusion requires several hours in a diffusion furnace at temperatures of about
1200°C. The isolated diffused layer has a sheet resistance from 20 £/ to 40 /0.

The next steps are the base mask, base predeposition, and base ditfusion, as shown
in Fig. 2.13. The latter is usnally a boron diffusion, and the resulting layer has a sheet
resistance of from 100 /(] to 300 {2/, and a depth of 1 wm to 3 wm at the end of the
process. This diffusion forms not only the bases of the transistors, but also many of the
resistors in the circuit, so that control of the sheet resistance is important.

Following the base diffusion, the emitters of the transistors are formed by a mask
step, n-type predeposition, and diffusion, as shown in Fig. 2.14. The sheet resistance is
between 2 (/[ ] and 10 /], and the depth is 0.5 wm to 2.5 wm after the diffusion. This
diffusion step is also used to form a low-resistance region, which serves as the contact
to the collector region. This is necessary because ohmic contact is difficult to accomplish
between aluminum metatlization and the high-resistivity epitaxial material directly. The
next masking step, the contact mask, is used to open holes in the oxide cver the emitter,
the base, and the collector of the transistors so that electrical contact can be made to them.
Contact windows are also opened for the passive components on the chip. The entire wafer

/ Si0;

n-type impurities p-type base

<. ptype substrate ..o e

Figure 2.14 Structure [ollowing emitter diffusion.
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Figure 2.15 Final structure following contact mask and metallization.

13 then coated with a thin (about | pm) layer of aluminum that will interconnect the circuit
elements. The actual interconnect pattern is defined by the last mask step, in which the
aluminum 1 ctched away in the arcas wherce the photoresist 1s removed in the develop step.
The final structure is shown in Fig. 2.15. A microscope photograph of an actual structure
of the same type 1s shown in Fig. 2.16. The terraced eifect on the surface of the device
results from the fact that additional oxide 13 grown during each diffusion cycle, so that
the oxide is thickest over the epitaxial region, where 1o oxide has been removed, is less
thick over the base and isolatien regions, which are both opened at the base mask step,
and is thinnest over the emitter diffusion. A typical diffusion profile for a high-veltage.
deep-diffused analog tntegrated circuit is shown n Fig. 2.17.

This sequence allows simultaneous fabrication of a large number (often thousands)
of complex circuits on a single wafer. The wafer is then placed in an automatic tester,
which checks the electrical characteristics of each circuit on the wafer and puts an ink
dot on circuits that fail to meet specifications. The wafer 1s then broken up, by sawing
or scribing and breaking, into individual circuits. The resulting silicon chips are called
dice, and the singular is die. Each good die is then mounted in a package, ready for [inal
testing.

Base contact window
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! Edge of base diffusion
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Flgure 2,16 Scanning cleclron microscope photograph of npa transistor structure.
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Figure 2,17 Typical impurity concentration for a monolithic #p#a transistor in a high-vollage,
deep-diffused process.

2.4 Advanced Bipolar Integrated-Circuit Fabrication

A large [raction of bipolar analog integrated circuits currently manufactured uscs the ba-
sic technology described in the previous section, or variations thereof. The fabrication se-
quence 1s relatively simple and lew in cost. However, many of the circuit applications of
commercial inportance have demanded steadily increasing frequency response capabilily,
which translates directly to a need for transistors of higher frequency-response capability
in the technology. The higher speed requirement dictates a device structure with thinner
base width (o reduce base transit time and smaller dimensions overall to reduce parasitic
capacitances. The smaller device dimensions require that the width of the junction deple-
tion layers within the structure be reduced in proportion, which in turn requires the use of
lower circuit operating voltages and higher impurity concentrations in the device structure.
To meet this nced, a class of bipolar fabrication technologies has evolved that, compared
to the high-voltage process sequence described in the last section. use much thinner and
more heavily deped cpitaxial layers, selectively oxidizcd regions for isolation instead of
diffused junctions, and a polysilicon layer as the source of dopant for the emitter. Because
of the growing importance of this class of bipolar process, the sequence for such a process
15 described in this section.
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Figure 2.18 Device cross section following initial buried-layer mask, implant. and epitaxial-layer
growth.

The starting point tor the process 15 samilar to that for the conventional process, with
a mask and implant step resulting in the formation of a heavily-doped #* buried layer in a
p-type substrate. Following this step. a thin n-type epitaxial layer 1s grown, aboul 1 pm in
thickness and about (.5 {}-cm in resistivity. The result after these steps is shown in cross
section in Fig. 2.15.

Next, a selective oxidation step is carried out to form the regions that will isolate
the transistor from its neighbors and also isolate the collector-contact region from the rest
of the transistor. The oxidation step 1s as described in Section 2.2.7, except that prior to
the actual growth of the thick Si10; layer, an etching step ts performed to remove silicon
material from the regions where oxide will be grown. If this is not done, the thick oxide
orowth results in elevated Ausmps in the regions where the oxide is grown. The steps around
these humps cause difficulty in coverage by subsequent layers of metal and polysilicon that
will be deposited. The removal of some silicon material before oxide growth results in a
nearly planar surface after the oxide ts grown and removes the step coverage problem in
subsequent processing. The resuliing structure following this step is shown in Fig. 2.19.
Note that the SiO; regiens extend all ihe way down 1o the p-type substraie, electnically
isolating the n-type epi regions from one another. These regions arc olten referred to as
moats. Because growth of oxide layers thicker than a micren or so requires impractically
long times, this method of iselation 1s pracucal oenly [or very thin transistor structures,

Next, two mask and implant steps are performed. A hcavy n* implant is made in the
collector-contact region and diffused down to the buried layer, resulting in a low-tesistance
path to the collector. A second mask 1s performed to define the base region, and a thin-basc
p-type implant is performed. The resulting structure is shown in Fig, 2,20,

A major challenge in {abricating this type ol device is (he formation of very thin base
and emitter structures, and then providing low-resistance ohmic contact o these regions.
This is most often achieved using polysilicon as a doping seurce. An nt doped layer of
polysilicon is deposited and masked to leave polysilicon only in the region directly over
the emitter. During subsequent high-lemperature processing steps, the dopant (usunally
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Figure 2.19 Device cross section tollowing selective etch and oxidation to form thick-oxide
moats.
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Figure 221 Device cross section following poly deposilion and mask, base p-type implanl, and
thermal diffusion eycle.

arsenic) diffuses out of the polysilicon and into the crystalline silicon, forming a very thin,
heavily doped emitler region. Following the poly deposition, a hcavy p-type implant is
performed, which results in a more heavily doped p-type layer at all points in the base
region except dircctly under the polysilicon, where the polysiticen itself acts as a mask
to prevent the boron atoms from reaching this part of the base region. The structure that
results following this step is shown in Fig. 2.21.

This methed of forming low-resistance regions (o contact the base is called a self-
aligned structure beeause the alignment of the base region with the emitter happens au-
tomatically and docs not depend on mask alignment. Similar processing is nsed in MOS
technology, described later in this chapter.

The final device structure aller metallization is shown in Fig. 2.22. Since the moats
are made of 5i0-, the metallization contact windows can overlap into them, a fact that

Collector contact
metal

Base contact Polysilicon emitter

Sleeslarlo s plype substrate Tl

PR -
L

Figure 2.22 Final device cross section. Note that eollector and base contact windows can overlap
moat regions. Emitter contact for the siructure shown here would be made on an extension of the
pelysilicon cmitter out of the device active arca, allowing the minimum possible cmitter sizc.
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Figure 2.23 Scanning-electron-microscope photographs ot a bipolar transistor in an advanced,
polysilicon-emitter, oxide-isolated process. (a) After polysilicon emitter definition and first-metal
conlact (o the base and collector, The polysilicon emitter is 1 pm wide. () Afler oxide deposilion,
contact clch, and second-metal interconnect. [QUBIc process photograph courlesy of Signetics.]

dramatically reduces the minimum achievable dimensions of the base and collector re-
gions. All exposed silicon and polysilicon is covered with a highly conductive silicide (a
compound of silicon and a refractory metal such as tungsten) to reduce series and con-
tact resistance. For minimum-dimension transistors, the contact to the emitter is made by
extending the polysilicon Lo a region outside the device active area and forming a metal
contact to the polysilicon there. A photograph of such a device 1s shown in Fig. 2.23, and
a typical impurity profile is shown in Fig. 2.24. The use of the remote emitter contact with
polysilicon connection docs add some series emitter resistance, so for larger device geome-
tries or cases in which emitter resistance is critical, a larger emitter is used and the contact
is placed directty on top of the polysilicon emilter itself. Production IC processes™® based
on technologies similar to the one just described yicld bipolar transisters having fr val-
ues well in excess of 10 GHz, compared to a typical value of 500 MHz for deep-diffused,
high-voltage processes.

2.5 Active Devices in Bipolar Analog Integrated Circuits

The high-voltage IC fabrication process described previously is an outgrowth of the one
uscd to make npn double-diffused discrete bipolar transistors, and as a result the process
mherently produces double-diffused npa transistors ol relatively high performance. The
advanced technology process unproves further on all aspects of device performance cxcept
for breakdown voltage. In addition to npn transistors, pap transistors are also required in
many analog circuits, and an important development in the evolution of analog IC tech-
nologies was the invention of device structures that allowed the standard technolegy to
produce prp transistors as well. In this section, we will explore the situcture and propernes
of npn, lalcral prnp, and substrate pap transistors. We will draw cxamples primarily from
the high-voltage technology. The available structures in the more advanced technology
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Figure 2.24 Typical impurity profile in a shallow oxide-isolated bipolar transistor,

are similar, except that their frequency response is correspendingly higher. We will include
representative device parameters from these newer technologies as well.

2.5.1 Integrated-Circuit npn Transistors

The structure of a high-voltage, integrated-circuit apn transistor was described in the last
section and is shown in plan view and cross section in Fig. 2.25. In the forward-active
region of operation, the only clectrically active portion of the structure that provides current
gain is that portion of the base immediately under the emitter diffusion. The rest of the
structure provides a top contact to the three transistor terminals and electrical isolation of
the device [rom the rest of the devices on the same die. From an clectrical standpoint, the
principal effect of these regions is to contribute parasitic resistances and capacitances that
must be included in the small-signal model for the complete device to provide an accurate
representatien of high-frequency behavior.

An important distinction between integrated-circuit design and discrete-component
circuit design is that the 1C designer has the capability to utilize a device geometry that
15 specifically optimized for the particular set of conditions found in the circuit. Thus the
circuit-design problem involves a certain amount of device design as well. For exam-
ple. the need often exists for a transistor with a high current-carrying capability to be
used in the output stage of an amplifier. Such a device can be made by using a larger de-
vice geometry than the standard one, and Lhe transistor then effectively consists of many
standard devices connected in parallel. The larger geometry, however, will display larger
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Figure 2.25 [ntcgraled-circuil npa transistor. The mask layers are coded as shown.

base-emitter, collector-base, and collcclor-suhstrate capacitance than the standard device,
and this must be taken into account in analyzing the frequency response of the circuit. The
circuit designer then must be able to determine the effect of changes in device geometry
on device characteristics and 1o cstimate the important device parameters when the device
structure and doping levels arc known. To illustrate this procedure, we will calculate the
model parameters ol the npn device shown 1n Fig. 2.25. This structure is typical ol the
devices used in circuils with a 5-C3-cm, 17-um epitaxial layer. The emitter dilfusion is
20 wm X 25 pm, the basc dillusion is 45 pm X 60 wm, and the base-isolatien spacing is
25 pm. The overall device dimensions are 140 pm X 95 pm. Device geometries inlended
for lower epi resistivity and thickness can be much smaller; the base-isolaiion spacing is
dictated by the side diffusion of the isolation region plus the depletion layers associated
with the base-collector and collector-isolalion junctions.

Saturation Current Is. Ii Chapler 1, the saturation current of a graded-base transistor was
shown to be

_ gA Ij”n?

f.
* Os

(2.16)
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where A is the emitter-base junction area, Q5 is the total number of impurity atoms per unit
area in the base. #; 15 the intrinsic carrier concentration, and £, is the effeclive diffusion
constant for clectrons in the base region of the transistor. From Fig. 2.17, the quantity Qp
can be identificd as the area under the concentration curve in the base region. This could be
determincd graphically but is most casily determined experimentally from measurements
of the base-cmitter voltage at a constant collector current, Substitution of (2.16) in (1.35)
gives
Qs gn Vi

_ = A e 2.]
Dy Ie xp Vr (217

and Qg can be determined [rom this equation.

n EXAMPLE

A base-emitter voltage of 550 mV is measured at a collector currentof 10 wA on a test tran-
sistor with a 100 pum > 100 wm emitter area, Estimate Qg if 7 = 300°K. From Chapter
1, we have n; = 1.5 X 10" ¢m™2. Substitution in (2.17) gives

oF

= = x 107 -
5 = (10010 =

=554 %10 em * s

6 X 1071 % 2,25 x 100
)2”’ 10 25 %107 exp(350/26)

At the doping levels encountered in the base, an approximate value of D,,. the electron
diffusivity, is

D,=13cm? s !
Thus for this example,

Op = 5.54 x 101 x 13 em™2 = 7.2 X 10'? aroms/cm?

Note that 5 depends on the diffusion profiles and will be different for different types of

processes. Generally speaking, fabrication processes intended [or lower voltage operation

uge thinner base regions and display lower values of (5. Within one nominally fixed pro-

cess, (g can vary by a factor of two or three to one because of diffusion process varialions.

The principal significance of the numerical value for O is that it allows the calculation

of the saturation current /s for any device structure once the emitter-base junction area is
] known.

Series Base Resistance r,. Becausc the base contact is physically removed [rom the active
base region, a significant series chmic resistance is observed between the contact and the
active base. This resistance can have a significant effect on the high-frequency gain and
on the noise performance of the device. As illustrated in Fig. 2.264a, this resistance consists
of two parts. The first is the resistance r,, of the path belween the base contacl and the
cdge of the emitter diffusion. The second part ry is that resistance between the cdge of

Figure 2,26 (a) Basc resisiance
components {or the npa
lransistor.
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Emitter
diffusion

J
contact S 13pum
{\ Figure 2.26 (b} Calculation of r1. The
f\ i component of base resistance can he
estimated by calculating the resistance of
&) the rectangular hlock ahove,

the emitter and the site within the basc region at which the current is actually flowing.
The former component can be estimated by negleeting {ringing and by assuming that this
compenent of the resistance is that of a rectangle ol malterial as shown in Fig. 2.264. For
a base sheet resistance of 100 £3/[] and typical dimensions as shown in Fig. 2.26b, this
would give a resistance of
= D600 = 400
25 pm

The calculation of ry; is complicated by several factors. First, the current flow in this
region is not well modeled by a single resistor because the basc resistance is distributed
throughout the base region and two-dimensional effects are important. Second, at ¢ven
moderate current levels, the effect of current crowding® in the basc causes most of the
carrier injection from the emitter into the base to occur near the periphery ol the emitter
diffusion. At higher current levels, essentially all of the injection takes place at the periph-
ery and the effective value of r;, approaches ry;. In this situation, the portion of the base
directly beneath the emitter is not involved in transistor action. A typically obscrved vari-
ation of ry, with collector current for the npn geometry of Fig. 2.25 is shown 1n Fig. 2.27.
In transistors designed for low-noise andfor high-frequency applications where low 7y, is
important, an effort is often made to maximize the periphery of the emitter that 1s adja-
cent to the base contact. At the same time, the emitter-base junction and collector-base
junction areas must be kept small to minimize capacitance. In the case of high-frequency
{ransistors, this usually dictates the use of an emitter geometry that consists of many narrow

o
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(a)

Figure 2.28 {a) Components of collectlor resistance r,..

stripes with base contacts between them. The ease with which the designer can use such
device geometries is an example of the flexibility allowed by monelithic IC construction.

Serios Collector Resistance r.. The series collector resistance is important both in high-
frequency circuits and in low-frequency applications where low collector-emitter satura-
tion voltage i3 required. Because of the complex three-dimensional shape of the collector
region itself, only an approximate value for the cellector resistance can be obtained by
hand analysis. From Fig. 2.28, we see that the resistance consists of three parts: that from
the collector-base junction under the emitter down to the buried layer, r.;; that of the buried
layer from the region under the emitter over to the region under the collector contact, rez,
and finally. that portion from the buried layer up te the collector contact, #.;. The small-
signal series collector resistance in the forward-active region can be estimated by adding
the resistance of these three paths.

EXAMPLE

Estimate the collector resistance of the tranststor of Fig. 2.25, assuming the doping profilc
of Fig. 2.17. We first calculate the ., component. The thickness of the lightly deped cpi
layer between the collector-base junction and the buried tayer is 6 wm. Assuming that the
collector-base junction is at zere bias, the results of Chapter | can be used to show that the
depletion Jayer is about 1 wm thick. Thus the undepleted epi material under the base is
5 pm thick.

The effective cross-sectional area of the resistance 7 is larger at the buried layer
than at the collector-base junction. The emitter dimensions are 20 wm X 25 wm, while the
buried layer dimensions are 41 pm X 85 pwm on the mask. Since the buried layer stde-
diffuses a distance roughly cqual to the distance that it out-diffuses, about & jom must be
added on each cdge, giving an cffective sizc of 57 wm X 101 wm. An exact calculation of
the ohmic resistance of this three-dimensional region would require a solution of Laplace’s
equation in the region, with a rather complex set of boundary conditions. Consequently,
we will carry out an approximate analysis by modeling the region as a rectangular paral-

Figure 2.28 (k) Model for calculation of collector
resistance.
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lelepiped, as shown in Fig. 2.28k. Under the assumptions that the top and bottom surfaces
of the region arc equipotential surfaces, and that the current flow in the region takes place
only in the vertical direction, the resistance of the structure can he shown to be

lna
- P b

 Whia-—b

(2.18)

where

T = thickness of the region
p = resistivity of the material
W, L = width, length of the top rectangle
¢ = ratio of the width of the bottom rectangle to the width of the top rectangle
b = ratio of the length of the bottom rectangle to the length of the top reclangle

Direct application of this expression to the case at hand would give an unrealistically low
value of resistance. because the assumption of one-dimensional flow is scricnsly violated
when the dimensions of the lower rectangle are much larger than those of the top rect-
angle. Equation 2.18 gives realistic results when the sides of the region [orm an angle of
about 60° or less with the vertical. When the angie of the sides is increased beyond this
point, the resistance does not decrease very much because of the long path for current flow
between the top electrode and the remote regions of the bottom clectrode. Thus the limits
of the bottom electrode should be determined either by the edges of the buried layer or by
the edges of the emitter plus a distance equal to about twice the vertical thickness T of
the region, whichever is smaller. For the case of r.,

T =5wm=5x 310" cm
p = 580-cm

We assume that the eflective emitler dimensions are those defined by the mask plus ap-
proximatcly 2 pm of side diffusion on each edge. Thus

W =20pm+4um=24X10"*cm
L=25pm+4um=29x10"%cm
For this case, the buried-layer edges arc further away from the emitter edge than twice the
thickness 7 cn all four sides when side diffusion is laken into account. Thus the effective
buried-layer dimensions that we use in (2.18) are
Wg, = W+4T =24 um+ 20 pmn = 44 pm
Lpp = L+4T7 =29 pm + 20 pm = 49 pm

and
44 um _
= = 1.83
“7 pLm
49 pm
= = 1.69
b . 29 um

Thus from (2.18),

(5)5 % 1074

T (24 X 107%)(29 X 10—4)(0-57) O =204 8

Fel
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We will now calculate 7.7, assuming a buried-layer sheet resistance of 20 (/[]. The dis-
tance from the center of the emitter to the center of the collector-contact diffusion is 62 pm,
and the width of the buricd layer is 41 yum. The r., component is thus, approximately,

62 um
41 pm

rez = (20 /0 (%) = 20 Q;’EI( ) =300
Here the buried-layer side diffusion was not taken inlo account because the ohmic resis-
tance of the buried layer is determined entirely by the number of impurity atoms actually
diffused [see (2.15)] into the silicon, which is determined by the mask dimensions and the
sheet resistance of the buried layer.

For the calculation of r.a, the dimensions .of the collector-contact »* diffusion are
18 pm X 49 pm, including side diffusion. The distance from the buried layer to the bottom
of the a* diffusion is seen in Fig. 2.17 to be 6.5 pm, and thus T = 6.5um in this case.
On the three sides of the collector nt diffusion that do not face the base region, the out-
diffused buried layer extends only 4 pm outside the n* diffusion, and thus the eflcctive
dimension of the buried layer is detcrmined by the actual buried-layer edge on these sides.
On the side facing the base region, the effective cdge of the buried layer is a distance 27", or
13 pm, away from the edge of the »™ diffusien. The effective buricd-layer dimensions for
the calculation of g4 are thus 35 wm X 57 uwm. Using (2.18),

(5)6.5 X 1074

= d8x 10-5@0 X 197,066 = 2430

Fe3

The total collector resistance is thus
Fo =¥ +ro+ra =531 Q

The value actually observed in such devices is somewhat lower than this for three rea-
sons. First, we have approximated the flow as one-dimensional, and it is actually three-
dimensional. Second, for larger collector-base voltages, the collector-base depletion layer
extends further into the epi, decreasing 7. Finally, the value of r,. thal is important is often
that for a saturated device. In saturation, holes are injected into the epi region under the
emitter by the forward-biased, collector-base function, and they modulate the conductivity
of the region even at mederate current levels.!® Thus the collector resistance onc measures
when the device is in saturation is closer to (rz + 7.3), or about 250 to 300 (). Thus . is
m  smaller in saturation than in the forward-active region.

Collector-Base Capacitance. The collector-base capacitance is simply the capacitance
of the collector-base junction including both the flat bottom portion of the junction and
the sidewalls. This junction is formed by the diffusion of boron into an r-type cpitaxial
maferial that we will assume has a resistivity of 5 Q-cm, corresponding to an impurity
concentration of 10" atoms/cm?. The uniformly doped epi layer is much more lightly
doped than the p-diffused region, and as a result, this junction is well approximated by
a stcp junction in which the depletion layer lies almost entirely in the epitaxial material.
Under this assumption, the results of Chapter 1 regarding step junctions can be applied,
and for convenience this relationship has been plotted in nomograph form in Fig. 2.29.
This nomograph is a graphical representation of the relation

Ci_ [ _aetn (2.19)
A 2o + Vi) '
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Figure 2.29 Capacitance and depletion-layer width of an abrupt pr junction as a function ot ap-
plied voltage and doping concentration on the lightly doped side of the junction'!

where Ny is the doping density in the epi material and Vg is the reverse bias on the junction.
The nomograph of Fig. 2.29 can also be usced to determine the junction depletion-region
width as a function of applied voltage, since this width is inversely proportional to the
capacitance. The width in microns is given on the axis on the right side of the figure.

Note that the horizontal axis in Fig. 2.29 is the fora! junction potential, which is the
applied potential plus the built-in voltage 5. In order to use the curve, then, the built-
in potential must be calculated. While this would be an involved calculation for a dif-
fused junction, the built-in potential is actually only weakly dependent on the details of
the diffusion profile and can be assumed to be about 0.55 V for the collector-base junc-
tion, 0.52 V for the collector-substrate junction, and about 0.7 V for the emitter-base
junction.

EXAMPLE

Calculate the collector-base capacitance of the device of Fig. 2.25. The zero-bias capaci-
tance per unit area of the collector-hase junction can be found from Fig. 2.29 to be approx-
imately 107 pF/um?. The total arca of the collector-base junction is the sum of the arca
of the bottom of the base diffusion plus the base sidewall area. From Fig. 2.25, the bollom
area is

Atoitom = 00 um X 45 pm = 2700 umz

The edges of the base region can be seen from Fig. 2.17 to have the shape similar to one-
quarter of a cylinder. We will assume that the region is cylindrical in shape, which yiclds
a sidewall arca of '

w
Adideway = P X d X E
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where

P = base region periphery
d = base diffusion depth

Thus we have
Agidowall = 3 pm X (60 um + 60 pm + 45 pm + 45 um) X % = 989 }.Lm2

and the total capacitance 1s
n C,u-D = (Abntmm + Asidcwa]l)(!(} 4 pF‘.‘".U.IIlz) = (.36 pF‘

Collector-Substrate Capacitance. The collector-substrate capacitance consists of three
portions: that of the junction between the buried laycr and the substrate, that of the sidewall
of the isolation diffusion, and that between the epitaxial material and the substrate. Since
the substrate has an impurity concentration of about 10'% cm ™, it is more heavily doped
than the epi material, and we can analyze both the sidewall and epi-substrate capacitance
under the assumption that the junction is a one-sided step junction with the cpi material
as the lightly doped side. Under this assumption, the capacitance per unit arca in these
regions is the same as in the collector-base junction.

n EXAMPLE

Calculate the collector-substrate capacitance of the standard device of Fig. 2.25. The arca
of the collector-substrate sidewall is

Asidewart = (17 pm)(140 pm + 140 pm + 95 um + 95 pm) (g) = 12, 550 pm?

We will assume that the actual buried layer covers the arca defined by the mask,
indicated on Fig. 2.25 as an arca of 41 pm X 85 pm, plus 8 wm of side-diffusion on
each edge. This gives a total area of 57 pm X 101 m. The arca of the junction between
the epi material and the substrate is the total area of the isolated region, minus that of the
buricd layer.

Acpi-suhﬁtrale = (140 pm X 95 me] - (57 < 101 ].,Lm)
= 7543 pm’
The capacitances of the sidewall and epi-substrate junctions are, using a capacitance per
unit arca of 1074pF/m?
Ceso (sidewall) = (12, 550 pm?)(10™ *pF/um?) = 1.26 pF
Cew(epi-substrate) = (7543 pm”}10™* pF/um?) = 0.754 pF

For the junction between the buried layer and the substrate, the lightly doped side of
the junction is the substrate. Assuming a substrate doping level of 10'¢ atoms/cm®, and
a built-1n vollage of 0.52 V, we can calculale the zero-bias capacitance per unit area as
3.3 X 107* pF/p.m?. The area of the buried layer is

Agr = 57 pm X 101 pm = 5757 pm?
and the zero-bias capacitance from the buried layer to the substrate is thus

C.oof BL) = (5757 pm?)3.3 X 10 * pF/pum?) = 1.89 pF




2.5 Active Devices In Bipolar Analog Integrated Circuits 105

The total 7ero-bias, collcctor-substrate capacilance is thus
C.oo = 1.26 pF + 0.754 pF + 1.89 pF = 3.90 pF

Emitter-Base Capacitance. The emitter-base junction of the transistor has a doping
profile that 1s not well approximated by a step junction becanse the impurity concen-
(ration on both sides of the junction varies with distance in a rather complicated way.
Furthermore, the sidewall capacitance per unit area 1s not constant but varies with dis-
tance from the surface because the base impurity concentration varies with distance.
A precise evaluation of this capacitance can be carried out numerically, bul a [irst-
order cstimate of the capacitance can be obtained by calculating the capacitance of an
abrupt junction with an impurity concentration on the lightly doped side that is equal
to the concentration in the base at the edge of the junction. The sidewall contribution is
ncglected.

EXAMPLE

Calculate the zero-bias, emitter-base junction capacitance of the standard device of
Fig. 2.25.

We first estimate the impurity concentration at the emitter edge of the base region.
From Fig. 2.17. it can be seen that this concentration is approximately 10'7 atoms/cm’.
Frem the nemograph of Fig, 2.29, this abrupt junciion would have a zero-bias capacitance
per unit area of 10 * pF/lum>. Since the area of the bottom portion of the emitter-base
junction is 25 pm X 20 pm, the capacitance of the bottom portion is

Chotom = (500 pm?)( 10~ pF/um?) = 0.5 pF

Again assuming a cylindrical cross scetion, the sidewall arca is given by
Agidewall = 2 (25 pm + 20 pm) (g)(zs pmy = 333 “_mE

Assuming that the capacitance per unit area of the sidewall 1s approximately the same as
the bottom,

Coigowall = (353 wm3)(107% pFum?) = 0.35 pF
The total emitter-base capacitance is

Cjeﬂ = 0.85 pF

Curmrent Gain. As described in Chapter 1, the current gain of the transistor depends on
minority-cairier lifetime in the base, which affects the base transport factor, and on the
diffusion length in the emitter, which affects ihe emitter efficiency. In analog IC process-
ing, the base minority-carrier lifetime is sufficiently long that the base transport factor is
not a limiting factor in the [orward current gain in zpn transistors. Because the emitter
region 1s heavily doped with phosphorus, the minority-carrier lifetime 1s degraded in this
region, and current gain is limited primarily by emitter efficiency.!? Because the doping
level, and hence lifetime, vary with distance in the emitter, the calculation of emitter ef-
ficiency for the nps transistor is difficult, and measured parameters must be used. The
room-temperature current gain typically lies between 200 and 1000 for these devices. The
current gain falls with decreasing temperature. usually to a value of from 0.5 to .75 times
the room temperature value at —55°C.
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Typical Value, Typical Value,
5-0-cm17-pmepi 1-0Q-cm,10-pm epi
Parameter 44-V Device 20-V Device
By 200 _ 200
By 2 2
Vi 130 v v
7 2% 1073 2.8 % 1074
15 510 5A L5x10715 A
) 10 1°4 10770 A
BVero 0V 25V
BVegg 50V : 50V
BVEB,;] TV TV
TF 0.35 ns (+25 ns
Ts 400 ns 200 ns
Bo 200 150
¥y 200 0) 200 )
v, (saturation) 2000 750
o 20 20
Base-emuticr Cien 1pF 1.3pF
junction { i, 07V 07V
. 0.33 0.33
Base-collectlor Cuo 0.3 pF 0.6 pF
junction oy, 055V DoV
{ . 0.5 0.5
Collector- Cowy 3pF 3pF
substrate iy 052V - U358V
junction i, 0.5 {).5

Figure 2.30 Typical parameters for high-voltage inlegrated s pn transistors with 500 pm? emitter
area. The thick epi device is typical of those used in circuits operating at up to 44 V power-supply
voltage, while the thinner device can operate up to about 20 V. While the geometry of the thin epi
device is smaller, the collector-base capacitance is larger becausc of the heavier cpi doping. The
emitler-base capacilance is higher becausc the base is shallower, and the doping level in the basc
at the emitter-base junction is higher.

Summary of High-Voltage npn Device Parameters. A typical set of device parameters
for the device of Fig. 2.25 is shown in Fig, 2.30. This transistor geometry is typical of
that used for circuits that must operate at power supply voltages up to 40 V. For lower
operating voltages, thinner epitaxial layers can be used, and smaller device geometries
can be used as a resull. Also shown in Fig. 2.30 arc typical paramelers for a device made
with 1-£}-cm epi material, which is 10 pm thick. Such a device is physically smaller and
has a collector-emitter breakdown voltage of about 25 V.

Advanced-Technology Oxide-Isolated npn Bipolar Transistors. The structure ol an ad-
vanced oxide-isolated, poly-cmitter #pr bipolar transister is shown in plan view and cross
section in Fig. 2.31. Typical parameters for such a device are listed in Fig. 2.32. Note the
enormous reduction in device size, transit time, and parasitic capacitance compared to the
high-voltage, deep-diffused process. These very small devices achieve optimum perfor-
mance characteristics at relatively low hias currents, The value of 8 for such a device
typically peaks at a collector current of about 50 pA. For these advanced-technology tran-
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Figure 2.31 Plan view and cross section of a typical advanced-technology bipolar transisior. Note
the much smaller dimensicns compared with the high-voltage device.

ststors, the use ol ion implantation allows precise control of very shallow emitter
(0.1 pm)and base {().2 pm) regions. The resulting base width is of the order of 0.1 jum, and
(1.94) predicts a base transit time about 25 times smaller than the deep-dillused device of
Fig. 2.17. This is observed in practice, and the ion-implanted transistor has a peak fr of
about 13 GHz.

2.5.2 Integrated-Circuit pnp Transistors

Asmentioned previously, the integrated-circuit bipolar fabrication process 1s an outgrowth
of that used to build double-diffused epitaxial #pn transistors, and the technology inher-
ently produces npn transistors of high performance. Howcver, prp transistors of compa-
rable performance arc not casily produced in the same process, and the earliest analog
integrated circuits used no pap (ransistors. The lack of a complementary device for use
in biasing. level shifting. and as load devices in amplificr stages proved to be a severe




108 Chapter 2 = Bipofar, MOS, and BICMOS Integrated-Circuit Technology

Vertical npn Lateral pup
Transistor with 2 um?  Transistor with 2 um?
Paramcter Emitter Area Emitter Area
B 120 50
Br 2 3
V4 BV RIRY
Is 6x 107124 6x 107 %A
fc(_) 1 pA 1 pA
BVerp BV 14y
BVepn 18V 18V
BVigo 6v 18V
T 10 ps 650 ps
TR Sns Sns
Fh 400 £} 200 £}
r. 100 £} 200
Fox 40 0} 10 £}
Ciet 5fF 14 {F
Y. 0.8V 0.7V
N 0.4 0.3
Cuo 5IF 15 tF
1 0.6y oev
1. 0.33 0.33
CHO (Cfm'f)) 20(F 40 fF
Wi, 00V 06V
7 0.33 0.4

Figure 2.32 Typical device parameters for bipolar transistors in a low-voliage, oxide-isolated, ion-
implanted process.

hmitation on the performance attainable in analog circuits, leading (o the development
of several pnp transistor structures that are compatible with the standard IC fabrication
process. Becanse these devices utilize the lightly doped n-type epitaxial material as the
buse of the transistor, they are generally inferior to the npn devices in frequency response
and high-current behavior, but are useful nonetheless. In this section, we will describe the
lateral pnp and substrate pnp structures.

Lateral pnp Transistors. A typical lateral pnp transister structure fabricated in a high-
voltage process is illustrated in Fig. 2.334.!* The emitter and collector are formed with
the same diffusion that forms the base of the npr transisters. The collector is a p-lype
ring around the cmitter, and the base contact is made in the n-type epi material outside
the collector ring. The flow of minority carriers across the base is illustrated in Fig. 2.335.
Holes are injected from the emiticr, flow parallel to the surface across the n-type base
region, and ideally are collected by the p-type collector before reaching the base contact.
Thus the transistor action is lateral rather than vertical as in the case for npn transistors.
The principal drawback of the structure is the fact that the base region is more lightly doped
than the collector. As a result, the coilector-basc depletion layer extends almost entirely
mte the base. The base region must then be made wide enough so that the depletion layer
does not reach the emitter when the maximum collector-emitter voltage is applied. In a
typical analog IC process, the width of this depletion layer is 6 wm to 8 wm when the
collector-cmitter voltage is in the 40-V range. Thus the minimum base width for such a
device is about 8 um, and the minimum base transit time can be estimated from ( 1.99)
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Figure 2.33 (a) Lateral pnp structure fabricated in a high-voltage process,
as |
Wi
TF = o5 2.20
T = 3D, (2.20)

Useof Wy = § wmand ), = 10 cm?/s (for holes) in (2.20) aives
T = 32 ns

This corresponds to a peak fr of 5 MHz, which is a factor of 100 lower than a typical npn
transistor in the same process.

The current gain of lateral prp transistors tends to be low for several reasons. First,
minority carriers (holes) in the base are injected downward [rom the emitier as well as
laterally, and some of them are collected by the substrate, which acts as the collector of
a parasitic vertical prp transistor. The buricd layer scts up a retarding ficld that tends
to inhibit this process, but it still produces a measurable degradation ol 8r. Sccond, the
emitter of the parp is not as heavily doped as is the case for the npa devices, and thus the
emitter injection efficiency given by (1.51b} is not optimized for the prnp devices. Finally,
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Figure 2.33 (&) Minority-carrier low in the lateral prp lransistor,

the wide base of the lateral pnp results in both a low cmitter injection elficiency and also
a low base transport factor as given by (1.51a).

Ancther drawback resulting from the use of a lightly doped basc region is that the
current gain of the device falls very rapidly with increasing collector current due to high-
level injection. The minority-carrier distribution in the basc of a lateral prp transistor in
the forward-active region is shown in Fig. 2.34. The collecter current per unit of cross-
scclional area can be obtained from (1.32) as

pal0)
P WB

Jp = gD (2.21)

tnverting this relationship, we can caleulate the minority-carricr density at the emiller edge
of the base as
J 1] WB

A(0) =
p aD,

(2.22)

As long as this concentration is much less than the majority-carricr density in the base,
low-level injection conditions exist and the base minority-carrier lifctime remains con-
stant. However, when the minority-carrier density becomes comparable with the majority-
carrier densily, the majority-carrier density must increase to maintain charge neutrality
in the base. This causes a decrcase in Br for two reasons. First, there is a decrease in
the effective lifctime of minority carriers in the basce since there is an increased number
of majority carricrs with which recombination can occur. Thus the base transport factor
given by {1.51a) decreases. Sccond, the increase in the majority-carrier density represents
an effective ncrease in base doping density. This causes a decrease in emitter injection
efficiency given by (1.515), Both these mechanisms are also present in #pn transistors,
but occur al much higher current levels due to the higher doping density in the base of the
it pr ransistor.

T Minority-carrier
concentration

P n il
Emitter Base Collactar

7 0)

Figure 2.34 Minorily-carrier distribu-
tion in the base of a latcral prp tran-
sistor in the forward-active region,
Emitter-baseﬁl I Wy oo - Collection-base  This distribution is that observed
depletion layer depletion iayer  (hrough scetion x-x' in Fig. 2.33b.
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The collector current at which these effects become significant can be calculated for
a lateral pnp (ransistor by equating the minority-carricr concentration given by (2.22) to
the equlibrium majority-carrier concentration. Thus

J,Weg

=y, =N 23
D, f D (2.23)

where (2.1} has been substituted for 7, and Np is the donor density in the prp base (npn
collector). From (2.23), we can calculate the collector current for the onset of high-level
injection in a prp transistor as

_ QAN[JDP
Wg

where A is the eflcclive area of the emitler-base junction. Note that this current depends
directly on the base doping density in the transistor, and since this is quite low in a lateral
pap transistor. the current density at which this fall-off begins is quitc low.

Lateral pap transislors are alse widely used in shallow oxide-isolated bipolar IC tech-
nologies. The device structure used is essentially identical to that of Fig. 2.33, except that
the device area is orders of magnitude smaller and the junction isolation is replaced by
oxide 1solation. Typical parameters fer such a device are listed in Fig, 2.32. As in the case
ol npn transistors, we see dramatic reductions in device transit time and parasitic capac-
ilance compared to the high-voltage, thick-epi process. The value of 8 for such a device
typically peaks at a collector current of about 50 nA,

Ic (2.24)

EXAMPLE

Calculate the collector current at which the current gain begins to fall for the pr p structure
ol Fig. 2.33a. The effective cross-sectional area A of the emitter is the sidcwall area of the
emitter, which is the p-type diffusion depth multiplied by the periphery cof the emitter
multiplied by /2.

A= (3 pm)30 pm + 30 pm + 30 pm + 30 um) (g—) = 565 pm? = 5.6 X 10 % em?

The majorily-carrier density is 10! atoms/cm® for an epi-layer resistivity of 5 (-cm. In
addition, we can assume Wg = 8 pm and D, =10 cm?/s. Substitution of this data in
(2.24) gives

_ -6 o -19 I3 : 1 —
Ie =56 X 1077 X L6 X 1077 X 107 X ]UWA = 1.2 pA
The typical lateral pap structure of Fig. 2.33a shows a low-cwrrent beta of approximately
30 to 50, which begins to decrease at a collector current of a [ew tens of microamperes,
and has fallen to less than 10 at a collecior current of 1 mA. A typical set of parameters
for a structure of this type is shown in Fig. 2.35. Note that in the lateral pap transistor, the
substrate junction capacitance appears between the base and the substrate.

Substrate pnp Transistors.  Onc reason for the poer high-current performance of the lateral
prp s the relatively small effective cross-sectional area of Lthe emitter, which results from
the lateral nature of the injection, A common application for a prp transistor is in a Class-
B outpul stage where the device is called on to operate at collector currents in the 10-mA
range. A lalcral pnp designed to do this would require a large amount of die area. In
this application, a different structure is usually used in which the substrate itself is used
as the collector instcad of a diffused p-type region. Such a substrate pnp transisior in a
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Typical Value, Typical Value,
5-0Q-em,17-pmepi  1-Q-cm, 10-pm cpi

Parameter  44-V Device 20-V Device

By 50 20

Br 4 2

Va4 S0V 50V

) 5x 107 5x 10 ¢

Iy 2XI107 A 2x 107RA

Ieo 16 '"A 510 %A

BVeeo 60 v (1A

BVrro 9V B1EAY

BVenn 90 v S0V

T 3 ns 20 ng

Tre 3000 ns 2000 ns

B 50 20

Py 300 150 Q)

re 100 Q2 750}

Fea 10 0} 100
Basc-cmitter Cho 0.3 pF 0.6 pIf
junction { Yo 055V 06V

He 1.5 0.5
Basc-collector [ Cup 1 pF 2pF
junction { T 055V oV

#, 0.5 0.5
Base-substrate [ Cun 3pk 3.5 pF
junction Wi 052V 1L58V

B, 0.5 0.5

Figure 2.35 Typical parameters for lateral prp transistors with 900 pwm? emilter arca in a high-
voltage, thick-epi process.

high-voltage, thick-epi process is shown in Fig. 2.36q. The p-type emitter diffusion for this
particular substrate prp geometry is rectangular with a rectangular hole in the middle. In
this hole an #' region is formed with the apn emitter dillusion to provide a contact [or
the a-lype base. Because of the lightly doped base material, the series base resistance can
become quite large if the basc contact is far removed [rom the active base region. In this
particular structure, the #™ base contact diffusion is actually allowed to come in contact
with the p-type emitter dittusion, in order to get the low-resistance base contact diffusion
as close as possible to the active base. The only drawback of this, in a substrate prp
structure, 1s that the emitter-base breakdown voltage is reduced to approximately 7 V. If
larger emitter-basc breakdown is required, then the p-emitter diffusion must be separated
from the #™ basc contact diffusion by a distance of about 10 um to 15 p.m. Many variations
exist on the substrale pnp geometry shown in Fig. 2.36a. They can also be realized in thin-
epi, oxide-isolated processes,

The minority-carrier flow in the [erward-active region is illustrated in Fig. 2.3654. The
principal advantage of this device is (hat the current flow is vertical and the effective
cross-sectional area of the emitter is much larger than in the case of the lateral prp for the
same ovcrall device size. The device is restricted to use in cmitter-follower configuralions,
however, since the collector is elecirically identical with the substrate that must be tied to
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Figure 2.36 (a) Substrate prp structure in a high-voltage, thick-epi process.
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Figure 2.36 (&} Minority-carricr [low in the substrate pup tzransistor.
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the most negative circuit potential, Other than the better current-handling capability, the
properties of substrate pap transistors are similar to those for lateral pnp transistors since
the base width is similar in both cases. An important consideration in the design of sub-
strate prp structurcs 1s that the collector current flows in the p-substrate rcgion, which
usually has relatively high resistivity. Thus, unless care is taken to provide an adequate
low-resistance path for the collector current, a high series collector resistance can result.
This resistance can degrade device performance in two ways. First, large collector curtents
inthe prp can cause cnough voltage drop in the substrate region itseff that other substrate-
epitaxial laycr junctions within the circuit can become forward biased. This usually has a
catastrophic effect on circuit performance. Second, the effects of the collector-base junc-
tion capacitance on the pnp are multiplied by .the Miller effect resulting from the large
series collector resistance, as described further in Chapter 7. To minimize these effects,
the collector contact is usually made by contacting the isolation diftusion immediately ad-
jacent to the substrate pup itself with metallization. For high-current devices, this isolation
diffusion contact is made to surround the device to as great an extent as possible.

The properties of a typical substrate pnp transistor in a high-voltage, thick-epi process
are summarized in Fig. 2.37. The dependence of current gain on collector current for a
typical npn, lateral pnp, and substrate pap transistor in a high-voltage, thick-epi process
are shown in Fig. 2.38. The low-current reduction in 8, which is apparent for all three

Typical Value, Typical Value,
5-2-cm, }7-pmepi  1-Q-¢m, 10-pum cpi
44-V Device 20-V Device
5100 pm? 5100 pm?
Parameter Emitler Arca Emitter Area
B¢ 50 30
Br 4 2
Vi S0V oV
1 5% 104 9 x 1074
I 079 A 1079 A
Ico 2x10 A 2x1070 A
BVerpas 60 v Y
BV eno v 5V
BVI_'.'BU TVoro0v TVors0V
T 20 ns 14 ns
T 2000 ns 1000 ns
Bn 50 30
s 150 02 500
£ 500 300
Fux 20 20
Base-emiticr Ciu 0.5pF 1 pF
junction { it 055V 058V
n, {.5 (.5
Base-collecior Cuo 2pF 3pF
Jjunction yry, 032V 058V
{ ", {.5 0.5

Figure 2,37 Typical device parameters [or a substrate pap with 5100 pum? emitler arca in a high-

voltage, thick-epi process.
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1000 ;
T — npn transistor with 500 um?
Br emitter area
100 ]

Substrate pap transistor
B with 5100 um? emitter area

Lateral prp transistor with |
900 pm? emitter area Figure 2.38 Currcnt gain as

a funclion ol collector current

for typical lateral pap, sub-

10 | | | | | | strate prp, and npi lransistor
O1pA 1TpuA  10pA 100pA 1mA 10mMA 100 mA gcometries in a high-voliage,
Collector current — thick-epi process,

devices, is due to recombination in the base-emitter depletion region, described in Scction
1.3.5.

2.6 Passive Componenis in Bipolar Integrated Circuits

In this scction, we describe the structures available to the integraled-circuit designer for re-
alization of resistance and capacitance. Resistor structures include base-diffused, emitter-
diffused, ion-implanted. pinch, epitaxial. and pinched epitaxial resistors. Other resistor
technologics, such as thin-film resistors, are considered in Scction 2.7.3. Capacitance
structurcs include MOS and junction-capacitors. Inductors with values larger than a few
nanohenries have not proven te be feasible in monolithic technology. However, such small
inductors arc useful in very-high-frequency integrated circuits. 1519

2.6.1 Diffused Resistors

In an carlicr section of this chapter, the sheet resistance of a diffused layer was calcu-
lated. Integrated-circuit resistors arc generally fabricated using one of the diffused or
ion-implanted layers formed during the fabrication process, or in seme cases a combi-
nation of two layers. The layers available for use as resistors include the base, the emitter,
the epitaxial layer. the buried layer, the active-base region layer of a (ransistor, and the
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Figure 2.39 Basc-diffuscd resistor structure.

epitaxial layer pinched between the basc dilfusion and the p-type subsirate. The cheice of
laycer generally depends on the value, (olerance, and temperature cocfficient of the resistor
required,

Base and Emitter Diffused Resistors. The structure of a typical basc-diffused resistor in
a high-voltage process is shown in Fig. 2.39. The resister is formed from the p-type base
diffusion for the npn transistors and is situated in a separate isolation region. The epitaxial
region into which the resistor structure is diffused must be biased in such a way that the pn
junction belween the resistor and the cpi layer is always reverse biased. For this reason, a
contact is made to the n-type epi region as shown in Fig. 2.39, and it i connected either to
that end of the resistor that is most positive or (o a potential that s more positive than either
end of the resistor. The junction between these (wo regions contributes a parasitic capac-
itance between Lhe resistor and the epi layer, and this capacitance is distributed along the
length of the resistor. For most applications, this parasitic capacitance can be adequately
modeled by separaling it into two lumped portions and placing one lump at each end of
the resistor as illusiraied in Fig. 2.40.
The resistance of the structure shown in Fig. 2.39 is given by (2.10} as
R = %RD

where L 15 the resistor length and W is the width. The base sheet resistance R lies in the
range 100 to 200 £2/[], and thus resistances in the range 50 €} to SO k() arc practical using
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Resistor R=R %) Resistar
contact W contact
= W\. -

+ 1 e ¢ | +
¥y T 2 2T Vs

l

Isolation
region Figure 2.40 Lumpcd model for the base-diffused
contact resislor,

the base diffusion. The resistance contributed by the clubheads at each end of the resistor
can be signilicant, particularly for small values of L/W. The clubheads are required to
allow space for ohmic contact to be made at the ends of the resistor.

Since minimization of die area is an important objcclive, the width of the resistor is
kept as small as possible, the minimum practical width being limited to about 1 pm by
photolithographic considerations. Both the tolerance on the resistor value and the precision
with which two identical resistors can be matched can be improved by the use of wider
geometries. However, fer a given base sheet resistance and a given resistor value, the area
occupled by the resistor increases as the square of its width. This can be seen from (2. 10)
since the ratio L/W 1s constant.

In shallow 1on-tmplanted processes, the ion-implanted base can be used in the same
way to form a resistor.

EXAMPLE

Calculate the resistance and parasitic capacitance of the base-diffused resistor structure
shown in Fig. 2.39 for a base sheet resistance of 100 /0], und an epi resistivity of
2.5 Q2-em. Neglect end effects. The resistance is simply

100 pm

): 1 ki)

The capacitance is the total area of the resistor multiplied by the capacitance per unit area.
The area of the resistor bedy is

Ay = (10 um)(100 wm) = 1000 pwm?
The area of the clubheads is
Ay =230 pm X 30 um) = 1800 pm?

The total zero-bias capacitance is, from Fig. 2.29,
Ci = (107* pF/u.m*)(2800 um?) = 0,28 pF

As a first-order approximation, this capacitance can be divided into two parts, one placed
at cach cnd. Note that this capacitance will vary depending on the voltage at the clubhead
with respect 1o the epitaxial pocket.

Emitter-dillused resistors are fabricated using gcometries similar to the base resistor,
but the emitter diffusion is used to form the actnal resistor. Since the sheet resistance of
this diffusion is in the 2 to 10 €/[] range, these resistors can be used to advantage where
very low resistance values are required. In fact, they are widely used simply to provide a
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Figure 2.41 Pinch resistor structure.

crossunder beneath an aluminum metallization interconnection, The parasitic capacitance
can be calculated in a way similar to that for the base diffusion. However, thesc resistors
have different temperature dependence from base-diffused resistors and the two types do
not track with temperature.

Base Pinch Resistors. A third layer available for usc as a resistor is the layer that forms the
active base region in the i pn transistor. This Yayer is pinched between the 1! emitter and
the n-type collecter regions, giving rise to the term pinch resistor. The layer can be elec-
trically isolated by reverse biasing the emitler-base and collector-base junctions, which is
usually accomplished by connecting the r-type regions o the most positive end of the re-
sistor. The structure of a typical pinch resistor is shown in Fig. 2.41; the #* diffusion over-
laps the p-diffusion so that the n* region 1s electrically connected to the p-lype epi region.
The sheet resistance is in the 5 k{2/[ ] to 15 k€2/J range. As a result, this resistor allows
the fabrication of large values of resistance. Unfortunately, the sheet resistance undergoes
the same process-related variations as does the (g of the transistor, which is approxi-
matcly =50 pereent. Also. because the material making up the resistor itself is relatively
lightly doped, the resistance displays a relatively large variation with temperature. An-
other significant drawback is that the maximum voltage that can be applicd across the
resistor 1s himited to around 6 V because of the breakdown voltage belween the emitter-
diffused top layer and the base diffusion. Nonetheless, this type of resistor has found
wide application where the large tolerance and low breakdown voltage are not significant
drawbacks.
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2.6.2 Epitaxial and Epitaxial Pinch Resistors

The limitation of the pinch resistor to low operating voltages disallows its use in circuits
where a small bias current is to be derived directly from a power-supply voltage of more
than about 7 V using a large-valuc resistor. The epitaxial layer itself has a sheet resistance
much larger than the base dillusion, and the epi layer is often used as a resistor for this
application. For example, the shect resistance of a 17-pum thick, 5-{2-cm epi layer can be
calculated from (2,11) as

Pepi _ S-Q.-CTT]
T (17 wm) X (10~* ¢m/pm)

Rp = = 2.9k(/O {2.25)
Large values of resistance can be realized in a small arca using structures of the typc shown
in Fig. 2.42. Again, because of the light doping in the resistor body, these resistors display
a rather large temperawre coefficient. A still larger shect resistance can be obtained by
pulling & p-type base diffusion over the top of an epitaxial reststor, as shown in Fig. 2.42.
The depth of the p-type base and the thickness of the depletion region between the p-type

epi resistor
fno top p~
diffusion)

[

Substrate

:
;

epl-FET with top plate
{two alternate symbols)

=

X
i — ¢ e ¢ —

Resistor Opticnal p cap Resistor
contact

LIt i ptypesubstrate S

Figure 2.42 Epitaxial resistor structure. The p-cap diffusion is optional and forms an epitaxial
pinch resislor.
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Sheet p Absolule Matching
Resistor Type /0 Tolerance (%)  Tolcrance (%) Temperature Coefticient
Base diffused 100 to 200 +20 ~ =205 pm wide) (+1500 to +2000) ppm/°C
+0.2(50 wm wide)
Emitter diffused 210 10 +20) +2 +600 ppm/°C
Ton implanted 100w 1060 +3 * 1{5 pm wide) Controllable
*0.1(30 pm wide)  to =100ppm/°C
Base pinch 2k to 10k +50 +10 +2500 ppm/°C
Epitaxial 2k to 5k *30 +5 +3000 ppv°C
Epitaxial pinch 4k to 10k =50 +7 +3000 ppm/°C
Thin film 0.1k to 2k 5t =20 t02t0x2 (=10 to 2000 ppnmit°C

Figure 2.43 Summary of resistor properties for dilferent types of IC resistors.

base and the n-type epi together reduce the thickness of the resistor, increasing its sheet
resistance. Such a structure actually behaves as a junction FET, in which the p-type gatc
is tied to the substrate,!’

The properties of the varjous diffused and pinch-resistor structures are summarized in
Fig. 2.43.

2.6.3 Integrated-Circuit Capacitors

Early analog integrated circuits were designed on the assumption that capaciters of usable
value were impractical to integrate on the chip because they would take too much arca,
and cexlermnal capacitors were used where required. Monolithic capacitors of valuc larger
than a [ew tens of picofarads arc still expensive in terms ol die area. As a result, design ap-
proachcs have evolved for monolithic circuits that allow small values of capacitance (o be
used to perform functions that previeusly required large capacitance values. The compen-
sation of operational amplificrs is perhaps the best example of this result, and monolithic
capacitors are now widely uscd in all types of analog integrated circuits. These capacitors
fall into two categories. First, pr junctions under reverse bias inhcrently display depletion
capacitance, and in certain circumstances this capacitance can he cffectively utilized. The
drawbacks ol junction capacitance are that the junction must always be kept reverse bi-
ased, that the capacitance varies with reverse voltage, and that the breakdown voltage is
only about 7 V for the emitter-base junction, For the collector-base junction, the breakdown
voltage is higher, but the capacitance per unit arca is quite low.

By far the most commonly used monolithic capacitor in bipolar technology is the MOS
capacitor structure shown in Fig. 2.44, In the fabrication sequence, an additional mask
step 1s inserted to define a region over an emitler diffusion on which a thin layer of silicon
dioxide is grown. Aluminum metallization 1s then placed over this thin oxide, producing
a capacitor between the aluminum and the emitter diffusion, which has a capacitance of
0.3 fF/pm? 0 0.5 fF/um? and a breakdown voltage of 60 V to 100 V. This capacitor is
extremely linear and has a low temperature coefficient. A sizable parasitic capacitance
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Ciso 18 present between the n-type bottom plate and the substrate becausc of the deple-

tion capacitance of the epi-substrate junction, but this parasitic is unimportant in many
applications.

2.6.4 Zener Diodes

As described in Chapter 1, the emitter-base junction of the # pn transistor structurc displays
a reverse breakdown voltage of between 6 V and 8 V, depending on processing details.
When the total supply veltage is more than this value, the reverse-biased, cmitter-base
junction s useful as a voltage reference for the stabilization of bias reference circuils,
and for such functions as level shifting, The reverse bias 7-V characteristic of a typical
emittcr-base junction is illustrated in Fig. 2.45a.

An important aspect of the behavior of this device is the temperature sensitivily of the
breakdown voltage. The actual breakdown mechanism is dominated by quantum mechan-
ical tunneling through the depletion layer when the breakdown voltage is below about 6 V;
it is dominated by avalanche mulitiplication in the depletion layer at the larger breakdown
voltages. Becausc these two mechanisms have opposite temperature coefficients of break-
down voltage, the actually observed breakdown voltage has a temperature coefficient that
varies with the value of breakdown voltage itself, as shown in Fig. 2.455.
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2.6.5 Junction Diodes

Junclion diodes can be formed by various connecticns of the nps and pr p transistor strug-
tures, as illustrated in Fig. 2.46. When the diode is forward bhiased in the diode conncctions
a. b, and d of F1g. 2.46, the collecter-base junction becomes forward biased as well. When
this occurs, the collector-base junction injects holes into the epi region that can be col-
lected by the reverse-biased, epi-isolation junction or by other devices in the same isola-
tion region. A similar phenomenon occurs when a transistor enters saturation. As a result,
subsirate currents can flow that can cause voltage drops in the high-resistivity substratc
material, and other epi-iselation junctions within the circuit can become inadvertently for-
ward biased. Thus the diode connections of Fig. 2.46¢ are usually preferable since they
keep the base-collector junction at zero bias. These connections have the additional ad-
vanlage of resulting in the smallest amount of minority charge storage within the diode
under {orward-bias conditions.




2.7 Modifications to the Basic Bipolar Process 123

(h)

gioe
A

[

A (s

{c)

{d)

i

218

Figure 2.46 Diode connccetions for kpa and pnp
transistors.

2.7 Modifications to the Basic Bipolar Process

The basic high-voltage bipoelar IC fabrication process described previously can be modified
by the addition of extra processing steps to produce special devices or characteristics.

2.7.1 Dielectric Isolation

We first consider a special isolation technique—diefecrric isolarion—that has been used in
digital and analog integrated circuits that must operate at very high speed and/or must op-
erate in the prescnce ol large amounts of radiation. The objective of the isolation technique
15 to electrically isolate the collectors of the devices from cach other with a layer of silicon
dioxide rather than with a p# junction. This layer has much lower capacitance per unit area
than a pa junctien, and as a result, the collector-substrate capacitance of the transistors is
greatly reduced. Also, the reverse photocurrent that occurs with junction-isolated devices
under intense radiation is eliminated.

The fabrication scquence used for dielectric isolation is illustrated in Figs. 2.47a-d.
The starting material 13 a waler of n-Lype material of resistivity appropriate for the cellector
region of the transistor, The [irst step is to etch greoves in the back side of the starting
wafer, which will become the isolation regions in the finished circuit. These grooves are
about 20 p.m deep for typical analog circuit processing. This siep, called moat etch, can
be accomplished with a varicty of techniques, including a preferential etch that allows
precise defimitjon of the depth of the moats. Next, an oxide is grown on the surface and
a thick layer of polycrystalline sificon is deposited on the surface. This layer will be the
mechanical support for the finished wafer and thus must be on the order of 200 pm thick.
Next, the starting wafer is ctched or ground from the top side until it is entirely removed
except for the material tefl in the isolated islands between the moats, as illustrated in
Fig. 2.47¢. After the growth of an oxide, the wafer is rcady [or the rest of the standard
process sequence. Note that the isolation of each device is accomplished by means of an
oxide layer.




124 Chapter 2 = Bipolar, MOS, and BICMOS integrated-Circuit Technology

/-» Moat etch \

- - Polyerystalline silicon - -

Grind off starting wafer

()

Emitter Base Collector

~

ST T LT T, ST M Cride isolation . L7
. Polycrystailine silicon-, .- .-,

{ef)
Figure 2.47 Fabrication steps in diclectric 1solation. (¢) Moat ¢ich on betlom of starting wafer. (b)

Deposit polyerystalline silicon support layer. (¢) Griad off starting waler and polish. () Carry out
standard process. starting with basc mask.

2.7.2 Compdtible Processing for High-Performance Active Devices

Many specialized circuit applications require a particular type of active device other than
the npn and pap transistors that result from the standard process schedule. These include
high-beta (superbera) npn transistors for low-input-current amplifiers, MOSFETSs for ana-
log switching and low-input-current amplifiers, and high-speed pnp (ransistors fer fast
analog circuits. The fabrication of these devices generally requires the addition of one or
more mask steps to the basic fabrication process. We now describe ihese special structures.

Superbeta Transistors. Onc approach to decreasing the input bias current in amplifiers is
to increase the current gain of the input stage transistors.'* Since a decrease in the base
width of a transistor improves both the base transport factor and the cmitter efficiency
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(see Section 1.3.1), the current gain increases as the base width is made smaller. Thus
the current gain of the devices in the circuit can be increased by simply increasing the
emitter diffusion time and narrowing the base width in the resulting devices. However,
any increase in the current gain also causes a reduction in the breakdown voltage BV czo
of the transistors. Section 1.3.4 shows that

BVopp = e (2.26)

where BV 0 is the plane breakdown voltage of the collector-base junction. Thus for a
given epitaxial layer resistivity and corresponding collector-base breakdown voltage, an
increase in beta gives a decrease in BVepp. As a result, using such a process modification
to increase the beta of all the transistors in an operational amplifier is not possible because
the modified transistors could not withstand the required operating voltage,

The problem of the (rade-off between current gain and breakdewn voltage can be
avoided by fabricating two different types of devices on the same die. The standard device
is similar to conventional transistors in structure, By inserting a second diffusion, however,
high-beta devices also can be formed. A structure typical of such devices is shown in
Fig. 2.48. These devices may be made by utilizing the samc base diffusion for both devices
and using separate emitler diffusions, or by using two different base diffusions and the
same emitter diffusion. Both techniques are used. If the superbeta devices arc used only as
the input transistors in an operational amplificr, they are not required to have a breakdown
voltage of more than about 1 V. Therefore, they can be diffused to extremely narrow base
widths, giving currenl gain on the order of 2000 to 5000. At these base widths, the actual
breakdown mechanism is often no Jonger collecter multiplication at all but is due to the
depletion layer of the collector-base junction depleting the whole base region and reaching
the cmitter-base depletion layer. This breakdown mechanism is called punchthrough. An
application of these devices in op-amp design is described in Section 6.9.2.

MOS Transistors. MOS (ransistors are useful in bipolar inlegrated-circuit design because
they provide high-performance analog switches and low-input-current amplifiers, and par-
ticularly becanse complex digital logic can be realized in a small area using MQOS technol-
ogy. The latter considcration is important since the partitiening of subsystems into analog
and digital chips becornes more and more cumbersome as the complexity of the individuat
chips becomes greater,

Metal-gate p-channcl MOS transisters can be formed in a standard high-voltage bipo-
lar analog IC process with one extra mask step.'® I[ a capacitor mask is included in the

Base width Base wicdth
Wy =01 um-0.2 um Wy;=05pum~1 um

vvvvv

" p-type substrate” -
Super—pB transistor, Standard transistor,
B = 2000-5000 f=200-500

Figure 2.48 Superbela device structure.
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Figure 2.49 Compatible p-channel MOS transistor.

original sequence, then no extra mask steps are required. As illustrated in Fig. 2.49, the
source and dramn are formed in the epi matcrial using the base diffusion. The capacitor
mask is used to define the oxide region over the channel and she aluminum metallization
forms the metal gate.

A major development in IC processing in rccent years has been the combination on
the same chip of high-performance bipolar devices with CMOS devices in a BiICMOS
process. This topic is considered in Section 2.11.

Double-Diffused pnp Transistors. The imited [requency response of the lateral prp tran-
sistor places a limitation on the high-frequency performance attainable with certain types
of analog circuits. While this problem can be circumvented by clever circuit design in
many cases, the resulting circuit is often quite cemplex and costly. An alternative ap-
proach is to usc a more complex process that produccs a high-speed, double-diffused pnp
transistor with propertics comparable to those of the npn transistor.?” The process usually
utilizes three additional mask steps and diffusions: one to form a lightly doped p-type re-
gion, which will be the collector of the pap; one a-type diffusion to form the base of the
pap; and one p-type diffusion 1o form the emitter of the prnp. A typical resulting structure

Base »* contact diffusion, rwell for pnp and third isolation, done after second
same as emitter diffusicn epi. Predeposition is a boron implant
n* collector sink for #pr, (phosghorous)
done after second epi
Base and emitter of spn
Apn
C \ B ¥l

for npn
D ptype substrate LA TSN T

Base »~ region tor pap,
predeposition is a
phosphorous implant

¢

Buried layer for apn, done after
first epi {arsenic predeposition)

Emitter p* diffusion for
pnap, also forms collector
pt contact
First isolation diffusion, done

Second epitaxial growth (i type) on starting wafer before first epi

pap buried layer and second isolation, done
after first epi. Predeposition is a boron implant

First epitaxial growth (» type)

Figure 2.50 Compatible double-ditfused prp process.
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is shown in Fig. 2.50. This process requires 10 masking steps and two cpitaxial growth
steps. Oxide rsolation and pely-emitter technology have been incorporated into more ad-
vanced versions of this process,

2.7.3 High-Performance Passive Components

Diffused resistors have three drawbacks: They have high temperature coefficicnts, they
have poor tolerance, and they are junction-isolated. The latter means that a parasitic ca-
pacitance is associated with cach resistor, and exposure to radiation causcs pholocurrents
t0 flow across the isolating junction. These drawbacks can be overcome hy the use of
thin-film resistors deposited on the top surface of the dic over an insulating layer of ox-
ide, Alter the resistor material itscif is deposited, the individual resistors are defined in a
conventional way using a masking step. They are then inlerconnected with the rest of the
circuit using the standard aluminum interconnect process. The most commen materials for
the resistors are nichrome and tantalum, and a typical structure is shown in Fig. 2.51. The
properties of the resulting resistors using these materials arc summarized in Fig. 2,52,

2.8 MOS Integrated-Circuit Fabrication

Fabrication technelogics for MOS integrated circuits span a considerably wider spectrum
ol complexity and performance than those for bipolar technology. CMOS technologics pro-
vide two basic types of transistors: enhancement-mode n-channel transistors {which have
positive thresholds) and enhancement-mode p-channel transistors (which have ncgative
thresholds). The magnitudes of the threshold veltages of these transistors are typically set
to be 0.6 V to 0.8 V so that the drain current resulting from subthreshold conduction with
£CT0 gate-source voltage is very small. This property gives standard CMOS digital circuits
high noise margins and essentially zero static power dissipation. However, such thresholds
do not always minimize the rotal power dissipation because significant dynamic power is

Tantalum resistor

Deposited oxide
passivation layer Plan

Aluminum
\ ; \ contact
Aluminum ? S o
contact 8i0,
Silicon substrate

Tantalum

thin-film

layer Sectian
Figure 2.51 Typical thin-film resistor structure.
Cennet
Ni¢hrome Tantalum (Cr-Si0))
Range of sheet resistance (£2/00) 10 to 1000 10 to 1000 30 to 2500

Temperature coefficient (ppm/°C}  =10t0 2130 =510 2200  =5Gto =150

Figure 2.52 Properties of monolithic thin-film resistors.
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dissipated by charging and discharging internal nodes during logical transitions, especially
for high clock rates and pewer-supply volitages.?! To reduce the minimum required supply
voltage and the total power dissipation for some applications, low-threshold, enhancement-
modc devices or depletion-mode devices are sometimes used instead of or along with the
standard-threshold, enhancement-mode devices. For the sake of illustration, we will con-
sider an example process that contains cnhancement-mode #2- and p-channel devices aleng
with a depletion-mode n-channel device,

CMOS technologies can utihize either a p-type or a-type substrate, with the comple-
mentary device type formed in an implanted well of the opposite impurity type. We will
Lake us an example a process in which the starting material is p-type. The starting material
is a silicon wafer with a concentration in the range of 1014 to 101% atoms/em®. In CMOS
tlecchnology, the first step is the formation of a well of opposite impurity-type matcrial where
the complementary device will be formed. In this case, the well is n-type and is formed by
a masking operation and 1on implantation ol a donor species, typically phosphorus. Sub-
sequent diffusion results in the structure shown in Fig, 2.53. The surface concentralion in
the well [ollowing diffusion is typicalty between 10" and 10'® atoms/cm?®.

Next, a layer of silicon nitride 1s deposiled and defined with a masking opcratien so
that nitride is lelt only in the areas that are to become active devices. After this masking
operation, additional ion implantations are carried oul, which increase the surface con-
centrations in the arcas that are not covered by nitride, called the field regions. This of-
ten involves an extra masking operation so that the surface concentration in the well and
that in the substratc arcas can be independently controlled by means of separate implants.
This ncrease in surfacc concentration in the field is nccessary because the field regions
themselves are MOS transistors with very thick gatc oxide. To properly isolate the active
devices from onc another, the field devices must have a threshold voltage high cnough
that they never turn on. This can be accomplished by in¢reasing the surface concentration
in the field regions. Following the field implants, a lecal oxidation is performed, which
results in the structure shown in Fig. 2.54.

/ S0, {thin) / n-type well

r

0l p-type substrate LU L

Figure 2.53 Cross scction of sample following implantation and diffusion of the n-lypc well. Sub-
sequent processing will result in formation of an #-channel device in the unimplanted p-lype por-
tions of the subsirate and a p-type transistor in the n-lype well region.

:Thick 5i0, e Implanted p-layer

L : .,-:';-tY.P‘_:-' ‘Sul:gét}'a{te B g

Implanted »-layer

5i0

Figure 2.54 Cross section of the sample following field implant steps and licld oxidation.
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Figure 2,55 Cross section of the sample following deposition and definition of the polysilicon gatc
layer. Ion implantations have been performed in the thin-oxide regions to adjust the thresholds of
the devices,

After field-oxide growth, the nitride is removed [rom the active arcas, and implan-
lation steps are carricd out, which adjust the surface concentrations in what will become
the channel of the MOS transistors. Equation 1.139, applied to the deping levels usually
found 1n the active-device areas, gives an a-channel threshold of within a few hundred
millivelts of zero, and p-channel threshold of about —2 V. To shift the magnitudes of the
device threshold voltages to 0.6 V 10 0.8 V, an implantation step that changes the impurity
concentration at the surfacc in the channel regions of the two transistor types is nsually
included. This shift in threshold can sometimes be accomplished by using a single sheet
implant over the entire walcr, which stmultancously shifts the thresholds of both types of
devices. More typically, however, two separate masked implants arc used, one for each
device type. Also, if a depletion-mode n-channel device is included in the process, it is
defined at this point by a masking operation and subsequent implant Lo shift the threshold
of the selected devices to a negative value so that they are normally on.

Next, a laycr of polysilicon is deposited, and the gates of the various devices are de-
fined with a masking operation. The resulting structure is shown in Fig. 2.55. Silicon-gate
MOS technology provides threc materials that can be used for interconnection: polysili-
con. diffusion, and several layers of metal. Unless special provision is made in the process,
connections between polysilicon and diffusion layers require a metallization bridge. since
the polysilicon layer acts as a mask for the diffused layers. To provide a direct electrical
conncetion between pelysilicon and diffusion laycers, a buried contact can be included just
prior o the polysilicon deposition. This masking operation opens a window in the sili-
con dioxide under the polysilicon, allowing it to touch the bare silicon surface when it
is deposiled, forming a direct polysilicon-silicon contact. The depletion device shown in
Fig. 2.535 has such a buried contact connecting its source to its gate.

Next, a masking operation is performed such that photoresist covers the p-channel
devices, and the wafer is etched to remeove the oxide from the source and drain areas of the
n-chann¢l] devices. Arsenic or phosphorus is then introduced into these arcas, using either
diffusionorionimplantation. Afterashortoxidation, the process isrepeated lor the p-channel
source and drain areas, where boron is used. The resulting structure is shown in Fig. 2.56.

At this point in the process, a layer of silicon dioxide is usually deposited on the wafer,
using chemical vaper deposition or some other similar technique. This layer is required
to reduce the parasitic capacitance of the interconnect metallization and cannot be ther-
mally grown because of the redistribution of the impurities within the device structures
that would result during the growth. Following the oxide deposition, the contact windows
are formed with a masking operation, and metallization is deposited and defined with a
second masking operation. The final structure is shown in Fig. 2.57. A microscope photo-
graph of such a device is shown in Fig, 2.58. Subsequent fabrication steps are as described
i Section 2.3 for bipolar technology.
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Figure 2.56 Crosssection of the sample following the source drain masking and ditfusion operations.
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. ol . p-ty[;_ie subs_tralé S Tenie . R
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n-channel n-channel p-channel
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Figure 2.57 Cross section of the sample after final process step. The enhancement and depletion
n-channcl devices are distinguished from each other by he fact that the depletion device has re-
ceived a channel implantation of donor impurities to lower its threshold voltage, usually to the
rangeof —1.5Vw -3V

Polysiticon gate

. Source metallization
Edge ot tield
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contact windows{2)

Drgin _ Drain cantact
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Figure 2,58 Photomicrograph of a silicon-gate MOS (ransistor. Visible in this picture are the
polysilicon gate, field-oxide region boundary. source and drain metallization, and contact win-
dows. In this particular device, the contact windows have been broken into two smallcr rectan-
gular openings rather than a single long onc as shown in Fig. 2.59. Large contact windows arc
frequently implemented with an artay of small openings so that all individual contact holes in the
integrated circuit have the same nominal geomelry. This results in better uniformity of the etch
rate of the contact windows and better matching.
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2.9 Active Devices in MOS Integrated Circuits

The process sequence described in the previous section results in a varicty of device types
having different threshold voltages, channel mobilities, and parasitic capacitances. In ad-
dition, the sequence allows the fabrication of a bipolar emitter follower, using the well as
a hase. In this section, we explore the properties of these differcnt types of devices.

2.2.1 n-Channel Transistors

A typical layout of an s-channel MOS transistor is shown in Fig. 2.59. The electrically
active portion of the device is the region under the gate; the remainder of the device area
simply provides electrical contact to the terminals. As in the case of integrated bipolar
transistors, these areas contribute additional parasitic capacitance and resistance.

In the case of MOS technelogy, the circuit designer has even greater flexibility than
in the bipolar case to tailor the properties of each device to the role it is to play in the
individual circuit application. Both the channel width (analogous to the emitter area in
bipolar) and the channel length can be defined by the designer. The latter is analogous to
the base width of a bipolar device, which is not under the control of the bipolar circuit
designer since it is a process parameter and not a mask parameter. In contrast to a bipolar
transistor, the transconductance of an MOS device can be made te vary over a widce range
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at a fixed drain currcnt by simply changing the device geometry. The same is true of
the gate-source voltage. In making these design cheices, the designer must be able to
relate changes in device geometry to changes in the electrical properties of the device, To
illustrate this procedure, we will calculate the model parameters of the device shown in
Fig. 2.59. This device has a drawn channel length of 6 um and channel width of 50 pwm.
We will assume the process has the parameters that are summarized in Table 2.1. This is
typical of processes with minimum altowed gate lengths of 3 pm. Parameters for more
advanced processes are given in Tables 2.2, 2.3, and 2.4,

Threshold Veoltage. Tn Chapter 1, an MOS transistor was shown to have a thresheld volt-
age of

_ 0 O
Vr - d)ms + quf + Cox Cat (2.2?)

Table 2.1 Summary of Process Parameters for a Typical Silicon-Gate n-Well
CMOS Process with 3 pm Minimum Allowed Gate Length

Value Value
n-Channel  p-Channel
Parameter symbol  Transistor  Transistor Units

Substrate doping Nai, Np 1> 1042 1> 1p® Aloms/em?
Gate oxide thickness fon 400 440 A
Metal-silicon work tunction .7 —{.6 —0.1 v
Channel mobility Mope b 700 350 cméfV-s
Minimum drawn channel length Liren 3 3 P
Source, drain junction depth X; 0.6 0.6 s
Source, drain side diffusion Ly 03 0.3 LT
Overlap capacilance Cu 0.35 0.35 I/ pm

per unit gate widih
Threshold adjust implant {hox dist)

impurity type P P

effective depth X; 0.3 0.3 1815}

effective surface concentration Ny 2% 10¢ 09 x 10" Atoms/cm?
Nominal thresheld voltage V: 0.7 0.7 v
Polysilicon gate Nupoty 1070 102" Atoms/em?

doping concentration
Poly gatc shect resistance R, 20 20 0
Source, drain-bulk Ci (LOR 0.20 tF/Lm?®

junclion capacitances

(zero hias)
Source, drain-bulk junction n 0.5 0.5

capacitance grading coefficient
Source, drain periphery Cin 0.5 1.5 (F/pm

capacitunce {zero bias)
Seurce, drain periphery B 0.5 0.5

capacitance grading coclficient
Source, drain junction iy (.65 0.635 v

built-in potential
Surface-state density QT:S 10" 104 Aloms/cm?
Channel-length A% L02 0.1 TAY

dVps |

madulation parameter
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Table 2.2 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS
Process with 1.5 um Minimum Allowed Gate Length

Value Value
p-Channel  p-Channel
Parameter Symbol  Transistor  Transistor Units

Substrate doping NN, 2x1p 1.5 % 10" Arms/om’
Gatc oxide thickness fon 250 250 A
Metal-silicon work function B = (L6 - Q.1 v
Channel mobility Mon, fp 650 00 A
Minmum drawn channel length Larm 1.5 1.5 1 m
Source, drain junction depth X; 0.35 0.4 [ m
Source, drain side diffusion L, 0.2 0.3 pm
Overlap capacilance Cor 0.18 0.26 fF/pm

per unit gate width
Thresheld adjust implant (box dist)

impurity type P P

cffective depth X 0.3 0.3 L

cffcetive surface concentralion N, 2 x e 0.9 % 10"  Atoms/om’
Nominal threshold voltage v (.7 — 0.7 v
Polysilicon gate Nagety 10°¢ 1020 Atoms/em’

doping concentration
Poly gate sheet resistance R, 20) 20 0
Source, drain-bulk Cin 0.14 0.23 fE/mn”

jun¢tion capacitances

{zero bias)
Source, drain-bulk junction ) 0.5 0.5

capacitance grading cocllicient
Source, drain periphery C ot {.8 1.8 [F/pm

capacitance (zero bias)
Source, drain periphery n 3 0.5

capacitance grading coefficient
Source, drain junction iy .65 (.65 v

built-in potential
Surface-state density % 101 10! Atoms/cm-
Channel-length ‘ Xt | 12 0.06 po/V

dVps

modulation parameter

where ¢ 15 the metal-silicon work function, ¢/ is the Fermi level in the bulk silicon, Q,
1s the bulk depletion layer charge, C,;. is the oxide capacitance per unit arca, and Q,, is the
concentration of surface-state charge. An actual calculation of the threshold is illustrated
in the following example,

Often the threshold voltage must be deduced from measurements, and a uselul ap-
proach to doing this is to plot the square root of the drain current as a lunction of Vg, as
shown in Fig. 2.60. The threshold voltage can be determined as the cxtrapolation of the
straight portion of the curve 1o zero current. The slope of the curve also vields a divect
measure of the quantity u,C,W/L.j for the device at the particular drain-source voltage
at which the measurement is made. The measured curve deviates from a straight line at
low currents because of subthresheld conduction and at high currents because of mobilily
dcgradation in the channel as the carriers approach scattering-limited velocity.
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Table 2.3 Surmmary of Proccss Parameters for a Typical Silicon-Gate n-Well CMOS

Process with (.8 pm Mimmum Allowed Gate Length

Valuc Value
n-Channcl  p-Channel
Parametler Symbol  Transistor  Transistor Units
Substrate doping Ny, Np  dx 108 3 % 1010 Atoms/cm?
Gate oxide thickness tox 150 150 A
Metal-silicon work function Do —-{.0 - 0.1 v
Channel mobility Bogi fLp 550 250 cmiiV-s
Minimum drawn channel length Lram 0.8 0.8 L
Source, drain Junction depth X; 0.2 0.3 L
Source, drain side diffusion Ly 0.12 0.18 Hm
Overlap capacitance Co 0.12 0.18 tF/p.m
per umit gale width
Threshold adjust implant (box dist)
Hmpurily type p P
effective depth X 0.2 0.2 [Thii]
effective surface concentration Ny 3x 10 2 < 10!® Aloms/em?
Nominal threshold voltage v, 0.7 - 0.7 v
Palysilicon gate Napaly 1020 10-¢ Atoms/em?
doping concentralion
Poly gate sheet resistance R, 10 10 O
Source, drain-hulk Cio 0.18 0,30 ’['E".L.l.l'n2
junction capacitances
{zero bias)
Source, drain-bulk junction i 0.5 0.5
capacitance grading cocllicient
Source. drain periphery Cawn 1.0 22 fF/pm
capacitance {zero bias)
Source. drain periphery l 0.5 0.5
capacitance grading coefficient
Source. drain junction iy 0.635 .65 v
built-in potential
Surface-state density % 10! 10" Atoms/cm?
Channcl-length dXs 0.08 (.04 pm/v
. dVpy
modulation parameter
I
High-field
carrier mobility
falloff
L
Subihreshold rl Vos > Ves
conduction Ve = Figure 2.60 Typical experi-
! ) l mental variation of drain cur-
Extrapolated = rent as a function of the square
threshold "y root of gate-source voliage in
G5

the active region.
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Table 2.4 Summary of Process Parameters tor a Typical Silicon-Gate n-Well CMOS
Frocess with 0.4 pum Minimum Allowed Gate Length

Value Valuc
p-Channel  p-Channel
Paramcler Symbol  Transistor  Transistor Units
Subslrate doping NioNp 3x10F 4 3% 10 Alomsfem?
Gale oxide thickness for 80 80 A
Melal-silicon work [unclion Do - 0.6 -0l v
Channel mohility P pop 450 150 em* V-5
Minimum drawn channel length Lisran 0.4 0.4 pm
Source. drain junction depth X; 0.15 0.18 pm
Saurce, drain side diffusion Ly 0.09 (.09 pm
Ovcrlap capacitance Cor 0.35 .35 tF/pm
per unit gate width
Threshold adjust implant (box dis()
impurily Lype P p
ellective depth X 0.16 0.16 JLIm
ellective surface concentration N 4% 10 3 101 Aloms/cm’
Nominal threshold voltage V, 0.6 - 0.8 v
Polysilicon gate Napoly 102V 102 Atoms/em®
doping concentration
Paly gate sheet resistance R, 5 5 00
Source, drain-hulk Ci 0.2 0.4 fFipum-
junction capacitances
(7ero biag)
Source, drain-bulk junction " 0.5 .4
cupacitunce grading cocllicient
Source, drain periphery Civn 12 24 I/ m
capacitance (zero bias)
Source, drain periphery i 04 03
capacilance grading coeflicient
Source, drain junction i 0.7 0.7 v
buill-in polential
Surface-state density % 10" 10" Atoms/cm?
Channel-length bt 0.02 (.04 pmiV
i VDS

modulation parameter

EXAMPLE

Calculate the zero-bias threshold voltage of the unimplanted and implanted NMQOS tran-
sistors tor the process given in Table 2.1.

Each of the four components in the threshold voltage expression (2.27) must be cal-
culated. The first term 15 the metal-silicon work function. For an r-channel transistor with
an n-type polysilicon gate electrode, this has a value equal to the difference in the Fermi
petentials in the two tegions, or approximately —0.6 V.

The sccond term in the threshold voltage equation represents the band bending in
the semiconductor that is required to strongly invert the surface. To produce a surface
concentration of electrons that is approximately equal to the bulk concentraticn of holes,
the surface potential must be tncreased by approximately twice the bulk Fermi potential.
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The Ferm potential in the bulk is given by

6 = i (&) (2.28)
i 1y

For the unimplanted transistor with the substrate doping given in Table 2.1, this value is
0.27 V. Thus the second term in {2.27) takes on a value of (.54 V. The value of this term
will be the same for the implanted transistor since we are defining the threshold voltage as
the voltage that causes the surface concentration of electrons to be the same as that of holes
in the bulk material beneath the channel implant, Thus the potential difference between the
surface and the bulk silicon beneath the channel implant region that is required to bring this
condition about is still given by (2.30), independent of the details of the channel implant.

The third term in (2.27) is related to the charge in the depletion layer under the chan-
nel. We first consider the unimplanted device. Using (1.137), with a value of N4 of 10!
atoms/cm?

Opo = J2gNae2dy = J2(L6 X 107190 107%)(11.6 X 8.86 X 10~ 1)(0.54) (2.29)
= 1.34 X 107* C/em?
Also, the capacitance per unit area of the 400-A gate oxide is
- 14
i— _ 30 X4268i fﬁﬂ Cmecm = 8.6 %107 % = 0.86 :—EZ (2.30)
The resulting magnitude of the third term is 0.16 V.
The fourth term in (2.27) is the threshold shilt due to the surface-statc charge. This

positive charge has a value equal to the charge of one electron multiplicd by the density of
surface states, 10" atoms/cm?, from Table 2.1. The value of the surlace-state charge term

Cn_\' =

is then
(16X 107 x 10
.= S6<10% = 0.19V (2.31)
Using these calculations, the threshold voltage for the unimplanted transistor is
Vi=—-06V+0354V+016V-019V =-000V (2.32)

For the implanted transistor, the calculation of the threshold voltage is complicated
by the fact that the depletion layer under the channel spans a region of nonuniform dop-
ing. A precise calcnlation of device threshold vollage would require consideration of this
nonuniform profile, The threshold voltage can be approximated, however, by considering
the implanted layer to be approximated by a box distribution of impuritics with a depth
X; and a specified impurity concentration N;. If the impurity profile resulting from the
threshold-adjustment implant and subsequent process steps is sufficientty decp so that the
channel-substrate depletion laycr lies entirely within i, then the effect of the implant is
simply to raise the effective substrate doping. For the implant specified in Table 2.1, the
average doping in the layer is the sum of the implant doping and the background con-
centration, or 2.1 X 10'® atoms/cm®. This increases the Q3 term in the threshold voltage
to 0.71 V and gives device threshold voltage of 0.47 V, The validity of the assumption
regarding the boundary of the channcl-substrate depletion layer can be checked by using
Fig. 2.29. For a doping level of 2.1 X 10'® atoms/cm?, a one-sided step junction displays
a depletion region width of approximately 0.2 pwm. Since the depth of the Tayer is 0.3 um
in this casc. the assumption is valid.

Alternatively, if the implantation and subsequent ditfusion had resutted in a layer that
was very shallow, and was contained entirely within the depletion layer, the effect of the
implanted layer would be simply to increase the effective value of Q,; by an amonnt cquat
to the effective implant dose over and above that of the unimplanted transistor. The total
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active impurity dese tor the implant given in Table 2.1 is the product of the depth and

the impurity concentration, or 6 X 10!! atomsfcm?. For this case, the increase in threshold
voltage would have been 1.11 V, giving a thresheld voltage of 1.02 V.

Body-Effect Parameter. For an unimplanted, uniform-channel transistor, the body-effect
parameter is given by (1.141).

V2geN4 (2.33)

LA

The application of this expression is illustrated in the following example.

EXAMPLE

Calculate the body-effect parameter for the unimplanted n-channel transistor in Table 2.1.
Utilizing n (2.33) the parameters given in Table 2.1, we obtain

O J2(L6 X 10719)(11.6 X 8.86 X 10~ #)(101%y .
y = 6 10-9 =021V (2.34)

The calculation of body effect in an implanted transistor is complicated by the fact that
the channel is not uniformly doped and the preceding simple expresston does not apply. The
threshold voltage as a function of body bias voltage can be approximated again by consider-
ing the implanted fayer to be approximated by a box distribution of impurity of depth X, and
concentraticn &;. For small values of body bias where the channel-substrate depletion layer
resides entirely within the implanted layer, the body cifect is that corresponding to a tran-
sistor with channel doping (¥; + N4 ). For larger values of body bias for which the depletion
layer extends into the substrate beyend the unplanted distribution, the incremental body ef-
fect corresponds to a transistor with substrate doping 4. A typical vanatien of threshold
voltage as a function of subslrale bias [or this type of device is illustrated in Fig. 2.61.

Effective Channe! Length. The gate dimension parallel to current flow that is actually
drawn on the mask is called the drawn channel length Lgp,- This is the length referred
to on circuit schematics. Because of exposure variations and other effects, the physical
length of the polysilicon strip defining the gate may be somewhat larger or smaller than

4
+2.5—

+2.0

1.5 Implanted transistor

— +1.0
+05 Unimplanted transistor

0 i i ]
_— 2 3 4

¥

05| N2+ Vs

Figure 2.61 Typical variation of threshold voltage as a function of substrate baas for n-channel
devices with uniform channel doping (no channel implant) and with nonuniform channel doping
resulling from threshold adjustment channel implant.
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this value. The actual channel length of the device is the physical length of the polysilicon
gate electrode minus the side or lateral diffusions of the source and the drain under the gate.
This length will be termed the mezallurgical channel length and i3 the distance between the
metallurgical source and drain junctions. Assuming that the lateral diffusion of the source
and drain are each equal to Ly, the metallurgical channel length is L = (Lawn — 2L4).

When the transistor is biased in the active or saturation region, a depletion regicn
exists between the drain region and the end of the channel. In Chapiter 1, the width of this
region was defined as X;. Thus for a transistor operating in the aclive region, the actual
effective channel length L.g is given by

Lot = Larwn — 2L5 — Xy (2.35)

A precise determination of X,; is complicated by the fact that the field distribution in the
drain region is two-dimensional and quite complex. The drain depletion width X; can be
approximated by assuming that the electric field in the drain region is ene-dimensional
and that the depletion width is that of a onc-sided step junction with an applied voltage of
Vpy — Vou, where V,,, = Vgg — V, is the potential at the drain end of the channel with
respect to the source. This assumption is used in the following example.

As shown in Chapter 1, the small-signal output resistance of the transistor is inversely
proportional to the cffective channel length. Because the performance of analeg circuits of-
ten depends strongly on the transistor small-signal output resistance, analog circuits often
use channel lengths that are longer than the minimum channel length for digital circuits.
This statement is particularly true for unimplanted transistors.

= EXAMPLE

Estimate the effective channel length for the unimplanted and implanted transistors for
the process shown in Table 2.1 and the device gcometry shown in Fig, 2.59. Assume the
device is biased at a drain-sourcc voltage of 5 V and a drain current of 10 wA. Calculate
the transconductance and the output resistance. For the calculation of X, assume that the
depletion region between the drain and the end of (he channel behaves like a step junctien.
At the given drain bias voltage, assume that the valucs of dX;/d Vg have been deduced
from other measurements to be 0.1 pny/V for the unimplanted device and 0.02 p.m/V for
the implanted device.
The metallurgicat channel length is given by

L =Ly —2L; =6pm—(2X03pm) =54 pm (2.36)

The effective channel length is this length minus the width of the depletion region at the
drain Xy. In the active region, the voltage at the drain end of the channel is approximately
(VGS - Vf) From l:l]ﬁf):l.,

2Ip
g — = —— = V,;.- £,
Ves — Vi \/; WL . {(2.37)

If we ignore X at first and assumc that L = L, we obtlain a V,,, of 0.16 V using the data
from the Table 2.1. Thus the voltage across the drain depletion region is approximarely
4.84 V. To estimate the depletion-region width, assume it is a one-sided step junction thal
mainly exists in the lightly doped side. Since the channel and the drain are both n-type
regions, the built-in potential of the junction is near zero. The width of the depletion laver
can be calculated using {1.14) or the nomograph in Fig. 2.29. Using (1.14), and assuming
Np == Ny,

2e (VDS - Vov)
X; = [ : 2.38
! Y gN 4 (2.38)
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For the unimplanted device, this equation gives a depletion width of 2.4 pwm. For the im-
planted device, the result 1s 0.5 wm, assuming an effective constant channcl doping of
2.1 x 10'® atoms/cm®. Thus the effective channel lengths of the two devices would be
approximately 3.0 um and 4.9 pum, respectively.

From (1.180}, the device transconductance is given by

gm = 2paCox(WIL)p (2.39)
Assuming that g, = 700 cm?/V-s, we find

Zm = 2 (700)8.6 X 10 8H50/3.0)(10 X 10 ) = 141 wA/V (2.40)

for the unimplanted transistor and

gm = ~/2 (F00)(8.6 X 10-)(S0/4.9)(10 X 10-5) = 111 pA/V  (2.41)
for the implanted transistor.

The output resistance can be calculated by using (1.163) and (1.194). For the unim-
planted device,

Leg (dXs Y _ {3.0um ]
y — T — — 3‘ ‘
: Ip (dVDS) I0pA /0.1 pm/V 0 M (2.42)
For the implanted device,
4.9 pm 1 _
N ~ 43
" ( 10 p.A )0.02 v 2 Mé (2.43)

Because the depletion region for unimplanted devices is much wider than for implanted
devices, the channel length of unimplanted devices must be made longer than for im-
planted devices to achieve comparable punch-through voltages and small-signal output
resistances under identical bias conditions.

Effective Channel Width. The effective channel width of an MOS transistor is determined
by the gate dimension parallel to the surface and perpendicular to the channel length over
which the gate oxide is thin. Thick field oxide regions are grown at the edges of each
transistor by using the local-oxidation process described in Sections 2.2.7 and 2.5. Before
the field oxide is grown, nitride 15 deposited and patterned so that it remains only in areas
that should become transistors. Therefore, the width of a nitride region corresponds to the
the drawn width of a transistor. To minimize the width variation, the field oxide should
grow only vertically; that is, the oxide thickness should increase only in regions were
nitride does not cover the oxide. In practice, however, some lateral growth of oxide also
occurs near the edges of the nitride during field-oxide growth. As a result, the edges of the
field oxide are not vertical, as shown in Figures 2.9 and 2.54. This lateral growth of the
oxide reduces the effective width of MOS transistors compared to their drawn widths. It is
commonly referred to as the bird’s beak because the gradually decreasing oxide thickness
in the cross sections of Figures 2.9 and 2.54 resembles the corresponding portion of the
profile of a bird.

As aresult, both the effective lengths and the effective widths of transistors differ from
the corresponding drawn dimensions. In analog design, the change in the effective length
is usually much more important than the change in the effective width because transistors
usually have drawn lengths much less than their drawn widths. As a result, the difference
between the drawn and effective width is often ignored. However, this difference is some-
times important, especiatly when the matching between two ratioed transistors limits the
accuracy of a given circuitl. This topie s considered 1n Section 4.2.
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Intrinsic Gete-Source Capacitance.  As described in Chapter 1, the intrinsic gate-source
capacitance of the transistor in the active region of operation is given by
2

C, = 3 WL Cox (2.44)

The calculation of this parameter is illustrated in (he next example.

Overlap Capacitance. Assuming that the source and drain regions cach diffuse under
the gate by L, after implantation, the gate-source and gate-drain overlap capacitances are
given by

Cot = WELCyy (2.45)

This parasitic capacitance adds directly to the intrinsic gate-source capacitance. It consti-
tutes the entire drain-gate capacilance in the active region of operation.

Junction Capacitances. Sourcc-substrate and drain-subsirate capacitances result from
the junction-depletion capacitance between the scurce and drain diffusions and the sub-
strate. A complicating factor in caleulating these capacitances is the fact that the substrate
doping around the source and drain regions is not constant. In the region of the periphery
of the source and drain diffusions that border on the ficld regions. a relatively high surface
concentration exists on the licld side of the junction because of the ficld threshold adjust-
ment implant. Although approximate calculations can be carried cut, the zero-bias value
and grading parameter of the periphery capacitance are often characterized experimen-
tally by using test structurcs. The bulk-junction capacitance can be calculated directly by
using (1.21) or can be read frem the nomograph in Fig. 2.29.

An additional capacitance that must be accounted for is the depletion capacitance
between the channel and the substrate under the gate, which we will terra C,,. Calculation
of this capacitance is complicated by the fact that (ke channel-substraic voltage is not
constant but varies along the channel. Also, the allocation of this capacitance to the source
and drain varies with operating conditions in the same way as the allocation of Cos. A
reascnable approach is to develop an approximate total value for this junction capacitance
under the gatc and allocate it to source and drain in the same ratio as the galc capucitance
is allocated. For example, in the active region. a capacitance of two-thirds of ¢, would
appear in paralle] with the source-substrate capacitance and none would appear in parallc]
with the drain-substrate capacitance.

® EXAMPLE

Calculatc the capacitances of an implanted device with the geometry shown in Fig. 2.59,
Use the process parameters given in Table 2.1 und assume a drain-source voltage of 5 V,
drain current of 10 p.A, and no substrate bias voltage. Neglect the capacitance between
the channel and the substrate. Assume that X is neghigibly small,
From (2.44), the intrinsic gatc-source capacilance is
2

) ' 2 5 .
Coo = §WLCH~CM = (-,;-jSU i X 5.4 pm X 0,86 [F/um™ = 155fF  (2.46)

From (2.45), the overlap capacitance is given by
Cot = WLyCore = 50 pm X 0.3 wm X 0.86 fF/pm? = 12.9 {F (2.47)

Thus the total gate-source capacitance is (C,, + C,;) or 168 (F. The gate-drain capacilance
is equal to the overlap capacitance, or 12.9 (F.
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The source- and drain-to-substrate capacitances consist of two portions. The periphery
or sidewall part Cj, is associaled with that portion of the edge of the diffusion area that
1s adjacent to the field region. The second portion C; is the depletion capacitance between
the diffused junction and the bulk silicon under the source and drain. For the bias condi-
tions given, the source-substrate junclion operates with zero bias and the drain-substrate
Juncticn has a reverse bias o' 5 V. Using Table 2.1, the periphery portion for the source-
substrate capacitance is

Ciew(source) = (30 pm + 9 pm + 9 pm)(0.5 fF/um) = 34 [F (2.48)

Here, the perimeter is sct cqual to W + 2L because that is the distance on the surface of the
silicon around the part ol the source and drain regions that border on field-oxide regions.
Since the substrate doping is high along this perimeter to increase the magnitude of the
threshold voltage in the [icld regions, the sidewall capacitance here is dominant. The bulk

capacitance is simply the source-diffusion arca multiplied by the capacitance per unit area
from Table 2.1.

C;(source) = {50 pm)(9 pmj(0.08 fF.r'p,mz) = 36 fF (2.4%)
The total capacitance from source to bulk is the sum of (hese two, or
Cy = 701F {(2.50)

For the geometry given for this example. the transistor 1s symmeirical, and the source
and drain areas and peripherics are the same. From Table 2.1, both the bulk and periphery
capacitances have a grading coefficient of 0.5. As a resuli, the drain-bulk capacitance is
the same as the source-bulk capacitance modified to account for the 5 V reverse bias on
the junction. Assuming ¢y = 0.65 'V,

(TOfF) _ (T0IF) _
.v.-’;l + Vggf!,b[g .‘,r'] + 5/0.65

Cap = 4 fF (2.51)

2.9.2 p-Channel Transistors

The p-channel transistor in most CMOS technologies displays dc and ac properties that
are comparable (o the r-channel transistor. One difference is that the transconductlance
parameter £ of a p-channel device 1s about one-half to one-third that of an r-channel
device because holes have correspondingly lower mobility than electrons. As shown in
(1.209), this dillerence in mobility also reduces the fr of p-channel devices by the same
factor. Another difference is that for a CMOS technology with a p-type substrate and »-
type wells, the substrate terminal ol the p-channel transistors can be electrically i1solated
since the devices are made in an implanted well. Goed use can be made of this fact in
analog circuits (o alleviate the impact of the high body effect in these devices. For a CMOS
process made on an a-lype substrate with p-type wells, the p-channel devices are made
in the snbstrate material, which is connected to the highest power-supply voltage, but the
n-channel devices can have electrically isolated substrate terminals.

The calculation of device parameters for p-channel devices proceeds exactly as for n-
channel devices, An important difference is the fact that for the p-channel transistors the
threshold voltage that results il no threshold adjustment implant is used is relatively high,
usually in the range of 1 to 3 V. This occurs because the polarities of the Oy, term and the
work-function term are such that they tend to increase the p-channel threshold voltages
while decreasing the n-channel threshold voltages. Thus the p-type threshold adjustment
implant is used to reduce the surface concentration by partially compensating the doping
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of the n-type well or substrate, Thus in contrast to the r-channel device, the p-channel tran-
sistor has an cffective surface concentration in the channel that is lower than the bulk con-
centration, and as a result, often displays a smaller incremental body effect for low values
of substrate bias and a larger incremental body effect for larger values of substrate bias.

2.9.3 Depletion Devices

The properties of depletion devices are similar to those of the enhancement device already
considercd, except that an implant has been added in the channel to make the threshold
negative {for an n-channel device). In most respects a deplction device closely resem-
bles an enhancement device with a voltage source in series with the gate lead of value
(Vip — Vig), where Vyp is the threshold voltage of the depletion-mode transistor and Vg is
the threshold voltage of the enhancement-mode transistor. Depletion transistors arc most
frequently used wilh the gate tied to the source. Because the device is on with Vs = 0,
if it operates in the active region, it operates like a current source with a drain current of

_ _ P'-nCax W
Inss = Inly, _o = A

An important aspect of depletion-device performance is the variation of Ipgg with pro-
cess variations. These variations stem primarily [rom the fact that the threshold veoltage
varies substantially from its nominal valuc due to processing variations. Since the tran-
sistor {pss varies as the square of the threshold voltage, large variations in fpgs due to
process variations often occur. Tolerances of =40 percent or more {rom nominal due to
process variations are common. Because /g5 determines circuit bias current and power
dissipation. the magnitude of this variation is an important factor. Another important as-
pect of the behavior of depletion devices stems from the body effect. Because the threshold
voltage varies with body bias, a depletion deviee with Vg = 0 and vy, # 0 displays a fi-
nite conductance in the active region even if the cifect of channel-length modulation is
ignored. In turn, this finitc conductance has a strong effect on the performance of analog
circuits that use depletion devices as load elements.

Ve (2.52)

2.9.4 Bipolar Transistors

Standard CMOS technologics include process steps that can be used to form a bipotar
transistor whose collector is tied to the substrai¢, The substrate, 1n turn. is tied to one of
the power supplies. Fig. 2.62a shows a cross section of such a device. The well region
forms the base of the transistor, and the source/drain diffusien of the device in the well
forms the emitter. Since the current flow through the base is perpendicular to the surface
of Lhe silicon, the device is a vertical bipolar transistor. It is a pnp transistor in processes
that utilize p-type substrates as in Fig. 2.62a and an nps transistor in processes that use
an n-type substrate. The device is particularly usclul in band-gap refercnces, described in
Chapler 4, and in output stages, considered in Chapter 5, The performance of the device
is a strong function of well depth and doping but is gencrally similar to the substrate prp
transistor in bipolar technology, described in Section 2.5.2.

The main limitation of such a vertical bipolar transistor is that its collector is the sub-
strate and 1s connected (o a power supply to keep the substrate p-n junctions reverse biased.
Standard CMOS processes also provide another bipolar transistor tor which the collector
need not be connected 10 a power supply.?? Figure 2.62b shows a cross section of such
a device. As in the vertical transistor, the well region forms the base and a source/drain
dilTuston forms the emitter. In this case, however, another source/drain diffusion forms the
collector ;. Since the current flow through the base 1s parallel to the surface of the sili-
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con, this device is a lateral bipolar transistor. Again, it is a prp transistor in processes that
utilize n-type wells and an np# transistor in processes that use p-type wells. The emitter
and collector of this lateral device correspond to the source and drain of an MOS transis-
tor. Since the goal here 1s to build a bipolar transistor, the MOS transistor 1s deliberately
biased to operate in the cutoff region. In Fig. 2.625, for example, the gate of the p-channel
{ransistor must be connected to a voltage sufficient to bias it in the cutoff region. A key
point here is that the base width of the lateral bipolar device corresponds to the channel
fength of the MOS device.

One limitaticn of this structure is that when a lateral bipolar transistor is intentionally
formed. a vertical bipolar transistor is also formed. In Fig. 2.625, the emitter and base
connections of the vertical transistor are the same as for the lateral transistor, but the col-
lector is the substrate, which is connected to the lowest supply voltage. When the emitter
injects minotity carriers into the base, some flow parallel to the surface and are collected
by the collector of the lateral transistor Cy. However, others flow perpendicular to the sur-
[ace and are collected by the substrate 5. Figure 2.62¢ models this behavior by showing
a transistor symbol with one emitter and one base but two collectors. The current { is
the collector current of the lateral transistor, and I is the collector current of the verti-
cal transistor. Although the base current is small because little recombination and reverse
injection eccur, the undesired current /-2 1s comparable to the desired current /-y . To min-
imize the ratio, the collector of the lateral (ransistor usually surrounds the emitter, and the
emitter area as well as the lateral base width are minimized. Even with these techniques,
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however, the ratio of /-2//¢) is poorly controlled in practice. %223 If the total emitter current
i3 held constant as in many conventional circuits, variation of f¢»/7) changes the desired
collector current and associated small-signal parameters such as the transconductance. To
overcomc this problem, the emitter current can be adjusted by negative feadback so that
the desired collector current is insensitive to variations in Jea/fe.24

Some important propertics of the lateral bipolar transistor, including its 8¢ and fr,
improve as the base width is reduced. Since the base width corresponds to the channel
length of an MOS transistor, the steady reduction in the minimum channel length of scaled
MOS technologies is improving the performance and increasing the importance of the
available Lateral bipolar transistor.

2.10 Passive Components in MOS Technology

In this section, we describe the various passive compenents that are available in CMOS
technologies. Resistors include diffused, poly-silicon, and well resistors. Capacitors include
poly-poly, metal-poly, metal-silicon, silicon-silicon, and verlical and lateral metal-metal.

2.10.1 Resistors

Diffused Resistors. The diffused layer uscd to form the source and drain of the n-channel
and p-channel devices can be used to form a diffused resistor, The resulting resistor struc-
ture and propertics are very similar to the resistors described in Sectien 2.6.1 on diffused
resistors in bipolar technology. The sheet resistances, layout geometries, and parasitic ca-
pacitances are similar,

Polysilicon Resistors. At least one layer of polysilicon is required in silicon-gatc MOS
tcchnelogies to form the gates ot the transistors, and this layer is often used to form re-
sisters. The geometries cmployed are similar {e these used for diffused resistors, and the
resistor exhibits a parasitic capacitance to the underlying layer much like a diffused resis-
ior. In this case, howcver. the capacitance stems from the oxide layer under the polysilicon
instead of from a reverse-biased pa junction. The nominal sheet resistance of most polysil-
icon layers that arc utilized in MOS processes is on the order of 20 /] to 80 O/ ] and
typically displays a relatively large variation around the nominal value due to process
variations, The matching propertics of polysilicon resistors are similar to those of dif-
fused resistors. A cross section and plan view of a typical polysilicen resistor are shown in
Fig. 2.63a.

The sheet resistance of polysilicon can limit the speed of interconnections, especially
in submicron technolegies. To reduce the sheet resistance, a silicide layer is sometimes
deposited on top of the polysilicon. Silicide is a compound of silicon and a metal, such
as tungsten, that can withstand subsequent high-temperature processing with little move-
ment. Silicide reduces the sheet resistance by about an order of magnitude. Also, ithas little
effect on the oxidation rate of polysilicon and is therefore compatible with conventional
CMOS process technologies.** Finally, silicide can be nsed on the source/drain diffusions
as well as on the polysilicon.

Well Resistors. In CMOS technologies the well region can be used as the body of a resister.
It is a relatively lightly doped region and when used as a resistor provides a sheet resistance
on the order of 10 k{2/[]. Its properties and geometrical layout are much like the epitaxial
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resistor desceribed in Section 2.6.2 and shown in Fig, 2.42, It displays large tolerance, high
voltage cocflicient, and high temperature coefficient relative to other types of resistors.
Higher sheet resistance can be achicved by the addition of the pinching diflusion just as
in the bipolar technology case.

MOS Devices as Resistors. The MOS transistor biased in the triode region can be used
in many circuits to perform the function of a resistor. The drain-source resistance can be
calculated by differentiating the equation for the drain current in the triode region with
respect to the drain-source voltage. From (1.153),

. 1
L
d'fp ) . 1 (.2.53)

R =" - £
('5”'"1)5 W k'(Vgs — V. — Vps)

Since L/W gives the number of squares, the second term on the right side of this cqua-
tien gives the sheet resistance. This equation shows that the effective sheel resistance 15 a
function of the applied gate bias. In practice, this sheet resistance can be much higher than
polysilicon or diffused resistors, allewing large amounts of resistance to be implemented
in a small area. Alse, the resistance can be made to track the transcenduclance ol an MOS
transistor operating in the active region, allowing circuits te be designed with properties
insensitive to variations in process, supply, and temperature. An example of such a ctrcuit
is considered in Section 9.4.3. The principal drawback of this form of resistor is the high
degree of nonlinearity of the resulting resistor element; that 15, the drain-source resistance
is not constant but depends on the drain-source voltage. Nevertheless, it can be used very
effectively in many applications.

2.10.2 Capaciters in MOS Technology

As a passive compenent, capacitors play a much more important rele in MOS technology
than they do in bipolar technolegy. Because of the fact that MOS transistors have virtually
infinite input resistance, voltages stored on capacitors can be sensed with httle leakage
using MOS amplifiers. As a result, capacitors can be used to perform many functions that
are traditionally performed by resisters in bipolar technology.
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Poly-Poly Capacitors. Many MOS technologies that are used o implement analog func-
tions have two layers of polysilicon. The additional layer provides an efficient capacitor
structure, an extra layer of interconnect. and can also be used to implement floating-gate
memory cclls that are electrically programmable and optically erasable with UV light
(EPROM). A typical poly-poly capacitor structure is shown in cross section and plan view
in Fig. 2.63b. The plate separation is usually comparable to the gate oxide thickness of the
MOS transistors.

An important aspect of the capacitor structurc is the parasitic capacilance associated
with cach plate. The largest parasitic capacitance exists from the bottom plate to the un-
derlying layer, which could be either the subsiratc or a well diffusion whose terminal is
electrically iselated. This bottom-plate parasitic capacitance is proportional to the bottom-
plate arca and typically has a value from 10 to 30 percent of the capacitor itself.

The top-plate parasitic is contributed by the interconnect metallization or polysilicon
that connccts the top plate to the rest of the circuit, plus the parasitic capacitance of the
transistor 10 which it is connecled. In the structure shown in Fig. 2.63b, the drain-substrate
capacitance of an associated MOS transistor contributes to the top-plate parasitic capaci-
tance. The minimum value of this parasitic is technology dependent bul is typically en the
order of 5 {F to 50 fF.

Other important parameters ol monolithic capacitor structures are the tolerance, volt-
age coefficient, and temperature cocfficient of the capacitance value. The wlerance on the
absolutc value of the capacitor value is primarily a function of exide-thickness variations
and is usually in the 10 percenl to 30 percent range. Within the same dic. however, the
matching of one capacitor to another identical structure is much more precise and can typ-
ically be in the range of (.05 percent to | percent. depending on the geometry. Because
the plales of the capacitor are a heavily doped semiconductor rather (han an ideal condug-
tor, some variation in surface potential relative to the bulk material ol the plate occurs as
voltage is applied to the capacitor.?® This effect is analogous to the varialion in surface
potential that occurs in an MOS transistor when a veltage is applied to the gale. However,
since the impurity concentration in the plate is usually relatively high, the variations in
surface potential arc small. The resull of these surface potential variations is a slight vari-
ation in capacitance with applied vollage. Increasing the doping in the capacilor plates
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reduces the voltage coefficient. For the impurity concentrations that are typically nsed in
polysilicon layers, the voltage coefficient is usually less than 50 ppnv/V, 2527 a level small
enough to be neglected in most applications.

A variation in the capacitance value also occurs with temperature variations. This
varlation stems primarify from the temperature variation of the surface potential in the
plates previously described.*® Also, secondary effects include the temperature variation
of the dielectric constant and the expansion and contraction of the dielectric. For heavily
doped polysilicon plates, this (cmperature variation is usually less than 50 ppm/°C.2627

MOS Transistors as Capocitors. The MOS transistor itself can be used as a capacilor
when biased in the triode region, the gale forming one plate and the source, drain, and
channel forming another. Unlortunately, because the underlying substrate is lightly doped,
a large amount of surface potlential variation occurs with changes in applied voltage and
the capacitor displays a high voltage cocfficient. In noncritical applications, however, it
can be nused effectively under two condilions. The circuit must be designed in such a way
that the device is biased in the (riode region when a high capacitance value is desired, and
the high sheet resistance of the bettom plate formed by the channel must be taken into
account.

Other Vertical Capacitor Structures. In processes with only one layer of polysilicon.
alternative siructures must be used to implement capacitive clements. One approach in-
volves the mseruon of an extra mask to reduce the thickness of the oxide on top of the
polysilicon layer so that when the interconnect metaltization is applied, a thin-oxide layer
¢xists belween the metal layer and the polysilicon layer in selected areas. Such a capacitor
has properties that are similar to poly-poly capacitors,

Another capacitor implementation in single-layer polysilicon processing involves the
insertion of an cxtra masking and diffusion eperation such that a diffused tayer with low
sheet resistance can be formed underneath the polysilicon layer in a thin-oxide area. This
is not possible in conventional silicon-gate processes becanse the polysilicon layer is de-
posited before the source-drain implants or diffusions are performed. The properties of
such capacitors are similar to the poly-poly structure, except that the bottom-plate para-
silic capacitance 1s that of a ps junction, which is voltage dependent and is usually larger
than in the pely-poly case. Also, the bottom plate has a junction leakage current that is
associaled with it, which is important in some applications,

To avoid the need for extra processing steps, capacitors can also be constructed using
the metal and poly layers with standard oxide thicknesses between layers. For example,
in a process with one layer of polysilicon and two layers of metal, the top metal and the
poly can be connected together to form one plate of a capacitor, and the bettom metal can
be used to form the other plate. A key disadvantage of such structures, however, is that the
capacitance per unit area is small because the oxide used to iselate one layer from another
is thick. Therctore, such capacitors usually occupy large areas. Furthermore, the thickness
of this oxide changes little as CMOS processes evelve with reduced minimum channel
length. As a resull, the area required by analog circuits using such capacitors undergoes a
much smaller reduction than that of digital circuits in new technologies. This characteristic
1s imporiant because reducing the area of an integrated circuit reduces its cost.

Lateral Capacitor Structures. To reduce the capacitor area, and to avoid the nced for extra
processing steps, lateral capaciters can be used.?® A lateral capacitor can be [ermed in one
layer of metal by separating one plate from another by spacing s, as shown in Fig, 2.64a.
If w is the width of the metal and 7 is the metal thickness, the capacitance is (wre/fs),
where € is the dielectric constant. As technologies evolve to reduced feature sizes. the
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B A Figure 2.64 (a) Laleral capacitor in one
level of metal. () Capacitor using two lev-
|..~-..L_..lE ¢ls of metal in which both latcral and ver-

tical capacitance contribute to the desired
(B) capacitance.
minimum metal spacing shrinks but the thickness changes little; therefore, the die area
required for a given lateral capacitance decreases in scaled technologies.2® Note that the
lateral capacitance is proportional to the perimeter of cach plate that is adjacent to the other
in a horizontal plane. Geometries to increase this perimeter in a given die area have been
proposed.?®

Lateral capacitors can be used in conjunction with vertical capacitors, as shown in
Fig. 2.645.7 The key point herc is that each metal layer is composed of multiple pieces.
and each capacitor nede is connected in an alternating manner to the pieces in cach layer.
As aresult, the total capacitance includes vertical and lateral components arising between
all adjacent pieces. If the vertical and lateral dielectric constants are equal, the (otal capaci-
tance 18 increased compared Lo the case in which the same die area is used to construct only
a vertical capacitor when the minimum spacing s < \,-’m:i where £ is the metal thick-
ness and 1,y 18 the oxide thickness between metal layers. This concept can be extended to
additionat pieces in cach layer and additional layers.

2.10.3 Latchup in CMOS Technology

The device structures that are present in standard CMOS technology inherenily comprise
a prpn sandwich of layers. For example, consider the Lypical circuit shown in Fig. 2.654.
It uses one n-channel and one p-channcl transistor and operates as an inverter if the two
gates are connccied tegether as the inverter input. Figure 2.65b shows the cross section in
an n-well process. When the two MOS transistors are fabricaled, two parasitic bipolar tran-
sistors arc also formed: a lateral npr and a vertical prp. In this example, the source of the
n-channel transistor forms the emitler of the parasitic latcral #pn transistor, the substrate
forms the basc, and the n-well forms the collector. The source of the p-channel transistor
forms the cmitter of a parasitic vertical pap transistor, the n-well forms the base, and the
p-type substrate forms the collector. The electrical connection of these bipolar transistors
that resnlts from the layout shown is illustrated in Fig. 2.65¢. In normal operation, all the
pn junctions in the structure are reverse biased. If the two bipolar transistors enter the
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Figure 2.65 (a) Schematic of a typical CMOS device pair. (5) Cross section illustrating the para-
gitic bipolar transistors. {¢) Schematie of the parasitic bipolar transistors.

active region for some rcasen, however, the circuit can display a large amount of positive
feadback, causing both transistors to conduct heavily, This device structure is similar tc
that of a silicon-controlled rectifier (SCR), a widcly used component in power-control
applications. In power-control applications, the property of the pnpn sandwich to remain
in the on state with no externally supplied signal is a great advantage. However, the resalt
of this behavior here is usually a destructive breakdown phenomenon called latchup.

The positive feedback loop is labeled in Fig. 2.65¢. Feedback is stndied in detail in
Chapters 8 and 9. To explain why the feedback around this Joop is positive, assume that
both transistors are active and that the base current of the npn transisior increases by {
for some reason. Then the collector current of the npn transistor increases by 3,,,,i. This
current is pulled out of the base of the prp transistor if R, is ignored. As a result, the
current flowing out of the collector of the pnp transistor increases by B,,. pnpi. Finally,
this current flows into the base of the npn transistor if Ry is ignored. This analysis shows
that the circuit generates a current that flows in the same direction as the initial disturbance;
therefore, the feedback is positive. If the gain around the loop is more than unity, the
response of the circuit to the initial disturbance continues to grow until one or both of the
bipolar transistors saturate. In this casc, a large current flows from the positive supply to
ground until the power supply is turned off or the circuit burns out. This condition is called
{atchup. If R and R; are large enough that base currcnts arc large compared to the currenis
in these resistors, the gain around the loop is 8,,, 8 snp. Therefore, latchup can occur if the
product of the betas is greater than unity.

For latchup to occur, one of the junctions in the sandwich must become forward bi-
ased. In the configuration illustrated in Fig. 2.65, current must flow in one of the resistors
between the emitter and the base of onc of the two transistors in order for this to occur. This
current can comc from a variety of causes. Examples are an application of a voltage that is
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larger than the power-supply voltage to an input or cutput terminal, improper sequencing
of the power supplies. the presence of large de currents in the substrate or p- or p-well,
or the flow of displacement current in the substrate or well due to fast-changing internal
nodes. Latchup is more likely to occur in circnits as the substrate and well concentration is
made lightcr, as the well is made thinner, and as the device geometries are made smaller.
All these trends in process technology tend to increase Ry and R, in Fig. 2.65b. Also,
they tend to increase the betas of the two bipolar transistors. These changes increase the
likelihood of the occurrence of latchup.

The layout of CMOS-integrated circuits must be carricd out with careful attention paid
to the prevention of Tatchup. Although the exact rules followed depend on the specifics
of the technelogy, the usual steps are to keep. R) and R;, as well as the product of the
betas, small enough to avoid this problem. The beta of the vertical bipolar transistor is
determined by process characteristics, such as the well depth, that are outside the control
of circuit designers. However, the beta of the lateral bipolar transistor can be decreased
by increasing its base width, which is the distance between the source of the n-channel
transistor and the n-type well. To reduce R, and R,, many substrate and well contacts
are usually used instead of just one each, as shown in the simple example of Fig. 2.65.
In particular, guard rings of substrate and well contacts are often used just outside and
inside the well regions. These rings arc formed by using the source/drain diffusion and
provide low-resistance connections in the substrate and well to reduce series resistance.
Also, special protection structures at each input and output pad arc usually included so
that excessive currents flowing into or out of the chip are safely shunted.

2.11 BiCMOS Technology

In Section 2.3, we showed that to achicve a high collector-base breakdown voltage in a
bipolar transistor structure, a thick epitaxial layer is used (17 wm of 5 {}-cm material [or
36-V operation). This in turn requires a deep p-type diffusion to isolate transistors and other
devices. On the other hand, if a low breakdown voltage (say about 7 V to allow 5-V supply
operation) can be tolerated, then a much more heavily doped (on the order of 0.5 -cm)
collector regicn can be used that is also much thinner (on the order of 1 wm). Under these
conditions, the bipolar devices can be isolated by using the same local-oxidation technique
used for CMOS, as described in Section 2.4. This approach has the advantage of greatly
reducing the bipolar transistor collector-substrate parasitic capacitance because the heav-
ily doped high-capacitance regions near the surface are now replaced by low-capacitance
oxide isolation. The devices can also be packed much more densely on the chip. In ad-
dition, CMOS and bipolar fabrication technologics begin to look rather similar, and the
combination of high-speed, shallow, ion-implanted bipolar transistors with CMOS devices
in a BiICMOS technology becomes feasible (at the expense of scveral extra processing
steps).* This technology has performance advantages in digital applications becanse the
high cutrent-drive capability of the bipolar transistors greatly facilitates driving large ca-
pacilive loads. Such processes are also attractive for analog applications because they allow
the designer to take advantage of the unique characleristics of both types of devices.

We now describe the structure of a typical high-frequency, low-voltage, oxide-isolated
BiCMOS process. A simplified cross section of a high-performance process®' is shown in
Fig. 2.66. The process begins with masking steps and the implantation of n-type antimony
buried layers inte a p-type substrate wherever an npn bipolar transistor or PMOS device
is to be formed, A secend implant of p-type boron impurities forms a p-well wherever an
NMOS device is to be fonmed. This is {followed by the growth of about 1 pm of n™ epi.
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which forms the collectors of the spx bipolar devices and the channel regions of the PMOS
devices. During this and subsequent heat cycles, the more mobile boron atoms out-diffuse
and the p-well extends to the surface, whereas the antimony buried layers remain essen-
tially fixed.

A masking step delines regions where thick licld oxide is (0 be grown and these re-
gions are eiched down into the epi layer. Field-oxide growth is then carried out, followed
by a planarization step where the ficld oxide that has grown above the plane of the surface
18 ¢ctched back level with the other regions. This climinates the lumpy surtace shown in
Fig. 2.57 and helps to overcome problems of ensuring reliable metal connections over the
oxide steps (so-called step coverage). Finally, a scrics of masking steps and p- and n-type
implants are carried out to form bipolar base and emutter regions, low-resistance bipolar
collector contact, and source and drain regions for the MOSFETs. In this sequence, gale
oxlde i1s grown, polysilicon gates and emitters are formed, and threshold-adjusting im-
plants arc made for the MOS devices. Metal contacts are then made (o the desired regions,
and the chip is coated with a layer of deposited S10,. A second layer of metal inlercennects
1s formed on top of this oxide with connections where necessary to the first layer of metal
below. A further deposited layer of S10; is then added with a third layer of metal inter-
conneet and vias to give even more connection flexibility and thus to improve the density
of Lhe layoult.

2.12 Heterojunction Bipolar Transistors

A heterojunction 1s a pr junction made of two different materials. Until this point, all the
Junctions we have considered have been homojunctions because the same material (sili-
con) has been used to lerm both the #-type and the p-type regions. In contrast, a junction
between an a-lype region of silicon and a p-iype region of germanium or a compound ol
silicon and germanium lorms @ heterojunclion.

In homojunction bipolar transistors, the emiller doping is selected (o be much greater
than the base doping o give an cmitler injection cliicicney v ol aboul unity, as shown
by (1.51b). As a result, the base is relatively lighily doped while the emitter 1s heavily
doped in practice. Section 1.4.8 shows that the fr of bipolar devices is limited in part by
Tr, which is the time required for minerity carriers to cross the base. Maximizing fr 13
important in some applications such as radio-frequency electronics. To increase fy, the
base width can be reduced. If the base doping is fixed to maintain a constant vy, however,
this approach increases the base resistance ry. In turn, this base resistance limiis speed
because it forms a time constant with capacitance attached to the base node. As a result,
a tradeofl exists in standard bipolar technelogy between high £y on the one hand and low
ri on the other, and both extremes limit the speed that can be altained in practice.

One way to overcome this tradeoff 1s to add some germanium to the base of bipolar
transistors to form heterojunction transistors. The key idea is that the different materials
on the lwo sides ol the junction have different band gaps. In parlicular, the band gap of
silicon is greater than for germanium, and lorming a SiGe compound in the base reduces
the band gap there. The relatively large band gap in the emitter can be used to increase the
potential barrier to holes that can be injected from the base back to the emitter. Therefore,
this structure dees not require that the emitter doping be much greater than the base doping
o give y = 1. As a result, the emitter doping can be decreased and the base doping can be
increased in a heterojunction bipolar transistor compared to its homojunction counterpart.
Increasing the base doping allows £, to be constant even when the base width is reduced to
increase fr. Furlhermore, this change also reduces the width of the basc-collector depletion
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region in the base when the transistor operates in the forward active region, thus decreasing
the effect of basc-width modulation and increasing the early voltage V4. Not only does
increasing the basc doping have a beneficial effect on performance, but also decreasing the
cmitter doping increases the width of the base-emitter, space-charge region in the emitter,
reducing the €, capacitance and further increasing the maximum speed.

The basc region of the heterojunction bipelar transistors can be formed by grow-
ing a thin epitaxial layer of SiGe using ultra-high vacuum chemical vapor deposition
(UHV/CVD).*? Since this is an epi layer, it takes on the crystal structure of the silicon
in the substrate. Because the lattice constant for germanium is greater than that for silicon,
the $1G¢ layer forms under a compressive strain, limiting the concentration of germanium
and the thickness of the layer to avoid defect formation after subscquent high-temperature
processing used at the back end of conventional technologies.®? In practice, with a base
thickness ol 0.1 pm, the concentration of germanium is limited to about 15 percent so that
the Tayer is unconditionally stable.” With only a small concentration of germanium, the
change in the hbaad gap and the resulting shift in the potential barrier that limits reverse
injection of holes into the emitter is small. However, the reverse injection is an exponential
function of this barricr; therefore, even a small change in the barrier greatly reduces the
reverse injection and results in these benefits.

In practice, the concentration of germanium in the base need not be constant. In par-
ticular, the UHV/CVD process is capable of increasing the concentration of germanium
in the base {rom the emitter end te the collector end. This grading of the germanium cen-
centration results in an cleetric field that helps electrons move across the base, further
reducing 7r and increasing fr.

The heterojunction bipolar transistors described above can be included as the bipolar
transistors in otherwise conventional BiCMOS processes. The key point is that the device
processing sequence retains the well-established properties of silicon integrated-circuit
processing because the average concentration of germanium in the base is small.>® This
characteristic is important because it allows the new processing steps to be included as
a simple addition to an existing process, reducing the cost of the new technology. For
example, a BiCMOS process with a minimum drawn CMOS channe] length of 0.3 wm
and heterojunction bipolar transistors with a fr of 50 GHz has been reported.™ The use
of the heterojunction technology increases the fr by about a factor of two compared to a
coroparable homojunction technology.

2.13 Interconnect Delay

As the minimum [cature size allowed in integrated-circuit technologies is reduced. the
maximum operating speed and bandwidth have steadily increased. This trend stems partly
from the reductions in the minimum base width of bipolar transistors and the minimum
channel length of MOS transistors, which in turn incrcase the £y of these devices. While
scaling has increased the speed of the transistors, however, it s also increasing the delay
introduced by the interconnections to the pomt where it could soon limit the maximum
speed of integrated circuits.” This delay is increasing as the minimum feature size is re-
duced because the width of metal lines and spacing between them are both being reduced
to increase the allowed density of interconnections. Decreasing the width of the lines in-
creases the number of squares for a fixed length, increasing the resistance. Decreasing the
spacing between the lines increases the lateral capacitance between lines. The delay is pro-
portional to the product of the resistance and capacitance. To reduce the delay, alternative
materials are being studied for use in integrated circuits.
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First, copper is replacing aluminum in metal layers because copper reduces the re-
sistivity of the interconnection by about 40 percent and is less susceptible to electromi-
gration and stress migration than aluminum. Electromigration and stress migration are
processes in which the material of a conductor moves stightly while it conducts current
and is under tension, respectively. These processes can cause open circnils to appear in
mctal interconnects and are important failure mechanisms in integrated circnits, Unfor-
tunately, however, copper can not simply be substituted for aluminum with the same
fabrication process. Two key problems are that copper diffuses through silicon and sil-
icon dioxide more quickly than aluminum, and cepper is difficult to plasma etch.’® To
overcome the diffusion problem, copper must be surrounded by a thin film of another
metal that can endure high-temperature processing with littlc movement. To overcome
the etch problem, a damascene process has been developed.>” In this process, a layer
of interconnection is formed by first depositing a layer of oxide. Then the interconnect
pattern is etched into the oxide, and the waler is uniformly coated by a thin diffusion-
resistant layer and then copper. The wafer is then polished by a chemical-mechanical
process until the surface of the oxide is reached, which leaves the copper in the cavi-
ties ctched into the oxide, A key advantage of this process is that it results in a planar
structure aflter each level of metalization.

Also, low-permittivity dielectrics are being studicd to replace silicon dioxide to reduce
the interconncct capacitance, The dielectric constant of silicon dioxide is 3.9 times more
than for air. For relative dielectric constants between about 2.5 and 3.0, polymers have been
studied. For relative dielectric constants below about 2.0, the proposed materials include
foams and gels, which include air.*® Other important requirements of low-permittivity
dielectric materials include low leakage, high breakdown voltage, high thermal conduc-
tivity, stability under high-temperature processing, and adhesion to the metal layers.”® The
search for a replacement for silicon dioxide is difficult because it is an excellent dielectric
in all these ways.

2.14 Economics of Integrated-Circuit Fabrication

The principal reason for the growing pervasiveness of integrated circuits in systems of
all types is the reduction in cost attainable through integrated-circuit fabrication. Proper
utiltzation of the technology to achieve this cost reduction requires an understanding of
the factors influcncing the cost of an integrated circuil in completed, packaged form. In
this section, we consider these factors.

2.14.1 Yield Considerations in Infegrated-Circuit Fabrication

As pointed out earlier m this chapter, integrated circuits are batch-fabricated on single
wafers, each containing up (o several thousand separate but identical circuits, Al the end
of the processing sequence, the individual circuits on the wafer are probed and tested prior
to the breaking up of the waifcr into individual dice. The percentage of the circuits (hat are
electrically functional and within specifications at this point is termed the wafer-sort yield
Yy and 1s usually in the range of 10 percent 10 90 percent. The nonfunctional units can
result from a number of [actors, but one major source of yield 10ss is point defects of various
kinds that occur during the photoresist and dillusion operations. These defects can result
from mask defects, pinholes in the photoresist, airborne particles that fall on the surface of
the wafer, crystalline defects in the epitaxial layer, and so on. If such a defect occurs in the
active region on one of the transistors or resistors making wp the circuit, a nonfuncticnal
unit usually results. The frequency of occurrence per unit of wafer area of such defects
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is usually dependent primarily on the particular fabrication process used and not on the
particular circuit being fabricated. Generally speaking, the more mask steps and diffusion
operations that the wafer is subjected to, the higher will be the density of defects on the
surface of the finished wafer.

The existence of these defects limits the size of the circuit that can be economically
fabricated on a single die. Consider the two cases illustrated in Fig. 2.67, where two iden-
tical wafers with the same defect locations have been used to fabricate circuits of different
area. Although the defect lecations in both cases are the same, the wafer-sort yield of the
large die would be zero. When the dic size is cut to one-fourth of the original size, the wafer
sort yield is 62 percent. This conceptual example iltustrates the cffect of die size on wafer-
sort yield. Quantitatively, the expected yield for a given die sizc is a stroeng function of the
complexity of the process, the naturc of the individual steps in the process, and perhaps,
most importantly, the maturity and degree of development of the process as a whole and
the individual steps within it. Since the inception of the planar process, a steady reduc-
tion 11 defect densities has occurred as a result of improved lithography, increased use of
low-tempcrature processing steps such as jon implantation, improved manufacturing envi-
renmental control, and so forth. Three typical curves derived from yield data on bipolar and
MOS processes are shownin Fig. 2.68. These are representative of yields for processes rang-
ing from a very complex process with many yield-reducing steps to a very simple process
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carried ont in an advanced VLSI fabrication facility. Aiso, the yield curves can be raised or
lowered by more conservative design rules, and other factors. Uncontrolled factors such as
testing problems and design problems in the circuit can cause results for a particular inte-
grated circuii to deviate widely from these curves, but still the overall trend is useful.

In addition to affecting yvield, the die size also affects the total number of dice that can be
fabricated on a wafer of a given size. The total number of usable dice on the waler, called the
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Figure 2.69 Gross die per wafer for 4-in., 8-In.. and 12-in. walers.
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wafer [or the three processes in

Fig, 2.66, assuming a 4-in. wafer.

The same curve can be obtained

approximately for other wafer

y ~  Sizes by simply scaling the ver-
tical axis by a factor equal to the

Die size (mil° x 10%) walCr arca.
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gross die per wafer &V, is plotted in Fig. 2,69 as a function of di¢ size for several wafer sizcs.
The product of the gross die per wafer and the wafer-sort yield gives the net good die per
wafer, plotted in Fig. 2.70 for the yield curve of Fig. 2.68, assuming a 4-in wafer.

Once the watcr has undergone the wafcr-probe test, it is separated into individual dice
by sawing or scribing and breaking. The dice are visually inspected, sorted. and readicd
for assembly into packages. This step is termed die fab. and some loss ol goed dice occurs
in the process. Of the original electrically good dice on the walcr, some will be lost in the
die fab process due to breakage and scratching of the surface. The ratio of the electrically
good dice following die fab to the number of electricatly good dice en the wafer before dic
fab is called the die fab yield, Y y. The good dice are then inserted in a package. and the
electrical connections to each die are made with bonding wires to the pins on the package.
The packaged circuits then undergo a final test, and some loss of functional units usually
occurs because ol improper bonding and handling losses. The ratio ol the number of good
uits at final test to the number of good dice into assembly is called the fina! test yield ¥ f,.

2.14.2 Cost Considerations in Integrated-Circuit Fabrication

The principal direct costs to the manufacturer can be divided into two categories: thosce
asseciated wilh fabricating and testing the wafer, called the wafer fab cost C,,, and those
associated with packaging and final testing the individuat dice, called the packaging cost
Cp. If we consider the costs incurred by the complete fabrication of one wafer of dice, we
first have the wafer costitself C,,.. The number of electrically good dice that are packaged
from the wafer is Y, ¥y, . The total cost C, incurred once these units have been packaged
and (ested 18

Cr = Gy + CpNY ( Vyy (2.54}
The total number of good finished units N is
Ne = NY,..Yar Y, (2.55)
Thus the cosl per unit is
C A + Cr (2.56)

Ne  NYuYa¥p Y

The first term in the cost expression is wafer fab cost, while the second is associated with
assembly and final testing. This expression can be used 1o calculate the direct cost of the
finished product to the manufacturer as shown in the following example.

EXAMPLE

Plot the direct fabrication cost as a function of die size for the following two scts of as-
sumptions, '
(o) Wafer-fab cost of $75.00, packaging and testing costs per die of $00.06, a dic-fab yicld
of 0.9, and a final-test yicld of 0.9. Assume yield curve B in Fig. 2.68. This set of condi-
tions might characlerize an operational amplifier manufactured on a medium-complexity
bipolar process and packaged in an inexpensive 8 or 14 lead package.

From {2.56),

_ %7500 006 _ $92.59
(NY,)(0.81) 0.9  NY,,

This cost is plotted versus die size in Fig. 2.71a.

C + 0.066 (2.57)

by A wafer-fab cost of $100,00, packaging and testing costs of $1.00, die-fab yield of
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4-inch wafer yield
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0.9, and final-test vieid of 0.8. Assume yield curve A in Fig. 2.68. This might characler-

1ze a complex analog/digital integrated circuit, utilizing an advanccd CMOS process and

packaged 1n a large, multilead package. Again, from (2.56),
_ $100.00 $1.00  $138.89
CONY(0.72) 0 08 NY,

+$1.25 (2.58)

This cost is plotted versus dic sizc in Fig. 2.71b.

This example shows that most of the cost comes from packaging and testing for small
die sizes, whereas most of the cost comes from wafer-fab costs for large die sizes. This
relationship is made clearer by considering the cost of the integrated circuit in terms of cost
per unit area of silicen in the (inished product, as illustrated in Fig. 2.72 for the examples
previously given. These curves plot ol the ratio of the finished-product cost to the number
of square mils of silicon on the dic. The minimum cest per unit area of silicon results
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Example b

%
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o

o
[
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lower in example a, the mini-
muim cost point falls at a much
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unit of silicon arca at large die

| ; I | ! I ~ sizes is smaller for example b
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Die area (mil® x 10%) yicld at large die sizcs.

$0.40
$0.30
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Cost per 10 k mil® of Si area in finished product

-

o

.

o
|

midway hetween the package-cost and dic-cost limited regions for each example. Thus
the fabrication of excessively large or small dice is uneconomical in terms of utilizing the
stlicon die arca at minimum cost. The significance of these curves is that, for example,
if a complex analog/digital system, characterized by example b in Fig. 2.72 with a total
silicon area of #0),000 square mils is to be fabricated in silicon, it probably would be most
economical to build the system on two chips rather than on a singie chip. This decision
would also be strongly affected by other factors such as the increasc in the number of total
package pins required for the two chips to be interconnected, the cffect on performance of
the required interconnections, and the additional printed circuit board space required for
additional packages. The shape of the cost curves is also a strong function of the package
cost, test cost ol the individual product, yicld curve for the particular process, and so forth.

The preceding analysis concerned only the direct costs to the manufacturer of the
fabrication of the finished product; the actual sclling price is much higher and reflects
additional research and develepment, engineering, and selling costs. Many of these costs
are fixed, however, so that the selling price of a particular integrated circuit tends to vary
inversely with the quantity of the circuits sold by the manufacturer.

2.15 Packaging Considerations for Integrated Circuits

The finished cost of an integrated circnit is heavily dependent on the cost of the package
in which it is encapsulated. In addition to the cost, the package also strongly affects two
other important parameters. The first is the maximum allowable power dissipation in the
circuit, and the second is the reliability of the circuit. We will consider these limitations
individually. '

2.15.1 Maximum Power Dissipation

When power is dissipated within a device on the surface of the integrated circuit die,
two distinct changes occur. First, the dissipated heat must flow away from the individnal
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Tenip

-

= Tambient . ) ] i i

—l Figure 2.73 Electrical analog for the thermal behavior of the die-package
= structure.

device through the silicon material, which gives rise to temperature gradients across the
top surface of the chip. These gradients can strongly affect circuit performance, and theix
effects are studied further in Chapler 6. Second, the heat must then flow out of the sili-
con material inte the package structure, and then out of the package and to the ambient
atmosphere. The flow of heat from the package to the ambient atmosphere can eccur pri-
marily by radiation and convection or, if the package is attached to a heat sink, can occur
primarily by conducticn. This flow of heat to the ambient environment causes the die as
a whole to experience an increase in temperature, and in the steady state the average die
temperature will be higher than the ambient temperature by an amount propetrtional to
the power dissipation on the chip and the thermal resistance of the package,

The steady-state thermal behavior of the die/package structure can be analyzed ap-
proximately using the electrical model shown in Fig. 2.73, In this model, current is
analogous to a flow of heat, and voltage is analogous to temperature. The currem source
represents the power dissipation on the integrated circuit die. The voltage drop across
the resistance 0. represents the temperature drop between the surface of the chip
and the outside of the case of the package. Finally, the drop across the resistor #,., repre-
sents the temperature drop between the outside of the case and the ambient atmosphere.
This representation is only approximate since in reality the structure is distributed and
neither the top surface of the die nor the outside of the case is isothermal. However, this
equivalent circuit is useful for approximate analysis.

The resistance & . is termed the juncrion-fo-case thermal resistance ol the package.
This resistance varies from about 30°C/W for the TO-99 metal package to about 4°C/W
for the TO-3 metal power package. These packages are shown in Fig. 2.74 along with
the plastic dual-in-line package (DIP). The resistance ., is termed the case-to-ambient
thermal resistance. For the situation in which no heat sink is used, this resistance is deter-
mined primarily by the rate at which heat can be transferred from the outside surface of
the package to the surrounding air. This rate is dependent on package size and on the rate
of airflow around the package, if any. Because thermal radiation effects are present, the
raie of heat transfer is net a Iinear [unction of case temperature, but the approximation is
usually made that this thermal resistance is linear. For the case in which the surrounding
air is still and no heat sink 15 used, the resistance ., varies from about 100°C/W for the
TO-99 to about 40°C/W for the TO-3.

For integrated circuits that dissipate large amounts of power, the use of a heat sink
1 often necessary to prevent excessive dic temperatures. For this situation, the casc-lo-
ambient thermal resistance 15 determined by the heat sink. Heat sinks for use with inte-
grated circuit packages vary from small finned structures having a thermal resistance of
about 30°C/W to massive structurcs achieving thermal resistances in the range of 2°C/W,
Effective utilization of low-thermal-resistance heat sinks requires that the package and
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10, and 12 lead versions. The DIP package is available in 8, 14, 16, 18, and 22 lead versions. [t is
available in both hermetically scaled ccramic and plastic versions.

16}

heat sink be 1n intimate thermal contact with each other. For TO-3 packages, special mica
washers and heat-sink grease are used to attach the package to the heat sink while main-
taining clectrical isolation.

The choice of package and heat sink for a particular circuit is dependent on the
power to be dissipated in the circuit, the range of ambient temperatures to be encountered,
and the maximum allowable chip temperature. These three quantities are related under
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steady-state conditions by the following expression:
Tenip = Tambien: + (9;'-: + Hm) Py (2-59)

where Typpicn 15 the ambient temperature, Tenip 18 the chip temperature, and Py is the
power dissipation on the chip. For silicon integrated circuits, reliability considerations
dictate that the chip temperature be kept below about 150°C, and this temperature is
normally taken as the maximum allowable chip temperature, Thus once the maximum
ambient temperature is known, the temperature drop across the series combination of
8 ;. and 8, is specificd. Once the power dissipation is known, the maximum allowable
thermal resistance of the package and heat sink can be calculated.

m  EXAMPLE

What is the maximum permissible power dissipation in a circuit in a TO-99 package in
still air when the ambient temperature is 70°C? 125°C?

For the TO-99 in still air, (8, + #.,} = 30°C/W + 100°C/W=130°C/W.
From (2.59),

Tetip = Tambiem + (130°CIW)(Py)
For Tambient = 70°C,
150°C = 70°C + (130°C/Watt) £y
and thus
Pamax = 620 mW
For Tymbiem = 125°C,
150°C = 125°C + (130°C/W) Py

and thus

Poinax = 190 mW

2.15.2 Reliability Considerations in Integrated-Circuit Packaging

In applications where field servicing is difficult or impossible, or where device failurc has
catastrophic consequences, circuit reliability becomes a primary concern. The primary
parameter describing circuit reliability is the mean time to failure of a sample of inte-
grated circuits under a specified set of worst-case environmental conditions. The study
of the various failure modes that can occur in integrated circuits under such conditions and
the means to avoid such failures have evolved into a separate discipline, which is beyond
the scope of this book. However, integrated circuit packages can be divided into two dis-
tinct groups from a reliability standpoint: those in which the dic is in a hermetically sealed
cavity and those in which the cavity is not hermetically sealed. The former group includes
most of the metal can packages and the ceramic dual-in-line and flat packages. The latter
greup includes the plaslic packages. The plastic packages are less expensive to produce
and are as reliable as the hermetic packages under mild environmental conditions. The
hermetic packages are generally more expensive to produce, but are more reliable under
adverse environmental conditions, particularly in the case of high temperaturc/high hu-
midity conditions.
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APPENDIX
A.2.1 SPICE MODEL-PARAMETER FILES

In this section, SPICE modcl-parameter symbols are compared with the symbols cmployed
in the text for commonly used quantitics.

Bipolar Transistor Parameters

SPICE
Symbol  Text Symbol Description
IS I Transport saturation current
BF Br Maximum forward current gain
BR Br Maximum reverse current gain
VAF Va Forward Early voltage
RB Fp Base series resistance
RE Yoy Emitter series resistance
RC r. Collector series resistance
TF Ty Forward transit time
TR Th Reverse transit time
CIE C o Zcro-bias base-emitter depletion capacilance
VIE ifro, Busc-cmitter junction built-in potential
MIE e Busc-cmitter junction-capacitance exponent
CIC Couo Zero-bias basc-collector depletion capacitance
vIC i Base-collector junction built-in potential
MIC . Base-collector junction-capacilance cxponcnt
CJS Cen Zero-bias collector-substrate depletion capacitance
VIS thi, Collector-substrate junction built-in potential
MIS ny Collector-substrate junclion-capacitance cxponent

Note: Depending on which version of SPICE 1s uscd, a scparate diode may have
to be included to model base-subsirale capacitance in a lateral pnp transistor.

MOSFET Parameters
SPICE
Symbol Text Symbol Description
VTO V. Threshold voltage with zcro source-
substrate voltage
KP E = pnl,, Transconductance parameler
o 2GEN
GAMMA vy = % Threshold voltage parameter
PHI 25 " Surface potential
1
LAMBDA A= — aXs Channe]-length modulalion paramcter
Lo dV s )
CGSO Cor Gate-source overlap capacitance per unit
channel width
CGDO Cor Gate-drain overlap capacitance per unit

channel width
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MOSFET Parameters

SPICE
Symbol  Text Symhaol Description
Cl Cp Zero-bias junciion capacilance per unil arca
[rom source and drain botlom to bulk
{substrate)
MJ A Source-bulk and drain-bulk junction
capacilance exponent (grading coellicient)
CISW C il Zero-hias junction capacitance per unit
junction perimeter from source and drain
sidewall {periphery) to bulk
MISW n Source-bulk and drain-bulk sidewall
junction capacitance cxponent
PB o Source-bulk and drain-bulk junction buili-
in polentia
TOX fox Oxide thickness
NSUB Ny Np Substrate doping
NSS QOuile Surface-state density
XJ X; Source, drain junction depth
LD L; Source, drain lateral diffusion
PROBLEMS

2.1 What impurity concentration corresponds
a1 £¥-cm resistivily in p-Lype silicon? In n-type
silicon?

2.2 Whal is the sheel resistance of & layer of
1 Or-cm material that is 5 pm thick?

2.3 Consider a hypothetical layer of sili-
con that has an n-type impurity concentration of
10'7 cm™ at the top surface, and in which the im-
purity conceniralion decreases exponentially with
distance into the silicon. Assume that the concen-
tration has decreased to 1/¢ of its surface value at
a depth of (0.5 pm, and that the impurity concen-
tration in the sample hefore the insertion of the n-
type impuritics was 10'% cm™? p-type. Determine
the depth below the surface of the pa junction that
results and determine the sheel resistance of the
p-lype layer, Assume a conslanl cleclron mobil-
ity of 800 ¢m®/V-s. Assume that the width of the
depletion layer is negligible.

2.4 A diffused resistor has a length of 200 m
and a width of 5 pm. The sheet resistance ol the
base diffusion is 100 £}/ ] and the emitter dilfusion
is 5 (/1 | The base pinched layer has a sheet resis-
tance of 5 kQ/ 1. Determine the resistance of the
resistor if it is an emitter-ditfused, base-diffused, or
pinch resistor.

2.5 A base-emitter voltage of from 520 mV
o 580 mV is measured on a test npa transistor

structure with 10 A collector currcnt. The cmit-
Ler dimensions on the lest ransistor are 100 pm X
100 pm. Determine the range of values of (p im-
plied by this dala. Use this information te calculate
the range of values ol sheel resisiance that will be ob-
served in the pinch resistors in the circuit. Assume a
constant electron diffusivity, D, of 13 cm?/s, and
a constant hole mobility of 150 cm*/V-s. Assume
that the width of the depletion layer is negligible.

2.6 Estimate the series hase resistance, series
collector resistance r.. hase-emitter capacitance.
base-collecter capacitance, and collector-substrate
capacitance of the high-current # ps transistor struc-
ture shown in Fig. 2.75. This structure is typical of
thosc used as the oulpul transislor in operational am-
plificrs that must supply up 1o aboul 20 mA. Assume
adoping profile as shownin Fig. 2.17.

2.7 Il the lateral prp structure of Fig, 2.33a1s
fabricated with an epi layer resistivity of 0.5 £2-cm,
determine the value of collector current at which the
current gain hegins to tall off, Assume a diffusivity
for holes of: 2, = 10 cm?/s. Assume a hase width
of § pm.

2.8 The substrate prp of Fig. 2,36 is to he
used as a test device to monitor epitaxial layer
thickness. Assume that the flow of minority cartiers
across the hase is vertical, and that the width of the
emitter-base and collector-base depletion layers is
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Figure 2.75 Dcvice structure for Problem 2.6.

negligible. Assume that the epi layer resistivily is
known to be 2 £2-cm by independent measurement.
The base-cmilter voltage is observed to vary from
523 mV to 360 mV over several waters at a collec-
tor current of 10 A, What range of epitaxial layer
thickness does this imply? What is the correspond-
ing range of sheet resistance that will be observed
in the epitaxial pinch resistors? Assume 4 hole dif-
fusivity of 10 cm?/s, and an clectron mebility of
800 cm?/V-s. Neglect the depletion layer thickness.
Assume a junction depth of 3 pm for the base
diffusion.

29 Calculate the total parasitic junclion ca-
pacitance associated with a 10-kQ base-diffused
resistor if the base sheet resistance is 100 {3/ and
the resistor width 1s 6 pm. Repeat for a resistor
width of 12 wm. Assume the doping profiles are
as shown in Fig. 2.17. Assume the clubheads are
26 pm * 26 pm, and that the junction depth is
3 pm. Accounl Lot sidewall effects.

2.10 For Lhe substrate prp structure shown in
Fig. 2.364, calculatc Iy, Cj.. C,, and 77. Assume
the doping profiles are as shown in Fig. 2.17.

211 A base-emiler voltage of 480 mV is
measured on a super-S  lest (ransistor with a

100 pn X 11X pm emitter area at a collector current
of 1L AL Caleulate the Qg and the sheetresistance of
the basc region. Estimatce the punch-through voltage
inthe following way. When the base depletion region
includes the cntirc base, charge neuatrality requires
that the number of ionized acceptors in the depletion
region in the base be cqgual to the number of ionized
donors in the depletion region on the collector side
of the base, [See (1.2).] Therefore, when enough
voltage is applied that the deplction region in the
base region includes the whole base. the depletion
region in the collector must include a number of ion-
ized atoms cqual to Q. Since the density of these
aloms is known (equal to Np), the width of the de-
pletion layer in the collector region at punch-through
can be determined. If we assumec that the doping in
the base N, is much larger than that in the collec-
tor Np, then (1.15) can be used to find the voltage
that will result in this depletion layer width. Repeat
this problem for the standard device, assuming a Vg
mcasured at 360 mV. Assume an electron diffusiv-
ity I, of 13 cm®/s, and a hole mobility j , of 150
em?’/V-s. Assume the epi doping is 10'F em ™. Use
€ = 1.04 X 10 "“Fiem for the permittivity of sili-
con, Also, assume f,, for the collector-base junction
155V,
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2.12 An MOS transistor biased in Lhe active re-
gion displays a drain current of 100 pA at a Vg of
1.5V and a drain current of 10 p A ata Vg of .8V,
Determine the thresheld voltage and pu, C, (W/L),
Neglect subthreshold cenduction and assume that
the mohility is consiant.

2.13 Calculatc the threshold wvoltage of the
p-channel transistors for the process given in Ta-
ble 2.1. First do the calculation for the unimplanted
transiswor, then for the case in which the device te-
ceives the channel implant specificd. Note that this
is a p-type implant, so thal the cffective surface con-
centration is the difference between the background
substrate concentration and the cffeetive concentra-
tion in the implant layer.

2.14 An p-channel implanied (ransistor from
the process described in Table 2.1 displays a
measured outpul resistance of 5 M{} at a drain cur-
rent of 10 pA, biased in the active region at a Vg
of 5 V. The drawn dimensions of the device are
100 pm by 7 um. Find the output resistance of
a second device on the same technology that has
drawn dimensions of 50 pm by 12 um and is
opcraled at a drain current of 30 pA and a Vi,
o5V,

2.15 Calculate the small-signal model parame-
ters of the device shown in Fig. 2.76, including g,,,,
Birtr Fron Cusy g, Cyp, and Cgp. Assume the Lransistor
is biased at a drain-source voltage of 2 V and a drain
currentof 20 pA. Use the process parametersthat are
specified in Table 2.4, Assume Vep = 1V,

2.16 The wtansistor shown in Fig, 2.76 is con-
nected in the circuit shown in Fig. 2.77. The gate is
grounded, the substrate is connected to —1.5 V, and
the drain is open circnited. An ideal current source
is tied w the souree, and this source has a value of
zero for r < O und 10 A for ¢ = 0. The source and
drain arc at an initial veltage of 41.5 V at ¢ = 0.
Skelch the voltage at the source and drain from ¢ =
(} until the drain vollage reaches —1.5 V. For sim-
plicity, assume that the source-substrate and drain-
substrate capacitances are conslanl at their zero-
bias values. Assume the transistor has a threshold
voltage of 0.6 V.

T
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Figure 276 Transistor for Problem 2,15,

Hr)
—E_

i{r) 10 A

1.5V
Figure 2,77 Circuil for Problem 2.16.

2.17 Show thal two MOS transistors connected
in parallel with channel widths of W, and W, and
identical channei lengths of L can be modeled as
one equivalent MOS (ransistor whose width is W, +
W. and whose length is £, as shown in Fig. 2.78.
Assume the transistors are identical excepl [or their
channcl widths.

2.18 Show that two MOS transistors connected
in serics with channel lengths of £, and L, and

Figure 2.78 Circuil [or
Problem 2.17.



identical channel widths of W can be modeled
as one equivalent MOS transistor whosc width
is W and whose length is L; + L», as shown in
Fig. 2.79. Assume the transistors are ideniical ex-
cept for their channel lengths. Tgnore the body cf-
fect and channel-length medulation,

M, .
W
— 4 - | W
- ! fy+l
M, . 1+ig
—iz
Figure 2.79 Circuit [or Problem 2,18.

2.19 An intcgrated electronic subsystcm is to
be fabricated, wiich requires 40,000 squarc mils of
silicon area, Determine whether the system should
be put on onc or two chips, assuming that the fab-
rication cost of the two chips is the only considera-
tion.Assume that the wafer-fah cost is $100.00, the
packaging and testing costs are $0.60, the die-fab
vield is (.9, and the [inal-test yield is 0.8, Assume
the process used follows curve B in Fig. 2.68. Re-
peat the problem assuming yield curve A, and then
yicld curve C. Assume a 4-in wafer.

2.20 Determine the direct fabrication cost of an
integrated circuit thal is 130 mils on a side in size.
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Single-Transistorand Multiple-
Transistor Amplifiers

The technology used to fabricate integrated circuits presents a unique sel of component-
cost constraints to the circuit designer. The most cost-effective circuit approach to accom-
plish a given function may be quitc different when the realization of the circuit is to be
in monolithic form as opposed to discrele transistors and passive elements.! As an illus-
tration, consider the two realizations of a three-stage audio amplifier shown in Figs. 3.1
and 3.2. The first reflects a cost-cllective solution in the context of discrete-component
circuils, since passive components such as resistors and capacitors are less cxpensive than
the active components. the transistors. Hence, the circuit containg a minimum number
of transistors, and the interstage coupling is accomplished with capacitors. However, for
the case of monolithic construction, a key determining factor in cost is the die area used.
Capacitors of the values used in most discrete-component circuils are not feasible and
would have to be external to the chip, increasing the pin count of the package, which in-
creases cost. Therefore, a high premium is placed on eliminating large capacitors, and a
dc-coupled circuit realization is very desirable. A second constraint is that the cheapest
component that can be fabricated in the integrated circuit is the one that occupies the least
arca, usually a transistor. Thus a circuit realization that contains the minimum possible
total resistance while using morc active components may be eptimum.”® Furthermore, an
important application of analog circuits is to provide interfaces belween the real world and
digital circuits. In building digital integrated circuits, CMOS technologies have become
dominant because of their high densities and low power dissipations. To reduce the cost
and increase the pertability of mixcd-analog-and-digital systems, both increased levels of
integration and reduced power dissipations are required. As a result, we are interested in
building analog interface circuits in CMOS technologies. The circuit of Fig. 3.2 reflects
these constraints. [t uses a CMOS technology and many more transistors than in Fig. 3.1,
has less total resistance, and has no coupling capacitors. A differential pair 15 used to allow
direct coupling between stages. while transistor current sources provide biasing without
large amounts of resistance. In practice, feedback would be required around the amplifier
shown in Fig. 3.2 but is not shown for simplicity. Feedback is described in Chapter 8.
The next three chaplers analyze various circuit configurations encountered in linear
integrated circutts, In discrete-component ¢ircuits, the number of transistors is usuatly
minimized. The best way to analyze such circuits is usually o regard each individual
transislor as a séage and to analyzc the circuit as a collection of single-transistor stages.
A typical monolithic circuit, however, contains a large number of transistors that perform
many functions, both passive and active. Thus monolithic circuits are often regarded as a
collection of subcircuits that perform specific functions, where the subcircuits may contain
many transistors. In this chapter, we first consider the dc and low-frequency properties of
the simplest subeircuits: common-emitter, common-base, and common-collector single-
transistor amplifiers and their counterparts using MOS transistors. We then consider some
multi-transistor subcircuils that are useful as amplifying stages. The most widely used of
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Figure 3.1 Typical discrete-component realization of an audio amplificr.
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Figure 3.2 Typical CMOS inlegrated-circuit realization of an audio amplifier.

these multi-transistor circuits are the differential pairs, which are analyzed extensively in
this chapter.

3.1 Device Model Selection for Approximate Analysis of Analog Circuits

Much of this book is concerned with the salient performance characteristics of a variety of
subcircuits commonly used in analog circuits and of complete functional blocks made up
of these subcircuits. The aspects of the performance that are of intcrest include the de cur-
rents and voltages within the circuit, the effect of mismatches in device characteristics on
these vollages and currents, the small-signal, low-frequency input and output resistance,
and the veltage gain of the circuit. In later chapters, the high-frequency, small-signal be-
havior ol circuits is censidered. The subcircuit or circuit under investigation 1s often one
ol considerable complexity, and the most important single principle that must be followed
to achieve success in the hand analysis of such circuits is selecring the simplest possibie
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model for the devices within the circuit that will resull in the required accuracy. For ex-
ample, in the case of de analysis. hand analysis of a complex circuit is greatly simplificd
by neglecting certain aspects of transistor behavior, such as the output resistance, which
may result in a 10 to 20 percent error in the de currents calculated. The principal objec-
tive of hand analysis, however, is to obtain an intuitive understanding of factors affecling
circuit behavior so that an iterative design procedure resulting in improved performance
can be carried out. The performance of the circuit can at any point in this cycle be de-
termined precisely by computer simulation, but this approach does not yicld the intuitive
understanding nccessary for design.

Unfortunately, no specific rules can be formulated regarding the selection of the sim-
plest device model for analysis. For example, in the de analysis of bipolar biasing circwits,
assuming constant base-emitter voltages and neglecting transistor output resistances of-
ten provides adequate accuracy. However, certain bias circuits depend on the nonlinear
relation between the collector current and basc-emitter voltage to control the bias current,
and the assumption of a constant Vg will result in gross errors in the analyses of these
circnits. When analyzing the active-load stages in Chapter 4, the outpul resistance must
be considered to obtain meaningful results. Therefore, a key step in every analysis is to
inspect the circuit to determine what aspects of the behavior of the transistors strongly
affect the performance of the circuit, and then simplify the modcl(s) to include only those
aspects. This step in the procedurc is emphasized in this and the following chapters.

3.2 Two-Port Modeling of Ampilifiers

The most basic parameter of an amplifier is its gain. Since amplifiers may be connected to
a wide variety of sources and loads, predicting the dependence of the gain on the scurce
and load resistance is also important. One way to observe this dependence Is to include
these resistances in the amplifier analysis. However, this approach requires a completely
new amplificr analysis each time the source or load resistance 1s changed. To simplify this
procedure, amplifiers are often modeled as (wo-port equivalent networks. As shown in Fig.
3.3, two-port networks have four terminals and four port variables (a veltage and a current
at each porl). A pair of terminals is a port if the current that flows into one terminal 1s equai
to the current that lows cut of the other terminal. To model an amplifier, one port represents
the amplificr input characteristics and the other represents the output. One variable at each
port can be sct independently. The other variable at each port 1s dependent on the twe-port
network and the independent variables. This dependence is expressed by two equations.
We will focus here on the admittance-parameter equations, where the terminal currents are
viewcd as dependent variables controlled by the independent terminal voltages because
we usually model transisters with voltage-controlled current sources. If the nctwork 18
linear and contains no independent sources, the admittance-parameter equations arc:

i = ynvy + ¥iv; (3.1)

fz = ¥ynv1 + ynw (3.2)

Two-port v
network f

W1

i 2 Figure 3.3 Two-porl-network block diagram.
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The voltages and cuirents in these equations are deliberately written as small-signal quan-
litics because transistors behave in an approximately linear way only for small signals
around a fixed operating point. An equivalent circuit for these equations is shown in
Fig. 3.4. The parameters can be found and interpreted as follows:

i

Y1 = " | »—0 = Inpul admittance with the output shert-circuited (3.3)
Y12 = '2_12 | v, =0 = Reverse transconductance with the input short-circuited (3.4}
v = j—zl | v.0 = Forward transconductance with the output short-circuited (3.5)
¥ = L—i | », -0 = Output admittance with the input short-circuited (3.6)

The y;; parameter represents feedback in the amplifier. When the signal propagates
back from the output to the input as well as forward {rom the input to the output, the am-
plificr is said to be bilateral. In many practical cases, especially at low frequencies, this
[cedback 1s negligible and yq; 1s assumed to be zero. Then the amplifier is wnilateral and
characterized by the other three parameters. Since the model includes only one transcon-
ductance when vz = 0, vz is usually referred to simply as the short-circuit franscon-
ductance, which will be represented by G,, in this book. When an amplifier is unilateral,
the calculation of ¥ is simplified from that given in (3.3) because the connections at the
output port do not affect the input admittance when y;, = 0.

Instcad of calculating yi and yz», we will often calculate the reciprocals of these
paramelers, or the input and output impedances Z; = 1/y1; and Z, = 1/vy;, as shown
in the unilateral two-pert model of Fig. 3.54. Also, instead of calculating the short-circuit
transconductance G, = yo;, we will sometimes calculate the open-circuit voltage gain a,.
This substitution is justified by conversion of the Norton-equivalent output model shown in
Fig. 3.5a to the Thévenin-equivalent output model shown in Fig. 3.5b. In general, finding

i f2
—— -
+ +
¥ Z!' Gm ¥1 Zo v2

{u}
Z, f2
AWy
+ +
a, v vz

- _  Figure 3.5 Unilatera] two-port equivalent
circuits with (¢} Norton output model (&)
Thévenin outpat model.
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Rg

Figure 3.6 Example of loading at the input and output of an amplifier modeled by « two-port
equivalent circuit,

any two of the three parameters including G,;, Z,,. and «, specifies the third parameter
because ‘
¥

ad, = = -Gz, (3.7)
'I)‘l Flg =0

Once two of these parameters and the input impedance are known, calculation of the cffects
of loading at the input and output ports is possible. At low frequencies, the input and
output impedances are usually dominated by resistances. Therefore, we will characterize
the low-frequency behavior of many amplifiers in this book by finding the input and output
resistances, R; and R, as well as G, or ..

EXAMPLE

A two-port model of a unilateral amplifier is shown in Fig. 3.6. Assume 8; = 1 kQ, R, =
I M}, and G, = 1 mA/V. Let Ry and Ry, represent the source resistance of the input
generator and load resistance, respectively. Find the low-frequency gain vy /vy, assuming
that the input is an ideal voltage source and the output is unloaded. Repeat, assuming that
Ry =1k and R;, = 1 M.

The open-circuit voltage gain of the two-port amplifier model by itself from vy 1o vy
is
Vs

Ri +x ¥l

Yout
¥1

= =GR, = — (1 mA/V(1000 kQ) = — 1000
f';_xl}

Since the source and input resistances form a voltage divider, and since the output resis-
tance appears in parallel with the load resistance, the overall gain from vy, to vy is

Yout V_I Vour __ Ri

=N G (R
Vin Vin V| R, + Rs (Ro | Rey

With an ideal voltage source at the input and no load at the output, Rs = 0, R; — o and
Vour/Vin = —1000. With Ry = 1k and R; = 1 M{}, the gain is reduced by a factor of
four to vou/vy, = —0.5(1 mA/VY500 k() = —250.

3.3 Basic Single-Transistor Amplifier Stages

Bipolar and MOS transistors are capable of providing useful amplification in three dif-
ferent configurations. In the common-emitter or common-source configuration, the signal
is applied to the base or gate of the transistor and the amplified output is taken from the
collector or drain. In the commen-collector or common-drain configuration, the signal is
applied to the base or gate and the output signal is taken from the emitter or source. This
cenfiguration is often referred to as the emitter follower for bipolar circuits and the source
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fotlower for MOS circuits. In the common-base or common-gate configuration, the signal
1s applied te the emitter or the source, and the output signal is taken from the collector or
the drain. Each of these configurations provides a unique combinatien of input resisiance,
output resistance, voltage gain, and current gain. In many instances, the analysis ol com-
plex multistage amplifiers can be reduced to the analysis of a number of single-transistor
stages of these types.

We showed in Chapter 1 that the small-signal equivalent circuits for the bipolar and
MOS transistors are very similar, with the two devices differing mainly in the values of
some of their small-signal parameters. In particular, MOS transistors have ¢ssentially in-
finite input resistance from the gate to the source, in contrast with the finite »,; of bipolar
transistors. On the other hand, bipolar transistors have a g, that is usually an order of mag-
nitude larger than that of MOS transistors biased with the same current. These differences
often make one cr the other device desirable for use in different situations. For example.
amplifiers with very high input impedance arc more casily realized with MOS transistors
than with bipolar transistors. However, the higher g,, ol bipolar transistors makes the re-
alization of high-gain amplifiers with bipolar transistors easier than with MOS transistors.
In other applications, the exponential Targe-signal characteristics of bipolar transistors and
the square-law characteristics of MOS transistors may cach be used to advantage.

As described in Chapter 2, integrated-circuit processes of many varieties now exist.
Examples include processes with bipolar or MOS transistors as the only active devices
and combined bipolar and CMOS devices in BiCMOS processes. Because the more com-
plex processes invelve more masking steps and are thus somewhat more costly to produce,
integrated-circuit designers generally use the simplest process available that allows the de-
sired circuit specifications to be achieved. Therefore, designers must appreciate the sim-
ilarities and differences between bipolar and MOS transistors so that appropriate choices
of technology can be made.

3.3.1 Common-Emitter Configurction

The resistively loaded common-emitter (CE) amplifier configuration is shown in Fig. 3.7.
The resistor R represents the collector load resistance. The short horizental line labeled
Ve at the top of R implies that a voltage source of value Ve 1s connected between that
point and ground. This symbol will be used throughout the book. We first calculate the
dc wansfer characteristic of the amplifier as the input voltage is increased in the positive
dircction from zero. We assume that the base of the transisfor is driven by a voltage source
of value V;. When V; is zero, the transistor operates in the cutolf stale and no collector

Yeo

= Figure 3.7 Resistively loaded common-crilter
amplifier.
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Figure 3.8 Large-signal

_i_, - equivalent circuit valid
when the transistor is
* This diode has a in the forward-active
v, saturation current of region. The saturation
- I current of the ecquivalent
Br base-emitter diode is

I5/8r.

current flows other than the leakage current /g. As the input voltage is increased, the
ransistor enters the forward-active region, and the colleclor current is given by

V.
{, = Is exp— (3.8)

Vy
The equivalent circuit for the amplifier when the transistor operates in the forward-active
region was derived in Chapler 1 and is repeated in Fig. 3.8. Because of the cxponen-
tial relationship between 1. and Vy,, the value of the collector current is very small until
the input voltage reaches approximately 0.5 V. As long as the transistor operates in the
forward-active region, the base current is equal (o the collector current divided by 8y, or
I, Iy Vi
I, = — = — exp— 3.9
" Br Br P Vr
The output voltage is egual to the supply voltage, Ve, minus the voltage drop across the
collector resistor;

V; .
V(, = VCC - f(_- Rc = V(j(__‘ - Rcfs cxXp —V—F (3 I{}}
'S

When the outpul voltage approaches zcro, (he collector-base junction of the transistor he-
comces [orward biased and the device enters saturation. Once the transistor becomes satu-
ratcd, the output voltage and collector current take on nearly constant values:

V.-? = VCE(.\;(:I] (3 ]-l)
Vee ~ Verow

I =
C RC‘

(3.12)
The base current, however, continues to increase with further increases in V;. Therefore,
the forward current gain {./1, decreases from 8r as the transistor leaves the forward-active
region of operation and moves into saturation. In practice, the current available from the
signzl source 1s limited. When the signal source can no longer increase the base current,
Vi 1s maximum. The output voltage and the base current are plotted as a function of the
input voltage in Fig, 3.9. Note that when the device operates in the forward-active region,
small changes in the input voltage can give rise to large changes in the output voltage. The
circuit thus provides voltage gain. We now procced to calculate the voltage gain in the
[orward-active region,

While incremental performance parameters such as the voltage gain can be calculated
from derivatives ol the large-signal analysis, the calculations are simplificd by using the
small-signal hybrid-= model [or the transistor developed in Chapter 1. The small-signal
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equivalent circuit for the commen-emitier amplifier is shown in Fig, 3.10. Here we have
neglected ;. assuming that it is much smaller than r,. We have also neglected r,,. This
equivalent circuit does not include the resistance of the load connected to the amplifier
output. The collector resistor Re- is included because it is usually present in some form as
a biasing element. Our objective is to characterize the amplifier alone so that the voltage
gain can then be calculated under arbitrary conditions of loading at the input and output.
Since the commeon-emitter amplifier is unilatcral when r,, is neglected, we will calculate
the small-signal input resistance, transconductance, and output resistance of the circuit as
explained in Section 3.2.

The inpul resistance is the Thévenin-cquivalent resistance seen looking into the input.
For the CE amplifier,

Ro= Vi P (3.13)
K Em

The transconductance G,, is the change in the short-circuit oulput current per unit change
of input voltage and is given by

= g (3.14)

_ - —  Figure 3.10 Small-signal
_T_ _L j_ equivalent circuit for the CE
= = = = amplifier.




178 Chaopter 3 = Single-Transistor and Multiple-Transistor Amplifiers

Equation 3.14 shows that the transconductance of the CE amplifier is equal to the transcon-
ductance of the transister. The output resistance is the Thévenin-equivalent resistance seen
looking inte the output with the input shorted, or

v
R, = = = Relro (3.15)
o p=0
The open-circuit, or unlvaded, voltage gain is
Vo .
Gy = — = —gnlro | Re) (3.16)
vy fn=0

If the collector load resistor Re is madce very large, then a, becomes

. Io Va Vy 1
R]lel a, EmTo vy Ic v 7 (3.17
where I¢ 15 the de collector current at the operating point, V4 is the thermal voltage, V4
is the Early voltage, and % is given in (1.114). This gain represents the maximum low-
frequency veltage gain obtainable from the transistor. It is independent of the collector
bias current [or bipolar transistors, and the magnitude is approximately 5000 for typical
npn devices,
Another parameter of interest is the short-circuit current gain a;. This paramceter is
the ratio of i, to i; when the output is shorted. For the CE amplifier,

i Gapv;
a; = _0 = % = Emfe = BU (318)

4 v, =1 7
i

m  EXAMPLE

(a) Find the input resistance, output resistance, veltage gain, and current gain of the
commen-emitter amplificr in Fig. 3.11a. Assume that {~ = 100 pA, 8y = 100, r, = 0,
and r, -+ .

Be 10026 mV)
m 100 pA

RO = RC = Sk.ﬂ.

Ri=rp = = 26k}

100 p A
26 mV

dy = —gmRe = —-( )(5 k() = —19.2

It

i

By = 100

(b) Calculate the voltage gain of the circuit of Fig. 3.115. Assume that Vgpag is adjusted
s0 that the de collector current 1s maintained at 100 pA.

v = v &
! ’ RS‘FR,'

R _
Gavi(R, || Ri) = =Gy (m)(Ru ” R v,

f

Vo

260 0 \26 KO + 20k /] 10k + 5KQ ] =723

Ve

Vo _( ] )( 26 k) )[(__l_{]kﬂ)(Skﬂ.)
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3.3.2 Common-Source Configuration

The resistively loaded common-source {CS} amplifier configuration is shown in Fig. 3.12a
using an n-channel MOS transistor. The corresponding small-signal equivalent circuit is
shown in Fig. 3.125h. Asin the case of the bipolar transistor, the MOS transister is cutoff for
V= 0andthus f; = Oand V, = Vpp. As V; is increased beyond the thresheld voltage
V:, nonzere drain current flows and the transistor operates in the active region (which is
often called saturation for MOS transistors) when ¥V, > Vg — V.. The large-signal modcl
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of Fig. 1.30 can then be used together with (1.157) to derive

Vo = VDD - I(IRD (319)
nCoy W
= vpp — & R (Vi — Vi) (3.20)

The output voltage is equal to the drain-source voltage and decreases as the input
increases. When V, < Vg — V,, the transistor enters the triode region, where its output
resistance becomes low and the small-signal voltage gain drops dramatically. In the triode
region, the output voltage can be calculated by using (1.152) in {3.19). These results are
illustrated in the plot of Fig. 3.13. The slope of this transfer characteristic at any operating

£

Cutoff region

Vps = Veg= Vi

Figure 3.13 Qulput vol-

:l-l VAV)  age versus input vollage
for the common-source
circuit.

—_—te———— A —————

=
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point is the small-signal veltage gain at that point. The MOS (ransistor has much lower
voltage gain in the active region than does the bipolar transistor; there(ore, ihe active region
for the MOS CS amplifier extcnds over a much larger range of V; than in the bipolar
common-emitter amplificr.

Since the source and body of the MOS transistor both opcrate al ac ground. vy, = 0
in Fig. 1.36; thercfore, the g, generator is omitted in Fig. 3.125. As a rcsult, this circuit
is topologically identical to the small-signal equivalent circuit for the common-emitter
amplificr shown in Fig. 3.10. The CS amplifier is unilateral because it contains no feed-
back. Therefore, the low-frequency behavior of this circuit can be characterized using the
transconductance, input resistance, and output resistance as described in Section 3.2,

The transconductance G, is

G, = -2 = g (3.21)
Vi ¥.—0
Equation 3.21 shows that the transcenductance of the CS amplifier is equal to the transcon-
ductance of the transistor, as in a common-emitter amplifier. Since the input of the CS
amphfier is connected to the gate of an MOS (ransistor, the dc input current and its low-
Irequency, small-signal variation i; are both assumed (o equal zerc. Under this assumption,
the input resistance R; is

Ri=—- — o= {3.22)

Another way to see this result is to let 8y — o in (3.13) because MOS transistors behave
like bipelar transistors with infinite 8. The output resistance is the Thévenin-equivalent
resistance seen looking into the output with the input sherted, or

Vi

R, = -2 = Rp | (3.23)

lo |y =0

The open-circuir, or unloaded, volrage gain is

vy
t, = —
vy

= —gn(to || Kn) (3.24)

i,—10
If the drain load resistor B is replaced by a current source, Rp — =« and a, becomes
lim a, = —gur, (3.25)

Rp—=»

Equation 3.25 gives the maximum possible voltage gain of a one-stage CS amplifier. This
result is identical to the first part of (3.17) for a common-emitter amplificr. In the case
of the CS amplifier, however, g, i3 proportional 1o .,/E from (1.180) whereas »,, 15 in-
versely proportional to fp from (1.194). Thus, we find in (3.23) that the maximuom voltage
gain per stage is proportional to 1/ JE. In centrast, the maximum voltage gain in the
common-emitter amplifier is independent of current. A plot of the maximum voltage gain
versus fp for a typical MOS transistor is shown in Fig. 3.14. At very low currents, the
gain approaches a constant value comparable to that of a bipolar transistor. This region
is sometimes called subthreshold, where the transistor operates in weak nversion and
the square-law characteristic in (1.157) is no longer vaiid. As explained in Section 1.8,
the drain currcnt becomes an exponential function of the gate-source voltage in this re-

gion, rescmbling the collector-current dependence on the base-emitter voltage in a bipolar
transistor,
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Using (1.194), the limiting gain given by (3.23) can also be expressed as

lm @y = ~gmts = =% Ipr, = =87y, (3.26)
Riy— = 0D Ip

In the square-law region in Fig. 3.14, substituting (1.181} into (3.26) gives

, Vy 2V,
lim a, -—=

- - 3.27
2, Vos — Vo2~ Vo 3.27)

where V. = Vigg — V15 the gate overdrive. Since the gate overdrive is typically an order
of magnitude larger than the thermal voltage Vr, the magnitude of the maximum gain
predicied by (3.27) is usually much smaller than that predicted by (3.17) for the bipolar
case. Substituling (1.163) inte (3.27) gives

hm g, =

- 3.28
Ry —= V(?S - Vf ( )

e [ dXg N

®  EXAMPLE

Find the voltage gain of the common-source amplifier of Fig 3.12a with Vpp = 5V,
Rp =5kQ, k' = ppCox = 100 A/NE W =50 pm, L = T um, ¥V, = 0.8V, Ly = 0,
X; = 0,and A = 0. Assume that the bias value of V;i1s 1 V.
To determine whether the transistor operates in the active region, we first find the dc
output vollage Vi, = Vpg. If the transistor operates in the active region, (1.157) gives
k'W 100

50
W T — e — 2 - - 4 6 i — 2 =
f“ L (V{,ﬁ V;) 5 10 X i (1 08) 100 LLA
Then
V() = V{JS = Vpon — IDRD =5V — (U‘l IHA}(S kﬂ.) =45V

Since Vpy = 45V = Vo — V, = 0.2 V, the transistor does operate in the active region,
as assumed. Then from (1.180),

g = k*%(vm- —V,) =100 x 10 ¢ X 5—10(1 —0.8) = 1000 “‘?
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V(‘(.’

R

+ O
Vf VC‘
Then since A = 0, V4 — = and (3.24) gives
@ = —gmRp = —(LOmA/V) (5 k(}) = -5

Figure 3.15 Typical common-basc amplificr.

Note that the open-circuit voltage gain here is much less than in the bipolar example in
Secticn 3.3.1 even though the dc hias currents are equal.

3.3.3 Common-Base Configuration

In the common-base (CB) configuration,* the input signal is applied to the emitter of the
transisior, and the output is taken from the collector. The base is tied to ac ground. The
common-base connection is shown in Fig. 3.15, While the connection is not as widely
used as the common-emitter amplifier, it has properties that make it useful in certain cir-
cumstances. In this section, we calculate the small-signal properties of the common-base
stage.

The hybrid-= model provides an accurale representation of the small-signal behavior
of the transistor independent of the circuit configuration. For the common-base stage, how-
¢vet, the hybrid-7r model is somewhat cumbersome because the dependent curtent source
is connected between the input and cutput terminals.” The analysis of common-base stages
can be simplified if the model is modified as shown in Fig. 3.16. The small-signal hybrid-
77 model i8 shown in Fig. 3.16a. First notc that the dependent current source flows from
the collector terminal to the emitter terminal. The cirenit behavior is unchanged if we re-
place this single current source with two current sources of the same value, one going
from the collector to the base and the other going from the base to the emitter, as shown in
Fig. 3.164. Since the cwrrents fed into and removed [rom the base are equal, the equations
that describe the operation of these circuits arc identical. We next note that the controlled
currenl source connecting the base and emitter is controlled by the voltage across its own
terminals. Thercfore, by the application of Ghm’s law to this branch, this dependent cur-
rent source can be replaced by a resistor of valuc 1/g,,. This resistance appears in parallcl
with r,, and the parallel combination of the two is called the emitter resistance re.

1 1 ey

1 = ] - —
Em t+ }'__ Em (] ‘) B

Fo =

(3.29)
+4+ —
bl »80
The new equivalent circuit is called the T mode! and is shown in Fig. 3.16¢. It has ter-
minal properties exactly equivalent to those of the hybrid-7 model but 1s often more con-
venient to use [or common-base calculations. For de and low input frequencies, the ca-
pacitors Ci; and C,, appear as high-impedance clements and can be neglected. Assume at
first that r, = 0 and r, — = so that the circuit is unilateral. When r,, 1s also neglected,

the modcl reduces to the simple form shown in Fig. 3.164d. Using the T model under
thesc conditions, the small-signal equivalent circuit of the common-base stage is shown in
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Figure 3.16 Generation of cmitter-current-conirolled T model from the hybrid-4r. (¢) Hybrid-7
model. (&) The collector current sowrce g,y is changed to two current sources in series, and the
point between them attached to the base. This change does not affect the current flowing in the
base. {¢) The current source belween base and emitter is converted to a resistor of value 1/g,,. (d)
T medel for low frequencies, neglecting r,, r,., and the charge-storage elements.

Fig. 3.17. By inspection of Fig. 3.17, the shert-circuit transconductance is

Gy = Em
The inpul resistance is just the resistance #,:
R, = rg

(3.30)

(3.31)
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+

pi

- - Flgure 3.17 Small-signal equivalent
_T_ circuit of the commen-base stage: r,.
= = ry. and r, are assumed negligible.

The output resistance is given by

R, = R¢ (3.32)

Using these parameters, the open-circuit voltage gain and the short-circuit current gain are
ay = GuR, = gmRe (3.33)

ai = GpRi = gmfe = ag (3.34)

Comparing (3.31} and (3.13) shows that the input resistance of the common-base
configuration is a factor of (8 + 1) less than in the common-emitter cenfiguration. Also,
comparing {3.34) and (3.18) shows that the current gain of the commmon-base config-
uration is redoced by a factor of (8y + 1) compared to that of the common-emitter
configuration.

Until now, we have assumed that #; is negligible. In practice, however, the base re-
sistance has a significant effcet on the transconductance and the input resistance when
the commen-base stage is operated at sufficiently high current levels. To recalculate these
parameters with r, > 0, assume the transistor operates in the forward-active region and
consider the small-signal model shown in Fig. 3.18. Here, the transconductance is

i
G, = -
Vi

Vo
= gyl — 3.35
vy =0 * (V;' ) ( )
To find the relationship between v, and v, Kirchoff’s current law (KCL} and Kirchoff’s
voltage law (KVL) can be applied at the internal base node (nede {1)y and around the input
loop, respectively. From KCL at node (1),

gmve + 2 =Y = ¢ (3.36)
Ty Ve
From KVL around the input loop,
v, =V, + v (3.37)

Solving (3.37) for vy, substituting into (3.36), and reatranging gives

Vi g . Yy
Vi g8, gy (3.38)
Ve : fgﬂ 6 Iq
Substituting (3.38) into (3.35) gives
. Em
Gy = ——— (3.39)
SR L
Yo

Similarly, the input resistance in Fig. 3.18 is

£

P L R ("_) (3.40)
v.iF,
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Figure 3.18 Small-signal model of the
commeoil-base stage with r;, > (.

Substituting (3.38) into (3.40) gives

Ry = re(l + ﬁ) = 50—(1 + E) (3.41)

Thus if the dc collector current is large enough that r,, is comparable with r,, then the
effects of base resistance must be included. For example, if r, = 100 ) and Bo = 100,
then a cellector current of 26 mA makes r;, and r equal.

The main motivatien for using common-base stages is twofold. First, (he collector-
base capacitance does not cavse high-frequency feedback from output to input as in the
common-emitter amplifier. As described in Chapter 7, this change can be important in the
design of high-frequency amplifiers. Second, as described in Chapter 4, the common-base
amplifier can achieve much larger output resistance than the common-emitter stage in the
limiting case where Rc — =. As a result, the common-base configuration can be used as
a current source whose current is nearly independent of the voltage across it.

3.3.4 Common-Gate Configuration

In the common-gate configuration, the input signal is applied to the source of the transistor,
and the ocutput is taken from the drain while the gate is connected to ac ground. This
configuration is shown in Fig, 3.19, and its behavior is similar to that of a common-base
stage.

As in the analysis of common-base amplifiers in Section 3.3.3, the analysis of
common-gate amplifiers can be simplified if the model is changed from a hybrid-7
conliguration to a T model. as shown in Fig. 3.20. In Fig. 3.204, the low-frequency
hybrid- model is shown. Note that both transconductance generators are now active.
If the substrate or body connection is assumed to operate at ac ground, then vy, = vy,
because the gate also operates at ac ground. Therefore, in Fig. 3.205, (he two dependent
current sources are combined. In Fig. 3.20¢, the combined current source from the source
to the drain is replaced by two current sources: one from the source to the gate and the
other from the gate to the drain. Since equal currents are pushed into and pulled out of
the gate, the equations that describe the operation of the circuits in Figs. 3.205 and 3.20c¢
are idenlical. Finally, because the current source from the source to the gate is controlled
by the voltage across itself, it can be replaced by a resistor of value LAgm + gamp). as in
Fig. 3.204.

Il r, is finite, the circuit of Fig. 3.20d is bilateral because of [cedback provided through
ro. At first, we will assume that , — o= so that the circuit is unilateral. Using the T model
under these conditions, the small-signal cquivalent circuit of the common-gate stage is
shown in Fig. 3.21. By inspection of Fig. 3.21,

G = Sm + Gmp (3.42)
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model. (¢} Low-frequency hybrid-ar model. (5)
The two dependent sources arc combined. (¢} The
combined source is converied into two seurces. (d)
The current source between the source and gale is
converted into a resistor.

R = . (3.43)
S + Bmb
R, = Rp (3.45

Using these parameicrs, the open-circuit voltage gain and the short-circuit current gain arc

iy = Gi!‘lRO = (gm + gmb)RD (345}
a; = GmR;' =1 (346)
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—  Figure 3.21 Small-signal equiv-
alent circuit of the common-gate
stage; r, is assumed negligible.
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3.3.5 Common-Base and Common-Gate Configurations with Finite r,,

In calculating the expressions {or G,,. R;, and R, of the common-base and common-gate
amplifiers, we have neglected the cllects of r,. Since r, is connected from each ampli-
fier output back (o its input, finite 7, causes each circnit to be bilateral, making the input
resistance depend on the connection at the amplifier output. Let R = R in Fig, 3.17 or
R = Rp in Fig. 3.21, depending on which circuit is under consideration. When R be-
comes large enough that it is comparable with r,,, r, must be included in the small-signal
model to accurately predict not only the input resistance, but also the output resistance.
On the other hand, since the transconductance is calculated with the output shorted, the
relationship between r, and R has no cffect on this calculation, and the effect of finitc r,
en transconductance can be ignored if r, = 1/G,,.

3.3.5.1 Common-Base and Common-Gate Input Resistance

Figure 3.22a shows a small-signal T model of a common-base or common-gate stage in-
cluding finite r,, where Rjgcay is given by (3.31) for a common-base amplifier or by
(3.43) for a common-gate amplifier. Also, R represents R¢ in Fig. 3.17 or Rp in Fig, 3.21.
Connections 1o the load and the input source are shown in Fig. 3.22a to include their contri-
butions to the input and output resistance, respectively. In Fig. 3.224, the input resistance
i8 R; = vy/i;. To [ind the input resistance, a simplified equivalent circuit such as in Fig,
3.22b is often used. Here, a test voltage source v is used to drive the amplifier input, and
the resulting test current /; is calculated. KCL at the output node in Fig. 3.22k gives

Vi Ve — ¥y
+ Yo~V G 3.47
R || RJ’, o G?ﬂl‘r ( )
KCL at the input in Fig. 3.22b gives
. vy Vi = Vo
i = : (3.48)
‘ Ri(idea]} o

Solving (3.47) for v, and substituting inte (3.48) gives
1

j o Gn t

<= L [ (L (3.49)

Vi Rididean 7o LI

R || RL Fo

Rearranging (3.49) gives
R =2 = ro + R| ‘?_—"" + KTR (3.50)
Y1 GuR| R+
Kicideal

Common-Base Input Resistance. For the commeon-base amplificr, G, = g, from (3.30),
and Rygdealy = ¥e = @olg,, from (3.31). Substituting (3.30) and (3.31) into (3.50) with
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Figure 3.22 {«} Model of common-base and common-gate amplifiers with finite r,, showing con-
nections to the input source and Ioad. ($) Equivalent circuit for calculation of R;. {¢) Equivalent
circuit for calculation of R,,.

R = Rp and rearranging gives

R, o= Yt _ rot Re || Ri, = ro + Re || Re (3.51)
E fa‘ gm(RC || RL) Em¥eu 1 + Em (R || R: + | ] )
1+ + By Rl R (Bo+ Dyr,
Bo g 0

From (3,51}, when (8o + 1y, = Re || Ri,

Fo T R || R
R =2 % (3.52)
I+ =
217
From (3.52), when g,,+, =& ap,
g =20 GoRciR) IR0 _ o + 20 tRe 1K) | Ro) (3.53)

Sm Embo Emta

The first term on the right side of (3.53} is the same as in (3.31), where the common-
base amplifier was unilateral because infinite r, was assumed. The second terin shows
that the inpul resistance now depends on the connection to the output (because finite 7,
provides feedback and makes the amplilier bilateral}. The second term is about equal to
the resistance at the amplificr output divided by the G.r, product. When r, = {Rc || R1),
the effect of the second term can be neglected.

Commen-Gate Input Resistance. For the common-gate amplifier, G = {gm + Zump)
frem {3.42) and Riggeaty = 1/{gm + gimp) from (3.43). Substituting (3.42) and (3.43) into
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(3.50) with R = Rp and rearranging gives

vy ro + Rp|| R
[ 1+ (gm + gmb) o ( )

WhCH (gm + gmb) Yo > 19

1 RelR
! Em + Lmb (gm + Emb) T

The first term on the right side of (3.55) is the same as in (3.43), where the common-gate
amplilicr was unilateral because infinite r, was assumed. The second term is about equal
to the resistance at the amplifier outpul divided by the G,,r,, product and shows the effect of
finite r,,, which makes the circuit bilatcral. Whén #, = (Rp || Rr), the effect of the second
term can be neglected. Neglecting the second term usually causes only a small error when
Rp here or K¢ in the common-base case is built as a physical resistor even if the amplifier
is unloaded (R; — ). However, when Ry, or R is replaced by a transistor current source,
the effect of the sccond term can be significant. Chapter 4 describes techniques used to
construct transistor current sources that can have very high equivalent resistance.

(3.55)

3.3.5.2 Common-Base and Common-Gate Qutput Resistance

The output resistance in Fig. 3.22a is R, = v,/i, with v; = (. For this calculation, con-
sider the equivalent circuit shown in Fig. 3.22¢, where v, = 0. A test vollage v, is used to
drive the amplifier output, and the resulting test current , can be calculated. Since R ap-
pears in paralle] with the amplifier output, the caleulation will be done in two steps. First,
the cutput resistance with R — = is calculated. Second, this result is placed in parallel
with R to give the overall output resistance. From KCL at the input node in Fig. 3.22¢,

Vi vy VL~ vy
+ + - =0 (3.56)
Ry Riacan Yo
With R — =0, KCL at the output node gives
f.r = _val + . (3.5?)
Fo
Solving (3.56) for v; and substituting into (3.57) gives
1
i1 1 Gn ¥ -
f
_ = — = — a 3.
Vi ro ol 1 1 1 (3.58)

el 1+ —
Rs  Riideally Fo

Rearranging (3.58) gives

(1 Lo
ol S
Vi _ C\Ry RiGaea  To

o= 1 l (3.59)
! — + - Gm
Ks  Ritgean
With finite R, the owtpul resistance is
¥ ( : + : + L )
¥, 7 R_ }?il eal r_o
R,=R | (_f) =Ry1— a I‘d ] (3.60)
i — + - Gm

Rs  Riidea
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Common-Base Quiput Resistance. For the common-base amplifier, G, = g, from
{3.30) and RiGgeay = e = ap/gm from (3.31). Substituting (3.30) and (3.31) into (3.60}
and rearranging gives

&y

1+ 55
Fr

ro + Rs (l + g’“r”)
R, = R|

(3.61)

The term in brackets on the right side of (3.61) shows that the output resistance of the
common-base amplifier depends on the resistance of the input source Ky when r,, is finite.
For example, if the input comes from an ideal voltage source, Ry = 0 and

R, =R|r, (3.62)
On the other hand, if the input comes from an ideal current source, Kg — o and
R, = R| [(M)rﬂ] (3.63)
ty
From (3.61), when Ry <€ rop,
R, ~R| [ra + Re (mﬂ (3.64)
&g
From (3.64}, when gp.r, = ap and g,,Rs = aq,
Ro=R]| (g’""’ R_;) (3.65)
g

The term in parcntheses in (3.65) is about equal to the input source resistance multiplied
by the G,r, product. Thercfore, {3.65) and (3.53} together show that the common-base
amplifier can be thought of as a resistance scaler, where the resistance is scaled up from the
cmilter 10 the collector and down from the collector to the emitter by a factor approximately
equal Lo the G F, preduct in cach case.

Common-Gate Qutput Resistance. For the common-gate amplifier, G, = (g + £mp)
from (3.42) and Ryiaeay = 1/{gm + 8mp) trom (3.43). Substituting (3.42) and (3.43) into
(3.60) and rearranging gives

Ry = R ” [?’U + Ry (1 + (gm + gmb) -rc:r}] (366)
From (3.66), when (g, + gmp) 7o == 1 and (g + gnp) Rs = 1,
Ro = R ((gm + gmp) 7oRs) (3.67)

The term in parentheses in (3.67) 13 equal to the input source resistance multiplied by the
G, product. Therctore, (3.67) and (3.55) together show that the common-gate amplifier
is also a resistance scaler, where the resistance is scaled up from the source to the drain
and down from the drain to the source by a factor approximately cqual to the Gy, r,, preduct
in each case.

31.3.6 Common-Collector Canfiguration (Emitter Follower)

The common-collector connection 1s shown in Fig. 3.23¢. The distinguishing feature of
this confliguration is that the signal is applied to the base and the output is taken from the
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* B - 4
lr‘\.
. V{)
- Ry _
— BIAS . . . .
l = = Figure 3.23 (a) Commaon-collector configuration.
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emitter.? From a large-signal standpoint, the output voltage is equal te the input voltage
minus the base-emitter voltage. Since the base-emitter vollage is a logarithmic function of
the collector current, the base-emitter voltage is almost constant even when the collector
current varies. If the basc-emitter voltage were exactly constant, the cutput voltage of the
common-collector amplificr would be equal 1o the input voitage minus a conslant offset,
and the small-signal gain of the circuit would be unity. For this reason, the circuit is also
known as an emitter follower because the emitter voltage follows the base voltage. In
practice, the base-emitter voltage is not exactly constant if the collector current varies.
For example, (1.82) shows that the base-emitter voltage mnst increase by about 18 mV to
double the collector current and by about 60 mV to increase the collector current by a factor
of 10 at room temperature. Furthermore, even if the collector current were exactly constant,
the basc-emitter voltage depends to some extent on the collector-emitter voltage if the
Early voltage is finite. These effects arc most easily studicd using small-signal analysis.

The appropriate small-signal transistor model is the hybrid-zr, and the small-signal
equivalent circuit is shown in Fig. 3.23b. When the input voltage v, increases, the base-
emitter voltage of the transistor increases, which increases the output current ,,. However,
increasing i, increases the output voltage v,, which decreascs (he base-emitter voltage by
negative feedback. Negative feedback is covered thoroughly in Chapter 8. The key point
here is that the common-collector configuration is not unilateral. As a result, the input
resistance depends on the load resistor Ry and the output resistance depends on the source
resistance Ry. Therefore, the characterization of the emitter follower by the corresponding
equivalent (wo-port network is not particularly useful for intuitive understanding. Instead,
we will analyze the ¢ntire emitter-follower circuit of Fig. 3.23b, including both the source
resistance Ry and the load resistor Ry From KCL at the output node, we find

Vi — Vy Vs = Vg Vs Vo
BRI C R Y AR E) L ) 3.6
Rs + ry Fo (R_g + rﬂ) Ry (3.68)
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from which we find

v H
L {
v, RiFr. {3.69)

b Bt DR 70y

If the base resistance ry 1s significant, it can simply be added to Ry in these expressions,
The voltage gain is always less than unity and will be close to unity if By (By || r,) =
(R¢ + rz). In most practical circuits, this condition holds. Note that because we have in-
cluded the source resistance in this calculation, the value of v,/v, is not analogous to a,
calculated for the CE and CB stages. When r, 2 Rg, 8o == 1, and r, = R, (3.09) can
be approximated as

Vo _  EmBr

= 3.70)
Vy 1+ gmky ( )

We calculate the input resistance R; by removing the input source, driving the input
with a test current source i, and calculating the resulting voltage v, across the input ter-
minals. The circuit used to do this calculation is shown in Fig. 3.24a. From KCL at the
cutput nede,

v v : : _
R_1+r_: = i, + Bois (3.70)
Then the voltage vy is
4B
V= bt Ve = i+ S L 'B“_if (3.72)
_ .
RL Yo
and thus
V
Ri = == = rz+ (Bo+ DR[| 7o) (3.73)
T

A general property of emitter followers 1s that the resistance looking into the basc 15 ¢cqual
10 7 plus (Bg + 1) times the incremental resistance connected from the emilter to small-
signal ground. The factor of 8y + | 1a (3.73) stems from the current gain ol the commeon-
collector configuration from the base to the emitter, which increases the voltage drop on
the resistance connected from the emitter to small-signal ground and its conlributlion 1o the
lest voltage vy in (3.72).

We now calculate the output resistance R, by removing the load resistance R, and
finding the Thévenin-equivalent resistance looking into the output terminals, We can do
this by either inserting a test current and calculating the resulting voltage or applying a test
voltage and calculating the current. In this case, the calculation is simpler it a test voltage
vy 1s applied as shoewn in Fig. 3.245. The voltage vy 1s given by

Yar
W= 3.74
. i (r,, + RS) G74)

The total output current i; s thus

. Ve 1y For
- + 4 S — (3.75
. re + Rs ¥y BVt (r,,r + RS) )
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ffe;_ =1k v,
e}
Therefore,
V; Fo + RS .
R, = - =|-"—= [k (3.76)
£ Bo+ 1

I By = land r, = (Vg + Rl By + 1),

Ry~ 4+ B (3.77)
o ;80 +

Equation 3.77 shows that the resistance at the output is about equal to the resistance in

the basc lead, divided by (8 + 1), plus 1/g,,.In (3.77), Rs ts divided by 8o + 1 because

the base current flows in Ry, and the base current is Bo + 1 times smaller than the emitter
current,

Therefore, the emitter follower has high input resistance, low output resistance, and

near-unity vollage gain. It is most widely used as an impedance transformer to reduce

loading of a preceding signal source by the input impedance of a following stage. It also




3.3 Basic Single-Transistor Amplifier Stages 195

finds application as a unity-voltage-gain level shift because the dc cutput voliage is shifted
from the de imput voltage by Viaggon.

EXAMPLE

Calcnlate the input resistance, output resistance, and voltage gain of the emitter follower
of Fig. 3.24¢. Assume that 8y = 100, r, = 0,r, — o, and I = 100 pA.

R; = rp+ R, (1 + By) = 26 k(2 + (1 kQ)(101) = 127 k()
¥, 1 1

v |, fnt Ry :1+26kﬂ+1k(120'?9
(Bs + DR, (10151 kD)
C Re+rp 1K +26K0
Ru - 1+B(} - - IO] —QTOQ

3.3.7 Common-Drain Configuration (Source Follower)

The common-drain configuration is shown in Fig. 3.25a. The input signal is applied to the
gate and the output is taken from the source. From a large-signal standpoint, the cutput
voltage is equal to the input voltage minus the gate-source voltage. The gate-source velt-
age consists of two parts: the threshold and the overdrive, If both parts are constant, the
resulting output voltage is simply oifset from the input, and the small-signal gain would
be unity. Therefore, the source follows the gate, and the circuit is also known as a source
fotlower. In practice, the body effect changes the threshold voltage, and the everdrive
depends on the drain current, which changes as the cutpui voleage changes unless R, — .
Furthermore, even if the current were exactly constant, the overdrive depends to some
extent on the drain-source voltage unlcss the Early voltage is infinite. We will use small-
signal analysis te study these effects.

The small-signal equivalent circuit is shown in Fig. 3.255. Since the body terminal
is not shown in Fig. 3.25a, we assume (hat the body is connected to the lowest supply
voltage (ground here) to keep the source-body pn junction reverse biased. As a result, vp,
changes when the output changes because the source is connected to the output, and the
£mp geNerator s active in general.

From KVL arcund the input loop,

Vi = Vet {3.78}
With the output open circuited, i, = 0, and KCL at the ocutput node gives
1"0 Vo
mVes = BEmbVo — o5 — — = 3.79
8 v& BmbV -RL o ( )

Solving (3.78) for v, substituting inte (3.79), and rearranging gives

:"_o _ __ &m 1 l _ Bmlo - (3.80)
Ji ir,»=0 —_ _ I +‘ it + ."a + —_—
G+ B + i + - (8m + &mp) R,
If Ri — oo, (3.80) simplifies to
lim ¢ EmTo (3.81)

Re== Vi | g 1+ {gm + &) Fo
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Equation 3,81 gives the open-circuit voltage gain of the source follower with the load
resistor replaced by an ideal current sonrce. If r,, is finitc, this gain is less than unity even
if the body effect is eliminated by connccting the source to the body to deactivate the Empb
generator. In this case, variation in the output voltage changes the drain-source voltage
and the current through r,,. From a large-signal standpeint, solving (1,165} for Vgs — V,
shows that the overdrive also depends on the drain-source voltage unless the channel-
length modulation parameter A is zero. This dependence causes the small-signal gain to
be less than unity.

A significant difference botween bipolar and MOS followers is apparent from (3.80).
IRy ~» ccand r, — o,

Vi &m _ 1
A L Bm t Emb 1+ X

(3.82)

Equation 3.82 shows that the source-follower gain is less than unity under these conditions
and that the gain depends on y = g,.5/ 2, Which is typically in the range of 0.1 to 0.3. In
contrast, the gain of an cmitter follower would be unity under these conditions. As a result,
the source-follower gain is not as well specified as that of an emitter follower when bedy
effect is a factor. Furthermore, (1.200) shows that y depends on the source-hody voltage
which s cqual to V,, when the body is connected (o ground. Therefore, the gain calcu-
lated in (3.82) depends on the output voltage, causing distortion to arise for large-signal
changes in the output as shown in Section 5.3.2. To overcome these limitations in prac-
tice, the type of source follower {(n~channel or p-channel) can be chosen so that it can be
fabricated in an isolated well. Then the well can he connected to the source of the transis-
tor, setting Vyz = O and v,, = 0. Unfortunately, the parasitic capacitance from the well
to the substrate increases the capacitance attached to the source with this connection, re-
ducing the bandwidth of the source fellower. The frequency responsc of source followers
is covered in Chapter 7.
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The output resistance of the source follower can be calculated from Fig. 3.255 by

setting v; = 0 and driving the output with a voltage source v,. Then v,, = —v, and i, is
. v Vv
fo = =+ L + gmVe + ZrpVo {3.83)
o RL

Rearranging (3.83) gives

1
RU=?: — (3.84)
¢ m+ m)+_+_
g Smi r R,

Equation 3.84 shows that the body effect reduces the cutput resistance, which is desir-
able because the source follower produces a voltage output. This bencficial effect stems
from the nonzero small-signal current conducted by the g,,» generator in Fig. 3.255, which
increases the output current for a given change in the output voltage. As r, — « and
R; — =, this output resistance approaches 1/(g, + gms). The common-gate inpui resis-
tance given in (3.54) appreaches the same limiting value.

As with emitter followers, source followers are used as voltage buffers and level
shifters. When used as a level shifter, they are more flexible than emitter followers be-
cause the dc value of Vi;y can be altered by changing the W/L ratio.

3.3.8 Common-Emitter Amplifier with Emitter Degeneration

In the common-emitter amplifier considercd earlier, the signal is applied to the base, the
output is taken from the collector, and the emitter is attached to ac ground. In practice,
however, the common-emitter circuit is often used with a nenzero resistance in series
with the emitter as shown in Fig. 3.26a. The resistance has several effects, including
reducing the transconductance, increasing the output resistance, and increasing the in-
put resistance. These changes stem from negative feedback introduced by the emitter
resistor Rg. When V; increases, the base-emitter voltage increases, which increases the
collector current. As a result, the voitage dropped across the emitter resistor increases,
reducing the base-emitter voltage compared to the case where Rg = 0. Therefore, the
presence of nonzere Ry reduces the base-emitter voltage through a negative-feedback
process termed emitter degeneration. This circuit is examined from a feedback stand-
point in Chapter 8.

In this scction, we calculate the input resistance, cutpug resistance, and transconduc-
tance of the emittcr-degenerated, common-emitter amplifier. To find the input resistance
and transconductance, consider the small-signal equivalent circiit shown 1n Fig. 3.26b,
and focus on v;, i, and i,. From KCL at the emitter,

\ , R
Ye [ YeTlRC _ g+ )iy (3.85)

RE Fo

From KCL at the collector,

iu + — = ﬁgfb (386)

From KVL around the input loop,

(3.87)
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-

Figure 3.26 {z) Common-emitler amplifier with

emiller degeneration. (b) Small-signal equivalent
circuit for emiller-degenerated, common-cinitter
amplifier. (¢) Circuit for calculation of output rc-
sistance. {d) Small-signal, two-port equivalent of
emilterdegenerated CE amplifier.
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Solving (3.85) for {,, substituting into (3.86) and rearranging gives

-
I+ (Bg+ >
(Bo )Rc:

Ve = | 3 i 7 (3.88)
Rc  Rrp  RcRg
Substituting (3.88) into (3.87} and rearranging gives
Vi o BRE 1
Ri= 2 =ra+Bo+ DRe| — 02— 3.
i rz+ (o + 1) Re o+ Re + Ry (3.89)

{7, = Reand r, = Rp, the last term in parentheses in (3.89) i1s approximately equal to
unity and

R; = po + (Bg + l) e (390)

Because the last term in parentheses in (3.89) 1s less than one, comparing (3.89) and (3.90)
shows that finite r, reduces the input resistance of the common-emitter amplifier with
cmitter degeneration. This reduction stems from nonzero current that flows in r, when r,,
is finite. If v; increases, v, follows v; because the base-emitter voltage is approximately
constant, but the collector voltage {—i,R¢) decreases by an amount determined by the
small-signal gain from the base to the cellector. Therefore, the current that flows in r,
from the emitter to the collector increases, increasing the base current and reducing the
input resistance. In practice, {3.90) is usually used to calculate the input resisiance. The
error in the approximation is usually small unless the resistances represented by R~ or Re
are large, such as when implemented with transistors in active-load configurations. Active
loads are considered in Chapter 4.

Now we will calculate the transconductance of the stage. First, set Re = 0 in
Fig. 3.26b because G, = i,/v; with the output shorted. Substituting (3.87) inte {3.853)
with ¢ = 0 and rearranging gives

(Bo + 1)
_ . Yo
Ve = Vil ] o {3.91)
— 4 — 4+
RE Fo Yo
Substituting (3.87) and (3.91) into (3.86) with R = 0 and rearranging gives
_ Rg
i L= Bor
Gy = = = gnm 07e (3.92)
Vi : 1 1
1+ gnRet(l + — +
180 Emfu
In most practical cases, Bp = 1, r, > Ry, and g1, = 1. Then
Gy = — (3.93)

1+ gmRe

Equation 3.93 is usually used to calculate the transconductance of a common-emitter am-
plifier with emitter degeneration.

The output resistance is calculated using the equivalent circuit of Fig. 3.26c¢. For the
time being, assume that B¢ is very large and can be neglecied, The test current i; flows in
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the parallel combination of r._ and Rg, so that

v = —ilry | Rp) (3.94)

The current through #, is

P e gVl =1, + frgm (i‘;{ Rg) (3.95}
As a result, the voltage v, is
Ve = vtk = g (g | Re) + iro [L + g (7 || R (3.96)
Thus
v ! . .
R, = 'I:Ir‘ = (rs ” Re)+ro [l + g (ry ||r Rl (3.97)
L

In this equation, the first term is much smaller than the second. If the first term is neglected,
w obtain,

mRE
= |14 Bn0E (3.98)

Rr -
_r’J_Tl_E ):ro 1 + ngb

w T R.‘:.' 1+ & | + ngﬁ
3"1,‘— BU
If ngE ==l BD, then
Ry=r,(1+ gmRE) {3.59)

Thus the output resistance is increased by a lacter (1 + g, Ry). This fact makes the use
of emitter degeneration desirable in transistor current sources. If the collector load resistor
Re 1s mot large enough to neglect, it must be included in parallel with the cxpressions in
(3.97)-(3.99). A small-signal equivalent circuil, neglecting R, is shown in Fig. 3.26d.
On the other hand, if g, Re > By, (3.98) shows that

Rr} = Fo (l + BU) {3. ].OO)

The output resistance is finile even when Ry — o because nonzero tost current flows in
rz when By is finite.

3.3.9 Common-Source Ampilifier with Source Degeneration

Source degeneration in MOS transistor amplificrs is not as widely used as emitter degen-
eration in bipolar circuits for at least two reasons. First, the transconductance of MOS
transistors is normally much lower than that of bipolar transistors so (hat further reduction
in transconductance is usually undesirable. Second, although degencration increases the
input resistance in the bipolar case, R; — » even without degeneration in the MOS case.
Howevet, cxamining the effects of source degeneration is important in part because it is
widely used Lo increase the output resistance of MOS current sources. Also, because small-
geometry MOS transistors can be modeled as ideal square-law devices with added source
resistors as shown in Section 1.7.1, we will consider the effects ol source degeneration
below.

A common-source amplifier with source degeneration is shown in Fig. 3.27. Its smail-
signal equivalent circuit is shown in Fig. 3.28. Because the input is connected to the gate
of the MOS transistor, R; — . To calculate the transconductance, set Ky = ( because
G = i,/v; with the oulput shorted. Also, since a connection to the body is nol shown in
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Flgure 3.27 Common-source amplifier with source
degeneration,
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equivalent of the source-
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source amplifier.

Fig. 3.27, we assume that the body is connected to the lowest power-supply veltage, which
is ground. Therefore, the de body voltage is constant and v, = 0. From KCL at the source
with Rp = 0,

vy

Vy
R_ + — = g {vi — v} + Smb (0 — V) (3.101}
5 Fo

From KCL at the drain with Rp = 0,

. Vs
Iy + F_J = g (Vi — Vi) + gmp (0 — v5) (3.102)

i

Solving {3.101) for v;, substituting into (3.102}, and rcarranging gives

G = ‘v— - B = (3.103)
! 1+ (gm + gmb) R‘s + _S

tr

If v, 3 Ry,

i

Bin

= T5 G+ ) By .
For large Ry, (3.104) shows that the value of G,, approaches 1/[(1 + x) Rs]. Even in this
limiting case, the transconductance of the common-source amplificr with degeneration
is dependent on an active-device parameter y. Since y is typically in the range of 0.1
to 0.3, the body effect causes the transconductance in this case to deviate from 1/Rg by
about 10 Lo 20 percent. In contrast, (3.92) indicates that the value of G,, (or a common-
emitter amplifier with degeneration approaches Bo/[(By + 1) Ry] for large R, assuming
that r, >> Rp and gnr, = 1. If By > 100, the transconductance of this bipolar amplifier
is within 1 percent of 1/ Rg, Therefore, the transconductance of a common-source amplifier
with degeneration is usually much more dependent on active-device parameters than in
1ts bipolar counterpart.
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Figure 3.29 Circuit for calcula-
tion of outpul resistance,

The output resistance of the circuit can be calculated from the equivalent circuit of
Fig. 3.29, where Rp, is neglected. Since the entire test current flows in Ry,

v, = LR (3.105)
Then
Ve = vy + "'.lru =vstr, [IF — Em (0 - VJ} ~ Bmb (0 - Vs)] (3106)
Substituting (3.105) into (3.106) and rearranging gives
'L!
R, = I_r =Rs+r,[1+ {&m T Zump) Ryl (3.107)
1

This equation shows that as Ry is made arbitrarily large, the value of R, continues to
increase. In contrast, (3.100) shows that R, in the common-emitter amplificr with degen-
cration approaches a maximum valuc of about {(By+ 1)r,as Ry — =,

3.4 Multiple-Transistor Amplifier Stages

Most integrated-circuit amplifiers consist of a number of stages, each of which provides
voltage gain, current gain, and/or impedance-level transformation from Input te output.
Such circuits can be analyzed by considering cach transistor to be a stage and analyz-
ing the circuit as a collection of individual transistors. However, certain combinations of
transistors occur so frequently that these combinations arc usually characterized as subcir-
cuits and regarded as a single stage. The usefulness of these topologies varies considerably

with the technology being used. For example, the Darlingion tho-transisior connection s

widely used in bipolar integrated circuits to improve the effective current gain and input
resistance of a single bipolar transistor. Since the current gain and input resistance are infi-
nite with MOS transistors however, this connection finds little use in pure MOS integrated
circuits. On the other hand, the cascode connection achieves a very high output resistance
and 1s uscful in both bipolar and MOS technologies.

3.4.1 The CC-CE, CC-CC and Darlington Configurations

The common-collector —common-emitter {CC-CE). common-collector—common-collector
(CC-CC), and Darlington® configurations are all closely related. They incorporate an ad-
ditional transistor to boost the current gain and input resistance of the basic bipolar
transistor. The commen-collector—common-emitter configuration is shown in Fig, 3.30a.
The biasing current source Ipras is present to establish the quiescent dc operating current
in the emitter-follower transistor Q); this current source may be absent in some cases or
may be replaced by a resistor, The common-collector—common-collector configuration is
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Figure 3,30 {«) Cominon-collcctor—common-emitter cascade. {#) Common-colleclor—common-
collector cascade.

illustrated in Fig, 3.306. In both of these configurations, the effect of transistor {J; is to
increasc the current gain through the stage and to increase the input resistance. For the
purposc of the low-frequency, small-signal analysis of circuits, the two transistors ¢ and
Q> can be thought of as a single composite transistor, as illustrated in Fig. 3.31. The small-
signal equivalent circuit for this composite device is shown in Fig. 3.32, assuming that the
effects of the r, of @) are negligible. We will now calculatc effective values for the v, gm,
B, and r, of the composite device, and we will designate these composite parameters with
a superscript c. We will also denote the terminal voltages and currents of the composite
device with a superscript ¢. We assume that 5 1s constant.

The cficctive value of £y, £, is the resistance scen looking into the composite base
B¢ with the composite emitter £¢ grounded. Referring to Fig. 3.32, we see that the re-
sistance looking into the base of O; with £ grounded is simply ry;. Thus {3.73) for the
input resistance of the emitter follower can be used. Substituting #-; for Ry, and allowing

Ve
o Cc Pa) Ct:
B (20
% = o—K
faias Figure 3.31 The composite tran-
~ sistor representation of the CC-
= SES SE"  CE and CC-CC connections.
+
Vi< T q Em1 o "
+
VE % r}:E :)gm2v2 rr]2
B Figure 3.32 Small-signal equivalent

circuit for the CC-CE and CC-CC
connecled ransistors.
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Fo — o gives
P = Fa1+ (Bo + 1) a2 (3.108)

The effective transconductance of the configuration g€, is the change in the collec-
tor current of (;, i¢, for a nnit change in vb -with C¢ and E° grounded. To caiculate this
transconductance, we first find the change in v; that occurs for a unit change in v§,. Equa-
tion 3.69 can be used directly, giving

:—2 - lr (3.109)
be ] +( i )
{Bo+ Drm
Also
oo vy
¢ = EmVhe = gmav2 = Em2 e (3.110)
1+ i )
{130 + 1) Fa2
Thus
gh = & = . & 3.111)
vbg 1 +( 'Pwl )
(Bo+ 1)rm

For the special case in which the biasing current source Ippag is zero, the critter
current of (1 is equal to the base current ot 5. Thus the ratio of r,y to 1, is {(Ba+ 1)
and (3.111) reduces to

e Sm2 .
Ko = ; (3.112}

The cffective current gain 8¢ is the ratio
N S
pr=L =< (3.113)
i Es

The emitter current of Q) is given by

fer = (Bo+ 1} iy (3.114)
Since i, = i,
fex = ig = Boiva = Bo(Bo + 1 iy = Bo(Bo+ V)i (3.115)
Therefore,
C=Bo(Bo+ 1) (3.116)

Equation 3.116 shows that the current gain of the composite tranststor is approximately
equal 10 7. Also, by inspection of Fig, 3.32, assuming r,, is negligible, we have

[y
r{?

= Fp2 (3.1t7

The small-signal, two-port network equivalent for the CC-CE connection is shown in
Fig. 3.33, where the collector resistor R¢ has not been included. This small-signal equiv-
alent can be used to represent the small-signal operation of the composite device, sim-
plifytng the analysis of circuits containing this structure.
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Ri=rf=rm + B+ 1) ez

Sz

Fir1
(T 1 E—
|:{180 + 1} ?‘,:2]
Figure 3.33 Two-port representation,
__ pld o -
Ri=r5=152 CC-CE conncction.

i [
(’m =8n=

The Darlington configuration, 1llustrated in Fig. 3.34, is a4 composite two-transislor
device in which the collectors are tied together and the emiticr ol the first device drives the
base of the second. A biasing element of some sort is used to control the emitter current
of Q. The result is a three-terminal composite transistor that can be uscd in place of a
single transistor in common-emitter, cominon-base, and common-collector configurations.
When used as an emitter follower, the device is identical to the CC-CC connection already
described. When used as a common-emitier amplifier, the device i1s very similar to the
CC-CE comnection, cxcept that the collector of () 1s connected to the output instead of
to the power supply. One etfect of this change is to reduce the effective oulpul resistance
of the device because of feedback through the r, of @). Alse, this change increases the
input eapacitance because of the connectien of the collector-base capucitance of (y [rom
the input to the output, Because of these drawbacks, the CC-CE conncction is normally
prefcrable in integrated small-signal amplifiers. The term Darlington is often used to refer
to both the CC-CE and CC-CC connections.

As mentioned previously, Darlington-type connections are used to boost the etfective
current gain of bipolar transistors and have no significant application in pure-MOS circuiis.
In BICMOS technologies, however, a potentially useful connection is shown in Fig. 3.33.
where an MOS transistor is used for @,. This configuration not only realizes the infinite
input resistance and cwrrent gain of the MOS transistor, but also the large transconductance
of the bipolar transistor.

EXAMPLE

Find the effective r%,, B, and g, for the composite transistor shown in Fig. 3.31. For both
devices, assume that 8y = 100, r, = 0, and r, — =, For (;, assume that {- = 100 pA
and that fg;45 = 10 |U.A

ot

o

fruag

SE"  Figure 3.34 The Darlington configuration.
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o

D———' M 1

Tnias

Figure 3.36 Compound Darlington connection
© available in BiCMOS technology.

The base current of 7 is 100 pA/LO0 = 1 pA. Thus the cmitter current of O is
11 wA. Then

B 100
Em 1T WAZ6 mV
2w = (236 kO

rmo = 26 k{}

(260 ()" !

Foo= 236 k) + (10126 kQ) = 2.8 MQ
(101X100) = 10,100

g5 = gm (0.916) = (283 Q) !

= 236 k()

o]

]

]
1

It

=
I

Thus the composite transistor has much higher input resistance and current gain than a
m  single transistor.

3.4.2 The Cascode Configuration

The cascode configuration was first invented for vacuum-tube circuils.®? With vacuum
tubes, the terminal thal emits electrons is the cathode, the terminal that controls current
flow is the grid, and the terminal that collects electrons is the anode. The cascode is a
cascade ol common-cathode and common-grid stages joined at the anode of the first stage
and the cathode of the sccond stage. The cascode conliguration is important mostly because
it increases output resistance and reduces unwanted capacitive fecdback in amplifiers, al-
lowing opcration at higher frequencies than would otherwise be possible. The high output
resistance atlainable is particularly usetul in desensitizing bias references from vartations
n power-supply voltage and in achieving large amounts of voltage gain. These applica-
tions are described further in Chapter 4. The topic of frequency response is covered in
Chapter 7. Here, we will focus on the low-[requency, small-signal properties of the cas-
code configuration.

3.4.2.1 The Bipolar Cascode

In bipolar form, the cascode is a common-cmitter—common-base (CE-CB) amplifier, as
shown in Fig, 3.36. We will assume here that r, in both devices is zero. Although the
base resistances have a negligible effect on the low-frequencey performance, the effects of
LONZEro ryp are important in the high-frequency performance of this combination, These
cffects are considered in Chapter 7.
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I Figure 3.36 Thc cascode amplifier using
= bipolar transistors.

+
lVr'

The small-signal equivalent {or Lhe bipolar cascode circuit is shown in Fig. 3.37. Since
we are considering the low-frequency performance, we neglect the capacitances in the
model of each transistor. We will determine the input resistance, output resistance, and
transconductance of the cascode circuit. By inspection of Fig. 3.37, the input resistance is
simply

Ri = vy {3.118)}

Since the current gain from the emitter to the collector of Qs is nearly unity, the transcon-
ductance of the circuit from input to ontput is

Gm = gml (3.119)

The output resistance can be calculated by shorting the input v; te ground and applying a
test signal at the output. Then v, = O in Fig. 3.37 and the g,,, v, generatoer is inactive. The
circuit 1s then identical to that of Fig. 3.26¢ for a bipolar transistor with emitter degenera-
tion. Therefore, using (3.98) with Rg = r,, shows that the output resistance is

.
Ro=ro| 1+ —E2o (3.120)
1+ >—/—
Bo
If Ematol = ﬁf] and Bfl = 11
Ry = Bors (3.121)

Therelore, the CE-CB connection displays an output resistance that is larger by a factor of
about 8y than the CE stage alone, If this circuit is operated with a hypothetical collector
load that has infinite incremental resistance, the voltage gain is

A =Y = —GoRy = —gmraaB = — PO (3.122)

Vi n

R

@

Figure 3.37 Small-signal
equivalent circuit for the

hipolar-transistor cascode
cantection.
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Thus the magnitude of the maximum available voltage gain is higher by a factor 8y than
for the case of a single transistor. For a typical npn transistor, the ratio of B,/ is approx-
imately 2 X 10°. Tn this analysis, we have neglected rw. As described in Chapter 1, the
value of r, for integrated-circuit npn transistors is usually much larger than B,r,, and
then r,, has Tittle effect on R,,. For laleral pap transistors, however, r,, 18 comparable with
Bor, and decreases R, somewhat.

3.4.2.2 The MOS Cascode

In MOS form, the cascode is a common-source—common-gate (CS-CG) amplifier, as
shown in Fig. 3.38, The small-signal cquivalent circuit is shown in Fig, 3.39, Since the
input is connected to the gate of M, the input resistance is

R — (3.123)

To find the transconductance, sct & = 0 to short the output and calculate the current
i, From KCL at the output.

Vsl
Fa2

io + 8maVygsl + Emba2Vda + =10 (3124)

From KCL at the source of M,,

Va1 Vi,
s + dsl
Fol For

= 0 (3.125)

EmiVi T Br2Vas) T EmpaVas +

Solving (3.125) for vy, substituting into (3.124), and rearranging gives

i, 1

G = - = gm| 11— Fol = &ml (3126J
Vily,=0 1+ (gmz + Zmp2) Fo1 + —

o2
1"
L. !
R
+ oo [: My = Vpias
v." —

Vi
14

2]

Figure 3.38 Cascode amplifier using

= - MOSFETs.
iI(J
e
EmaVp.2 Smpe¥p,2 Foo
' - "
= =8V = =Euh2Yad
[y T—
+ . .
V. B 1¥5 Tal Vel § 1 .
! " K " Flgure 3.39 Small-signal
F equivalent circuit for the
_T_ _L MOS-transistor cascode

- connection.
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Equation 3.126 shows that the transconductance of the simple cascode is less than gy . IT
(8m> + 8mp2) For 2> |, however, the difference is small, and the main point here is that
the cascode configuration has little effect on the transconductance. This result stems from
the observation that R;», the resistance locking in the source of M5, is much less than 7.
From (3.54) and (3.55) with R = Rp || Ry,

_ Fa2 + A . 1 4 R
1+ (gmz =+ gme) Yoz Em2 + Emb2 (gmz + gmbE) Fp2

In finding the transconductance, we set R = O so that v, = 0. Then R;5 == 1/(gy + 2ai)hs
and most of the g,,v; current flows in the source of M, because R;; <& r,,. Finally, the
current gain from the source to the drain of M- is unity. Therefore, most of the g, v; current
flows in the output, and G, = g,,1, as shown in (3.126).

To find the output rcsistance, set v; = 0, which deactivates the g, generator in Fig.
3.39 and reduces the model for common-source transistor M to simply r,1. Therefore, the
output resistance of the cascode can be found by substituting Rg = r,; in (3.66), which
was derived for a common-gate amplificr. To focus on the output resistance of the cascode
itself, let R — 2. The resnlt is

Ri (3.127)

Ry = to1 T 7oz + (8mz + 8mn2) For¥oz = (8mz + Bmp2) Fo1¥ o2 (3.128)

Equation 3.128 shows that the MOS cascode increases the entput resistance by a factor of
about (g, + gms) ¥, compared to a commeon-source amplifier.

The increase in the output resistance can be predicted in another way that provides
insight into the operation of the cascode. Let i, represent the current that flows in the output
node in Fig. 3.3% when the output is driven by voltage v,. Since vy, = i,r5 whenv; = 0,
the output resistance is

Vo Vg Vst

-
Ve gy s (3.129)
o \y—o  Wast/ror) | —p ! ( Yo ) ‘ v =0

To find the ratio vy 1/v,, consider the modified small-signal circuits shown in Fig, 3.40.
In Fig. 3.40u4, R — = so we can concentrate on the output resistance of the cascode cir-
cuit itsell. Also, the g,,;v; generator is eliminated because v; = 0, and the two generators
EmaVas1 and gapovan have been combined into one equivalent generator (g2 + g2} Vi1
In Fig. 3.408, the (g2 + 8ms2) Vs generator from the source to the drain of M, has
been replaced by two equal-valued generators: one from ground to the drain of M; and
the other from the source of M to ground. This replacement is similar to the substitution
made in Fig. 3.20 to convert the hybrid-7 model to a T model for a common-gate ampli-
fier. Becanse the equations that describe the operation of the circuits in Fig. 3.40a and Fig.
3.40h are 1dentical, the circuit in Fig. 3.40& is equivalent to that in Fig. 3.404. Finally, in
Fig. 3,40c, the current source from the source of M5 to ground, which is controlled by the
voltage across itself, is replaced by an equivalent resistor of value 1/(g,» + gue). The
current (g,,2 + Lme2) Vas1 in Fig. 3.40c¢ flows into the test source v,. The two resistors in
Fig. 3.40¢ form a voltage divider, giving

Rr; =

1
B — (2
Vs) _ (gm2 + gmbz)” ,rl - 1 (3.130)
Vi {( 1 )“ ?'91] +re (gm2 + gmhz} )
Bm2 T Smb2

Substituting ¢3.130) into (3.129) and rearranging gives the same result as in {3.128).
In (3.130), the erm 1/(g,2 + gmp) represents the resistance looking into the source of
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i, (22 + &pu2lViset fo
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Figure 3.40 Construction of a cascode model to find v, /v,. (¢) The dependent sources are com-

bined. (&) The combined source is converted into two sources. {¢} The current source between the
source of M> and ground is converted into a resistor,

the conmmon-gate transistor M5 when the cutput in Fig. 3.39 is voltage driven. The key
point here is that the output resistance of the cascode can be increascd by reducing the
input resistance of the commeon-gate transistor under these conditions because this change
reduces both vy, and /.

Unlike in the bipelar case, the maximum value of the cutput resistance in the MOS
cascode does not saturate at a level determined by Bg; therefore, further increases in the
output resistance can be obtained by using more than one level of cascoding. This approach
18 uscd in practice. Ultimately, the maximum output resistance is limited by impact ioniza-
tion as described in Section 1.9 or by leakage current in the reverse-biased junction diode
at the output. Also, the number of levels of cascoding is limited by the power-supply volt-
age and signal-swing requirements. Each additional level of cascoding places onc more
transistor in series with the input transistor between the power supply and ground. To oper-
ate all the transistors in the active region, the drain-source voltage of cach transistor must
be greater than its overdrive Vs — ;. Since the cascode transistors operate in series with
the input transistor, additional levels of cascoding use some of the available power-supply
voltage, reducing the amount by which the output can vary before pushing one or more
transistors into the triode region, This topic is considered further in Chapter 4.

In BiCMOS technologies, cascodes are sometimes used with the MOS transistor Ma
in Fig. 3.38 replaced by a bipolar transistor, such as 0 in Fig. 3.36. This configuration
has the infinite input resistance given by M. Also, the resistance looking into the emitter
of the common-base stage (O when the outpul is grounded is K;» = 1/g,,> in this configu-
ration. Since the transconductance for a given bias current of bipolar transistors is usually
much greater than for MOS transistors, the BICMOS configuration is often used to re-
duce the load resistance presented to M and to improve the hi gh-frequency properties of
the cascode amplifier. The frequency response of a cascode amplificr is described in
Chapter 7.
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EXAMPLE

Calculate the transconductance and output resistance of the cascode circuit of Fig. 3.38.
Assume that both transistors operate in the active region with g, = 1 mA/V, y = 0.1,
and r, = 20 k{}.

From (3.126),

_ mA B 1 _ E
G = (’ T)(l 1+ (1.1)20) + 1)_ 260 v

From {3.128),
R, = 20k{} + 20 k8 + (5. 10200 20 k§} = 480 kQ}

The approximations in (3.126) and (3.128) give G, = 1 mA/V and R, = 440 k{}. These
appreximations deviate from the exact results by about 4 percent and 8 percent, respec-
tively, and arc usually close enough for hand calcutations,

3.4.3 The Active Cascode

As mentioned in the previous section, increasing the number of levels of cascoding in-
creases the output resistance of MOS amplifiers. In praclice, however, the power-supply
voltage and signal-swing requirements limit the number of levels of cascoding that can
be applied. One way to increase the cutput resistance of the MOS cascode circuit without
increasing the number of levels of cascoding is to use the active-cascode circuit, as shown
in Fig. 3.41.%%

This circuit uses an amplifier in a negative {cedback loop to control the voltage from
the gate of M5 to ground. If the amplifier gain « is inlinite, the negative feedback loop
adjusts the gate of M> until the voltage difference between the two amplificr inputs is
zero, In other words, the drain-source veltage of M 1s driven 10 equal Vi) as. If the drain-
source voltage of M, is constant, the change in the drain current in response to changes in
the output voltage V', is zero, and the output resistance is infinite. In practice, the amplifier
gain a is finite, which means that the drain-source voltage of M is nol cxactly constant
and the output resistance 15 finite. The effect of negative feedback on output resistance
15 considered quantitatively in Chapter 8. In this section, we will derive the small-signal
properties of the active-cascode circuit by comparing its small-signal model to that of the
simple cascode described in the previous section.

VDD

1
P
!

Vbias

o

1

Figure 3.41 Active cascode
= wmplifier using MOSFETS:.
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Figure 3.42 Small-signal equivalent circuit for the active-cascode connection with MOS
transislors.

Qualitatively, when the output voltage increases, the drain current of M, increases,
which increases the drain current and drain-source voltage of M. This veltage increase
is amplified by —q. cavsing the voltage from the gate of M5 1o ground to fall. The [alling
gate voltage of' A acts to reduce the change in its drain current, increasing the oulput
resistance comparcd o a simple cascode, where the voltage from the gate of M to ground
ts held constani.

Figure 3.42 shows the low-frequency, small-signal equivalent circuit. The body-cffect
transconductance generator for M) is inaclive because v,y = 0. The gate-source voltage
of M- is

Ves2 = Vpa — Va2 = Voo~ Vua = @) Vgl — Ve = —(a 4+ Uvgy (3.131)

In contrast, vio = —vgq in a simple cascode beeause the voltage from the gate of M,
o ground is constant in Fig. 3.38. Therefore, if ¢ > 0, the factor (¢ + 1) in (3.131)
amplifies the gate-source vollage of M> compared to the case of a simple cascode. This
amplification 1s central to the characteristics of the active-cascode circuit. Since the small-
signal diagrams of the simple and active-cascode circuits are identical except [or the value
of vy, and since v,z is only used W control the current flewing in the g,,» gencrator, the
active-cascode circuit can be analyzed using the cquations for the simple cascode with g,
replaced by (e + 1) g2 In other words, the active cascode behaves as if it were a simple
cascode with an enhanced value of g,.7.

To find the transconductance of the active cascode, g0 {a+ 1) replaces g, in (3.126),

giving

: - (3.132)
I+ [gm2 (e + 1) + gope] 701 + .

Gy = Eal| 1 —

Again, (7, = g, under most conditions; therefore, the active-cascode structure is
generally not used (o modify the transconductance.

The active cascode reduces R, Lhe resistance looking into the source of Ms, com-
pared to the simple cascode, which reduces the vy, /v, ratio given in (3.130} and in-
creases the outpul resistance. Substituting (3.130) into (3.129) with g,z (s + 1) replacing
&m2 EIVES

Rn =Fy Frp t [gmﬁ (” + ]-) + gmb?,l FolTe2 == [gm,E {(1 + l} + gmbﬂ FolFa2 (3133)
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This result can also be derived by substituting g,.» (@ + 1) for g,» in (3.128). Equation
3.133 shows that the active-cascode configuration increases the output resistance by a
factor of about (g, (@ + 1) + gms] ¥ compared to a commen-source amplifier.

A key limitation of the active-cascode circuit is that the output impedance is increased
only at frequencies where the amplifier that drives the gate of M3 provides some gain. In
practice, the gain of this amplifier falls with increasing frequency, reducing the potential
benefits of the active-cascode circuits in high-frequency applications. A potential problem
with the active-cascede configuration is that the negative feedback loop through A, may
not be stable in all cases.

3.4.4 The Super Scurce Follower

Equation 3.84 shows that the output resistance of a source follower is approximately
/gy, + gmp). Because MOS transistors usnally have much lower transconductance than
their bipolar counterparts, this output resistance may be too high for some applications, es-
pecially when a resistive load must be driven. One way to reduce the output resistance is
to increase the transconductance by increasing the W/L ratic of the source follower and its
dc bias current. However, this approach requires a proportionate increase in the area and
power dissipation to reduce R,. To minimize the area and power dissipation required to
reach a given output resistance, the super source follower configuration shown in Fig. 3.43
is sometimes vsed. This circuit uses negative feedback through AM; to reduce the output
resistance. Negative feedback 1s studied quantitatively in Chapter 8. From a qualitative
standpoint, when the input voltage is constant and the output voltage increases, the mag-
nitude of the drain current of M, alse increases, in turn increasing the gate-source voltage
of M>. As a result, the drain current of M; increases, reducing the output resistance by
increasing the total current that flows mto the output node under these conditions.

From a dc standpoint, the bias current in M> i3 the diffcrence between I, and I
therefore, I, > I is required for proper operation. This information can be used to find the
small-signal parameters of both transistors. The small-signal equivalent circuit is shown in
Fig. 3.44. The body-clicet transconductance gencrator for M- 1s inactive because vy, = 0.
Also, the polarities of the voltage-controlled current sources for r- and p-channel devices
are identical. Finally, the output resistances of current sources I and I, are represented by
r1 and ra, respectively. If the current sources are ideal, ry — = and r, — c. In practice,
these resistances are large but finite. Techniques to build high-resistance current sources
are considered in Chapter 4.

To find the cutput resistance, set v; = 0 and calculate the current i, that flows in the
oulput node when the output is driven by a voltage v,. From KCL at the output under these

VUU
2) ;
]
+
—
Vf.'
L e

N A |

Figure 3.43 Super-source-lollower configuration.
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Figure 3.44 Smuall-signal equivalent circuit of the super-source follower.
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conditions,
, v V v .
fp = 2+ 2% 4 gaovs + 2 (3.134)
r Fan Fa
From KCL at the drain of M withv; = 0,
Vs Vg — ¥ ,
— 7 EmlVo — Emb1Ve T 2 =0 3.13%
2 Foi

Solving (3.135) for v;, substiluting into (3.134), and rearranging gives
’t? ] +r E :
R, = Vo = || ro2 ||( ol T T2 ) (3.136)

£

v 0 [1+ (gml + gmhl) ForJ(1 + é,’m-zf‘z)

Assume 1y and I are ideal current sources so that 7y — = and ry — o« If £, — o, and

if(gml + gmbl) Vo) -2 11
Ry~ 1 ( ! ) (3.137)
Hnrl + Embl \Em2¥ol

Comparing (3.84) and (3.137) shows that the negative feedback through M, reduces the
output resistance by a factor of about g,37 ;.

Now we will calculate the open-circuit veltage gain of the super-source follower. With
the output open circuited, KCL at the output node gives

Vv
Yo + 2 p g+ 2 =0 (3.138)
F Yoz ¥

From KCL at the drain of M,
Va2 =V,
Fol

)
r—i + 8t (V= Vo) = Gmp1Va + =0 (3.139)

Solving (3.138) for v,, substituting into (3.139). and rearranging gives

V_U — _gml Faol ~ (3 140)
L0 L (gt + gt Fur (ra +ry1) a
nl mfrl ) Fel (rl “ rc:Z)(.] i gmzrz}
With ideal current sources,
lim 2¢ _ Zml ol ] (3.141)
[ el £ .
'i"“‘ tol =0 1+ (gml + gmbl) ol T -

Eni2Fu2
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Comparing (3.141) and (3.81) shows that the deviation of this gain from unity is greater
than with a simple source follower. If g,»r,» == 1, however, the difference is small and
the main conclusion is that the super-source-follower configuration has little etfect on the
open-circuit voltage gain.

As mentioned earlier, the super-source follower is sometimes used in MOS technolo-
gies to reduce the source-follower output resistance. It is also used in bipolar technologies
in output stages to reduce the current conducted in a weak lateral pnp transistor. This
application is described in Chapter 5. The main potential problem with the super-source-
follower configuration is that the negative feedback loop through M5 may not be stable in
all cases, especially when driving a capacitive load. The stability of feedback amplifiers
is considered in Chapter 9.

3.5 Differential Pairs

The differential pair is another example of a circuit that was first invented for use with
vacuum tubes.!® The original circuit uses twe vacuum tubes whose cathodes are connected
together. Modern differential pairs use bipolar or MOS transistors coupled at their emitters
or sources, respectively, and are perhaps the most widely used two-transistor subcircuits
in moenolithic analog circuits. The usefulness of the differential pair stems from two key
properties. First, cascades of differential pairs can be directly connected to on¢ another
withoul interstage coupling capaciters, Second, the differential pair is primarily sensitive
to the diffcrence between two input voltages, allowing a high degree of rejection of signals
common to both inputs.?12 In this section, we consider the properties of emitter-coupled
pairs of bipolar transistors and source-coupled pairs of MOS transistors in detail.

3.5.1 The dc Transfer Characteristic of an Emitter-Coupled Pair

The simplest form of an emitter-coupled pair is shown in Fig. 3.45. The biasing circuit in
the lead connected to the emitters of @7 and (> can be a transister current source, which
15 called a rail current source, or a simple resistor. Il a simple resistor Rrap, 15 used alone,
fra = 0 in Fig. 3.45. Otherwise, fran. and Ryan together form a Norton-equivalent
model of the tail current source,

+ V{_“C

=T Figure 3.45 Emitter-coupled pair circuit
Er: diagram.
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The large-signal behavior of the emitter-coupled pair is important in part because it
illustrates the limited range of input voltages over which the circuit behaves almost lin-
carly. Also, the large-signal behavior shows that the amplitude of analog signals in bipolar
circuits can be limited without pushing the transistors into saturation, where the responsc
time would be increased because of excess charge storage in the base region. For simplicity
in the analysis, we assume that the output resistance of the tail current source Rrayp, — =,
that the output resistance of each transistor r, — =, and that the base resistance of each
transistor r, = 0. These assumptions do not sirongly affect the low-frequency, large-signal
behavior of the circuit. From KVL around the input loop,

Vil = Vpel + Voo = V2 = 0 (3.142)

Assume the collector resistors are small enough that the transistors do not operate in sat-
uration if Vy; = Ve and Vo = Ve If Vi1 = Vr and Vi, == Vi, the Ebcrs-Moll
equations show that

i
Vet = Vi In =2 (3.143)
Is1
l!('2
Vi = Vyrln—= {3.144)
Iz
Assume the transistors are identical so that I¢; = Is,. Then combining {3.142). (3.143),
and (3.144), we [ind
o1 Vii— Vi Via
s exp( v, ) BXP(VT) (3.145)

where Vig = V1 — V}». Since we have assumed that the transistors are identical, ooy =
apy = op. Then KCL at the emitters of the transistors shows

| Lo +1, |
(I + L) = ppp = 222 (3.146)
ar
Cembiving (3.145) and (3.146), we {ind that
-f
Iy = —2F T‘E‘ILV_}' (3.147)
- T
1 + exp( Vy-)
Jy = i (3.148)

Via
1 +expl-
These two currents are shown as a function of V4 in Fig. 3.46. When the magnitude of
Vig 1s greater than about 3V, which is approximately 78 mV at room leimperature, the
collector currents are almost independent of V,; because one of the transistors turns off
and the other conducts all the current that flows. Furthermore, the circuit behaves in an

approximately linear fashion only when the magnitude of V4 is less than about V. We
can now compute the output voltages as

Vi = Vee — 1 Re (3.149)
VGQ. = 1"{"C'C - ]('ZRC (3]50}
The output signal of interest is often the difference between V.1 and V5, which we define

as V,q. Then

Vod = Vor — Vs = aFfTMLRc.—mnh(—;%) 3.151)
.
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Figure 3.46 Emitter-coupled pair
collector currents as a tunction of

V. . L
“’ dillerential input voltage.
Vr.?u‘
S e
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_4VT -SV‘; —21]-{- _VT V-,- EVT 3VT 4V; W
_“—"“““"_“"“_“‘_—_t_):;ET_,g]LRf; Figure 3.47 Emilter-coupled pair,
differential output vollage as a
[unction of differential input

voltage.

This functien is plotted in Fig. 3.47. Here a significant advantage of differential amplificrs
is apparent: When V;; is zero, V4 is zero il @) and (» arc identical and if identical
Tesistors are connected to the collectors of Q1 and @;. This property allows direct coupling
of cascaded stages without offsets,

3.5.2 The dc Transfer Characteristic with Emitter Degeneration

To ncrease the range of V,; over which the emitter-coupled pair hehaves approximately
as a linear amplifier, emitter-degencration resistors are frequently included in series with
the emitters of the transistors, as shown in Fig. 3.48. The analysis of this circuit proceeds
n the same manncr as withont degeneration, except that the voltage drop across these
resistors must be included in the KVL cquation corresponding to (3.142). A (ranscendental
equation results from this analysis and a closed-form solution like that of (3.151) does
not exist, but the effect of the resisiors may be understood intuitively [rom the examples
plotted in Fig. 3.49. For large valucs of emitter-degeneration resislors, (he linear range
of operation is extended by an amount approximately equal to fran Rg. This result stems
from the observation that all of fran. flows in one of the degeneration resislors when one
transistor turns oft. Therefore, the voltage drop is Frap Re on one resistor and zero on the
othet, and the value of Vi, required to turn one transistor off is changed by the difference
of the veltage drops on these resistors. Furthermore, since the voltage gain is the slope of
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Figure 3.48 Circuil diagram of
~ emiller-coupled pair with emiiter
FE degencration,
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Figure 3.49 Oultput voltage as a function of input voltage, cmitter-coupled pair with cmitter
degeneraiion.

the (ransfer characteristic. the voltage gain is reduced by approximately the same factor
that the input range is increased. In operation, the emitter resistors introduce local negative
feedback in the differential pair. This topic is considered in Chapler 8.

3.5.3 The dc Transter Characteristic of a Source-Coupled Pair

Consider the #-channel MOS-transistor source-coupled pair shown in Fig. 3.50. The fol-
lowing analysis applies equally well to a corresponding p-channel source-coupled pair
with appropriate sign changes. In monolithic form, a transistor current source, called a rail
current source, is usually connected to the sources of My and M,. In that case, It and
Kr1an together form a Norton-equivalent model of the tail current source.

For this targe-signal analysis, we assume that the output resistance of the tail cur-
rent source is Rran — . Also, we assumc that the oulput resistance of each (ransistor
r, — . Although (hese assumptions do not strongly affect the low-frequency, large-signal
behavior of the circuit, they could have a significant impact on the small-signal behavier.
Therclore, we will reconsider these assumptions when we analyze the circuit from a small-
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f1aL R1aL

~Vss Figure 3.50 n-channel MOSFET

(a) source-coupled pair.

signal standpoint. From KVL around the input loop,
Vii — Vgxl + Vg.':2 — V=10 {3.152)

We assume that the drain resistors are small enough that neither transistor operates in
the triode region if Vi = Vpp and Vi = Vpp. Furthermore, we assume that the drain
current of each transistor is related to its gate-source voltage by the approximate square-
law relaticnship given in (1.157}. If the transistors are identical, applying (1.157) to cach
lransistor and rcarranging gives

o I 2fn
vg_ﬂ - Vr + k—, I:W;‘rL) (3153)
| 2n .
Ver = Vi + [ —— 3154
242 t k(WL ( )

Substituting {3.153) and (3.154) into (3.152) and rearranging gives

and

T — Jin
dl a2 _
Via = Vi —Vp = ,3-_"__'__\./___“_ (3.155)
| KW
2 L
From KCL at the source of M and M,
I + 14 = Ira (3.156)

Solving (3.156) for i4;, substituting into (3.155), rearranging, and using the quadratic
formula gives

I kKW 4]
Ip= -2 = 77 Vi \/}T:TA"‘};]L) -V (3.157)
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Since Iy > Itan/2 when Vy; > 0, the potential solution where the second term is
subtracted from the first in (3.157) cannot occur in practice. Therefore,

Al | KW F}TAIL v
Iy = 7 T szm‘ \ X (WIL) Vi (3.158)

Substituting (3.158) into (3.156) gives

L KW
d2_2 4er

Equations 3.158 and 3.159 are valid when both transistors operalc in the active or satu-
raticn region. Since we have assumed that neither transistor operates in the triodc region,
the limitation here sterns from turning off one of the transistors. When My tumns off,
In = Qand I;; = Itap. On the other hand, 1;) = Fray and I = 0 when M, turns off.
Substituting these values in (3.155) shows that both transistors operate in the active
region if

2
Vig| = [ DAL (3.160)

Since Iy = Iy = Ian/2 when Viy = 0, the range in (3.160) can be rewritten as

|
24 —
. / a’l“_ -
Vi = V2 \/k, WD V2 WVa) |y (3.161)

V=0

Equation 3.161 shows that the range of V;, for which both transistors operate in the ac-
live regien is proportional to the overdrive calculated when V,; = 0. This resuli is illus-
trated in Fig. 3.51. The overdrive is an important quantity in MOS circuit design, affceting
not only the input range of differential pairs, but also other characteristics inchiding the
speed, offsel, and output swing of MOS amplifiers. Since the overdrive of an MOS (ran-
sistor depends on its current and W/L ratio, the range of a source-coupled pair can be
adjusted to suil a given application by adjusting the value of the tail current and/or the

Tigedgo
\ matars
Lz fq
> L
Vv, =01V V=01V
L’r}l' =02V ’ . ’ Vm._ =02V
V= 0.4V — - iV, =04V

-V AV
05 —0.25 0 0.25 0.5 witV)

Figure 3.51 d¢ transter characteristic of the MOS source-coupled pair. The parameter is the over-
drive V., = Vigg — V, determined when Vi = 0,
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aspect ratio of the input devices. In contrast, the inpuf range of the bipolar emitter-coupled
pair 1s about =3V, independent of bias current or device size. In fact, the sonrce-coupled
pair behaves somewhat like an emitter-coupled pair with emitter-degeneration resistors
that can be selected to give a desired input veltage range.

In many practical cases, the key output of the differential pair is not f;y or /4, alone
but the difference between these quantities. Subtracting (3.159) from (3.158) gives

W Aram ,
Aly =14 —1p = ——V, [—2 —y? 3.162
g =dn—ln =57V \/k' WiL) o (3.162)

We can now compute the differential output voltage as
Vﬁd = VG| - V(,z = VDD - Id]RD - VDD + I(QRD = _(‘&Id) R_r_) (3163)

Since Af; = O when V,; = 0. (3.163) shews that V,; = 0 when Vi = 0if M, and M-
are identical and if identical resistors are connected to the drains of My and M>. This
property allows direct coupling of cascaded MOS differential pairs, as in the bipolar case.

3.5.4 Introduction to the Small-Signal Analysis of Differential Amplifiers

The features of interest in the performance of differential pairs are cften the small-signal
preperties for dc differential input voltages near zero volts. In the next two sections, we
assume that the dc differential input voltage is zero and calculate the small-signal pa-
rameters. If the parameters arc constant, the small-signal moedel predicts that the circuit
opceration is lincar. The results of the small-signal analysis are valid for signals that arc
small enough to cause insignificant nonlincarnty.

In previous sections, we have considered amplificrs with two input terminals (V; and
ground) and two catput terminals (V,, and ground), Small-signal analysis of such circuits
lcads to one equation for each circuit, such as

Vo = AW (3.164)

Hcre, A is the small-signal voltage gain under given loading conditions. In contrast, dif-
ferential pairs have three input terminals (Vy, Vi, and ground) and three output terminals
(V1. Vg2, and greund). Therefore, dircct small-signal analysis of differential pairs leads
to two equalions for cach circuit (one for each cutput), where each output depends on each
input:
Vol = Auvir + Apvp (3.165)
vor = Anvin + Axvip (3.166)

Here, four voltage gains, Ajy, A2, 421, and Azs, specily the small-signal operation of the
circuit under given loading conditions. These gains can be interpreted as

Ay = 22 (3.167)
Vil | ;=0

Ap = 2o (3.168)
1}‘:2 ‘IJ,'J=U

Az = Yol (3.169)
v“ V|:2=U

Ay = 222 (3.170)
Viz | vy =0
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Although direct small-signal analysis of differential pairs can be used to calculate these
four gain values in a straightforward way, the results are difficult to interpret because
differential pairs usually are not used to react to v;; or v alone. Instead, differential
pairs are used most often to sense the difference between the two inputs while trying to
ignore the part of the two inputs that is common to each. Desired signals will be forced
lo appear as diffcrences in differential circuits. In practice, undesired signals will also
appear. For example, mixed-signal integrated circuits use both analog and digital signal
processing, and the analog signals are vulnerable to corruption from noise generated by
the digital circuits and transmitted through the common substrate. The hope in using
differential circuits is that undesired signals will appcar equally on both inputs and be
rejected.

To highlight this behavior, we will defirie new differential and common-mode vari-
ables at the input and output as follows. The differential input, to which differential pairs
are sensitive, is

Vid = Vi — Vi2 (3]?]}
The common-mode or average input, to which differential pairs are insensitive, is

Vi1 + viz

Vie =~ (3.172)
These equations can be inverted to give v;; and v in terms of v,y and v,.:

Vit = Vie + (3.173)

Vi = Vie "7‘" (3.174)

The physical significance of these new variables can be understood by using (3.173} and
(3.174) to redraw the input connections to a difterential amplifier as shown in Fig. 3.52,
The common-mode input is the input component that appears equally in v;; and v;,. The
differential input is the input component that appears between v;; and v;s.

New output variables are defincd in the same way. The differential output is

Yod = Vol — Va2 (3.175)

The common-mede or average output is

_ Val + Vo2

{3.176)

Vi2 Figure 3.52 A dilfcr-
ential amplifier with its
inputs (a) shown as in-
dependent of each other
and (&) redrawn in terms
of the differential

and commen-maode
components.

(e
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Seclving these equations for v, and v,;, we oblain

Vird

Yyl = Vo T > (3.177)
v
Vo2 = Ve — %d f3 1783

We have now defined two new input variables and two new cutput variables, By sub-
stituting the expressions for v,y v;2, vor, and v, in terms of the new variables back into
{3.165) and (3.166), we find

A — A — Ay + Asy : .
Vod = ( I .12 5 21 ZZ)VM + [A“ -+ Alg - z‘-'|.2| - Aggll’f(- (3”"9}

_fAnL —Ap + Ay - Ay A +Ap + Ay +Ap
Voe = | — 4 vig t+ - 2

)v;(- (3.180}
Defining four new gain factors that are equal to the cocfficients in these equations, (3.179)
and (3.180} can be rewritten as
Vad = Ad.ﬂrﬂ"id + Arm—chnvi{r (11 181)
Voo = Adm—cmVid + AcmVie (3.182}

The differential-mode gain A, is the change in the dilferential output per unit change in
differential input:

A, _ Pod Ay - Ap — Ay + An
dm = o

— (3.183)
Vid v, =0 2

The common-mode gain A, is the change in the common-mode output voltage per unit
change in the common-mode input:

A _ Vor 1 . Ay + A + Ag| + Aaa
47/ - ; : :

! 3.184
Vie: ! vy =0 2 ( )

The differential-mode-to-common-mode gain Agp,_ ., is the change in the common-mode
ouwtput vellage per unit change in the differential-mode input:

_An —An t Ay —An
Vi =0 4

v{)ff’
Adm —em T e
Vid

(3.185)

The common-mode-to-differential-mode gain A,,,_an, 18 the change in the dillerential-
mode output vollage per unit change in the common-mode input:

Vod

Acm—d’m -

= All + A — Aj —Azz (3.186)

Fig =0

ir

The purpose of a differential amplifier is to sensc changes in its differential input
while rejecting changes in its common-meode input. The desired output is differential, and
its variation should be proporticnal to the variation in the dillerential input. Variation in the
common-mode output is undesired because it must be rejected by another differential stage
to sense the desired differential signal. Therefore, an important design goal in ditferential
amplifiers is to make A, large compared 1o the other three gain cocfficients in (3.181)
and (3.182).

In differential amplificrs with perfect symmetry, each component on the side of one
output corresponds to an identical component on the side of the other output. With such
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perfectly balanced ampliliers, when v;; = —vi2, v, = —v,2. In other words, when the
input 1s purely difterential (v;. = 0), the output of a perfectly balanced differential ampli-
fier is purely differential (v, = 0), and thus Ag—cm = 0. Similarly, pure common-mede
inputs (for which v;; = 0) produce pure common-mode outputs and A,z = 01n per-
fectly balanced differential amplifiers. Even with perfect symmctry, however, A, # 0 is
possible, Therefore, the ratio Ay,/A., is onc figure of merit for a differential amplificr,
giving the ratio of the desired dillerential-mode gain to the undesired commen-mode gain.
In this book, we will define the magnitude of this ratio as the common-mode-rejection ratio,
CMRR:

_Adml

oM |

CMRR =

(3.187)

Furthermore, since dilfcrential amplifiers are not perfectly balanced in practice, Agp— o #
Oand App—iam 7 0. The ralios Ay/Acn dm and Agp/ Agp- on are two cther figures of merit
that characterize the performance of differential amplifiers. Of these, the first is particu-
larly impertant because ratic Ag,,/A n—gm determines the extent to which the differcntial
output 1s produced by the desired differential input instead of by the undesired common-
mode input. This ratio is important because once a common-mode input is converted to
a differential oulput, the result is treated as the desired signal by subscquent differential
amplifiers. In fact, in multistage dillcrential amplificrs, the common-mode-to-differential-
maode gain of the first stage is usualily an important facter in the overall CMRR. In Scelion
3.5.5, we consider perfectly balanced differential amplifiers from a small-signal stand-
point; in Scetion 3.5.6.9, imperfectly balanced differential amplifiers frem the same stand-
point.

3.5.5 Small-Signal Characteristics of Balanced Differential Amplifiers

In this section, we will study perleetly balanced differential amplificrs. Therefore,
Apip—dm = 0and Ay —.m = 0 here, and our goal is 1o calculate Ay, and A, Although
caleulating Ay, and A, from the entire small-signal equivalent circuit of a differential
amplifier is possible, these calculations are greatly simplificd by taking advantage of the
symmetry that exists in perfectly balanced amplifiers. In general, we first find the response
of a g1ven cireuit to pure differcntial and pure common-mode inputs scparately. Then the
results can be superposed to find the total solution. Since superposition is valid only for
linear circuits, the (ollowing analysis is strictly valid only from a small-signal standpoint
and approximaicly valid only for signals that cause negligible nonlincarity. In previous
sections. we carried out large-signal analyses ol differential pairs and assumed that (he
Norton-equivalent resistance of the tail current source was infinite. Since this resistance
has u considerable cllect on the small-signal behavior ol differential pairs, however, we
now assume that this resistance is finite,

Because the analysis here is virtually the same [or both bipolar and MOS differential
pairs, the two cascs will be considered together. Consider the bipolar crmnitter-coupled
pair ol Fig. 3.45 and the MOS sourcc-coupled pair of Fig. 3.50 from a small-signal
standpomt. Then Vi3 = v;; and Vi» = v;». These circuits are redrawn in Fig. 3.53a and
Fig. 3.53bh with the common-mode input voltages set 1o zero so we can consider the effect
ol the ditferential-mode input by itsclf. The small-signal equivalent circuit for both cases
15 shown in Fig. 3.54 with R used to replace R in Fig, 3.53¢ and Rp in 3.53b. Note that
the small-signal equivalent circnit neglects finite r,, in both cases. Also, in the MOS case,
NONZero g 18 ignored and £, — o= because By — o,
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Figure 3.53 (a} Emitter-coupled pair

~Vex with pure ditterential input. (b} Source-
(@) coupled pair with pure differential input.
+Vip

i RraL

Vs
(b)

RralL

Figure 3.54 Small-signal equivalent circuit for differential pair with purc differential-modce input.
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§RTAIL

Figure 3.5 Differential-mode circuit with the (ail current source grounded. Beeause of the sym-
metry of the ¢ircuil, {, = O

Because the circuitin Fig. 3.54 is perfectly balanced. and because the inputs are driven
by equal and opposite voltages, the voltage across Rray, docs not vary at all. Another way
to see this result is to view the two lower parts of the circuit as voltage followers, When
one side pulls up, the other side pulls down, resulting in a constant voltage across the (ail
current source by superposition. Since the voltage across Ryaj. experiences no variation,
the behavior of the small-signal circuit is unaffected by the placement of a short circuit
across Rrap. as shown in Fig. 3.55. After placing this short circuit, we sec that the two
sides of the circuit are not only identical, but also independent because they arc joined
at a nede that operates as a small-signal ground. Therefore, the response to small-signal
differential inputs can be determined by analyzing one side of the original circuil with
Rran replaced by a short circuit. This simplified circuit, shown in Fig. 3,56, is called
the differentiai-mode half circuit and is useful for analysis of both the low- and high-
frequency performance of all types of differential amplificrs. By inspection of Fig. 3.56,
we recoginize this circuit as the small-signal equivalent of a commeon-emitter or common-
sourcc amplifier. Therefore,

Vol Vid \
Yod _ _, pYd 188
5 gmR 7 (3.188)
and
Agm = -2 = —guR (3.189)
Vid v =1

To include the cutput resistance of the transistor in the above analysis, R in {3.189) should
be replaced by R || #,,. Finally, note that neglecting g, from this anatysis for MOS source-
coupled pairs has no effect on the result because the voltage from the source to the body
of the inpul transistors is the samc as the voltage across the tail current source, which is
constant with a pure differential input.

=

|||--0 M|z
I .

5
L
-]
z

Figure 3.56 Diffcrential-made half
circuit.
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fra, C) R

Figure 3.57 {a) Emittcr-coupled

Ve pair with pure common-mede input.
(&) Source-coupled pair with pure
(@) common-mode inpul.
+Vopn

The circuits in Fig. 3.45 and Fig. 3.50 are now reconsidered from a small-signal,
common-mode standpoint. Setting V;, = Vi = vy, the circuits are redrawn in Fig. 3.574
and Fig. 3.57b. The small-signal equivalent circuit is shown in Fig. 3.58, but with the
modification that the resistor Ry has been split into two parallel resistors, each of value
twice the criginal. Also R has been used to replace Re in Fig. 3.57a and Rp in 3.57h.
Again r, is neglected in both cascs, and g, 15 neglected in the MOS case, where r, — =
because By — =.
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AWy
|
AN
=

Figure 3,58 Small-signal equivalent circuit, purc common-mode inpu.

Because the circuit in Fig. 3.58 is divided into two identical halves, and because each
half is driven by the same voltage vi, no current i, flows in the lead connecting the half
circuits. The circuit behavior is thus unchanged when this lead is removed as shown in
Fig. 3.59. As a resuit, we see that the two halves of the ciruit in Fig, 3.58 are not only
identical, but also independent because they are joined by a branch that conducts no small-
signal current. Therefore, the response to small-signal, common-mode inputs can be de-
termined by analyzing one half of the original circuit with an open circuit replacing the
branch that joins the two halves of the original circuit. This simplified circuit, shown in
Fig. 3.60, is callcd the common-maode hall circuit. By inspection of Fig. 3.60, we recognize
this circuit as a common-emitter or common-source amplifier with degeneration. Then

Yoo = _Gmer'f.‘ (3190)
and
Agy = ¢ = —G.R (3.191)
Vi g =0

where Gy, is the transconductance of a common-emitter or common-source amplifier with
degeneration and will be considered guantitatively below. Since degeneration reduces the
transconductance, and since degencration occurs only in the common-mode case, (3.189)
and (3.191) show that |A;,,| > |A.x|; therefore, the differentizl pair is more scnsitive to
differential inputs than to cemmon-mode inputs. In other words, the tail current source pro-
vides local negative feedback to common-mode inputs (or local common-mode feedback).
Negative feedback is studied in Chapter 8.

gnP1

Figure 3.59 Modified
= common-maode
equivalent circuit.
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Em¥1

Figure 3.60 Commeon-maode
= = = half circuil.

Bipolar Emitter-Coupled Pair. For the bipolar case, substituling (3.93) for G,, with Ry =
2Rt into (3.191}) and rearranging gives

s - EmR
1+ gp (2RralL} 1+ 2g4RraL

To include the effect of finite r, in the above analysis, & in (3.192) should be replaced
by R || R,, where R, is the output resistance of a common-emitter amplifier with emitter
degeneration of Rg = 2Rran , givenin (3.97) or (3.98). This substitution ignores the effect
of finite r, on G,,, which is shown in (3.92) and is usually negligible.

The CMRR is found by substituting (3.189} and (3.192) into {3.187), which gives

(3.192)

CMRR = | + 2¢, RyaiL (3.193)

This expression applies to the particular case of a single-stage, emitter-coupled pair. [t
shows that increasing the cutput resistance of the tail current source Ryay improves the
common-mode-rejection ratio, This topic is considered in Chapter 4,

Since bipolar transistors have finite B, and since differential amplificrs are often used
as the Input stage of instrumentation circuits, the input resistance of emitter-coupled pairs
15 also an important design consideration. The differential input resistance R4 is defined as
the ratio of the small-signal differential input voltage v to the small-signal input current
tp when a pure dilferential input voltage is applied. By inspecting Fig, 3.56, we find that

— = rg (3.194)

Therefore, the differential input resistance of the emitter-coupled pair is

Rig = -4 = 2, (3.195)
ol =0
Thus the differential input resistance depends on the 7, of the transistor, which increases
with increasing B8y and decreasing collector current, High input resistance is therefore
obtained when an emitter-coupled pair is operated at low bias current levels, Techniques
to achieve small bias currents are considered in Chapter 4.

The common-mode input resistance R;. is defined as the ratio of the small-signal,
common-mode input voltage v, to the small-signal input current i, in one terminal when
a pure common-mode input is apphed. Since the common-moede half circuit in Fig. 3.60
is the same as that for a common-emitter amplifier with cmitter degeneration, substituting
Rg = 2Rpam. into (3.90) gives R, as

K = E = Fr + (Bo + 1M2Rpan) (3.196)
1'J'd=0
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[e.'u = Rr'r." ” {_2}{!1‘) = Rl'nr

Figure 3.61 (&) General low-frequency, small-signal, 7-cquivalent input circuit for the differen-
tial amplificr. (4) T-equivalent input circuit.

The small-signal input current that flows when both common-mode and differential-mode
input voltages are applicd can be found by superposition and is given by

Vief Vip

ip] = R + R_ (3.197)
. 1
iy = _;i + o (3.198)

where i) and > represent the base currents of ¢y and (J;, respectively.

The input resistance can be represented by the 7 equivalent circuit of Fig. 3.61q or
by the T-equivalent circuit of Fig. 3.615. For the  model, the common-mode input re-
sistance is exactly R, independent of R,. To make the differential-mode input resistance
cxactly Ry, the value of R, should be more than &,; to account for nonzero current in
R;.. On the other hand, tor the T model, the differential-mode input resistance is exactly
R independent of Ry, and the common-mode input resistance is R;,. if R, 15 chosen to be
less than R;./2 as shown. The approximations in Fig. 3.61 are valid if Ry, is much larger
than K.

MOS Source-Coupled Pair. For the MOS case, substituting (3.104) for G,,, with g, =
and Ry = 2R1a into (3.191) and rearranging gives

&R smR (3.199)

| + gm (2R7AIL) L+ 2gmRraL

Although (3.199) and the common-mode half circuit in Fig, 3.60 ignore the body-effect
transconductance g, the commoen-mode gain depends on gy in practice because the
body effect changes the source-body voltage of the transistors in the differential pair.
Sinee nonzero g, was included in the derivation of the transconductance of the common-
source amplifier with degeneration, a simple way (o include the body effect here is to allow
nonZero g,,, when substituting (3.104) into {3.191). The result is

AEHP =

A e — ) gn R = gmR
o I +{gm + 2up) 2RTaAIL) 1+ 2{gm + gmp) Rraw

To mclude the effect of finite r, in the above analysis, R in {3.199) and (3.200) should be
replaced by R || R, where R, is the cutput resistance of a common-source amplifier with
source degeneration of Ky = 2Rypap, given in (3.107). This substitution ignores the cffect
of finite r, on G,,, which is shown in (3.103) and is usually negligible.

The CMRR is found by substituting (3.189) and (3.200) into (3.187), which gives

CMRR = | + 2gmn + gup) RTAL {3.201)

(3.200)
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Equation 3.201 is valid for a single-stage, source-coupled pair and shows that increasing
Rran. increases the CMRR. This topic is scudied in Chapter 4.

3.5.6 Device Mismaich Effects in Differential Ampilifiers

An important aspect of the performance of differential amplifiers is the minimum dc and
ac differential voltages that can be detected. The presence of component mismatches
within the amplificr itsclf and drifts of component values with temperature produce dc
dilfcrential voltages at the output that are indistinguishable from the dc component of
the signal being amplified. Also, such mismatches and drifts cause nonzero common-
mode-to-differential-mode gain as well as nonzere differential-to-common-mode gain to
arise. Nonzero Agpm—gm 13 cspecially important because it converts common-mode inputs
to differcntial outputs, which are treated as the desired signal by subsequent stages. In
many analog systcms, these types of errors pose the basic limitation on the resolution of
the system, and hence consideration of mismatch-induced cffects is often central to the
design of analog circuits,

3.5.6.1 Input Offset Voltage and Current

For dilferential amplifiers, the effect of mismatches on dc performance is most conve-
niently represented by two quantities, the input offset voltage and the input offset cur-
rent. These quantities represent the input-referred effect of all the component mismatches
within the amplifier on its dc performance.!'1> As illustrated in Fig. 3.62, the dc behav-
ior of the amplifier containing the mismatches is identical to an ideal amplifier with no
mismatches but with the input offset voltage source added in series with the input and
the input offset current source in shunt across the input terminals. Both quantitics arc
required to represent the effect of mismaich in general so that the medel 1s valid for
any source resistance. For example, if the input terminals are driven by an ideal voltage
source with zero resistance, the input offset current does not contribute to the amplifier
output, and the offset voltage generator is needed to model the effect of mismatch. On
the other hand, if the input terminals are driven by an ideal current source with infinite
resistance, the input offset voltage does not contribute to the amplifier output, and the
offset current generator 15 needed to model the effect of mismatch. These quantities are
usually a function of both temperature and common-mode input voltage. In the next sev-
eral sections, we calculate the input offset voltage and current of the emitter-coupled pair
and the source-coupled pair.

]
I
+ o o+ Vin % +
Vip > Von Yoo
— 5 | l/‘\ - —

" o

Differantial Differential
amplifier with amplifier without
mismatches mismatches

{a) - {&)
Figure 3.62 Equivalent input offsct voltage (V) and current (1) for a differential amplifier.
(e} Actual circuil containing mismatches. (&) Equivalent de circuit with identically matched de-
vices and the offset voltage and current referred lo the inpul.
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3.5.6.2 Input Offset Voltage of the Emitter-Coupled Pair

The predominant sources of offset error in the emitter-coupled pair are the mismatches
in the basce width, base doping level, and collector doping level of the transistors, mis-
maiches in the effective emitter area of the transistors, and mismatches in the collector
load resistors. To provide analytical results sinyple enough for intuitive interpretation, the
analysis will be carried out assuming a uniform-base transistor. The results are similar for
the nonuniform case, although the analytical procedure is more tedions. In most instances
the dc base current is low enough that the dc voltage drop in #; is negligible, so we ne-
glect ry,.

Consider Fig, 3.45 with dc signals so that V;; = Vp, Via = Vi, V| = Vg, and
Voo = Ven. Let Vip = V)1 — Voo Alse, assume that the collector resistors may not be
identical. Let Rey and Re» represent the values of the resistors attached to ¢ and O,
respectively. From KVL around the input loop,

Vip = Vg1 + Vg = 0 (3.202)
Therefore,
] ) .
V;D = Vr In o V}' In I(—Z = V;r In jﬂfs—z (32(]3)
Is Is; Iea Isy

The factors determining the saturation current fg of a bipolar transistor arc described in
Chapter 1. There it was shown that if the impurity concentration in the base region is
uniform, these satmration currents can be written

1 2R
gn: i, gqn:D,
Iy) = —————A = — =24 (3.204
N NaWa Ve T OV ! )
2R 2R
, 2D
Iy = — 20 D = P Az (3.205)

NaWm(Veg) + Om(Ves)

where Wg(Vcp) is the base width as a function of Vg, N4 is the acceptor density in the
base, and A s the emitter area. We denote the product Ny Wg(Veg) as Op(Vep), the total
base impurity doping per unit area.

The input offset voltage Vs is equal to the value of Vip = Vi — ¥, that must be
applied to the input to drive the differential output voltage Vo = Vi, — Vo to zero. For
Vop to be zero, IeiRey = Ica Ry therelore,

Ien Rer
— = 3.206
Ie R ( )
Substituting (3.204), (3.205), and (3.206) into (3.203) gives
Rea A2V Opi1{Vier) )]
Vos = Veln||l— |{ = || ==—== 3.207
s 4 (RCI )(Al)(Qm(Vf:ﬁ) ( )

This expression relates the input offset voltage to the device paramecters and R mismatch.
Usually, however, the argument of the log function is very close to unity and the equation
can be interpreted in a more intuitively satisfying way. In the following section we perform
an approximate analysis, valid if the mismatches arc small.

3.5.6.3 Offset Voltage of the Emitter-Coupled Pair: Approximate Analysis

In cases of practical interest involving offset voltages and currents, the mismatch between
any two nominally matched circuit parameters is usually small compared with the abselute
value of that parameter. This observation leads te a procedure by which the individual
contributions to offset voltage can be considered separately and summed.
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First, define new parametcts to describe the mismatch in the components, using the
relations

AX = X1 — X2 (3.208)
X+ X
X =5 (3.209)
Thus AX is the difference between two parameters, and X is the average of the two nom-
inally matched parameters. Note that AX can be positive or negative. Next invert (3.208)
and (3.209} to give

X, =X+ %X (3.210)
X, =X - &TX (3.211)

These relations can be applied to the cellector resistances, the cmitter areas, and the base
doping parameters in (3.207) to give

R~ SR\ [, _AAN[ L AOs
_ 2 2 2
Vos = Vrln AR v 0 (3.212}

With the assumptions that AR << Re, AA << A, and AQp << (9, (3.212) can be sim-

plified o
. ARe AA AQg }
Vos =Vrin||1 — — ||l — — {1 +
03 T n[( Re )( y )( Os )

N B AR. _AA AQg
= Vr [ln (l R )+ In (l T)+ ln(] + On ﬂ (3.213)

If x << 1, a Taylor series can be used to show that

2 5

=x—-+=—-... 214
In(l+x)=x 5 + 3 (3.214)
Applying (3.214) to each logarithm in (3.213) and ignoring terms higher than first order
in the expansions gives

(3.215)

Vos = Vs (_ ARc A ﬁQB)

Re A Op

Thus, under the assumptions made, we have obtaincd an approximate expression for
the input offset voltage, which is the linear superposition of the effects of the dilferent com-
ponents. It can be shown that this can always be done for small compenent mismatches.
Note that the signs of the individual terms of (3.215) are not particularly significant, since
the mismatch factors can be positive or negative depending on the direction of the random
parameter variation. The worst-case offset occurs when the terms have signs such that the
individual contributions add.

Equation 3.215 relates the offset voltage to mismatches in the resistors and in the
structural parameters A and Qp of the transistors. For the purpose of predicting the off-
set voltage [rom device parameters that are directly measurable electrically, we rewrite
(3.215) to express the offset in terms of the resistor mismatch and the mismatch in the




234  Chapter 3 Single-Transistor and Multlole-Transistor Amplifiers

saturation currents of the transistors:

ARc Al
Vas = Vr (*—R € - S) (3.216)
C X

where
Aly  AA _ AQp

Is A Or
is the offset voltage contribution from the transistors themselves, as reflected in the mis-
match in saturation current. Mismatch factors ARc/Rc- and Alg/fs are actually random
parameters that take on a different value for each circuit fabricated, and the distribution
of the observed values is described by a probability distribution. For large samples the
distribution tends toward a normal, or Gaussian, distribution with zero mean. Typically
observed standard deviations for the preceding mismatch parameters for small-area dif-
fused devices are

(3.217)

agapr = 001 Targp, = 0.05 {3.218)

In the Gaussian distribution, 68 percent of the samples have a value within +er of the mean
value. Iff we assume that the mean value of the distribution is zero, then 68 percent of the
resistor pairs in a large sample will match within 1 percent, and 68 percent of the tran-
sistor pairs will have saturation currents that match within 5 percent for the distributions
described by (3.218). These values can be heavily influenced by device geometry and pro-
cessing. If we pick one sample from each distribution so that the parameter mismatch is
equal o the corresponding standard deviation, and if the mismatch factors are chosen in
the direction so that they add, the resulting offset from (3.216) would be

Vos = (20 mVK0.01 + 0.05) = 1.5 mV (3.219)

Large ion-implanted devices with careful layout can achicve Vs = 0.1 mV. A parameter
of more interest to the circuit designer than the offset of one sample is the standard de-
viatien of the total offset voltage. Since the offset is the sum of two uncorrelated random
parameters, the standard deviation of the sum is equal to the square root of the sum of the
squares of the standard deviation of the two mismatch contributions, or

Ty = Vr \/(G'f_\mﬁ')z + (U;\j__\-us)z (3.220)

The properties of the Gaussian distribution are summarized in Appendix A.3.1.

3.5.6.4 Offset Voltage Drift in the Emitter-Coupled Pair

When emitler-coupled pairs are used as low-level dc amplifiers where the offser voltage
Is critical, provision is sometimes made to manually adjust the input offset voltage to zero
with an external potentiometer. When this adjustment is done, the important parameter be-
comes not the offset voltage itself, but the variation of this offset voltage with temperature,
often referred to as drift. For most practical circuits, the sensitivity of the input offset volt-
age to temperature is not zero, and the wider the excursion of temperature experienced by
the circuit, the more error the offsel voltage drift will contribute. This parameter is easily
calculated for the emitter-coupled pair by differentiating (3.207) as follows

dVos _ Vos

using Vr = kT/q and assuming the ratios in (3.207) are independent of tcmperature.
Thus the drill and offset are proportional for the emitter-coupled pair. This relationship
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is observed experimentally. For example, an emitter-coupled pair with a mcasured offset
voltage of 2 mV wonld display a drift of 2 mV/300°K or 6.6 p.V/°C under the assumptions
we have made.

Equation 3.221 appears to show that the drift also would be nulled by externally ad-
justing the offset to zcro. This observation is only approximately true because of the way
in which the nulling is accomplished.'? Usually an external potentiometer is placed in
parallel with a portion of onc of the collector load resistors in the pair, The temperaturc
cocfficicnt of the nulling potentiometer generally does not match that ol the dilfused resis-
tors, s¢ a resister-mismatch temperature coefficient is introduced that can make the drift
worse than it was without nulling. Voltage drifts in the 1 wV/°C range can be obtained
with careful design.

3.5.6.5 Input Offset Current of the Emitter-Coupled Pair

The inpul offsct current )¢ 18 measured with the inputs connected only 10 current sources
and is the dilTerence in the base currents that must be applied te drive the differential outpul
vollage Vop = Vi1 — Vi to zero. Since the base current of each transistor 1s cqual (o the
corresponding collector current divided by beta, the offset current is

fer T2
Ing = — — {3.222)
7 B Br
when Vo, = 0. As before, we can write
AT Al
fey = I + % Ien = I - TE (3.223)
ABg ABr
Br1 = Br + —g—P BPr: = Br — _fr (3.224)
Inserting {3.223) and (3.224) into (3.222), the offset current becomes
e + Ai Ic — %_
’ 2 ’ 2
= - 3.2
fos ABr Al (3.225)
Pr+—— Br———
Neglecting higher-order terms, this becomes
I (Alc a,BF')
log = —|—— — ——= (3.226)
% Br ( I B

For Vop to be zero, Ie1 Re1 = IoaRen; therefore, from (3.206), the mismatch in collector
currents is
Ale  ARe

Ie ~ Re
Equation 3.227 shows that the fractional mismatch in the collector currents must be equal

in magnitude and opposite in polarity from the fractional mismatch in the collector resistors
to force Vgp = 0. Substituting {3.227) into (32.226) gives

Ie (:ﬁ.RC b ﬂﬂ)

Joe == —-C
0s Br \ Rc Br

A typically cbserved beta mismatch distribution displays a deviation of about 1{ per-
cent. Assuming a beta mismatch of 10 percent and a mismatch in cellector resistors of

(3.227)

(3.228)
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1 percent, we obfain

——

I(J.’s' =

1c {AR¢ ;&Bf-) fe _
— | 5=t ——]= ——(0.1H = =011 ({z) (3.229)
Br ( Re Br By B

In many applications, the input offsct current as well as the input current itself must
be minimized. A good example is the input stage of operational amplifiers. Various circuit
and technological approaches to reduce these currents are considered in Chapter 6.

3.5.6.6 Input Offset Voltage of the Source-Coupled Pair
As menttoned earlier in the chapter, MOS transistors inherently provide higher input re-
sistance and lower input bias current than bipolar transistors when the MOS gate is used
as Lhe input. This observation also applies to differential-pair amplifiers. The input off-
scl current of an MOS differential pair is the differcnce between the two gate currents
and is essentially zcro because the gates of the input transistors are connected to silicon
dioxide, which is an insulator. However, MOS transistors exhibit lower transconductance
than bipolar transistors at the same current, resulting in poorer input offsct voltage and
comron-mode rejection ratio in MOS differential pairs than in the case of bipolar transis-
tors, In this section we calculate the input offset voltage of the source-coupled MOSFET
pair.

Comnsider Fig. 3.50 with dc signals so that Vi = Vi, Vo = Vo, V1 = Vo, and
Vor = Voo Let Vin = Vy — V3. Also, assume that the drain resistors may not be iden-
tical. Let Rpy and Rp; represent the values of the resistors attached to M| and M, respec-
tively. KVL around the input loop gives

Vin = Vgs1 + Vggr = 0 (3.230)
Solving (1.157) for the gate-source voltage and substitating into (3.230) gives
Vin = Vast = Vasa

T R
s

VR, T v win,

=Va+ (3.231)

As in the bipolar case, the input olfset voltage Vg is equal to the value of Vip = Vi — Vg
that must be applied to the input to drive the differential output voltage Vop = Vo - Voo
to zero. For Vi), to be zero, Ipi Kpy = Ip2Rpa: therefore,

Vos = Vi = Voo &+ | —2201 - [l | (3.232)
o8 T TR T T WD, P (WiDy ‘

subject to the constraint that 15 Ry = IpaRpo.

3.5.6.7 Offset Veltage of the Source-Coupled Pair: Approximate Analysis
The mismatch between any two nominally matched circuit parameters is usually small
compared with the absolutc value of that parameter in practice. As a resuit, (3.232) can be
rewritten in a way that allows us to understand the contributions of each mismatch to the
overall offset.

Delining difference and average quantities in the usial way, we have

.ﬁfﬂ = f_,gl - IDZ (3233}

[, = o1t im Z"m (3.234)
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AW/L) = (W/L), — (WIL), (3.235)
winy = VLh ;(W" L) (3.236)
AV, = Vi — Vi (3.237)
y, = YntVe ! Viz (3.238)
AR; = Riy — Ris (3.239)
R, = RutRe ;RL? (3.240)
Rearranging (3.233) and (3.234) as well as (3.235) and (3.236) gives
In = Ip + % Iy = In — % (3.241)
(WILy = (WIL) + MTL} (WiL) = (WIL) - A“g’ L (3.242)
Substituting (3.237), (3.241), and (3.242) into (3.232) gives
Vos = AV: + \/k' [(fv(ff)ii%fiyzj B \/ z [(%Lf'(f]f)_—i{(?{i}.}ﬂ] (3:243)
Rearranging (3.243) gives
Vos = AV, + (Vgs — v | | L2002 i‘;f;ﬁf; _ |1 Alf2lp iﬁ’ﬁf}’ (3.244)
"“rwm 'z

Il the mismatch terms are small, the argument of each square root in (3.244) is approxi-
mately unity. Using /x = (1 + x)/2 when x = 1 for the argument of each square root in
(3.244), we have

(Vg — V;) 14+ Aip2in B 1— AIDF"'ZID
2 |+ A(W/L) [ - AW/L)
2(W/L) 2 (W/L)

Carrying out the long divisions in (3.245) and ignoring terms higher than first order gives

(Vgs — Vo) [Alp  A(W/L)
2 Ip (W/IL)

VUS = .’AV; +

(3.245)

Vos = AV, + (3.246)

When the differential input voltage is Vg, the differential output voltage is zero; therefore,
IpiRiy = IRy, and

Alp _ ARy

Ip Ry,
In other words, the mismatch in the drain currents must be equal and opposite the mtsmatch
of the load resistors to set Vp = 0. Substituting (3.247) into {3.246) gives
(Vgs — Vo) [ ARy AW/
2 Ry (W/L)

(3.247)

VOS = ,’lv,; +

(3.248)
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The first term on the right side of (3.248) stems from threshold mismatch. This mis-
match component is present in MOS devices but not in bipolar transistors. This component
results in a constant offset component that is bias-current independent. Threshold mis-
match is a strong function of precess cleanliness and uniformity and can be substantially
improved by the use of careful layout. Measurements indicate that large-geometry struc-
tures are capable of achieving threshold-mismatch distributions with standard deviations
on the order of 2 mV in a modern silicon-gate MOS process. This offset component alone
limits the minimum oifsct in the MOS case and is an order of magnitude larger than the
total differential-pair offset in modern ion-implanted bipolar technologies,

The second term on the right side of {3.248) shows that another component of the off-
set scales with the overdrive V. = (Vs — V;) and is related to a mismatch in the load
elements or in the device W/L ratio. In the bipolar emitter-coupled pair offsct, the corre-
sponding mismatch terms were multiplied by Vr, typically a much smaller number than
Vo2, Thus source-coupled pairs of MOS transistors display higher input offsct voltage
than bipolar pairs for the same level of geometric mismatch or process gradient even when
thresheld mismaich is ignored. The key reason for this limitation is that the ratio of the
transconductance to the bias current is much lower with MOS transistors than in the bipo-
lar case. The quantities V7 in (3.216) and (Vs — V)2 = V,/2 in (3.248) are both cqual
to Igias/gm for the devices in question. This quantity is typically in the range 100 mV to
300 mV for MOS transistors instead of 26 mV for bipolar transistors.

3.5.6.8 Offset Voltage Drift in the Source-Coupled Pair

Offset voltage drift in MOSFET source-coupled pairs does not show the high correla-
tion with offset voltage obscrved in bipolar pairs. The offset consists of several tcrms
that have different temperature coefficients. Both V; and V., have a strong tcmperature
dependence, affecting V¢ in opposite directions., The temperature dependence of V,,
stems primarily from the mobility variation, which gives a negative temperature cocffi-
cient to the drain current, whilc the threshold voltage depends on the Fermi potential, As
shown In Section 1.5.4, the latter decreases with temperature and contributes a positive
temperature coefficient to the drain current. The drift due to the AV, term in Vg may
be quite large if this term itself is large. These two effects can be made to cancel at one
value of /p, which is a useful phenomenon for temperature-stable biasing of single-ended
amplificrs. In differential amplifiers, however, this phenomenon is not greatly useful be-
causc differential configurations already give first-order cancellation of Vg temperature
variations.

3.5.6.9 Small-Signai Characteristics of Unbalanced Differential Amplifiers'’
As mentioned in Section 3.5.4, the common-mode-lo-differential-mode gain and
differcntial-mode-to-common-mode  gain of unbalanced differential amplifiers are
nonzero. The direct approach to calculation of these cross-gain terms requires analy-
sis of the entire small-signal diagram. In perfectly balanced differential amplifiers, the
Cross-gain terms are zero, and the diffcrential-mode and common-mode gains can be
found by using Lwo independent half circuils, as shown in Section 3.5.5. With imperfect
matching, exact half-circuit analysis is still possible if the half circuits are coupled in-
stead of independent. Furthermore, if the mismatches are small, a modified version of
half-circuit analysis gives resulls that are approximately vatid, This modified half-circuit
analysis not only greatly simplifies the required calculations, but also gives insight about
how to reduce A.p—gm and Agy, o i practice.

First consider a pair of mismatched resistors 8] and R; shown in Fig. 3.63. Assume
that the branch currents are {; and i, respectively. From Ohm'’s law, the differential and
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Figure 3.63 A pair of mismatched resistors.

common-mode voltages across the resistors can be written as

Vg =V — V2 = f|R| - ng'g {3249)
and
V) + Vo (1R + iR

) = - 250
1 5 5 (3.250)

Definciy = &) —da. /e = () + )2, AR = R| — Ry,and R = (Ry + Ry¥2. Then (3.249)
and {3.250) can be rewritten as

. ' AR . ] AR . .
V4 = (Ic: + %)(R + 7)_ (I( - %)(R - T) = iR+ i (‘&R) (3251)

iy AR\ . iy AR
o ) ) - Y2y
- = 2, 2/ gy aER (fR) (3.252)

2

and

Ve =

These equations can be used 1o draw differential and common-mode half circuits for
the pair ol mismatched resistors. Since the differential half circuit should give half the
differential voltage dropped across the resistors, the two terms on the right-hand side of
{3.251) are each divided by two and used to represent one component of a branch voltage of
vg/2. The differential half circuit is shown in Fig. 3.64a. The first component of the branch
voltage 18 the voltage dropped across R and is half the differential current times the average
resistor value. The second compenent is the voltage across the dependent veltage sourcc
controlled by the current Aowing in the common-mode half ctrcuit and is proportional to
half the mismatch in the resistor values. The common-moede half circuit is constructed
from (3.252) and is shown in Fig. 3.645. Here the total branch voltage v, is the sum of the
voltages across a resistor and a dependent voltage source controlled by the current flowing
in the differential hall circuit. In the limiting case where AR = 0, the voltage across each

e
r|.T

Ta N

2 T + *ert +  Figure 3.64 (a) Differential and
{7} common-mode half circuits
Q) (h) for a pair of mismatched resistors.
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Flgure 3.65 A pair of mismalched vollage-controlled current

dependent source in Fig, 3.64 1s zere, and each half circuit collapses to simply a resistor of
value R, Therefore, the half circuits are independent in this case, as cxpected. In practice,
however, AR # 0, and Fig. 3.64 shows that the differential voltage depends not only on
the differential current, but alse on the common-mode cuarrent, Similarly, the common-
mode voltage depends in part on the differential current, Thus the behavier of a pair of
mismatched resistors can be represented exactly by nsing coupled half circuits.

Next consider a pair of mismatched voltage-controlled current sources as shown in
Fig. 3.65. Assume that the control voltages are vy and v», respectively. Then the differential
and common-mode currents can be written as

and

la

ic

=1 — 12 = gmiV1 — Em2V2

_ Algm , Vay _ -ﬁgm Vg
K1) 2

= gmVg t Aga=1'1‘f"|:

2 2

(3.253)

Agm 2 _Agm v
_ (gm + 2 )(vc: + ?) + (gm —)(V(- 7 )

2

ﬂ-gmva’
mVi + -
gmv 7]

(3.254)

where ¥g = V) — W2, Ve = (vl + Ug}fz, Agm = 8ml ~ Em2s and Em = (gml + ng)"Q-
The corresponding differential and common-mode half circnits cach usc two voltage-
controlled current sources, as shown in Fig, 3.66. In each case, on¢c dependent source

®

i{.l

SN o OL

(P}

Figure 3.66 {a) Dillerential
and (k) common-mode half cir-
cuits for a pair of mismatched
voltage-controlled current
SOUrCes.
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18 proportional to the average transconductance and the other to half the mismalch in
the transconductances. With perfect matching, the mismatch terms are zero, and the (wo
half circnits arc independent. With imperfeet matching, however, the mismatch terms are
nonzcro. In the diflerential half circuit, the mismatch current source is centrolled by the
common-mode control voltage. In the common-mode half circuit, the mismatch current
source 1s controlled by half the differential control voltage. Thus, as for mismatched re-
sistors, the behavior of a pair of mismalched voltage-controlled current sources can be
represented exactly by using coupled half circuits.

With these concepts in mind, construction of the differential and common-mode hall
circults of unbalanced differential amplifiers is straightforward. In the differential hall
circuit, mismatched resistors are replaced by the circuit shown in Fig. 3.64«, and mis-
matched vollage-contrelled current sources are replaced by the circuit in Fig. 3.66a. Sim-
larly, the circuits shown in Fig. 3.64b and Fig. 3.665 replace mismatched resistors and
voltage-controlled current sources in the commeoen-mode half circuit. Although mismatches
change the differential and common-mode components of signals that appear at various
points in the complete unbalanced amplificr, the differential components are still equal
and opposite while the commen-mode componcents are identical by definition. Therefore,
small-signal short and open circuits induced by the differential and common-mode signals
are unaffected by these replacements.

For example, the differential and commen-modc hall circuils ef the unbalanced dif-
ferential amplifier shown in Fig. 3.67 arc shown in Fig. 3.68. KCL at the output of the
differential half circuit in Fig. 3.68a gives

iRd Vi | Agm

B b gt 4 DO 3.

5 T En 5 0 (3.255)
KCL at the cutput of the common-mode half circuit in Fig, 3.685 gives

gmV + Agm %‘r +ige =10 (3.256)

Also, KVL around the input loop in the common-mede half circuit gives
V= Vie = Viail = Vic + 2URetuail (3.257)

Substituting (3.257) into (3.256) and rearranging gives

Ag,, v
SmVic + %jﬂr

e = — 3,

e [+ 2gnrn (5258
[ L L

Jf'e1 § Ly Va2 §R2I
+ +
+ [ +

¥ ¥4 () Bt C) Engve Ve Yig

Ttail Figure 3.67 The small-signal dia-
gram of an unbalanced differential
= amplificr.
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—
"
Vi Vit M, Y
2 O 2" 5
ta}
+-
bt AR
2 2
EIH!'T § R L
o+

(b}

Substituting (3.257) and (3.258) into (3.255) and rearranging gives

. Mgy B8m .

LRd Vg 28T il 2 n Agm Agm?‘mngm

2 T 2 T T g 1T T T T 2o
&mTail + 28t il

From KVL in the R branch in the differential half circuit in Fig. 3.68a.
. AR g
2 gtk

Substituting (3,258} and (3.259) into (3.26() and rearranging gives

Vod

Vad = Afhﬁvfu’ =+ A(.‘m—dmvr'r
where Ay, and A, _ 4, are
E ‘A.q!l'd Agm AR
Vot 'ﬁ'gmrlaiIT'R - T
A = e R 2 2
A 1 i -
Vid |y, —0 I+ 2800
A _ Vod | " (gmAR + Ang)
cml—dnm = 3 ! -
Vie iy,-q 1 + Zg,,,rmi]

From KVL in the R branch in the common-mode half circuit in Fig. 3.685,

irg AR .
Yoo = "2('" 7 +igcR

|

Figure 3.68 {«)} Difterential and (5
= common-maode half circuits of the dif-
ferential amplifier shown in Fig. 3.67.

(3.259)

(3.260)

{3.261)

(3.262)

(3.263)

(3.264)
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Substituting (3.258) and (3.259) into (3.264} and rearranging gives

Voo = Adm—cmVid T AcmVic (3.265)
wWhere A em and A, are
Aa’m—f.‘m = ]ﬁ
Vid | v, =0
Ag V]
{ AgmR — gnﬂﬁR(zgmnail(%) )
F
=3 gmAR + T 2o (3.266)
Ag. AR
Va R+ =" |
A = — = - (3.267)
Vie v =10 1+ 2gmrlail

The calculations in (3.255) through {3.267) are based on the hall circuits in Fig. 3.68
and give exactly the same results as an analysis of the entire differential amplifier shown
in Fig. 3.67. Because the half circuits are coupled, however, exact half-circunit analysis
requires the simultaneous consideration of both half circuits, which is about as complicated
as the direct analysis of the entire original circuit.

In practice, the mismaich terms are usually a small fraction of the corresponding av-
erage values. As a result, the dominant contributions to the differential signals that con-
trol the mismatch generators in the common-mode half circuit stem from differential in-
puts. Sunifarly, the dominant part of the commen-mode signals that control the mismatch
generators in the differential half circuit arise from common-mode inputs. Therefore, we
will assume that the signals controlling the mismatch generators can be found approxi-
mately by analyzing each half circuit independently without mismatch. The signals that
control the mismatch generators in Fig. 3.68 are ig., ixs/2, v, and v;4/2. We will find ap-
proximations to thesc quantilics, Thes igaf2, 0, and 9442 using the half circuits shown in
Fig. 3.69, where the inpuls arc the same as in Fig. 3.68 but where the mismatch terms
are set equal to zero. By ignoring the sccond-order interactions in which the mismatch
generators influence the values of the control signals, this process greatly simplifies the
required calculations, as shown nexL.

+
b
L)
oo
;‘:!‘}

- Figure 3.69 {«} Differ-

{a)

ential and (h) common-
mode half circuits of
the dilfcrential ampli-
licr shown in Fig. 3.67
wilth mismatch terms set
equal to zero,
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From inspection of the differential half circuit in Fig. 3.69a,

Vig  Vid

and
ke _ | Vi :
5 = Zm 7 (3.269)
From the common-mode half circuit in Fig. 3.695,
Vi
V= ST mA = — 3
v v EmV (Zrtall) 1+ 2gmrtajl ( 2?0}
Therefore,
Iy EmVic
= o 3.271
‘R ] + 2gm-"‘tai] ( )

Now reconsider the differential half circuit with mismatch shown in Fig, 3.68a. As-
some that ig, = ch and v = #, Then

Vod AR EmVie Vig Agp, Vi
- = | —— |~ gm—R — R 3.272
2 2 (l + 2gmrmi|) 2 2 1+ 2gnrun ( )
From (3.272),
Agm = -2 & —guR (3.273)
vid Vi =10
and
Acm—d‘m = v_Od = - (g!?iAR2+ Ang) (3274}
Vie |1,=0 + ZgmTtail

Equation 3.274 shows that the ratio Ag,/A.; 4, is approximately proportional to 1 +
2gmti- Alse, (3.274) agrees exactly with (3.263) in this case because the £m generator
in Fig. 3.68a is controlled by a purely differential signal. In other examples, the common-
mode-to-dilferential-mode gain calculated in this way will be only approximately correct.

Now reconsider the common-mode half circuit with mismaich shown in Fig. 3.68b
and assume that igy = {, a4- From KCL at the tail node,

vais = (g + 28 Vit ) 5 (3.275)
2 2
Then
-"l m Vi,
ic g 2}1 (2rtdll) 1976
V= Vie = Vgl = — 1+ 2gm?|_a11 — (~. )

From KCL at the output node in Fig, 3.68,

L i AR
“ 22 Agm Via _
R + gy + o) 0 {3.277)
Assume that ixg = ipy. Substituting (3.269) and (3.276) into (3.277) and rearranging gives
1 AgmR ng
S R4 _ —am? . . _
Vi A (Hmﬂh + g ngmil) = el Vie (3.278)
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From (3.278),
Vor 1 Ang
Adm-om = — = —— g, AR+ ———— 3.279
e v F =0 4 (g I+ 2gmrtajl) ( :
and
Aew = v{i = _ﬂ (3280)
Vie | vy =0 b+ 2gmral

These equations show that increasing the dcgeneration to common-mede inputs repre-
sented by the quantity 1 + 2g,/mi reduces the magnitude of Acp, -gmy Adm—cm, aNA Agp,.
AS Fuy — o in this case, Agy—gm — 0 and Ay, — 0. On the other hand, Ayp—cn does
not approach zero when ryy) becomes infinite, Instead,

. AR
lim Adm—cm = ___gm

Pl = 4

(3.281)

With finite and mismatched transistor output resistances, A m—g, also appreaches a
nonzero value as ry; becomes infinite. Thercfore, ryy; should be viewed as an 1mpor-
tant parameter becausc it reduces the sensitivity of differential pairs to common-mode
inputs and helps reduce the effects of mismatch. However, even an ideal tail current
source does not overcome all the problems introduced by mismatch. In Chapter 4, we will
consider transistor current sources for which r; can be quite large.

EXAMPLE

Consider the unbalanced differential amplifier in Fig. 3.67. Assume that
gmi = LOCL mA/V g = 0.999 mA/V
R = 101 k2 Ry = 99 k0 fal = 1 M

Find Agp, Acins Ac.‘m—dms and Adm—-cm-
Calculating average and mismatch quantities gives

_Emy T e Tﬁ . _ _ @
Em = 9 1 vV ‘ﬁgm = gl Em2 = 0.002 vV
"M+ R

R =

= 100k{} AR =R, — Ry = 2k

From (3.269)

tRd mA Vid _ Vid
R VA R FXY)
From (3.271)
1 @v-
v o Vie

e =

TTE2(D01000y 2001 kO
From (3.273), (3.274), (3.279), and (3.280),
Ag = —1 (100) = —100

1) +0002000)
Aan-im =~ 5000, = 00
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Ag o = __% (] @)+ 0.002 (100) )z 05

1+ 2 (110009
1 (100}

Aam = — 77 (yooo) ~ 0

APPENDIX
A.3.1 ELEMENTARY STATISTICS AND THE GAUSSIAN DISTRIBUTION

From the standpoint of a circuit designer, many circuit parameters are best regarded as
random variables whose behavier is described by a probability distribution. This view is
particularly important in the case of a parameter such as offsct voltage. Even though the
offset may be zero with perfectly matched components, random variations in resistors and
transistors cause a spread of offset voitage around the mean value, and the size of this
spread determines the fraction of circuits that meet a given offset specification.

Several factors cause the parameters of an integrated circuit to show randem varia-
tions. One of these factors is the randomness of the edge definition when regions are de-
fined to form resistors and active devices. In addition, random variations across the wafcr
in the diffusion of impurities can be a significant factor. These processes usually give rise
t0 a Gaussian distribution (sometimes called a normal distribution) of the parameters. A
Gaussian distribution of a parameter x is specified by a probability density functien p(x)
given by

(3.282)

¢

V2mo 202

: RN
plx) = l— 61‘(13[—(3—&}

where ¢ is the standard deviation of the distribution and m is the mean or average value
of x. The significance of this function is that, for one particular circuit chosen at random
from a large collection of circuits, the probability of the parameter having values between
x and (x + dx) is given by p(x)dx, which is the area under the curve p(x) in the range
x to (x + dx). For example, the probability that x has a value less than X is obtained by
integrating (3.282) to give

X

Plx < X) = J pixydx (3.283)
X Y

I RER A

In a large sample, the fraction of circuits where x is less than X will be given by the
probability P(x < X), and thus this quantity has real practical significance. The probability
densitly function p(x) in (3.282) is sketched in Fig. 3.70 and shows a characteristic bell
shape. The peak value of the distribution occurs when x = 1, where #t is the mean value of
x. The standard deviation o is a measure of the spread of the distribution, and large values
of @ give rise (o a broad distribution. The distribution extends over —» < x < =, ag
shown by {3.282), but most of the area under the curve is found in the range x = m * 3a,
as will be seen in the following analysis.

The development thus far has shown that the probability of the parameter x having
values in a certain range is just equal to the area under the curve of Fig. 3.70 in that range.
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Figure 3.70 Probability density function p(x) for a Gaussian distribution with mean value m and
standard deviation o. p(x) = exp[—(x — mAH2EDN 2T

since x must lic somewhere in the range £, the total area under the curve must be unity,
and integration of (3,282} will show that this is so. The most common specification of
interest to circuit designers is the fraction of a large sample of circuits that lies inside a
band around the mean. For cxample, if a circuit has a gain x that has a Gaussian distribution
with mean value 100, what fraction of circuits have gain values in the range 90 to 1107?
This fraction can be found by evaluating the probability that x takes on values in the range
x = m £ 10 where m = 100. This probability could be found from (3.282} if & is known
by integrating as follows:

wn+10 _ 2
Pm— 1 < x < m+ 10} =J %exp[—%
o]

. dx (3285
m—10 \fon'cr )

This cquation gives the area under the Gausstan curve in the range x = m *+ 10,

To simplify calculations of the kind described above, values of the integral in (3.285)
have been calculated and labulated. To make the tables general, the range of integration
1s normalized to o to give

. . m+ka (x - ”1)2
Pim— ko < x < m+ ka} =J exp| ———=—=— |dx {3.286)
nic Jamo T| 207

Values of this integral for various values of & are tabulated in Fig. 3.71. This table shows
that P = 0.683 for k' = 1 and thus 68.3 percent of a large sample of a Gaussian distribution
lies within arange x = m * . For & = 3, the value of P = 0.997 and thus 99.7 percent
of a large sample lies within arange x = m * 3o.

Circuit parameters such as offsetor gain often can be expressed as a linear combination
of other parameters as shown 1n (3.216) and (3.248) for offset voltage. If all the parameters
arc independent randem variables with Gaussian distributions, the standard deviations and
means can be related as follows. Assume that the random variable x can be expressed in
terms of random variables ¢, 5, and ¢ using

x=at+b—c (3.287)
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Then it can be shown that

Hix

o =

= My + mp — W,

0'3 + tr% + 0'3

(3.288)
(3.289)

where 2, 1s the mean value of x and o, is the standard deviation of x. Equation 3.289
shows that the squarc of the standard deviation of x is the sum of the square of the standard
deviations of a, b, and ¢. This result extends to any number of variablcs.

These results were treated in the context of the random vartations found in circuit
parameters. The Gaussian disttibution is also useful in the treatment of random noise, as

described 1 Chapter 11.

] EXAMPLE

The offsel voltage of a circuit has a mean value of m = 0 and a standard deviation of

o = 2 mV. What fraction of circuits will have offsets with magnitudes less than 4 mV?
A range of offset of 4 mV corresponds to =20 From Fig. 3.71, we find that the area

under the Gaussian curve in this range is 0.954, and thus 935.4 percent of circuils will have

m  offsets with magnitudes less than 4 mV.

Area under the Gaussian curve

& in the range m * ko
0.2 0.159
0.4 0311
0.6 (.451
0.8 0.576
1.0 0.683
1.2 0.766
1.4 1.838
1.6 0.890
1.5 0.928
2.0 0.954
2.2 0.972
2.4 (0.084
2.6 0.991
28 0.995
30 0.997

Figure 3.71 Valucs of the intcgral in (3.286) [or various values of £. This integral gives the area
under the Gaussian curve of Fig. 3.70 in the range x = < ker.

PROBLEMS

For the npn bipolar transistors in these
problems, use the high-voltage bipolar device
parameters given in Fig, 2.30, unless other-
wise specified.

3.1 Determine the inpul resistance, transcon-
ductance, and output resistance of the CE ampli-

fier of Fig. 3.7 it Ry = 20k} and I = 250 pA.
Asgsume that 7, = O

3.2 A CE transistor is to be used in the amplificr
of Fig. 3.72 with a source resistance R and collee-
tor resislor Re. First, find the overall small-signal
gain v,/v; as a [unction of Ks, R, Bo. Vi, and the




collector current /. Next, determine the value of de
collector bias current J~ that maximizes the small-
signal vollage gain. Explain qualitatively why the
gain falls at very high and very low collector cur-
rents. Do not negleet r, in this problem. What is
the vollage gain at Lhe optimum {~? Assume that
Fn = 0.

Figure 3.72 Circuit for Problem 3.2,

3.3 Assume that B = B~ = 30 kf) in Prob-
lem 3.2, and calculate the optimum 7-. Whal is
the dc voltage drop across R-? What is the voltage
gain?

34 For the common-source amplifier of Fig,
3.12, calculale the small-signal voltage gain and the
bias valucs of V; and V,, at the edge of the trinde re-
gion. Also calculailc the bias values of V, and V,,
where the small-signal voliage gain is unity with
the wransistor operating in the active region. Whal
is the maximum voltage gain of this stage? Assume
Voo =3V, Rp = 5k, p,C,. =200 nA/V?,
W=10pmL="1pmV, =006V, and A = Q.
Check your answer with SPICE.

3.5 Determine the input resistance, transcon-
ductance, and output resistance of the CB ampli-
tier of Fig. 3.15if I = 250 pA and R = 10k},
Negleet vy and r,.

36 Assumc that B¢ is made large compared
with r, in the CB amplificr of Fig. 3.15. Use the
equivalent circuit of Fig. 3.17 and add r, between
the input (emitter terminal) and the output (collce-
tor terminal) to calculate the outpul resislance when

(@) Thc amplifier is driven by an ideal current
SOUTCC.

{b) The amplificr is driven by an ideal voltage
source. Neglect ry.

3.7 Dciermine the input resistance of the CG
amplifier of Fig. 3.19 il (he transistor operates
in the active region with {p = 100 pA. Let

249

FProblems

Rp = 10 kO, u,C,. = 200 pA/NV: A =
0.01 V71, W = 100 pm, and L = 1 pm. Ignore
the body effect. Repeat with Ry = 1 MQ. If the
100 A current flows through Ry in this case, a
power-supply voltage of at least 100 V would be
required. To overcome this problem, assume that
an ideal 100-p. A corrent source is placed in parallel
with &p here.

3.8 Determine the inpuwt resistance, voltage
gain v,/v,, and output resistance of the CC ampli-
ficr of Fig. 3.23a it Ry = 5k, R; = 300 (), and
Ie = | mA. Negleet ry and r,,. Do not include Ry
in calculating the mput resistance. In calculating
the oulpul resistance, however, include R;. Include
hoth R and By in the gain calculation.

3.9 For the common-drain amplifier of Fig.
3.73, assume W/L = 10 and A = 0. Use Tablc 2.2
tor other parameters. Find the de output vollage Vo,
and the small-signal gain v,/v; under the lollowing
conditions:

(e Jgnoting the body effect and with R — =
(b) Including the body eflect and with R — =

(¢} Including the body cllect and with R =
100 k2

() Including the body eflect and with R =
10 kL2

Y200pA  REV,

Figure 3.73 Circuit for Problem 3.9,

3.10 Determine the de collector currents in
(¢ and (@, and then the input resistance and
vollage gain for the Darlington cmitter follower
of Fig. 3.74. Neglect r,,, 7, and r,. Assumc that
Veewn = 0.7 V., Check your answer with SPICE
and also use SPICE to determine the oulput resis-
tance of the stage.

3.11 Calculate the cutput resistance 7 of the
common-emitter Darlington transistor of Fig. 3.75
as a function of faras. Do not neglect either r, or
oz in this caleulation, but you may neglect r, and
. It Icz =1 mA, what is !‘L for ‘TBIAS = 1 mA?
For IBIA.‘S = {7
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VCC= 1DV

L
5 —KQE
Ly = 1k0
1 o

50 Qi’ v‘}_
L

Figure 3.74 Circuit for Problem 3.10.

—e

ac ground

7;\

IBIas

Figure 3.75 Circuit for Problem 3.11.

3.12 A BiCMOS Darlington is shown in Fig.
3.76. The bias voltage V is adjusted for a dc output
voltage of 2 V. Calculale the bias currents in both
devices and then calculate the small-signal voli-
age gain v,/v; of the circuir. For the MOS transis-
tor. assume W = 10 pm, L = 1 pm, w,C, =
200 ANV V= 06 V, y = 025 V2, ¢, =
0.3 V.and A = 0. For the bipolar transistor, assume
Is =10 " A Br =100, 1, = 0. and V, - =,
Use SPICE to check your result. Then add A =
0.05V 1 = 100 Q, and V4, = 20 V and com-
pare the original result to the result wilh this new
transistor data. Finally, usc SPICE to compute (he
de transter characteristic of the circuit.

3.13 Determine the input resistance, transcon-
ductance, output resistance, and maximum open-
circuit voltage gain for the CE-CB circuit of Fig,
3.36 lff(l - 1(__‘2 = 230 [LA

3.14 Determine the inpul resistance, transcon-
ductance, output resistance, and maximum open-
circuit voltage gain for the CS-CG circuit of Fig,
338Uy = Ipp = 250 p A, Assume W/L = 100,
A=01V ' and vy = 0.1. Use Table 2.2 for other
parameters.

3.15 Find the output resistance for the active-
cascode circull of Fig. 3.77 excluding resistor R.

Chapter 3= Single-Transistor and Multiple-Translstor Amplifiers

v, s

"
Figure 3.76 BiCMOS Darlington circuit for Prob-
lem 3.12.

Assumec that all the transistors opcrate in the active
region with de drain currents of 100 pA. Use the
transistor parameters in Table 2.4. Ignore the body
effect. Assume W = 10 um, Lgwn = 0.4 i, and
X; = 0.1 pm for all transistors. Check vour answer
with SPICE.

. Vo
o .
F\.HR" "
J||_t My v
Msjl '
+ O] M,y
- V. _

Figure 3.77 Active-cascode circuit for Problem
3.15

3.16 Find the short-cirenit transconductance of
the super-source [ollower shown in Fig, 343, As-
sume I} = 200 pA, f; = 100 pA, W, = 30 pm,
and W; = 10 p.m. Also, assume that both transis-
Lors opcrate in the active region, and ignore the body
effect. Usc the transistor parametcrs in Table 2.4,
Assume Ly, = 0.4 pm and X; = 0. 1pm for all
transistors.

3.17 A BiCMOS amplifier is shown in Fig.
3.78. Calculate the small-signal voltage gain v, /v;.
Assume fg = 107" A, Br = 100, 1, = 0, V, —
G, pyCoy = 200 pA/V?, V, = 0.6 V, and A =
0. Check your answer with SPICE and then use
SPICE to investigatc the effects of velocity sat-
uration by including source degeneration in the
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5
R, =10k é 10 kG
Ry T1k Kl KQS
L |
M, s
+ °—4|: 300 e
1
¥ 1 > 1 kQ
- M2 Ve
B —| @ TRIB
1 1 _
= 30 kS = B

AWy

Figure 3.78 BiCMOS amplificr for Problem 3.17.

MOS trunsisiors as shown in Fig. 1.41 using %, =
1.5 x 10° V/m.

3.18 Dectermine the differential-mode gain,
common-mode gain, diffcrential-mode input resis-
tance, and common-moede npul resistance [or the
circuit of Flg 3.45 wih fya = 20 A, Riar, =
10 MQ, Re = 100 kQ, and Vip = Vee = 5 V.
Neglect ry,, 1, and r,. Calculate the CMRR, Check
with SPICE and use SPICE to investigate the ef-
fects of adding nonzero r;, and finite V4 as given in
Fig. 2.30.

3.19 Repeat Problem 3.18, but with the addi-
tion of comtter-degencration resistors of valuc 4 k{)
cach.

3.20 Dctermine the overall input resistance,
voltage gain, and output resistance of the CC-CB

Vee=+15V

§1Dkn

+
H_'r‘
‘ ’
} 2
1| he
|

§ RoaL = 10 KQ

V.F.'F‘.- = -_15 V
Figure 3.79 Circuil [or Problem 3.20.

connection of Fig. 3.79. Neglect r,,. r,,, and 7. Note
that the addition of a 10-k {1 resistor in the collec-
tor of @ would not change the results, so that the
results of the cmitter-coupled pair analysis can be
used.

3.21 Usc half-circuit concepts to determine the
differential-moede and common-mede gain of the
circuit shown in Fig. 3.80. Neglect 7, r,,, and rp.
Calculate the differential-mode and common-mode
input resistance,

+ V{-'C

Qz}—"
Vo

1

ee D

Vi
Figure 3.80 Circuit for Problem 3.21.

3.22 Consider the circuit of Fig. 3.80 cxcept
replace both spa transistors with #-channel MOS
transisiors. Neglect the body effect, and assume
A = 0, Use half-circuit concepts to determine the
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differential-mode and common-mode gain of this
modified circuit.

3.23 Design an emitter-coupled pair of the type
shown in Fig. 3.53g. Assumc s = 0 and select
values of R and Rra;p o give a differential in-
put resistance of 2 M{2, a diftcrential voltage gain
of 500, and a CMRR of 500. What are the mini-
mum values of Ve and Veg that will yield this
performance while keeping the transistors biased
in the forward-active region under zero-signal con-
ditions? Assume that the d¢ common-mode input
voltage is zero. Neglecr ry, Fu,and r,.

3.24 Determine the required bias current and
device sizes (o design a source-coupled pair to have
the following two characteristics. First, the small-
s1gnal transconductance with zero differential input
voltage should be 1.0 mA/Y. Second, a differential
input voltage of 0.2 V should result in a dilfcrential
output current of 85 percent of the maximum valuc.
Assume Lhal the devices are n-channel transistors
that are made with the technology summarized in
Table 2.4. Use a drawn device channel length of
I pm. Neglect channel-length modulation, and as-
sume X; = 0,
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CHAPTER

CurrentMirrors, Active Loads,
andReferences

4.1 Infroduction

Current mirrors made by using active devices have come te be widely used in analog inte-
grated circuits both as biasing clements and as load devices for amplifict stages. The use
of current mirrors in biasing can resnlt in supetior insensitivity of circuit performance to
variations in power supply and lemperature. Current mirrors are frequently more economi-
cal than resistors in terms of the die area required to provide bias current of a certain value,
particularly when the required value of bias current is small. When used as a load element
in transistor amplifiers, the high incremental resistance of the current mirror results in high
voltage gain at low power-supply voltages.

The first scetion of this chapter describes the general propertics ol current mirrors and
compares various bipolar and MOS mirrors to each other using these propertics. The next
section deals with the use of current mirrors as lead elements in amplifier stages, The last
section shows how current mirrors are used to construct references that arc insensitive to
variations in supply and temperature. Finally, the appendix analyzes the eifecis of device
mismatch.

4.2 Current Mirrors

4.2.1 General Properties

A current mirror is an clement with at least three terminals, as shown in Fig, 4.1, The
commeon terminal is connected to a power supply, and the input current source is connected
to the input terminal, Ideally, the output current is equal to the input current multiplied by a
desired current gain. If the gain is unity, the input current is reflected to the outpug, leading
to the name current mirror. Under ideal conditions, the current-mirror gain is independent
of input frequency, and the cutput current is independent of the voltage between the cutput
and common terminals. Furthermore, the voltage between the input and common terminals
is ideally zero because this condition allows the entire supply voltage to appear across the
input current source, simplifying its transistor-level design. More than one input and/or
output terminals are sometimes used.

In practice, real transistor-level current mirrors suffer many deviations [rom this ideal
behavior. For example, the gain of a rcal current mirror is never independent of the input
frequency. The topic of frequency response is covered in Chapter 7, and mainly dc and
low-frequency ac signals are considered in the rest of this chapter. Deviations from ideality
that will be considered in this chapter are listed below.

1. One of the most important deviations from ideality is the variation of the current-
mirrer output current with changes in voltage at the output terminal. This effect is
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characterized by the small-signal outpul resistance, R, of the current mirror. A Norton-
equivalent model of the output of the current mirror includes &, in parallcl with a cur-
rent source controlled by the input current. The output resistance directly affects the
performance of many circuits that use current mirrors. For example, the common-mode
rejection ratio of the difierential amplificr depends dircetly on this resistance, as does
the gain of the active-load circuits. Increasing the outpul resistance reduces the depen-
dence of the output current on the output voltage and is therefore desirable. Generally
speaking, the output resistance increases in practical circuits when the output current
decreascs. Unfortunately, decreasing the output current also decreases the maximum
operating speed. Therefore, when comparing the output resistance of (wo current mir-
rors, they should be compared at identical output currents.

2. Another important crror source is the gain error, which is the deviation of the gain of

a curreni mirror from its ideal value. The gain error is separated into two parts: (1) the
systematic gain error and {(2) the random gain error, The systematic gain error, €, is
the gain ctror that arises cven when all matched elements in the mirror are perfectly
matched and will be calculated for each of the current mirrors presenicd in this section,
The random gain error is the gain error caused by unintended mismatches berween
matched elemcnts.

3. When the input current source is connected to the input terminal of a real current mirror,

it creales a positive voltage drop, Viy, that reduces the voltage available across the
input current source. Minimizing Viy is important because it simplifics the design of
the input current source, especially in low-supply applications. To reduce Viy, current
mirrors sometimes have more than one input terminal. In that casc, we will calculate
an input voltage for cach input terminal. An example is the MOS high-swing cascode
current mirror considered in Section 4.2.5,
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4. A positive oulput voltage, Vour, is required in practice to make the output current de-
pend mainly on the input current. This characteristic is summarized by the minimum
voltage across the output branch, VouTiminy, that allows the output device(s) to opcrate
in the active region. Minimizing Vour(mm) maximizes the range of output voltages for
which the current-mirror output resistance is almost constant, which is important in ap-
plications where current mirrors are used as active loads in amplifiers (especially with
low power-supply voltages). This topic is covered in Section 4.3. When current mitrors
have more than one output terminal, each output must be biased above its VouTimin) to
make the corresponding output current depend mainly on the input current.

[n later sections, the performance of various current mirrors will be compared to each other
through these four parameters: R, €, Vi, and Vouiimim.-

4.2.2 Simple Current Mirror

4221 Bipolar

The simplest form of a current mirror consists of two transistors. Fig. 4.2 shows a bipolar
version of this mirror. Transistor Oy is diode connected, forcing its collector-base voltage
to zero. In this mode, the collector-base junction is off in the scnse that no injection takes
place there, and () operates in the forward-active region. Assume that @, also operates
in the forward-active region and that both transistors have infinite output resistance. Then
Iout 1s controlled by Vggs, which is equal to Vg by KVL. A KVL equation is at the
heart of the operalion of all current mirrors. Neglecting junction leakage currents,

! i
Vg = Vrln €2 = Vg = Vpln <L (4.1)
Is2 Is1

where V7 = kT'/q is the thermal voltage and fc; and Iy» are the transistor saturation cur-
rents. From (4.1),

I
ler = 72l (42)
]
If the transistors are identical, Is) = fg; and (4.2) shows that the current flowing in the
collector of Q) is mirrored (o the collector of Q2. KCL at the collector of ¢ yields

v s
In—Ic) — B Br 0 (4.3)
Ve
Iy C) ?
Iyt = fc.'2+ t
+ fr.'1+
N

v o - —— I/Qg Your
™ L Iyo
= T Figure 42 A simple bipolar current

Mireor.
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Therefore, with identical transistors,
Fi
Iour = Iey = Iy = % (4.4)
1+ —
Br

If BF is large, the base currents are small and

Iour = Ic1 = Iy (4.3)

Thus for identicak devices ¢4 and ;. the gain of the current mirror is approximatcly umity.
This result holds for both d¢ and low-[requency ac currents. Above the 3-dB frequency of
the mirror, howcver, the basce current incrcases noticeably because the impedance of the
base-emitler capacitance decrcascs, reducing the gain of the current mirror. Frequency
response is studied in Chapter 7. The rest of this scetion considers de currents only.

In practice, the devices need not be identical. Then from (4.2) and (4.3},

Is2 Is 1
four = 2icy = |22 : 4.6
T I (15'1 IN) | 4+ Lt Usfls) (46)

Br

When fg; = [g). (4.6) is the same as (4.4). Since the saturation current of a bipolar tran-
sistor is proportional to its emitter area, the first term in (4.6} shows that the gain of the
current mirror can be larger or smaller than unity because the emitter areas can be ratioed.
If the desired current-mirror gain is a rational number, M/N | the area ratie is usually set by
connecting M identical devices called units in parallel to form > and N units in parallel
te form (¢ to minimize mismatch arising from lithographic effects in forming the emit-
ter regions. However, area ratios greater than about five to one consume a large die area
domtnated by the area of the larger of the two devices. Thus other methods deseribed in
later sections are preferred for the generation of large current ratios. The last term in (4.6)
accounts for error introduced by finite 3. Increasing /s5/1¢) increases the magnitude of
this error by increasing the base current of (- compared (o that ol (.

In writing (4.1) and (4.2), we assumed that the cellector currents of the transistors are
independent of their collector-emitter voltages. If a transistor is biased in the forward-
active region, its collector current actually increases slowly with increasing collector-
emitter voltage. Fig. 4.3 shows an output characteristic for O>. The output resistance of
the current mirror at any given operating point is the reciprocal of the slope of the output
characteristic at that point. In the forward-active region,

Va

Rﬁ =¥ = 'FCQ,

4.

r
Viarz = Var

T

Vout = Ve
=V Yert

Figure 4.3 rpn output characleristic.
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The point where Vegs = Vg and Vges = Vi s labeled on the characteristic. Be-
cause the collector current is controlled by the base-emitter and collector-emitter voltages,
Iea = Tyallg M) at this point. If the slope of the characteristic in saturatton is constant,
the varnation in /> for changes in Vg2 can be predicted by a straight line that goes
through the labeled point. As described in Chapter 1, extrapolation of the output char-
actenistic n the forward-active region back fo the Vips axis gives an intercept at — Vg,
where V4 18 the Barly voltage. If V4 = Vogy, the slope of the straight line is about equal
to (f_qg”m )(ICFIVAJ Therefore,

bt 1+ Ve Ven
; _ fs_zf‘ 1+ Vew — Vem \ _ s Vi
ouT }Sl 1 VA [+ 1+(ISZ‘”SI)

F

(4.8)

Since the ideal gain of the current mirror is 752//51, the systematic gain error, €. of the
curtrent mirror can be calculated from (4.8),

|, Ver = Ven
e = Va = Veogr — Vepr 1+ Tl lsy) 4.9)
| 4 11 Usafls) Va B :
Br

The first term 1n (4.9} stems from finite output resistance and the second term from fi-
nite Br. If Vega > Vg, the polarities of the two terms are opposite. Since the two terms
are independent, however, cancellation is unlikely in practice. The first term dominates
when the difference in the collector-emitter voltages and B are large. For example, with
identical transistors and V,y = 130 V, if the collector-emitter voltage of {4 is held at
VEon. and if the collector-emitter voltage of O is 30 V, then the systematic gain er-
ror (30 — 0.6)/130 — 2/200 = (0,22, Thus for a circuit operating at a power-supply voltage
of 30 V, the current-mirror currents can differ by more than 20 percent from those values
calculated by assuming that the lransistor output resistance and B¢ are infinite. Although
the first term in (4.9} stems from finite output resistance, it does not depend on r,,; directly
but instead on the collector-emitter and Early voltages. The Early voltage is independent
of the bias current, and

Vin = Veegr = Vaer = Varon) (4,10)

Since Vigeen 18 proportional to the natural logarithm of the collector current, Viy
changes little with changes in bias currcnt. Therefore, changing the bias current in a cur-
rent mirror changes systematic gain error mainly through changes in Vegs.

Finally, the minimum cutput voltage required to keep @ in the forward-active
region is

Vourminy = Ver2ea (4.11)

4222 MOS

Figure 4.4 shows an MOS versicn of the simple current mirror. The drain-gate voltage of
M 1s zero; therefore, the channel does not exist at the drain, and the transistor cperates
in the saturation or active region it the threshold is positive. Although the principle of
operation for MOS transistors does not involve forward biasing any diodes, M, 1s said
0 be dinde connected in an analogy to the bipolar case. Assume that M3 also operates
in the active region and that both transistors have infinite output resistance. Then g is
controlled by V50, which is equal to Vg1 by KVL. A KVL equation 1s at the heart of



258 Chapter 4 = Curent Mirrors, Active Loads, and References

Von

W® o)

.+

M, :I: J,l: M, Your
Vin

_L - Figure 4.4 A simple MOS currcnt
= MiTTor.

the operation of all current mirrors. As described in Section 1.5.3, the gate-source voltage
of a given MOS transistor is usually separated into two parts: the threshold V, and the
overdrive V,,. Assuming square-law behavier as in (1.157), the overdrive for M- is

[ o1,

Vi TV rwin,

Var = Viggr — {4.12)

Simce the transconductance parameter &' is proportional to mebility, and since mobility
falls with increasing temperature, the overdrive rises with temperature. In contrast, Sec-
tien 1.5.4 shows that the threshold falls with increasing temperature, From KVL and

(1.157),
212 2im
Gsz = Vit y K(WIL) GSt "\ KWL, (4.13)

Equation 4.13 shows that the overdrive of M> is equal to that of M.

Voz = Vour = Vo (4-14J
If the transistors are identical, (W/L), = (W/L)|, and therelore
Iour = I = Ip {4.15)

Equation 4.15 shows that the current that flows in the drain of M, is mirrored to the drain
of M;. Since Br — o for MOS transistors, (4.15) and KCL at the drain of M vield

Iour = Ip1 = I (4.16)

Thus for identical devices operating in the active region with infinite output resistance, the
gain of the current mirror is unity, This result helds when the gate currents are zero: that
is, (4.16) is at least approximately correct for de and low-frequency ac currents, As the
input frequency increases, however, the gate currents of M, and M, increase because each
transistor has a nonzero gate-source capacitance. The part of the input current that flows
into the gate leads does not flow into the drain of M, and is not mirrored to M»: therclore,
the gain of the current mirror decreases as the [requency of the input current increases.
The rest of this section considers dc currents only.
In practice, the devices need not be identical. Then frem (4.13) and (4.16),

(W/L), (WiL)y

ouUT — m nl = m N (4-1?)
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Equation 4.17 shows that the gain of the current mirror can be larger or smaller than unity
because the transistor sizes can be ratioed. To ratio the transistor sizes, either the widths or
the lengths can be made unequal in principle. In praclice, however. the lengths of M, and
M; are rarely madc unequal. The lengths that enter into (4.17) are the effective channcl
lengths given by (2.35). Equation 2.35 shows that the effective channel length ol a given
transistor differs from its drawn length by ollsct terms stemming frem the depletion re-
gion at the drain and lateral diffusion at the drain and source. Since the offset terms arc
ndependent of the drawn length, a ratio of two effective channel tengths is cqual 1o the
drawn ralio only if the drawn lengths arc idcutical. As a result, a ratio of uncqual channel
lengths depends on process parameters that may not be well controlled in practice. Sim-
Harly, Section 2.9.1 shows that the effective width of a given transistor differs from the
drawn width because of lateral oxidation resulting in a bird'’s beak. Therefore, a ratio of
unequal channel widths will also be process dependent. In many applications, however,
the shortest channcl length allowed in a given technology is selected for most transistors
to maximize speed and minimizc area. In contrast, the drawn channcl widths are usually
many times larger than the minimum dimensions allowed in a given technology. Therefore,
to minimize the effect of the offset terms when the current-mirror gain is designed to
differ from unity, the widths are ratioed rather than the lengths in most practical cases.
Il the desired current-mirror gain is a rational number, M/N, the ratio is usually set by
connecting M identical devices called wunits in parallel to form M» and N units in paralle]
to form M, to minimize mismatch arising from lithographic cffects in forming the gate
regions. As in the bipolar casc, ratios greater than about five to onc consume a large die
area dominated by the area of the larger of the two devices. Thus other methods described
in later sections are preferrcd for the generation of large current raties.

In writing (4.13) and {4.15), we assumed that the drain currents of the transistors are
independent of their drain-source voltages. If a transistor is biased in the aclive region. its
drain current actually increases slowly with increasing drain-source voltage. Figure 4.5
shows an output characteristic for M. The output resistance of the current mirror at any
given operating point is the reciprocal of the slope of the output characteristic at that point.
In the active region,

Va 1

Ry =rp = =

—_— 4,18)
Inn  AMm (

The point where Vpg = Vpg and Vgeo = Vi is labeled on the characleristic. Be-
causc the drain current 1s controlled by the gate-source and drain-source voltages, I;5 =
[((W/L){(W/L) 1{p; at this point. Il the slope of the characteristic i saturation is con-
stant, the variation in /py for changes in Vg2 can be predicted by a straight line that goes

four=1Ips

(WIL),

L2 Vesz = Vst
(WiL), V"

EA

R ]

* Your = Vi
Vot

Flgure 4.5 Output characteristic of simple MOS current mirror.
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through the labeled point. As described in Chapter 1, extrapolation of the output char-
acteristic in the active region back to the Vpg. axis gives an Intercept at —V, = —1/A,
where V,; is the Early voltage. If V4 =3 Vg, the slope of the straight line is about equal
to [(W/LyW/(WIinlip1/V 4] Therefore.

(W/L)y (l . Vogz — VD.N)

= — = 4.1
forr WD), Iy Va (4.19)

Since the ideal gain of the current mirror is (W/L),/(W/L),, the systematic gain error, €,
of the current mirror can be calculated from {4.19).

e = Vo2~ Von (4.20)

Va
For example, if the drain-source voltage of M, is held at 1.2 V. and if the drain-source
voltage of M3 is 5V, then the systematic gain crroris (5 — 1.2)/10 = 0.38 with V,, = 10V,
Thus for a circuit operating at a power-supply voltage of 5 V, the current-mirror currents
can differ by more than 35 percent from those values calculated by assuming that the
transistor output resistance is infinite. Although € stems from finite output resistance, it
does not depend on #,; directly but instead on the drain-source and Early voltages. Since
the Early voltage is independent of the bias current, this observation shows that changing
the input bias current in a current mirror changes systematic gain error mainly through
changes te (he drain-source vollages.
For the simple MOS current mirror, the input voltage is

Vin = Vasi = Vi+ V) =V +V, (4.21)

With square-law behavior, the overdrive in (4.21) is proporticnal to the square root of the
inpul current. In contrast, (4.10) shows that the entire Vy in a simple bipolar mirror is
proportional to the natural logarithm of the input current. Therefore, for a given change in
the input current, the variation in Viy in a simple MOS current mirror is generally targer
than in its bipolar counterpart.

Finally, the minimum output veltage required to keep M in the active region is

Vo = | _Zour (4.22)

Voutiminy = Vaz = Vau \,“ E{W/iLy

Equation 4.22 predicts thal Vo{rmig; depends on the transistor geometry and can be made
arbilrarily small in a simple MOS mirror, unlike in the bipolar case. However, if the over-
drive predicted by (4.22) is less than 2aVy, where # is defined in (1.247) and Vy is a
thermal vollage, the result is invalid except to indicate that the transistors operatc in weak
version. Al room temperature with n = 1.5, 2nVy = 78 mV., If the transistors operate
in weak inversion,

VouTimimy = 3Vr {4.23)

as shown in Fig. [ 43,

4.2.3 Simple Current Mirror with Beta Helper

4.2.3.1 Bipolar
In addition to the variation in oulpul current due to (inite output resistance, the second term
n {4.9) shows that the collector current I differs from the input current because of finite
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Br. To reduce this source of error, an additional transistor can be added, as shown in
Fig. 4.6. It Q; and (4 are identical, the emitter current of transistor (» is

Iey s 2

—_ = == = __ICI (424)
Br  Br Br

where Ir, Ie, and Iy are defined as positive when flowing into the transistor, and where
we have neglected the effects of finite output resistance. The base current of transistor 0o
1s equal to

Igy = —

I 2
gy = — - = i 4.25
BT BT BB )
Finally, KCL at the collector of O, gives
2
INnN—le1—————Ic1 =10 4.26
w o - gl {4.26)
Since /-1 and I3 are equal when @) and Q4 are identical,
Iin 2
Iour = I = N 1 1 ) I — 4.27

bt Br(Br + 1)

Equation 4.27 shows that the systematic gain error from finite 8¢ has been reduced by a
factor of [8; + 1], which is the current gain of emitter follower Q5. As aresult, O, is often
referred to as a beta helper.

Although the beta helper has little effect on the ontput resistance and the minimum
output voltage of the current mirror, it increases the input voltage by the base-emitter
voltage ol Os:

Vix = Vagien + Vaeawn (4.28)

I multiple emitter [ollowers are cascaded to further reduce the gain error arising from finite
Br. Vv incrcases by an extra base-emitter voltage for each additional emitter follower,
posing one limit to the use of cascaded emitter followers,

Current mirrors often use a beta helper when they are constructed with prp transistors
because the value of 8¢ for pap transistors is usually less than for npn transistors. Another
application of the beta-helper configuration is in current mirrors with multiple outputs. An
example with two independent outputs is shown in Fig. 4.7, At first, ignore (> and imagine
that ¢ is simply diode connected. Also, let B) = Rz = Ry = 0 here. (The effects of
nenzero resistances will be considered in Section 4.2.4.) Then the gain from the input to
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each output is primarily determined by the arearatios I3/1s; and f54/1, . Because the bases
of three instead of two transistors are connected together, the total basc current is increascd
here, which increases the gain error from the input to either output arising from finite ;..
Furthermere, the gain errors worsen as the number of independent ontputs increases. Since
the beta helper, O, reduces the gain error from the input to each output by a factor of
[B+ + 1], it is often used in bipolar current mirrors with multiple outputs.

4.2.3.2 MOS

Since By — = for an MOS transistor, beta helpers are not used in simple MOS current
mitrors to reduce the systematic gain error. However, a beta-helper configuration can in-
crease the bandwidth of MOS and bipolar current mirrors.

4.2.4 Simple Current Mirror with Degeneration

4.2.4.1 Bipolar

The performance of the simple bipolar transistor cutrent mirror of Fig. 4.6 can be improved
by the addition of emitter degeneration as shown in Fig. 4.7 for a current mirror with twe
independent outputs. The purpose of the emitter resistors is twofold. First, Appendix A 4.1
shows that the matching between /oy and outputs {¢3 and I4 can be greatly improved by
using emitter degeneration. Second, as shown in Section 3.3.8, the use of emitter degener-
ation boosts the oniput resistance of each cutput of the current mirror. Transistors ¢, and
0> combine to present a very low resistance at the bases of Q5 and (4. Thercfore, from
(3.99). the small-signal output resistance seen at the collectors of ¢ and Oy is

R, =r,{l + guRp) (4.29)
if ry = Rp. Taking Qs as an example and using g3 = [¢3/Vy, we find
R
Ry = rp (1 4 e 3) (4.30)
Vi

This increase in the output resistance for a given output current also decreases the compo-
nent of systematic gain error that stems [rom finite output resistance by the same factor.
From (4.9} and (4.30) with infinite 8p,

Verr — Very

€ =~ ) (4.31)

Va (‘1 4 foafs
.,
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The quantity /-3 R; is just the de voltage drop across Rs. If this quantity is 260 mYV, for
example, then R, 1s about 107, at room temperature, and € is reduced by a factor of about
¢leven. Unfortunately, this improvement in R, is limited by corresponding increases in
the input and minimum output voltages of the mirror:

Vin = Verion + Veeoen + inRy {4.32)

and

Vourminy = Vegseay + Ieals (4.33)

The cmitter areas of ¢J), 3, and 4 may be matched or ratioed. For example, if we
want Jout) = fin and fourz = 20w, we would make Qs identical to @y, and (5 consist
of two copies of () connected in parallel so that {¢; = 2/g;. In addition, we could make
Ry = Ry, and R4 consist of two copics of R, connected in parallel so that By = R/2.
Note that all the de¢ voltage drops across Ry, Rs, and Ry would then be equal. Using KVL
around the loop including Q| and ¢4 and neglecting base currents, we find

e f
Ic1Ry +Vy 11’1ﬂ = JcaRy + Vrn e (4.34)
151 Isa
from which
_ o fin g4
Tovts = Icqg = — |[InRy + Veln — = (4.33)
Ry Icg Isy

Since fg4 = 21y, the solution to (4.35) is

Jours = i = 2y (4.36)
4
because the last term in (4.35) goes to zere. If we make the voltage drops Iin R and {4 R,
much greater than V7, the current-mirror gain to the {4 output is determined primarily by
the resistor ratio R4/R|, and only to a sccondary extent by the emitter arca ratio, because
the natural log term in (4.35) varies slowly with its argument.

4.2.42 MOS

Source degeneration is rarely uscd in MOS current mirrors because, in effect, MOS tran-
sistors are inherently centrolled resistors. Thus, matching in MOS current mirrors is im-
proved simply by increasing the gate areas of the transistors.>>* Furthermore, the cutput
resistance can be increased by increasing the channel length. To increase the output re-
sistance while keeping the current and Vg — V, constant, the W/L ratio must be held
constant. Therefore, the channel width must be increased as much as the length, and the
price paid for the improved output resistance is that increased chip arca is consumed by
the current mirror.

4.2.5 Cascode Current Mirror

4.2.5.1 Bipolar

Section 3.4.2 shows that the cascode connection achieves a very high output resistance.
Since this is a desirable characteristic for a current mirror, exploring the use of cascodes
for high-performance current mirrors is natural. A bipolar-transistor current mirror based
on the cascode connection is shown in Fig. 4.8. Transistors @3 and @, form a simple
current mirror, and emitter resistances can be added to improve the matching. Transister
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{2 acts as the common-base part of the cascode and transfers the collector current of O,
to the output while presenting a high output resistance. Transistor (. acts as a diode level
shifter and biases the base of @, so that () operates in the forward-active region with
Verr = Vogs = Vegsen). I we assume that the small-signal resistances of diodes (5 and
{4 are small, a direct application of (3.98) with Rx = ¢,; concludes that

Ew2¥ ol
[+ Emarel

Bo

Ro = Fu2 1+ = BG”JE (43?}

because guar;1 = gmi¥st =3 Bo. This calculation assumes that almost all of the small-
signal current that flews into the collector of @ flows out its base because the small-signal
resistance connected to the emitter of {); is much greater than that connccted to its base.
A key problem with this calculation, however, is that it ignores the effect of the simple
current mirror formed by Q3 and Q. Let iy, and i, represent increases in the base and
emitter currents flowing out of Q; caused by increasing output voltage. Then the simple
mirror forces i,y = iy3. As aresult, the variation in the collector current of (), splits inte
two equal parts and half flows in r;. A small-signal analysis shows that R, in (4.37) is
reduced by half to

— Burez
2

Thus, the cascede configuration boosts the output resistance by approximately B34/2. For
B{] = 100, VA = 130 V, and f(;g =1 mA,
_ BoVa _ 1000130) _ 6.5 M) 4.39)
21 Fay) 2 mA

In this calculation of output resistance, we have neglected the effects of r,,. Although
this assumption is easy to justify in the case of the simple current mirror, it must be re-
examined here because the output resistance is se high. The collector-base resistance re
results from modulation of the base-recombination current as a consequence of the Early
effect, as described in Chapter 1. For a transistor whose base current is composed entirely
of base-recombinaticn current, the percentage change in base current when Vg is changed
at a constant Vz would equal that of the collector current, and r,, would be equal to Bor,.

R,

{4.38)

R,
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In this case, the effect of r,, would be o reduce the output resistance ol the cascode current
mirror given in (4.38) by a factor of 1.5,

In actual integrated-circuit npn transistors, however, only a small perceniage of the
base current results from recombination in the base. Since only this component is modu-
lated by the Early effect, the observed values of r, are a factor ot 10 or more larger than
Borg. Therefore, r, has a negligible cffcct here with npna transistors, On the other hand,
for lateral pnp transistors, the feedback resistance r, 1s much smaller than for ap# transis-
tors because most of the base current results from base-region recombination. The actual
value of this resistance depends on a number of process and device-geometry variables,
but observed values range (rom 2 to 5 times Byr,. Therefore, (or a cascode current mir-
ror constructed with lateral pnp transistors, the effect of r, on the outpul resistance can
be significant. Furthermere, when considering current mirrors that give output resistances
higher than Byr,, the effects of 7, must be considered.

In the cascode current mirror, the base of @) is connected to a low-resistance point
because (3 is diode connected. As a result, fcedback from £y, is greatly attenuated and
has negligible effect on the output resistance. On the other hand, if the resistance from
the base of ¢; 1o ground is increased while all other parameters are held constant, local
fecdback from r, significantly atfects the base-emitter voltage of () and reduces the
output resistance. In the limit where the resistance from the base of @ to ground be-
comes infinite, ()1 acts as if it were diede connected. Local feedback is considered in
Chapter 8.

The input voltage of the cascode current mirror is

Vin = Vags + Vpes = 2Vapen (4.40)

Although V1 is higher here than in (4.10} for a simple current mirror, the increase becomes
a limitation only if the power-supply voltage is reduced to nearly two diode drops.

The minimum output voltage for which the output resistance is given by {(4.38) must
allow both () and @; to be biased in the forward-active region. Since Vep) = Ve =
VﬁE{nms

Voutimmy = Veer + Verasan = Vesen + Voo (4.41}

Comparing (4.41) and (4.11) shows that the minimum output veltage for a cascode current
mirror 13 higher than for a simple current mirror by a diode drop. This increase poscs an
important limitation on the minimum supply voltage when the current mirror is used as an
active load for an amplifier.

Since Verr = Vegs, 1o = I¢s, and the systemaltic gain error arising from finite tran-
sistor outpul resistance is almost zero. A key limitalion of the cascode current mirror,
hewever, is that the sysicmatic gain error arising from finitc 8¢ is worse than for a simple
current mirror. From KCL at the collector of (3,

' {
s = g+ e (4.42)
Br
From KCL at the collector of Q.,
I = I + 2 (4.43)
_ B

The collector current of (5 is

Be

fer = !
2 B+ 10

(4.44)
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Substituting (4,42} and (4.44} into (4.43) gives
2Ica + Ies

= Jo3 + .83 4.45
In = Ics Br VB (4.45)
Rearranging (4.43) to find 3 and substimiting back into {4.44) gives
_ _{ Br Iin
four = Iex = (BF =) T L, (4.460)
B;; .B_rr + 1
Equation 4.46 can be rearranged to give
ABr +2
lovr = IN[1 = — br (4.47)
Bro+4Br +2
Equation 4.47 shows that the systematic gain crror is
485 +2
. {4.48)
Brl + 4B +2
When B = 1, (4.48) simplifies to
4
- — 4.4
©T B4 49

In contrast, the systematic gain error stemming from finite B¢ in a simple current mirror
with identical transistors is about —2/8,, which is less in magnitude than (4.49) predicts
for a cascode current mirror if 8r > 4. This limitation of a cascode current mirtor 1s over-
come by the Wilson current mirror described in Section 4,2.6.

4.2.5.2 MQOS

The cascode current mirror is widely used in MOS technology, where it does not suffer
[rom finite S eftects. Figure 4.9 shows the simplest form. From (3.107), the small-signal
oulput resistance is

Ru - rr}E[I + (_gmz + gmb2)rr}l] + Fal (450}

As shown in the previous section, the bipolar cascode current mirror cannot realize an
output resistance larger than Bor,/2 because Sp is [inite and nonzero small-signal base
current flows in the cascode transistor. In contrast. the MOS cascode is capable of realiz-
ing arbilrarily high output resistance by increasing the number of stacked cascode devices
because By — = for MOS transistors. However, the MOS substrate leakage current de-
scribed in Section 1.9 can create a resistive shunt to ground from the ontput node, which
can dominate the output resistance for Voyr = VOUT{H,i,.).s

. EXAMPLE

Find the output resistance of the double-cascode current mirror shown in Fig., 4,10, Assume
all the transistors operate in the active vegion with fp = 10 A, V4 = 50V, and gyr, =
50. Neglect body ctlect.

The output resistance of each transistor is
Vi 50V
ID - 10 IJJA

Fo =
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Figure 4.9 () Cascode current mirror using MOS transistors. (5) I-¥ characleristic.
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Figure 4.10 Example of a double-cascode current mirror,
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From (4.50), looking into the drain of M>:

Ry = 1ol + gmabo1) + 1ol (4.51)
Similarly, looking into the drain of M;:

Ro = raall + gmaR2l + Ry (4.52)

Each cascode stage increases the output resistance by a factor of ahout (1 + g,.7,).
Thereforce,

R, =ry(1 + gmro)* = S5(51 MQ = 13 GO} (4.53)

With such a large output resistance, other parasitic leakage paths, such as the subsirate
®  leakage path, could be comparable to this resistance in practice.
From KVL in Fig. 4.9,

Vst = Vigss + Vasa — Vo (4.54)

Since Vpgz = Vigs, (4.54) shows that Vg = Vpgy when Ve = Vgga. Under this con-
dition, the systematic gain error of the cascode current mirror is zero because M; and
My are identically biased, and because Br — = for MOS transistors. In practice, Vige
is not exactly equal to Vgsa even with perfect matching unless Vi = Vin because of
channel-length modulation. As a result, V51 = Vpsy and

€=1{ (4.35)

The input vollage of the MOS cascode current mirror in Fig. 4.9 is

Vin = Visz + Visa

(4.56)
- VF3 + Vo1=3 + V14 + qu

The input voltage here includes two gate-source drops, each composed of thresheld and
overdrive components. Ignoring the body effect and assuming the transistors all have equal
overdrives,

Vin = 2V, + 2V, {4.57)

Also, adding cxtra cascode levels increases the input voltage by another threshold and
another overdrive component for each additional cascode. Furthermore, the body effect
increases the threshold of all transistors with Vgg > 0. Together, these facts increase the
difficulty of designing the input current source for low power-supply voltages.

When My and M; both operate in the active region, Vg = Vpgs = Vs, For Ma
to operate in the active region, Vpgz > V0 is required. Therefore, the minimum cutput
voltage for which M| and M, operate in the active region is

Vourmin = Vost + Vao (4.58)
= VGS'_” + Vm-‘2 = V: + Vav?r + Vm—‘Z

If the transistors all have cqual overdrives,
VoUTming = Vi + 2V, (4.59)

On the other hand, M- operates in the triode region if Voyr < Vouriminy, and both M and
M operate in the triode region if Vopr < V.. These results arc shown graphically in
Fig. 4.95.

Although the overdrive term in (4.59) can be made small by using large values of W
for a given current, the thaesheld term represents a significant loss of voltage swing when
the current mirror is uscd as an active load in an amplifier. The thresheld term in (4.59)
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Figure 4.11 {4} MOS cascode current mirror with improved biasing for maximum voltage swing.
(#) Practical implementation. {¢) I-V characlerislic.

stems from the biasing of the drain-source voltage of My 50 that
Vst = Vin — Visz (4.60)

Ignoring the body effect and assuming that M-M, all operate in the active region with
equal overdrives,

VDSI = Vf + me (46])

Therefore, the drain-source voltage of M, is a threshold larger than necessary to operate
M1 n the active region. To reduce Vg, the voltage from the gate of M; to ground can be
level shitted down by a threshold as shown in Fig. 4.11a. In practice, a source follower is
used to implement the level shift, as shewn in Fig. 4.115.% Transistor Ms acts as the source
follower and is biascd by the cutput of the simple current mirror M5 and Mg. Becanse the
gate-source voltage ot M5 1s greater than its threshold by the overdrive, however, the drain-
source voltage of M| would be zero with cqual thresholds and overdrives on all transistors.
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To bias M, at the boundary between the active and triode regions,
Vost = Vo (4.62)

is required. Therefore, the overdrive on M, 1s doubled by reducing its W/L by a factor of
four to satisfy (4.62). As a rcsult, the 1hrcsho_ld term int {4.59) is eliminated and

VOU']'(min} = Zvav (463)

Because the minimum output voltage does not contain a threshold component, the range
of output voltages for which M, and M, both operate in the aclive region is significantly
improved. Therefore, the current mirror in Fig. 4.11 places much less restriction on the
range of output voltages that can be achicved in an amplifier nsing this current mirror as
an active load than the mirror in Fig. 4.9, For this reason, the mirror in Fig. 4.11 is called a
high-swing cascode current mirror. This type of level shilting to reduce Vourmn) ¢an also
be applied 1o bipolar circuits.

The output resistance of the high-swing cascode current mirrer 15 the same as in (4.50)
when both M| and M, operate in the active region. However, the input voltage and the
systematic gain error are worsened compared to the cascode current mirror witheut level
shift. The input voltage is sfill given by (4.56), but the overdrive component cf the gate-
source voltage of My has increased by a factor of two because its W/L has been reduced
by a factor of four, Therefore,

Viy = 2V, + 3V, {4.64)

Since M3 and M; form a simple current mirror with unequal drain-source veltages, the
systematic gain crror is

_ Vo1 mVoss _ Ven Vet Vo) Ve
YV Vi Va

The negative sign in (4.65) shows that oyt < Iy, Forexample, if /iy = 100 uA, vV, = 1
V,and V4 = 10V, e = —0.1, which means that lopr = 90 pA.

In practice, (W/L)y <2 (1/4XW/L) is usually selected for two reasons. First, MOS
transistors display an indistinct transition from the triede to active regions. Therefore, in-
creasing the drain-source voltage of M, by a few hundred millivelts above V) 1s usually
required to realize the incremental output resistance predicted by (4.50). Second, although
the body effect was not considered in this analysis, it tends to reduce the drain-source volt-
age on M, which is detcrmined by the following KVL leop

Vst = Vosa + Vesa — Vigss — Vg (4.66)

Each of the gate-source voltage terms in (4.66) contains a threshold component. Since the
source-body voltage of Ms is higher than that of My, Vs = V4. Also, V2 = V.3 becanse
the source-body voltage of M; is higher than that of M. Simulations with high-accuracy
models are usuvally required to find the optimum (W/L).

One drawback ol the current mirror in Fig. 4.11 13 that the input current is mirrored to
anew branch (o do the level shift. Combining the input branches eliminates the possibility
of mismatch between the two branch currents and may reduce the power dissipation. [n
a single combined input branch, some element must provide a voltage drop cgual to the
desired difference between the gate voltages of My and M. To bias M at the edge of
the active region, the required voltages from the gates My and M to ground are V, + V,,
and V; + 2V, respectivcly. Therelore, the desired difference in the gate voltages is V.
This voltage difference can be developed across the drain to the source of a transister
deliberatcly operated in the tiede region, as shown in Fig. 4.12¢.7 Since My is diode
conmected, it operates in the active region as long as the input current and threshold are

(4.65)
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Figure 4.12 (a) Circuit that forces M o operate in the triode region. (&) Sooch cascode current
mirror using the circuit in {(a).

positive. However, since the gate-source voltage of My is cqual (o the gate-drain voltage of
M5, a channel exists at the drain of M5 when it exists at the source of My, In other words,
My forces M5 to operate in the triode region.

To use the circuit in Fig. 4,124 in a current mirror, we would like to choose the aspect
raties of the transistors so that the drain-source vollage of Ms is V... Since Mg, operates in
the active region,

KW 3
v = | V(Wese — V) .
N = (L )(,( Gse — Vi) (4.67)
Since Ms operates in the triode region,
K (W )
In = E(Z) {Z(V{;SS — Vi)Vpgs — (VDSS)z} {4.68)
5" :

The goal is to set
VDSS = VUV (469)

when
Vgse = Vi + Vi (4.70)
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From (4.69) and (4.70),
Viss = Vese + Vpss = V; + 2V, 4.71)
Substituting (4.68) - (4.71) into (4.67) gives
W LY LAY 2
—2—( E)(‘(Vm-) = 5(.3)5 [_.2(2";01,')";0;' (Vi) ) (4.72)

Equation 4.72 can be simplified to

AN Y \
514

The circwit ol Fig. 4. 124 is used in the current mirror of Fig. 4.1 26,7 which is called the
Sooch cascode current mirror after its inventor. At fiest, ignore transistor My and assume
that M5 1s simply diode connected. The difference between the voltages to ground from
the gates of My and M, is set by the drain-source voltage of Ms. By choosing equal aspect
ratios for all devices except Ms, whose aspect ratio is given by (4.73), the drain-source
vollage of M5 15 V. and M is biased at the edge of the active region. The output resistance,
minimum output voltage, input voltage. and systematic gain errer are the same as in (4.50),
(4.63), (4.64), and (4.65) respectively.

Now we will consider the effect of transistor M. The purpose of My is to sct the drain-
source veltage ol My equal to that of M. Without M., these drain-source voltages differ
by a threshold, causing nenzero systematic gain crror. With My,

Vinsi = Vaa — Vasa (4.74)
where
Va2 = Vasa + Vipss (4.75)
Ignoring channcl-length modulation,
Ve = (Vi + V) + V. = V, + 2V, (4.76)
[gnoring the body effect and assuming that My operales in the active region,
Vesa = Vi + V,, (4.77)
Then substituting (4,76} and (4.77) into (4.74) gives
Vigys = Vi (4.78)

Il M also operates in the active region under these conditions, Viss = Vpsi- As aresult,
the systematic gain crror is

€ =0 (4,79

Therefore, the purpose of My is to equalize the drain-source voltages of My and M, to
reduce the systematic gain error.
For M4 to opcrate in the active region, Vpgg > V., is required. Since

Voses = Vass —Vpsa = (V, + V) -V, = V, {4.80)

Equation 4.80 shows that My operates in the active region if V, > V,,. Although this con-
dition 1s usually satisfied, a low threshold and/or high overdrive may cause M, Lo operate
in the triode region. [f this happens, the gate-source voltage of My depends strongly on its
drain-source voltage, increasing the systematic gain crror. Since increasing temperature
causes the threshold to decrcase, but the overdrive to increase, checking the region of
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operation of My in simulation at the maximum expected operating temperature is important
in practice.

The main limitatien of the high-swing cascode current mirrors just presented, is that
the input voltage is large. In Fig. 4.11, the input voltage is the sum of the gate-source
voltages of M3 and My and is given by (4.64) ignoring body effect. In Fig. 4.12, the input
voltage 1s

Vin = Vigus + Vipgs + Vs
= Vf + vm’ + Vov + VE‘ + er‘
=2V, + 3V, {(4.81)

Equation 4.81 shows that the input voltage ol the high-swing cascode current mirror in
Fig. 4.12 15 the samc as in (4.64) for Fig. 4.11. The large input voltages may limit the min-
imum power-supply voltage because a transistor-level implementation of the input current
source requires some nonzero drop for proper operation. With threshold voltages of about
1 V. the cascode current mirrors in Figs. 4.11 and 4.12 can operate properly for power-
supply voltages greater than about 3 V. Below about 2 V, hewever, reduced thresholds or a
new cenfiguration 1s required. Reducing the magnitude of the threshold for all transistors
increases the ditficulty in turning off transistors that are used as switches, This problem
can be overcome by using low-threshold devices in the current mirror and high-threshold
devices as switches, but this solution increases process complexity and cost. Therefore,
circuit techmiques te reduce the input voltage are important to minimize cost.

To reduce the input voltage, the input branch can be split into two branches, as shown
in Fig. 4.13. If M, and M, are biased in the active region, the output resistance is still
given by (4.50). Also, the minimum output veltage for which (4.50) applies is still given
by {4.63). Furthermore, if My operates in the active region, the drain-source voltage of M
1s equal to that of M, and the systematic gain error is still zero as in (4.79).

Since the mirror in Fig. 4.13 has twe input branches, an input voltage can be calculated
for each:

Vive = Vpss + Vgse = Vi + 2V, (4.82)
Vine = Vg3 = Vi + Ve (4.83)

Both Vi and V)2 are less than the input voltage given in {4.64) for Fig. 4.12b by more
than a threshold, allowing the input current sources to operate properly with power-supply
voltages greater than about 2 V, assuming thresholds of about 1 V.
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Figure 4.13 MOS high-swing current mirror with two input branches.
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Finally, in Fig. 4,13, the drain-source voltage of M5 is only used te bias the source
of Me. Therefore, Ms and Mg can be collapsed into one diode-connected transistor whose
source 15 grounded. Call this replacement transistor M+. The aspect ratic ol M7 should be
a factor of four smaller than the aspect ratios of M-M, to maintain the bias conditions as
in Fig. 4.13. In practice, the aspect ratio of M5 is further reduced te bias M, past the edge
of the active region and to overcome a mismatch in the thresholds of M5 and M» caused
by body effect.

4.2.6 Wilson Current Mirror

4.2.6.1 Bipolar

The main limitation of the bipolar cascode current mirror is that the systematic gain error
stemming from finite Br was large, as given in (4.49), To overcome this limitation, the
Wilson current mirror can be used as shown in Fig. 4.14¢.® This circuit uses negative
feedback through Q), activating Qs to reduce the base-current error and raise the output
resistance. (See Chapter 8.)

From a quahitative standpoint, the difference between the input current and 73 flows
into the base of {J;. This basc current is multiplied by (8¢ + 1) and flows in the diode-
connected transistor 5, which causes current of the same magnitude to flow in Oq. A
fecdback path is thus formed that regulates /¢4 so that it is nearly equal to the input current,
reducing the systematic gain error caused by finite 87, Similarly, when the output voltage
increases, the collector current of (7 also increases, in turn increasing the collector current
of Q). As a result, the collector current of (34 increases, which reduces the base current
of @». The decrease in the base current of (5 caused by negative lcedback reduces the
original change in the collector current of @ and increascs the output resistance.

To find the output resistance of the Wilson current mirror when all transistors operate
in the active region, we will analyze the small-signal model shown in Fig. 4.14b, in which
a lest current source 7, 18 applied at the output. Transistors @ and @ form a simple cur-
rent mirror. Since () is diode connected, the small-signal resistance from the base of &4
1o ground is {1/, )||#x1]|#=3l|rs1. Assume that an unknown current i, flows in this resis-
tancc. When g7y 2 1, guiry3 22 1, and gy r,) = 1. this resistance is approximately
equal 1o 1/g,,,. Transistor {3 could be modeled as a voltage-controlled current source of
value g,3vy3 in parallel with r.3. Since vz = vy = i1/gm, the voltage-controlled cur-
rent source in the model for Q5 can be replaced by a current-controlled current source of
value (gu3/gm1)(i1) = 1(iy), as shown in Fig. 4.145, This model represents the behavior
of the simple current mirrer directly: The input current {; is mirrored to the output by the
current-controlled current source.
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Using this model, the resulting voltage v, 1s

i .
Vo = = + (i — gmaVma Va2 (4.84)

To find the relationship between i) and v,;;, note that the voltage across 7,3 is ({1/gm1 + Vo)
and use KCL at node (2) in Fig. 4. 145 to show that

v — + V¥
Pl gy BT g (4.85)
Fa2 Fod
Rearranging (4.85) gives
l
1+ ¢
i s mi¥e3
Vga = —iFpo —1 Tm {(4.86)
o3z

To find the relationship between ) and i;, use KCL at node @ in Fig. 4.14b to show that
fp = i) — == {(4.87)

Substituting (4.86) into (4.87) and rearranging gives

i

i o= 1 (4.88)
1+ i
2.
I B
Foa

Substituting (4.88) into (4.86) and rearranging gives

vy = —igroy| ———Em1Te3 (4.89)

Fu3 EmlVes

substiluting (4.88) and (4.89) into (4.84) and rearranging gives

1
y 1 Zma¥ratan (] + = - )
R, = 2 = _] +orgy + _ 3’;’” 3/ (4.90)
h I+ 2+ 2 4

Zmi 1 -+ amlTa3 Foi Em1le3

P =2
ro3

If r,3 — 2, the small-signal current that flows in the collector of 5 is equal to {; and
{4.90) reduces to

] gmafn2ter  Borw
R, = + ¥ + : ==
T em2). 7 2 2

This result 18 the same as (4.38} for the cascode current mirror. In the cascode current
misror, the small-signal current that flows in the base of @5 is mirrored through @5 to @)
so that the small-signal base and emitter currents leaving (; are approximately equal.
On the other hand, in the Wilson current mirror, the small-signal current that flows in the

(4.91)
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emtitter of (), is mirrored through ¢ to (3 and then flows in the base of ;. Although
the cause and effect relationship here is opposite of that in a cascode current mirror, the
output resistance is unchanged because the small-signal base and emitter currents leaving
(2> are still forced to be equal. Therefore, the small-signal collector current of Q- that flows
because of changes in the output voltage still sphlb inte two equal parts with half flowing
in Fao.

For the purpose of dc analysis, we assume that V4 -~ 2 and that the transistors are
identical. Then the input voltage is

VIN = Vegs = Vag + Vees = 2Veaon (4.92)

which is the same as in (4.40) for a cascode current mirror. Also, the minimum output
voltage for which both transistors in the output branch opcrate in the forward-active
region is

Vourminy = Veer + Verasay = Veeen + Veezean (4.93)

The result in (4.93) is the same as in (4.41) for a cascede current mirror.
To find the systematic gain error, start with KCL at the collecter of (4 to show that

1 f
—Igy =l + I + 133 = I 1 + —_— 3 (4.94)
ﬁr
Since we assumed that the transistors are identical and V4 — oo,
Iz = I (4.93)
Substituting (4.95) into (4.94) gives
2 i
=gy = Iy (]_ + —) (4.96)
Be

Using (4.96), the collector current of (5 1s then

Icy = —fm(l f’;’SF) = ICI( + ﬁ—i)( Br ) (4.97)

Rearranging (4.97} we obtain

1
Ty =1 4.98
Br N1+ Br
From KCL at the base of 05,
!
Iea = by — =22 (4.99)
Br
Inserting (4.98) and (4.99) into (4.95), we find that
2 Iy
I = Jrm = Iq|] — = = 4.100
outr = I m( .3%+23F+2) - 3 ( )

By (Br +2)
In the configuraticn shown in Fig. 4. 144, the systematic gain error arising from finite
output resistance is not zero because (3 and Q) operate with cellector-emitter vollages
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that differ by the basc-cmitter voltage of -, With finite V4 and finite Sr,

2 Verr — Vers
{ = Ine|1 — 1+
ot ‘N( BE+2Br +2 )( Va )

= Il = 2 1 — VeE2
‘ BE+2Br +2 Va

Therefore, the sysiematic gain error is

€ = _( 2 + V‘“"EE) (4.102)

(4.101)

BE+2BF+2 V4

Comparing (4.102) to {4.49) shows two key points. First, the systematic gain crror arising
from finitc Br in a Wilson current mirrer is much less than in a cascode current mir-
ror, Second, the systematic gain error arising from finite output resistance is worse in the
Wilson current mirrer shown in Fig. 4.14a than in the cascode current mirror shown in
Fig. 4.9. However. this limitation is not fundamental because it can be overcome by intro-
ducing a new diode-connected iransistor between the collector of (3 and the basc of Qs (o
equalize the collector-emitter voltages of ¢J3 and ().

4.2.6.2 MOS

Wilson current mirrors are also used in MOS technology, as shown in Fig. 4.15. Ignoring
My, the circuit operation Ls essentially identical to the bipolar case with B — 20, One way
to calculate the output resistance is to let rp2 — = in (4,90}, which gives

1
RU = — +rpt gante (i +

ml EmFon

)rrﬁ = (]- + 8’»72?’03}-".:;3 (4 1 ()3)

Since the calculation 1n (4.103} 1s based on the small-signal model [or the bipolar Wilson
current mirror in Fig, 4,144, it igneres the body cilcel in transistor Afs. Repeating the
analysis with a body-effect generator in parallcl with r» gives

Ro = (2 + gm'lr.-ﬁ)rrﬂ (‘I' 104)

The body effect on M> has little effect on (4.104) because M, 1s diode connected and
therefore the vollage from the source of M5 to ground is almost constant.

Von
T lfGUT =i
() fin
+ +
M :1' 'l:M
4 I 1 2
Vin Vour
M, :ll Il: M,
Figure 4.15 Improved MOS Wil-
_ _ som current mirrar with an addi-

_L ticnal device such that the drain
= vollages of M) and M are cqual.
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Although 8r — = for MOS transistors, the systematic gain error is not zero without
My because the drain-source voltage of M; differs from that of M, by the gate-source
voltage of M>. Therefore, without M.

- Yos1 —Voss _ Vasm

= - 4,105
Vi . VA ( )
Transistor M4 is inserted in series with M5 to equalize the drain-source voltages of M5 and
M, so that
e=0 (4.106)

With My, the output resistance is still given by (4.104) if all transistors operate in the
aclive region. Also, insertion of M, does not ¢hange either the minimum output voltage
for which (4.104} applics or the input voltage. Ignoring body effeet and assuming equal
overdrives on all transistors, the minimum output voltage is

VouTminy = Vest + Vo = Vo + 2V, (4.107)
Under the same conditions, the input voltage is

Vin = Va1 + Vigso = 2V, + 2V, {4.108)

4.3 Active Loads

4.3.1 Motivalion

In differential amplificrs of the type described in Chapter 3. resistors are used as the load
clements. For example, consider the differential amplifier shown in Fig. 3.45. For this
circuit, the differential-mode (dm) voltage gain is

Ad.'re = _ngC' (4109)

Large gain is often desirable because it allows negative feedback to make the gain with
[cedback insensitive Lo variations in the parameters that determine the gain without feed-
back. This topic is covered in Chapter 8. In Chapter 9, we will show that the required
gain should be obtained in as few slages as possible to minimize potential problems with
instability. Therelore, maximizing the gain of each stage is important.

Multiplying the numerator and denominator of (4,109) by 1 gives

_A(Re)
Hgm

fqdm -

(4.110y

With bipolar transistors, let / represent the collector current f¢: of each transistor in the
differential pair. From (1.91), (4.110) can be rewritien as

Agm = MeRe (4111}
Vr

To achieve targe voltage gain, (4.111) shows that the /¢ R product must be made large,
which in wrn requires a large power-supply voltage. Furthermore, large values of resis-
tance are required when low current is used to limit the power dissipation. As a result, the

required die arca [or the resistors can be large.
A similar situation occurs in MOS amplifiers with resistive loads, Let 7 represent the
drain current /5, of each transistor in the differential pair, and let the resistive loads be Rp.
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From (1.157) and (1.180), {(4.110) can be rewritten as

_ IpRp  2IpRy
(Vgs — V2 Vov

Equation 4.112 shows that the I Rp product must be increased to increase the gain with
constant overdrive. As arcsult, a large power supply is usually required for large gain, and
large resistance is usually required to limit power dissipation. Also, since the overdrive is
usually much larger than the thermal voltage, comparing (4.111) and (4,112) shows that the
gain of an MOS differential pair is usually much less than the gain of its bipolar counterpart
with equal rcsistive drops. This resnlt stems from the observatien that bipolar transistors
provide much more transcorductance for a given current than MOS transistors provide.

If the power-supply voltage is only slightly larger than the drop on the resistors, the
range of common-mode input voltages tor which the input transistors would operate in
the active region would be severely restricted in both bipelar and MOS amplifiers. To
overceme this problem and provide large gain without large power-supply voltages or
resistances, the r,, ol a transister can be used as a load clement.” Since the load element
in such a circuil is a transistor instead of a resistor, the load element is said to be active
instead of passive.

Agm = (4.112)

4.3.2 Common-Emitter/Common-Source Ampilifier
with Complementary Load

A common-emitter amplilier with pap current-mirror load is shown in Fig. 4.16a. The
common-source counterpart with a p-channel MOS current-mirrer load is shown in
Fig. 4.165. In both cascs, there are two output variables: the output voltage, Vo, and the
output current, foy. The relationship between these variables is governed by both the input
transistor and the load transistor. From the standpoint of the inpul transistor 77,

fow = ]c.'l or jrCll;ll = Idl (4113)
and
Vﬂut = Vcel or Vuul = Vdsl (4114}

Equations (4.113) and (4.114) show that the cutput -V characteristics of T} can be used
directly in the analysis of the rclationship between the output variables. Since the in-
put vollage is the base-emitter voltage of T in Fig. 4.16a and the gate-source voltage
of T in Fig. 4.16b, the input voltage is the parameter that determines the patticular curve

VI)D

* Iper
+1C;_| t Vuut = Vn’s1 CD
i
___T__.. 1 1

{a) (&)

Figure 4,16 () Common-cmittcr amplifier with active load. (£) Common-source amplificr with
active load.
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Figure 4.17 (a) 1-V characteristics of the inpul transistor. {b) 1-V characteristic of the active load.
{c) {-V characteristics with load characieristic superimposed. (d) de transfer characteristic of
commeon-emitler or common-source amplifier with current~mirror load.

in the [amily of output characteristics under consideration at any peint, as shown
in Fig. 4.17a.

In contrast, the base-emitter or gate-source voltage of the load transistor T is fixed
by diode-connected transistor T'3. Therefore, only one curve in the family of output [-V
characteristics needs to be considered for the load transistor, as shown in Fig. 4.175. From
the standpoint of the load transistor,

IL}'IJ[ = _LQ or ly = _‘rd?_ (4115)

and
Vor = Voo + Ve or Vo = Vpp + Vypo (4.116)

Equatien 4.115 shows that the output characteristic of the load transistor should be mir-
rorcd along the horizontal axis to plot in the same quadrant as the outpul characteristics
of the input transistor. Equation 4.116 shows that the toad curve should be shifted to the
right by an amount equal to the power-supply voltage.

We now consider the dc transfer characteristic of the circuits. Initially, assume that
Vi = 0. Then the input transistor is turned off, and the load is saturated in the bipolar case
and linear in the MOS case, corresponding to point (1) in Fig. 4.17¢. As V; is increased,
the input transistor eventually begins to conduct current but the lead remains saturated or
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lincar until point (2) is reached. Here the load enters the active region and a small further
increase in V; moves the operating point through point (3) to point (4), where the input
transistor saturates in the bipolar case or enters the linear region in the MOS case. The
change in V; required to move from point (2) to point (@) is small because the slopes of the
output I-V characteristics in the active region are small for both transistors. The transfer
curve (Ve as a function of V;) is skeiched in Fig. 4.174.

A key point of this analysis is that the slope of the output characteristic is not con-
stant, which is important because the slope is the gain of the amplifier. Since the gain of
the amplifier depends on the input voltage, the amplifier is nonlinear in general, causing
distortion to appear in the amplificr output. For low V;, the output is high and the gain is
low because the load transistor does not operate in the active region. Similarly, for large
V', the output is low and the gain is low because the input transistor does not operate in
the active region. To minimize distortion while providing gain, the amplifier should be
operated in the intcrmediate region of V,, where all transistors operate in the active re-
gion. The range of outputs for which all transistors eperate in the active region should be
maximized to use the power-supply voltage to the maximum extent. The active loads in
Fig. 4.16 maintain high incremental output resistance as long as the drop across the load is
more than Vouriminy of the current mirror, which is |V cga| in the bipolar case and |V ;|
in the MOS case here. Therefore, minimizing Vourmin of the mirror maximizes the range
of outputs over which the amplifier provides high and ncarly constant gain. In contrast, an
ideal passive load requires a large voltage drop to give high gain, as shown in (4.111) and
(4.112). As aresult, the range of outputs for which the gain is high and nearly constant is
much less than with an active load.

The gain at any output voltage can be found by finding the slope in Fig. 4.174. In gen-
eral, this procedure requires wriling equations for the various curves in all of Fig. 4.17.
Although this process is required to study the nonlinear behavior of the circuits, it is so
complicated analytically that it is difficult to carry out for more than just a couple of tran-
sistors at a time. Furthermore, after completing such a large-signal analysis, the results
are often so complicated that the effects of the key paramecters are difficult to understand,
increasing the difficulty of designing with these results. Since we are ultimately interested
in being able to analyze and design circuits with a large number of transistors, we will con-
centrate on the small-signal analysis, which is much simpler to carry out and interpret than
the large-stgnal analysis. Unfortunately, the small-signal analysis provides no information
about nonlinearity because it assumes that all transistor pararmeters are constant.

The primary characteristics of interest in the small-signal analysis here are the volt-
age gain and cutput resistance when both devices operate in the active region. The smail-
signal equivalent circuit is shown in Fig. 4.18. It is drawn for the bipolar case but applies
for the MOS casc as well when r,;; — * and rp;; — 2 because 8; — . Since Irgr in
Fig. 4.16 1s assumed constant, the large-signal base-emitter or gate-source voltage of the
load transistor is constant. Therefore, the small-signal base-emitter or gate-source voltage
of the load transistor, vs, is zero. As a result, the small-signal voltage-controtled current
gm2v2 = 0. To find the output resistance of the amplifier, we set the input to zero. There-
fore, vi = 0 and g,;v; = 0, and the output resistance is

Ra = rnl“ﬁﬁ (4117)

Equation 4.117 together with (1.112) and (1.194) show that the output resistance is in-
versely proportional to the current in both the bipolar and MOS cases.
Since v; = 0, gmivi flows in r,1||r,2 and

A, = —gm(?’al“f’oz) (4.118)
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- - Figure 4.18 Small-signal equivalent circuit
_T_ for common-emitter amplifier with active

= - =  load

Substituting (1.91) and (1.112) into (4.118) gives for the bipolar case,
B 1

e + R

Var - Va

A, = (4.119)

Equation 4.119 shows that the gain is independent of the current in the bipolar case because
the transconductance 1s prepertional to the current while the oulput resistance is inversely
proportional to the current. Typical values for this voltage gain are in the 1000 to 2000
range. Therefore, the actively loaded bipolar stage provides very high voltage gain,

In contrast, {1.180) shows that the transconductance is proportional to the square root
of the curtent in the MOS case assuming square-law operation. Therefore, the gain in
(4.118) 15 inversely proportional to the square root of the current. With channel lengths
less than 1 pm, however, the drain current is almost lincarly rclated to the gate-source
voltage, as shown in (1.224). Therefore, the transconductance is almost constant, and the
gain 1s inversely proportional to the current with very short channel lengths. Furthermore,
typical valnes for the voltage gain in the MOS case are between 10 and 100, which is
much less than with bipolar transistors.

4.3.3 Common-Emitter/Common-Source Ampilifier with Depletion Locd

Aclively loaded gain stages using MOS transistors can be realized in processes that include
only n-channel or only p-channel transistors if depletion devices are available. A depletion
transistor 1s useful as a load element because it behaves like a current source when the
transistor operales in the active region with the gate shorted to the source.

The 1-V characteristic of an n-channel MOS depletion-load transistor is illustrated in
Fig. 4.19. Neglecting body effect, the device cxhibits a very high output resistance (equal
lo the device r,) as long as the device operates in the active region. When the body effect is
included, the resistance seen across the device drops to approximately 1/g,.y,. A complete
gain stage is shown in Fig. 4.20 together with its d¢ transfer characteristic. The small-
signal equivalent model when both transistors operate in the active region is shown in
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Figure 4.20 (a) Common-source amplifier with depletion-mode transistor load. {(#) dc rransfer
characteristic,
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Figure 4.21 Small-signal cquivalent circuit of the common-source amplificr with depletion
load, including the body ctfect in the load and the channel-length modulation in the load and the
common-source device.
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Fig. 4.21. From this circuit, we find that the gain is
Yo 1 "
— = ~&m (mllrozll—)'—* — Bml (4.120)
Vi Bwmiz Emb2

For a common-source amplifict with a depletion lead, rearranging (4.120) and using
(1.180) and {1.200} gives )

Vo Em 1 H{WiLy
R . (4.121)
Vi é_b; e XN WIL)

From {1.196) and (1.141). .
1 — 1+ Vgal(2d )
- = ! 'C.']_t B 2
o= 22 \/ SqeN. (4.122)

Since y depends on ¥V, = Vyp. the incremental voltage gain varies with output voltage,
giving the slope variation shown in the active region of Fig, 4,204,

Equation 4,120 applies for either a common-emitter or common-source driver with
a depletion MOS load. If this circuit is implemented in a p-well CMOS technology, M;
can be built in an isolated well, which can be cennected to the source of M;. Since this
connection sets the source-body voltage in the load transistor to zcro, it eliminates the hody
effect. Setting g,p2 = Cin (4.120) gives

v{)

; = —8m1(*’01||?‘nz) (4123)
I

Although the gain predicted in (4.123) is much higher than in (4.120), this connection
teduces the bandwidth of the amplifier because il adds extra capacitance ({from the well of
M> 10 the substrate of the integrated circuit) to the amplifier cutput node.

4.3.4 Common-Emitter/Cocmmon-Source Amplifier
with Diode-Connected Load

In this scetion, we examine the common-emitter/source amplifier with diode-connected
load as shown in MOS form in Fig. 4.22. Since the load is diode connected. the load
resistance is no more than the reciprocal of the transconductance of the load. As a result,
the gain of this circuit is low, and it is often used in widcband amplifiers that require low
zain,

For input voltages that arc less than one threshold voltage, transistor M, 1s off and
no current flows in the circuit. When the input voltage exceeds a thresheld, transistor M,
turns on. and the circuit provides amplification. Assume that both transistors operale in
the active rcgion. From (1.157), the drain currents of M and M- are

KW \
W= (I)I(Vgﬁ.. V) (4.124)
and
kKW 5 .
= | — o — Vi)© 4.12
- 2 (L )Z(V,E,’. Z IZJ { 5)

From KVL in Fig. 4.22,
V, = Vpp — V\q.;-z (4126)
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Figure 4.22 (a) Commaon-source amplifier with enhancement-modc load. (b} [-V characteristic of
load transistor. () Transfer characteristic of the circuit.

Solving {4.125) for V,,» and substituting into (4.126) gives

21

Vo =Von~ Vo — | —2—
B 12 \ F(W/Ly,

(4.127)

Since F+ = [y, (4.127) can be rewritten as

T
V, = Vpp — Vo — /m (4.128)

Substituting (4.124) into (4.128) with V= V; gives

(W/L))
\ (W/L),

Vo = Vop = Vi - {Vi —Vp) (4.129)
Equation 4.129 shows that the slepe of the transfer characteristic 15 the square root of
the aspect ratios, assuming that the thresholds are constant. Since the slope of the transfer
characteristic 1s the gain of the amplifier, the gain is constant and the amplifier is linear fora
wide range of inputs if the thresholds are constant. This amplifier is useful in implementing
broadband, low-gain amplifiers with high linearity.

Equation 4.129 holds when both transistors operate in the active region and when
channel-length medulation and body cffect are negligible. In practice, the requirement that
both transistors operate in the active region leads to an important performance limitation
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1n ¢nhancement-load inverters. The load device remains in the active region only if the
drain-source voltage of the load is at least a threshold voltage. For output voltages more
positive than Vpp = V)3, the Toad transistor enters the cutoll region and carries no cur-
rent. Thercfore, the amplifier is incapable of producing an cutput more positive than one
threshold voltage below the positive supply. Also, in practice, channel-length modulation
and body effect reduce the gain as shown in the following small-signal analysis.

The small-signal voltage gain can be determined by using the small-signal equivalent
circuit of Fig. 4.23, in which both the body effect and the output resistance of the {two
transistors have been included. From KCL at the output node,

v v
Emv; + =+ L+ Em2Vo + BmpaVe = (4.130)
ol Fa2

Rearranging (4.130) gives

vy 1 |
| ||—||I‘01||F02

Vi Sm2l Bmb2
(4.131)
- _gml I
Enmz 1+ Emb2 4 1 + ]
Em2 Em2¥pl Em2¥o2
It gmﬁ"fgmb2 = 11 En2tal = 11 and BmzFor = ]:
: W/L
Yo _Eml _ { h (4.132)

Vi g2\ (WiLy

as in (4.129). For practical device geometries, this relationship limits the maximum voltage
gain to vatues on the order of 10 to 20.

The bipolar counterpart of the circuitin Fig. 4.22 is a common-cmitter amplifier with a
diode-connected load. The magnitude of its gain would be approximately equal to the ratic
of the transconductances, which would be unity, However, the current that would flow in
this circuit would be extremely large for inpuls greater than V. ,m because the collector
current in a bipolar transistor is an cxponential function of its base-emitter voltage. To
limit the currenl but maintain unity gain, equal-value resistors can be placed in series
with the emitier of each transistor. Alternatively, the input transistors can be replaced by a
differential pair, where the current is limited by the tail current source. In this case, emitter
degeneration is used in the differential pair to increase the range of inputs for which all
transistors operate in the active region, as in Fig. 3.49. In contrast, source degeneration 1
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rarely nsed in MOS differential pairs because their transconductance and linear range can
be controlled through the device aspect ratios.

4.3.5 Differential Pair with Current-Mirror Load

4.3.5.1 Large-Signal Analysis

A straightforward application of the active-load concept to the differential pair would yield
the circuit shown in Fig. 4.24a. Assume at first that all n-channel transistors are identical
and that all p-channel transistors are identical. Then the differential-mode half circuit for
this dilferential pair 1s just a commen-source amplificr with an active-load, as in Fig. 4.165.
Thus the diffcrential-mode voltage gain is large when all the transistors are biased in the
active region. The circuit as it stands, however, has the drawback that the quiescent value
of the common-mode output voltage is very sensitive to changes in the drain currents of

VDD
:l T I: My — [: My
Mg,
T
-_D (Dr—
+ +
() TrEF Vit Vaz ‘!HEFECD

M § 3 M
Viy - - V_“g
i A <
My jl— M}'FI ’ul: Mg
Vey
()
‘V.f}n

E_||: "
G IReF ."E'-"
_i‘ Mg ____II :[: Mg
Vg
{h)

Figure 4.24 () Diflcrential pair with active load. (k) Common-moede half circuii for differential
pair with active load.
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M7, My, M7, and Mg. As aresult, some transistors may operate in or near the triode region,
reducing the differential gain or the range of cutputs for which the differential gain is high.

This fact 1s 1llustrated by the dc common-mode half-circuit shown in Fig. 4.245. In
the common-mode half circuit, the combination of My, My, and My form a cascode current
mirrer, which is connected to the simple current mirror formed by M3 and Ms. If all tran-
sistors operate in the active region, M3 pushes down a current about equal to fggr;, and
My pulls down a current about equal to Ipgp;. KCL requires that the current in M5 must
be equal to the current in M. Il Igpyr = fgprr, KCL can be satisfied while all transistors
opcrate in the active region. In practice, however, Irgg; is not exactly equal to Jrpg, and
the current mirrors contain nonzero mismatch, causing changes in the common-mode out-
put to satisfy KCL. Since the output resistance of each current mirror is high, the required
change in the common-mode output voltage can be large even for a small mismatch in
reference currents or transistors, and one or more transistors can easily move into or near
the triode region. For example, suppose that the current pushed down by My when it op-
erates in the active region is more than the current pulled down by My when it operates in
the active region. Then the common-mode output voltage must rise to reduce the current
in M. It the common-mode output voltage rises within V.1 of Vpp, Ma operales in the
triode region. Furthermore, even if all the transistors continue to be biased in the active
region, any change in the common-mode output voltage from its desired value reduces the
range of outputs for which the differential gain is high.

Since M, and M, act as cascodes for M7 and Mg, shifts in the common-mode input
voltage have little effect on the common-mode output unless the inputs become low cnough
that M7 and Mg arc forced to operate in the triode region. Thercfore, feedback to the inputs
of the circuit in Fig. 4.244a is not usnally adequate to overcome the common-mode bias
problem. [nstcad, this preblem is usually overcome in practice through the use of a separate
common-mode feedback circuit, which either adjusts the sum of the currents in M and M,
to be equal to the sum of the currents in M7 and Mg or vice versa [or a given common-mode
output voltage. This topic is covered in Chapter 12.

An alternative approach that avoids the need for common-mode feedback is shown in
Fig. 4.25. For simplicity in the bipolar circuit shown in Fig. 4.25a, assume that 8 — =,
The circuit in Fig. 4.25b is the MOS counterpart of the bipolar circuit in Fig. 4.254 be-
cause each npn and prp transistor has been replaced by r-channel and p-channel MOS
transistors, respectively. Then under ideal conditions in both the bipolar and MOS cir-
cuits, the active load is a current mirror that forces the current in its output transistor Ty to
equal the current in its input transistor T3. Since the sum of the currents in both transislors
of the active load must equal Fpay by KCL, fran /2 flows in cach of side of the active load.
Therefore, these circuits eliminate the common-mode bias problem by allowing the cur-
rents in the active load to be set by the tail current source. Furthermore. these circuits each
provide a single output with much better rejection of common-mode input signals than a
standard resistively loaded differential pair with the output taken off one side only, Al
though these circuits can be analyzed from a large-signal standpoint, we will concentrate
on the small-signal analysis for simplicity,

4.3.5.2 Smali-Signal Analysis

We will analyze the low-frequency small-signal behavior of the bipolar circuit shown in
Fig. 4.25a because these results cover both the bipolar and MOS cases by letting 8, — =
and r — %, Kcy parameters of interest in this circuit include the small-signal transcon-
ductance and output resistance. (The product of these two quantities gives the small-signal
voltage gain with no load.) Since only one transistor in the active load is diode connected,
the circuit is not symmetrical and a half-circuit approach is not useful. Therefore, we will
analyze the small-signal model of this circuit directly. Assume that all transistors operale
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o+
Vo +v,

Iy T

Vi + v ' Viz+vie

FaL

o+

VU + ¥,

= C) i e Figure 4.25 (&)} Emitter-
TAIL coupled pair with
currenl-mirror load.
o {5} Source-coupled pair
33 wilh current-mirror load
(%) {MOS counlerpart).

in the active region with r, — ¢ and r, = 0. Let r,y; represent the output resistance of
the tail current source f145;.. The resulting small-signal circuit 1s shown in Fig. 4.264.

Since T3 and T, form a current mirror, we expect the mirror output current to he
approximately equal to the mirror input corrent. Therefore, we will write

Emavs = (] —€p) (4. 133)

where €, 1s the systemalic gain crror of the current mirror calculated from small-signal
parameters. Let ry represent the total resistance connected between the base or gate of
T3 and the power supply. Then r; 1s the paralle]l combination of 1/g,,3, Fas, Frg. and r,s.
Under the simplifying assumptions that 8y == | and g7, == 1, this paraliel combination
is approximately equal to 1/g,,3. Then the drop across ry is
I3
Smn3

Vi = I3ry = (4.134}
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Figure 4.26 () Small-signal equivalent cirenit, differential pair with current-mirror load. ()
Simplified drawing of small-signal model of diffcrential pair with current-mirror load.

We will also assume that the two transistors in the differential pair match perfectly
and operate with equal dc currents. as de the two transistors in the current-mirror load.

Then Bmdpy = Bml = Bm2s Eminiry ™ Lad = Emds Faidpy = Yol = ¥, Faiminn = ¥Ya3 =
Frds Fotdp) = Fol = Fu2, @0 Toimipy = Fpa = roq. From (4.134), the resulting voltage-
controlled current g,,4v5 1
I3 , _
EmdVy = EarimingV3 = Emiminn——— = R (4135}
mi(mie

Equations 4.133 and 4.135 show that €,;, = 0 and thus the active load acts as a current mir-
ror in a small-signal scnse, as expected. Using (4.133), the small-signal circuil is redrawn
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in Fig. 4.26 with the output grounded to find the transconductance. Note that r,4 is omitted
because it is attached to a small-signal ground on both ends.
From KCL at node (1),

1

Varidp)

Y3 — V1 Y1

(vir = v + v — Vl)( + gm(dp))+ =0 {4.136)

Totdp) Y oidp) 1Pl

where v| and v; are the voltages to ground from nodes (1) and (3). To complete an exact
small-signal analysis, KCL equations could also be written at nodes (2) and (3), and these
KCL equatiens plus (4.136) could be sclved simultaneously. However, this procedure is
complicated algebraically and leads (o an cquation that is difficult to interpret. To simplify
the analysis, we will assume at first that 7,y — o and r,g, — 0 since the transistors are
primartty controlled by their basc-cmitter or gate-source voltages. Then from (4.136)
R 1 - (4.137)
2
where v, is the common-mode component of the input. Let vy = v;; — v represent the
differential-mode component of the input. Then vy = v, + vie/2 and v = vie — vigf2,
and the small-signal collector or drain currents

_ Smidp Vid

1 = Emapivil — Vi) o (4.138)
and

. Em L7

i2 = Emidn(via — V1) = —% (4.139)

With a resistive load and a single-ended output, only i; flows in the output. Therefore, the
transconductance for a differential-mode (dm} inpul with a passive load is

Guldm] = = = -2 _ Enldp (4.140)
-IJJ:d Ve =1J vid 2
On the other hand, with the active loads in Fig. 4.25, not only i, but also most of
iz Hlows in the output because of the action of the current mirror, as shown by (4.135).
Therefore, the output current in Fig. 4.265 iy

fg = —(1 — €p)iz — 13 (4.141)
Assume at first that the current mirror is ideal so that €,, = 0. Then since iz = —i}, sub-
stituting (4.138) and (4.139) in (4.141) gives
lowt = Lmidp)Vid (4.142)
Therefore, with an active load,
L
Guldm] = == = Smidpy (4.143)
Vid [y, =0

Equaticn 4.143 applics for both the bipolar and MOS amplifiers shown in Fig. 4.25. Com-
paring (4.140) and {4.143) shows that the current-mirror load doubles the differential
transconductance cempared to the passive-load case. This result stems [rom the fact that
the current mirror creates a second signal path to the output. (The first path is through the
differential pair.) Although frequency response is not analyzed in this chapter, note that
the two signail paths usually have different frequency responses, which is often important
in high-speed applications.
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Figure 4.27 Circuit for calculation of the output resistance of the dilferential pair with current-
mirror load.

The key assumptions that led to (4.142) and (4.143) are that the current nuirror is
ideal 50 €,, = 0 and that ryy —  and g4, — *. Under these assumptions, the output
current is independent of the common-mode input. In practice, none of these assumptions
is exactly true, and the output current depends on the common-mode input. However, this
dependence is small because the active load greatly cnhances the common-mode rejection
ratio of this stage, as shown in Section 4.3.5.3.

Another important parameter of the differential pair with active load is the output
resistance. The output resistance is calculated using the circuit of Fig. 4.27. in which a
test voltage source v, is applied at the output while the inputs are connected to small-signal
ground. The resulting current i; has four components. The current in 7,4 i

i = - (4.144)
Fod
The resistance in the emitter or source lead of T 1s 7y in parallel with the resistance seen
looking into the emitter ot source of T, which is approximately 1/g,,. Thus, using (3.99)
for a transistor with degeneration, we {ind that the effective output resistance leoking into
the collector or drain of 73 1s

Rpp=rgn (1 + ngL) = 2rs; (4.145)

ml
Henge
Wy

ffg + f;4 == ?—2 (4 | 46]
a

If ruy = 1/ g, this cwrrent flows into the emitter or source of 7', and is mirrored to the
output with a gain of approximately unity to produce

Vy

(4.147)

I = ip +ig = 5
ol

Thus
1 1

Iy =6 T2 ¥ ig+ig =W (— + — (4.148)
Fo4 Fa2
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Since o2 = Fotdp and Tod = Folmir)s

R, =t = i 1 T = Toidpl[Fomin (4.149)
i | v =t
sy =t +
¥ el elp) Fotmiry

The result in (4.149) applies for both the bipolar and MOS amplifiers shown in Fig, 4.25,

In multistage bipolar amplifiers, the low-frequency gain of the loaded circuit is likely to

be reduced by the input resistance of the next stage because the outpot resistance is high.

In contrast, low-frequency loading is probably not an issue in multistage MOS amplifiers

because the next stage has inlinile input resistance if the input is the gate of an MOS
transistor.

Finally, although the source-coupled pair has infinite input resistance, the emitter-
coupled pair has finite input resistance because Sy is finite. If the effects of the r, of T; and
Ty are neglected, the differential input resistance of the actively loaded emitter-coupled
pair is simply 2r 4y as in the resistively loaded case. In practice, however, the asymmetry
of the circuit together with the high voltage gain cause feedback to occur through the output
resistance of T to node (1) This feedback causes the input resistance to differ slightly from
2r (e

In summary, the actively loaded differential pair is capable of providing difierential-
to-single-ended conversion, that is, the conversion from a differential voltage to a voltage
referenced to the ground potential. The high output resistance of the circuit requires that
the next stage must have high input resistance if the large gain is to be realized. A small-
signal two-port equivalent circuit for the stage is shown in Fig. 4.28.

4.3.5.3 Common-Mode Rejection Ratio
In addition to providing high voltage gain, the circuits in Fig. 4.25 provide conversion
from a ditferential input signal to an output signal that is referenced to ground. Such a
conversion is required in all differential-input, single-ended output amplifiers.

The simplest differential-to-single-ended converter is a resistively loaded differential
pair in which the cutput is taken from only one side, as shown in Fig. 4.294. In this case,
Apn = 0, Apn << 0, and the output is

_Vod _ AdmVig

Vo = T3 + Vo = 5 + ArmVic (4.150)
_ mAdrn . 2A0m , | _ _Af.fm Aom )
= 5 (v{d A 'vw) = 5 |Vid + 2 A Vie (4.151)
_ __Adm 2y
- (w CMER @152

Figure 428 Two-port representation of
small-signal properties of differential pair
Gf _[dmj~: . with CUIT(':.I’Jl-lIEIjII"UI loaf.i. The ctfects of

" ” asymmetrical input resistance have been
R, = tutap |l Fotmir neglected.
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Figure 4.2¢ Dillerential-lo-single-ended conversion using (a) resistively loaded dilferential pairs
and (&) actively loaded dilferential pairs.

Thus, commeon-mede signals at the input will caose changes in the output voltage. The
common-mode rejection ratio (CMRR) is

i I . .
_ A dm _ Gm[dm]Rg Gm[dm.] _
CMRR = 1| = 1GalemiR, | = | Golom] (4.133)
where the common-mode {cm) transcondnctance is
Gulem] = ™ (4.154)
Vi Vo =0

Since the circuits in Fig. 4.2%a are symmetrical, a common-mode half circuit can be used
to find G, [cm]. The common-mode half circuit is a commen-emitter/source amplifier with
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degeneration. From (3.93) and (3.104),

iz & midp)
Gplem] = —— = —- 4.155)
mler] ¥ie L + gmedp)(2F1an) (

where 2,4, = &m1 = gmo and ry; represents the ontput resistance of the tail current
source Ts. The negative sign appears n (4.155) becanse the output current is defined as
positive when it flows from the output terminal into the small-signal ground to be consistent
with the differential case, as in Fig, 4.265. Equation 4.155 applies for both the bipolar and
MOS cases if the base current is ignored in the bipolar case, the body effect is ignored in
the MOS case, and r,,) and r,; are ignored in both cases. Substituting (4.140) and (4.155)
into (4.153) gives

I + 2gmapTail

CMRR = ) = Cmidpyall = Em1¥es (4.150)

Equation 4.156 shows that the common-mode rejection ratio here is about half that in
(3.193) because the outputs in Fig. 4.29 are taken only from one side of each differential
pair instead of from both sides, reducing the differential-mode gain by a factor ol two.
The result in (4.156) applies for both the bipolar and MOS amplifiers shown in Fig. 4,294,
Because g,,7, is much higher for bipolar transistors than MOS transistors, the CMRR of a
bipolar differential pair with resistive load is much higher than that of its MOS counterpart.

On the other hand, the active-load stages shown in Fig 4,295 have common-mode
rejection ratios much superior to those of the corresponding circuits in Fig. 4.294. Assume
that the outputs in Fig. 4.29b are connected to small-signal ground to allow calculation
of the cemmoen-mode transconductance. The small-signal modecl is the same as shown in
Fig. 4.26b with v;; = vy = v;.. For simplicity, let 8 — = and r; — o at first. As with
a resistive load, changes in the common-mode input will canse changes in the tail bias
current #y,;; because the output resistance of 75 is finite. If we assume that the currents
in the differential-pair transistors are controlled only by the basc-cmitler or gale-source
voltages, the change in the current in 7y and T; i

i =y = (4.157)

If €,, = 0. the gain of the current mirror is unity. Then substituting (4.157) into (4.141)
with i3 = —if) gives

ot = iz =k =i~ =10 (4.158)

As aresult,
Gulem] = EST“: - =0 (4.159)

Therctore,
CMRR — o (4.160)

The common-mode rejection ratic in (4.160) is infinite because the change in the current
in ¥4 cancels that in 75 even when ry 1s finite under these assumptions.

The key assumptions that led to (4.160) are that rygs — o so i; = i and that the
current mirror s ideal so €, = 0.In practice, the currents in the differential-pair transistors
are not only controlled by their base-emitter or gate-source voltages, but also to some extent
by their collector-emitter or drain-source voltages. As a result, i) 1s not exactly equal to
i; because of finite rygp) In Ty and T, Furthermore, the gain of the current mirror i1s not
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exactly unity. which means that €, is not exactly zero in practice because of finite 7o,
in T3 and T4. Finite By also affects the systematic gain error of the current mirrer when
bipolar transistors are used. For these reasons, the common-mode rejection ratio is (inite in
practice. However, the use of the aclive load greatly improves the commen-mode rejection
ratio compared to the resistive Ioad case, as we will show next.

Suppose that
f1 = 1ll —€4) (4.161)
where €, can be thought of as the gain error in the diffcrential pair. Substituting (4.161)
into (4.141) with i3 = —; gives
oot = (L = €p) — iy = ix{(1 — €)1 — €, ~ 1) (4.162)
Rearranging (4.162) gives
It = —i€g + € — €4€y) (4.163)

If e <€ 1 and €, << 1. the product tcrm €€, is a second-order error and can be ne-
glected. Therefore,

fou == —2(€5 + €,,) (4.164)
Substituting (4.164) into (4.154) gives
iz
Gulem] = — (v__)(fd + €4) {4.165)

Equation 4.]63 applies for the aclive-load circuits shown in Fig. 4.29b; however, the first
term has approximately the same value as in the passive-load case. Therefore, we will
substitute (4.155) into (4.165), which gives

Em(dp)
Gplem] = — |- €7+ € 4,166
[em] (l + g.in(df))(zrtail))( d * €m) ( )

Substituting (4.166) and (4.143} into (4.153) gives

CMRR =

'Omlem] (€4 + €) (*.167)
Comparing (4.167) and (4.156) shows that the active load improves the common-mode
rejection ratio by a factor of 2/{e 4 + €,,). The factor of 2 in the numerater of this expression
stems from the increase in the dilferential transconductance. and the denominator stems
from the decrease in the common-mode transconductance.

To find €5, we will refer to Fig. 4.26b with v;; = v;» = v;.. First, we write

Gy [a’m]‘ T 28maptan

i

J:.] = gm{{?p}(vic: - V]} + (4 ]68)
Fotdn)
and
. Vi _
ty = gm(dp](vic — V) - (4.169)
Fotdp
Substituting (4.134) and iz = —i; into (4.168) gives
. y i
i = Bty (Vie — v1) — —— — ! (4.170)

Fordp) Emimirif otdp)
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Equation 4,170 can be rearranged to give

V]

(1 + Smiminy¥ otdp)

i = gm(dp}(vi:r - Vl) -
Emimiry¥ o(dp)

Toidp)

Substituting (4.169) into (4.171) gives

. gm{mir}rn(dp) ,
=1 iz
1+ Emimin¥ ofdp)

Substituting (4.161) into (4.172) gives

1
1+ Emiminyt ordp)

)

(4.171)

{4.172)

(4.173)

To find €,,, we will again refer to Fig. 4.26b with v;; = v;2 = vy In writing (4.134),

we assumed that 3 = 1/g,,:. We will now reconsider this assumption and write

1
ry = _||rﬂ'3||rﬂ'4||rn’)3
Em3

{4.174)

We will still assume that the two transistors in the differential pair match perfectly and
operate with equal dc currents, as do the two transistors in the active load. Then (4.174}

can be rewritten as

r?r[mr'r)ro(mfr}

Farimir) + 2rn{mr’r) + EmiminyFaimin T o(mir)

r =

Substituting (4.175) into (4.135) gives

Emiminta(miry o(mir)i3
Foatmir) + zrtJ(mff‘) + Emiminyl ' wtminy ¥ olmin)

Substituting (4.133) into (4.176) gives

EmdVy — gﬁﬂfﬂr_? =

. Farimir) + 2-"‘c,l(f:r.rir'}

Cm —

Potmiz) + 2F o(mir) T mimiey mimiryF olmirs

For bipolar ransistors, r, is usually much less than r,; therefore,

7 4 Faimir) \ .
. r olmir)
€mlbi P] = Foi = AT T
7 4 rimir + SontmiyFrtmin) 1+ Em{min)Tr{mir) 1+ @
Folmir 2 2

Since r; — o= for MOS transistors,

I

exMOS] =
" I+ gm(mfr)ro(mtr)

(4.175)

(4.176)

(4.177)

(4.178)

(4.179)

For the bipolar circuit in Fig. 4.29b, substituting (4.173) and (4.178) into (4.167) gives

CMRR ~ b+ 2gmeip) il

1 1

1+ Gurimiry¥ oidp) 1+ SW__M

(4.180)
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If (gm(mfr)ro(dp)} > | and (gm[mir}rfr{mfr)fz) = ]-.v (4180) can be ‘31mpl1ﬁ0d lo gi\"e

For(mir
CMRR = (1 + 28 ¥iail) Emimir) (r ﬂfdf’)"—(;u)
(4.181)

. Frimin
= (Egm[a‘p]rl;ail)gm(mfrj (rn(dp}“ 3 )

Comparing (4.181} and (4.156} shows that the active Ioad increases the common-mode
rejection ratio by a factor of about 2g,umir [Foid||(Faiminf2)) for the bipolar circuit in
Fig. 4.296 compared to its passive-load counterpart in Fig. 4.294.

On the other hand, for the MOS circuit in Fig. 4.29b, substituting (4.173) and (4.179)
into (4.167) gives '

I+ 2gm(dp) Frail

CMRR = {(4.182)
1 1
+
1+ EmiminyVoldp 1+ EmimiryFoimin)
If (gmimiriPowgp) = 1 and (€uomiryFumin} = 1, (4.182) can be simplified to give
CMRR = (! + zgm(dp}rtai])gm(mir)(ro(dp}||rr)(mir]) (4 1 83)

= (28m(dp) Teail }8 m(mfr)(?’o(dp)| |?’a{mfr))

Comparing (4.183) and (4.156) shows that the active load increases the common-mode
rejection ratio by a factor of about 2 mir)(F ot Fotmiry) for the MOS circuit in Fig. 4.29b
compared to ifs passive-load connterpart in Fig. 4.29q.

For these calculations, perfect matching was assumed so that g1 = g2, w3y = Comds
To1 = rpp.and ry3 = rpq. In practice, however, nonzero mismatch occurs. With mismatch
in a MOS differential pair using a current-mirror load, the differential-mode transconduc-

tance is
1 - (%1 2 )2
2grn] -2

4.184
1+ Agnﬁ—d-) ( )
23m3 4

Gm[dm] = Bml-2

where Ag, -7 = gmi — &2, §ml-2 = (8m1 + Em2 )2 ALp3 4 = G — Erds AN gpi3—q =
(&m3 t 2ma)2. Sec Problem 4.18. The approximation in {4.184) is valid to the extent that
Em¥ro =2 | for each transistor and (gp1 + gy )rain == 1 for the tail current source. Equation
4.184 shows that the mismatch between g,,) and g,.» has enly a minor effect on G,,[dm].
This result stems from the fact that the smalk-signal voltage across the tail current source,
Vigl» 18 zero with a purely differential input only when g, = g2, assuming r,; — «
and r,, — . For example, increasing g,,; compared to g2 tends to increase the small-
signal drain current i) if v, is constant. However, this change alse increases vy, which
reduces v, for a fixed v;;. The combination of these two effects causes f; to be insensitive
0 gm1 — &m2. On the other hand, mismatch between g, and g4 directly modifies the
contribution of i, through the current mirror to the output current. Therefore, (4.184) shows
that G,,[dm]| 1s most sensitive to the mismatch between g,,3 and gp.g.

With mismatch in a MOS differential pair using a current-mirror load, the common-
mode transcenductance is

Goulem] = — 21 (g + €4) (4.185)

Flail
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where e, is the gain error in the source-coupled pair with a purc common-mode input
defined in {4.161) and €, is the gain error in the current mirror defined in (4.133), From
Problem 4.19,

€5 = — 1 _ AE;’J"ri]—E (] + 2r]:m'l )_ 2rlail l&1'-0[4:1’;;0 (4186)

Emd¥ oldp) Emi-2 Foidp) Foldpy Voldp)

Each term in (4.186) corresponds to one source of gain ertor by itself, and interactions
between terms are ignored. The first term in (4.186) is consistent with (4.173) when
gm3Foidpy > 1 and stems from the chservation that the drain of 7 is not connected to a
small-signal ground during the calculation of G;[dm], unlike the drain of T. The second
term in {4.186) stems from mismatch between g, and g,,> alene. The third term in (4.186)
stemns from the mismatch between r,; and r,» alone. The contribution of this mismatch to
Gn[cm] is significant because the action of the current mirror nearly cancels the contribu-
tions of the input g,, generators to Gy,[cm] under ideal conditions, causing Gp[cm] = O in
(4.166). In contrast, G,,[dm] is insensitive 1o the mismatch between r,1 and r,; becausce
the dominant contributions to G,,[dm] arising from the input g, generaters do not cancel
at the output. From Problem 4.19,

_ 1 + (gnﬁ - Sm:‘.)-"oJ — 1 + Agm}—ﬂl
1 + gmsFos I+ gusres Em3¥on Emi—4

(4.187)

'Eﬁ'l

Each term in (4.187) corresponds to one source of gain error by itself, and interactions
between tcrms are ignored. The first term in (4.187), which is consistent with (4.179)
when gaares = |, stems from the observation that the small-signal input resistance of the
current mirror is not exactly 1/g,p,3 but (1/g,.:3)|[7»3. The second term in (4.187) stems from
mismatch between g3 and g,,4 alone. The CMRR with mismatch is the ratio of Gy.[dm] in
(4.184) 10 G,y cm) in (4.185), using (4.186) and (4.187) for €, and €,,, respectively. Since
the commen-mode transconductance is very small witheut mismatch (as a result of the
behavier of the current-mirror load), mismatch usually reduces the CMRR by increasing
|Gonlcm]l.

4.4 Voltage and Current References

4.4.1 Low-Current Biasing

4.4.1.1 Bipolar Widlar Current Source

In ideal eperational amplifiers, the current is zero in each of the two input leads. However,
the input current is not zere in real op amps with bipolar inpuf transistors because Br is
finite. Since the op-amp inputs are usually connected to a differential pair, the tail current
mast usually be very small in such op amps to keep the input current small. Typically, the
tail current is on the order of 5 pA. Bias currents of this magnitude are also required in a
varicty of other applications, especially where minimizing power dissipation 1s important.
The simple current mirrors shown in Fig. 4.30 are usually not optimum for such small
currents. For example, nsing a simple bipolar cirrent mirror as in Fig. 4.30z and assuming
a maximum praclical emitter area ratio between transistors of fen to one, the mirror would
necd an input current of 50 wA for an output current of 5 A, If the power-supply voltage
inFig. 4.30ais 5V, and if Vggen = 0.7V, R = 86 k{} would be required. Resistors of this
magnitude are costly in terms of die arca. Currents of such low magnitude can be obtained
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Figure 4.30 Simple two-transistor current mirrors where the input current is set by the supply
voltage and a resistor using (a) bipolar and (&) MOS transistors.

with moderate values of resistance, however, by medifying the simple current mirror so
that the transistors operate with unequal base-emitter voltages, In the Widlar current source
of Fig. 4.31a, resistor R; is inserted in series with the emitter ol @, and transisters ¢; and
(}> operate with unequal base emitter voltages if K> # 0.1%1! This circuit is referred to as
a current source rather than a current mirror because the output current in Fig, 4.31q is
much less dependent on the input current and the power-supply voltage than in the simple
current mirror of Fig. 4.30a, as shown in Section 4.4.2. We will now calculate the oulput
current of the Widlar current source.

If iw = 0, Q) operates in the forward-active region because it is diode connected.
Assume that (2, also operates in the forward active region. KVL around the base-emitter
loop gives

ﬁ,r +1
Br

Vier — Vers — TourRy; = 0 {4.188)

cc Von

*IIN —;fm
§R1 nlflcsz_IT §R1 r’l"’@nm’

IE'1+

4

N/

KQE ) [

il

{h)
Figure 4.31 Widlar current sources: (&) bipolar and () MOS.
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If we assume that Vi) = Vega = Vaeen = 07 V in (4.188), we would predict that
Iour = 0. Although Jopr is small in practice, it is greater than zero under the usual bias
conditions, which means that the standard assumption about Vg, is invalid here. In con-
trast, the standard assumption is usually valid in calculating /1y because small variations
in Vge have little effect on fiy if Voo = Vpei. When one base-emitter voltage is sub-
tracted from another, however, small differences between them are important, I[ V- =,
(4.188) can be rewritten using (1.33) as

i .
Vi In Iy Yy In JOUT _ Br +1

ot} Jour Ry = 0 4,189
{5 Iy By oUTT2 ¢ )
If Br — 2, (4.189) simplifies to
I
Vs PEL Vi W2 — joerR; = 0 (4.190)
I I57

For identical transistors, f5, and /s, are equal, and (4.190) becomes

Vr In IA = f(_]UTR?. (4.191)
Tour
This transcendental cquation can be solved by trial and error to find fo1 if R and
Iy are known, as in typical analysis problems. Because the logarithm function compresses
changes in its argument, attention can be focused on the linear term in (4.191), simplifying
convergence of the trial-and-error process. In design problems. however, the desired /i~
and /oy are usually known, and (4.191) provides the required value of R;.

EXAMPLE

In the circuit of Fig, 4,3 1a. determine the proper value of R to give Ioyr = 5 pA. Assume
that Vie = 3V, R =473 k(l, Vgg(nn') = 0.7V, and BF —* 9,

wv=—3 =

I )
Vr In -2 = 26 mV 111(1 mA) = 137 mV
ouT A

Thus from (4.191)
ToutR: = 137 mV
and

137 mV
Ry = el = 27.4kQ)
2T 5 HA

The total resistance in the circuit is 31.7 k().

EXAMPLE

In the circult of Fig. 4.31a, assume that fiy = 1 mA, R; = 5 k{}, and 8¢ — =. Find
fout. From {(4.191),

| mA
OUT

VT In

-5k (Jour) = 0
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Try
four = 15 pA
108 mV — 75 mV # 0
The linear term fi,yrR; is leo small; therefore, Ioyr > 15 WA should be tried. Try
lour = 20 pA
101.7mV — 100 mV =0

Therefore, the oulput current is close to 20 pA. Notice that while the lnear term increased
by 25 mV from the first to the second trial. the logarithm term decreased by only about
m  6mV because the logarithm function compresses changes in its argument.

4.4.1.2 MOS Widlar Current Source
The Widlar configuration can also be used in MOS technology, as shown in Fig. 4.31b.
If iy > 0, M| opcrates in the active tegion because it is diede connected. Assume
that M also operates in the forward active region. KVL around the gate-source loop gives
Vasi — Vesa — loerRz = 0 (4.192)
If we ignore the body effect, the threshold components of the gale-source voltages cancel
and (4.192) simplities to
IouTRy+ Vo = Voo = 0 (4.193)

It the transistors operate in strong inversion and V, — =,

ff 2lour

loutRy + [T
OUTR T R WIL),

Vel = 0 (4.194)

This quadratic cquation can be solved for GIouT.
- I 2— =+ /—- + 4RV,
— N KWLy, T N\ k(WiLy e

fTovr = ;
~vHour % (4.195)

§— FENW
Viour = y (

/L),
5 2 Vo - V) (4.196)

Equation 4.196 applies only when M; operates in the active region, which means that
Veosr = V,. As aresult, \,r"IOUT = 0 and the potential solution where the second term in
the numcrator ol (4.193) is subtracted from the first, cannot oceur in practice. Therefore,

N )
- V KWLy, (WL,

dour =
N 2R,

+ 4R3 vr)]-‘|

(4.197)

Equation 4.197 shows that a closed-form solution for the output current can be written for
a Widlar current scurce that uses MOS transistors operating in strong inversion, unlike the
bipolar case where trial and error is required to find IouT.
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EXAMPLE

In Fig. 4.31h, find IgyT if fixy = 100 pA, B; = 4k, k' = 200 uA/V2, and (W/LY =
(W/il)y, = 25. Assume the temperature is 27°C and that » = 1.5 in (1.247).
Then Ry = 0.004 M{, V,,; = J200/(200 X 25)V = 0.2V,

2 2 |
| _\/ 200035) \/ T00025) T 000D
Viour = 2(0.004) VRA = 5JuA

and Iour = 25 pA. Also,
Viv: = Vg —IourR; = 02—-25 X 0004 = 0.1V > 2nVy =78 mV

Therefore, both transistors eperate in strong inversion, as assumed.

4.4.1.3 Bipolar Pecking Current Source

The Widlar scurce described in Section 4.4.1.1 allows currents in the microamp range to be
realized with moderate values of resistance. Biasing integrated-circuit stages with currents
on the order of nancamps 15 often desirable. To reach such low currents with moderate
values of resistance, the circuit shown in Fig. 4.32 can be used.!> 1314 Neglecting base
currents, we have

Vger — INR = Vi (4.198)

I[f Va — = (4.198)} can be rewritten using (1.33) as
Vr n N _ Vr n four _ InR (4.199)

i3] fg7

II' @y and Q> are identical, (4.199) can be rewritten as

InE
fovt = I 6XP(— i )

| YV, (4.200)

Equation 4.200 is useful for analysis of a given circuit. For design with identical Oy and
(3, (4.199) can be rewritten as

I
R= YT, v (4.201)
In  four

G L

Figure 4.32 Bipolar pcaking current source.
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1000
900 [
800 |- R =10k
700 |- R=12kQ
= 600 R =14 kil
£
- 500 |-
]
2 200
300
200
100

0 | ' ' | | L | L | Figure 4.33 Translcr charac-
o 1 2z 5 4 7 > A § 7 8 @ 10 eridics of the bipolar peaking
N (A) current source with T = 27°C.

For example, tor J;y = 10 pA and Igpr = 100 nA, (4.201) can be used to show that
R = 12 k().

A plot of Iqyt versus fiy from (4.200) is shown in Fig. 4.33. When the input current
is small, the voltage drop on the resistor is small, and Vs = Vg 50 Iour = Iiv. As the
input current increases, Vg increases in proportion (o the logarithm of the input current
while the drop on the resistor increases linearly with the input current. As a result, increases
in the input current eventually cause the basc-cmitter voltage of ), to decrease. The outpul
current reaches a maximum when Vggs 1s maximum. The name peaking current source
stems from this behavior, and the location and magnimde of the peak both depend on R.

4.4.1.4 MOS Pecaking Current Source

The peaking-current configuration can also be used i MOS technology, as shown 1n
Fig. 4.34. If fx is small and positive, the veltage drop en R is small and M, opcratcs
in the active region. Assume that M, also operates 1n the active region. KVL arcund the
gate-source loop gives

Vast —InR —Vgs2 =0 {4.202)

Since the sources of M, and M, are connected ogether, the threshelds cancel and (4.202)
simplifies to

Vo = Vour — InR (4.203)

V.l’)!)

@ i

§ P VOUT

Figure 4.34 MOS peaking currcnt source.
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From (1.157),

K'(W/L

K(WIL
Iont = T]z(vm)z - K(WiL)

5 (Vo — INR)” (4.204)

where V., = /2In/[£'(W/L);]. Equation 4.204 assumes that the transistors operate in
strong inversion. In practice, the input current is usually small enough that the overdrive of
M, is less than 2n V7, where 7 is defined in (1.247) and Vy is a thermal voltage. Equation
4.203 shows that the overdrive of M5 is even smaller than that of M,. Therefore, both
transistors usually operate in weak inversion, where the drain current is an exponential
function of the gate-source voltage as shown in (1.232). If Vpg, > 3Vy, applying (1.252)
to M, and substituting into (4.202) gives

Vesr — Ve =nVr ln( )— IR (4.205)

N
(W/Ln 1,
Then if the transistors are identical and Vpgy > 3V7, substituting (4.205) into (1.252)
gives

W Ves2 — Vi) _InR
Iout = f!’ exp (T)— fiN EKP( nVT) (4.206)

where I, is given by (1.251) and represents the drain current of M» with Vg = V),
W/L = 1, and Vpy = Vy. Comparing (4.206) with {4.200) shows that the output cur-
rent in an MOS peaking current source where both transistors operate in weak inversion
is the same as in the bipolar case except that 1.3 = n = 1.5 in the MOS case and » = 1
in the bipolar case,

Plots of (4.2060) and (4.204) are shown in Fig. 435 forrn = 1.5, T = 27°C, R =
10 k), &' = 200 wA/VE, and (W/L), = (W/L); = 25. In both cases, when the input
current is small, the voltage drop on the resistor is small, and Iopr = Iy, As the in-
put current increases, Vg1 increases more slowly than the drop on the resistor. As a
result, increases in the input current eventually cause the gate-source veltage of M, to
decrease. The output current reaches a maximum when Vg is maximum. As in the
bipolar case, the name peaking current source stems from this behavior, and the lo-
cation and magnitude of the peak both depend on R. Because the overdrives on both
transistors are usually very small, the strong-inversion equation (4.204} usually under-
estimates the cutput current.

1500
Weak inversion
1250 —
1000 n o=
&; g =‘| 0 ki
£ TS0 k' = 200 LANV?
o) (WiL)s = (WIL), = 25
500
950 st rversion Figure 4.35 Transfer characieris-
rong INversl tics of the MOS peaking current
0 | | I | I source assuming both transistors

¢ 1 2 3 4 5 6 7 8 9 10 operalein weak inversion or in
Ipy {UA) strong inversion.
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4.4.2 Supply-Insensitive Biasing

Consider the simple current mirror of Fig. 4.304, where the input current source has been
replaced by a resistor. Ignoring the effects of finite S8F and V4, (4.5) shows that the output
current 13 .

lour = Iy = w (4,207)
If Voo = Vaggon. this circuit has the drawback that the output current is proportional to
the power-supply voltage. For example, if Vggony = 0.7 V, and if this current mirror is
used in an cperational amplifier that has to function with power-supply voltages ranging
from 3 V to 10 V, the bias current would vary over a four-to-one range, and the power
dissipation would vary over a thirteen-to-one range.

One measure of this aspect of bias-circuit performance is the fractional change in the
bias current that results from a given fractional change in supply voltage. The most useful
parameter for describing the variation of the output current with the power-supply voltage
is the sensitivity S. The sensitivity of any circuit variable y to a parameter x is defined as
follows:

Ayly  xdy

¥ = . ey
Si = o Addx T yax (4.208)

Applying (4.208) to find the sensitivity of the cutput current to small variations in the
power-supply voltage gives

Vsup dlout

glor — TSUP
Tour dVsup

Varrp

(4.209)

The supply voltage Vgyp 1s usually called V¢ in bipolar circuits and Vpp in MOS circuits.
If Vco = Vg In Fig. 4.30a, and if Vpp = Vi in Fig. 4.305.
S{E'J.l.'.'l' =1 (42”}]

!
sLr

Equation 4.210 shows that the vutput currents in the simple current mirrors in Fig. 4.30

depend strongly on the power-supply voltages. Therefore, this configuration should not be
used when supply insensitivity is important.

4.4.2.1 Widlar Current Sources

For the case of the bipolar Widlar source in Fig. 4.3 1a, the output current is given implicitly
by (4.191). To determine the sensitivity of Iyt lo the power-supply voltage, this equation
is differentiated with respect to Ve

d I Aour
v =R 4211
T aVee " Tour *aVee ( )
Difterentiating yields
I 1 4F Iy ol Aot
Vs ( (_IUT) odim -zm Hour § _ g, Hour 4.212)
‘(IN IOUT 4 VC(-.' I{)UT dv(.’c aVCC
Solving this equation for ¢Iour/d Ve, we obtain
dlout 1 faur 2N
vlour _ 4 2 jfour 4.713
AVer 1+ ToutRy | Iy dVee ( )

Vr
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Substituting (4.213) into (4.209) gives

B ]_ VC_‘(_" rﬂm ] I
Slocr — =f — Si 4.214
Veo 1+ loutRy | v #Vee 1+ fougrRy | Ve ( )

Vr Vr

If Voo == Vg fIn = Vol Ry and the sensitivity of fiy to Ve is approximately unity,
as in the simple current mirror of Fig. 4.30a. For the cxample in Section 4.4.1.]1 where
I]N =1 mA, I(]UT = 5 },LA, and RQ =274 kﬂ, (42]4) giVCS

Vee df 1
foe P CC 270UT = (} | 4,215
Yee T Tour aVee L. 137 my 16 (+215)
260 mV

Thus for this case, a 10 percent power-supply voltage change results in only 1.6 percent
change in for.

For the case of the MOS Widlar source in Fig. 4.315, the output current is given by
(4.197). Differentiating with respect to Vo gives

1 (?;OUT 1 1 f?vm']

. A ULIES 4R, 4.216
2 Slows Voo AR TS Wy 42O
4 4R,V,,

V KWLy, © Vo

where

Vo _ 2 ] N _ Vfwl_ dhN (4 2]-”
?Von k(W/L), QV*’E dVop 2In dVpp .

Substituting (4.216) and (4.217) into (4.209) gives

_ Voul g 4.218)

Vi
\;/V_ﬁvz + dlourTR 2Vl

{orT
SVU‘JJ

Since oyt is usually much less than IIN. Vo is usually small and foyrRs =V, and
(4.218) simplifies to

VUVI th - Oljsn'm (4219)

Voo = 341”2 Voo Voo
3 ovl

It Vop = Vg, Iv = Vpo/Ry and the sensitivity of Iy to Vpp is approximartely unity,
as in the simple current mirror of Fig. 4.30b. Thus for this case. a 10 percent power-supply
voltage change results in a 5 percent change in Ioyr.

4.4.2.2 Current Sources Using Other Voltage Standards

The level of power-supply independence provided by the bipolar and MOS Widlar current
sources is not adequate for many types of analog circurits. Much lower sensitivily can be
obtained by causing bias currents in the circuit to depend on a voltage standard other
than the supply voltage. Bias refcrence circuits can be classified according to the voltage
standard by which the bias currents are established. The most convenient standards arc
the base-emitter or threshold voltage of a transistor, the thermal voltage, or the breakdown
voltage of a reverse-biased pn junction (a Zener diode). Each of these standards can be
used to reduce supply sensitivity, but the drawback of the first three standards is that the
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Ve Vo
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_L Figure 4.36 (a) Basc-cmitler referenced
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reference voltage is quite temperature dependent. Both the base-emitter and threshold volt-
ages have negative temperature coctficients of magnitude 1 to 2 mV/°C, and the thermal
voltage has a positive temperature coefficient of &/g = 86 nV/C. The Zener diodc has
the disadvantage that at least 7 10 10 V of supply vollage are required because standard
integrated-circuit processes produce a minimum breakdewn voltage of about 6 V across
the most highly doped junctions (usually np#a transistor cmitter-base junctions). Further-
more. pa junctions preduce large amounts of voltage neise under the reversc-hrcakdown
conditions encountercd in a bias reference circuit. Noise in avalanche breakdown is con-
sidered forther in Chapter 11.

We now consider bias reference circuits based on the basc-emitter or gate-source voli-
age. The circuit in simplest form 1n bipolar technology is shown in Fig. 4.364. This circuit
1 similar to a Wilson current mitror where the diode-connected transistor is replaced by a
resistor. For the input current to flow in 7', transistor T> must supply enough current into
£> 50 that the base-emitter voltage of T is

VB.’:II = V';' In II—N (4220}
I3
I we neglect base currents, oyt is equal to the current flowing through Ra. Since the
voltage drop on Ry is V. the output current is proportional to this base-emitter voltage.
Thus, neglecling base currents, we have

Ve Vr : I

OuT R s n e 4.221)
Dillerentiating (4.221) and substituting into (4.209) gives
_ y Ve
shor = Y1 g Vi g (4.222)

fDUTR'z Vee VBE[UU) Veo
If Voo 2 2V e, Iin = Veo/ Ry and the sensitivity of fiy to Ve is approximately unity.
With V.rgf._'[[m} =07V

Sl’[:u _ 0.026 V

= 20D = 0,037 22
w = gy = 00 (4.223)
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Thus for this case, a 10 percent power-supply voltage change resulis in a 0.37 percent
change in Ioyr. The result is significantly better than for a bipolar Widlar current source.
The MOS counterpart of the base-emitter reference is shown in Fig. 4.365. Here

25N
A . .
Vast - Vit Vo ! E(WIL)

foyr = R, R = 7 (4.224)
The case ol primary interest is when the everdrive of 7 is small compared to the threshold
voltage. This case can be achieved in practice by choosing sufficiently low input current
and large (W/L},. In this case, the output current is determined mainly by the threshold
voltage and R». Therefore, this circuit is known as a threshold-referenced bias circuit.
Differentiating (4.224) with respect to Vpp and substituting into (4.209) gives

Vovl I Vuu] Fi
—_—5 = S 4.225
Yoo 2UgurRy Y 2Weg YR 4.223)

vt —

For cxample, if V; = 1V, Vo = 0.1 V.and 5%, = 1

Jor 0.1
Sy = LD = 0.045 (4.226)
These circuits are not fully supply independent because the base-emitter or gate-
source voltages of 7y change slightly with power-supply voltage. This change occurs
becanse the collector or drain current of T is approximately proportional to the supply
voltage. The resulting supply sensitivily is often a problem in bias circuits whose input
current 1 derived from a resistor connected to the supply terminal, since this configura-
tion causcs the currents in some portion of the circuit to change with the supply voltage.

4.4.2.3 Self Biasing

Power-supply sensitivity can be greatly reduced by the use of the so-called bootsirap bias
technique, also referred to as self biusing. Instead of developing the input current by con-
necting a resistor o the supply, the input current is made to depend directly on the output
current of the current source itself. The concept is illustrated in block-diagram form in
Fig. 4.37a. Assuming that the feedback loop formed by this connection has a stable oper-
ating point, the currents flowing in the circuit are much less sensitive to power-supply volt-
age than in the resistively biased case. The two key variables here are the input current, /iy,

Vsup
COMMON Tour
Current mirror .
. Current mirror ,
OuT IN Iy = Inur e
v
- Current source
N * + fout P
e Desired operating point
IN ouT '/ {Point A)
»
Current source ',/’ Undesired operating point
COMMON ' -~ (Point B)
J.__ fiy
{a) {h)

Figure 4.37 () Block diagram of a sclf-biased reference. (b) Determination of operating point,
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and the output current, {pyt. The relationship between these variables 15 governed by both
the current source and the current mirror. From the standpeint of the current scurce, the
oulput current is almost independent of the input current for a wide range of input currcnts
as shown in Fig, 4.37b. From the standpoint of the current mirror, /iy is set equal to Iopt.
assuming that the gain of the current mirror is unity. The operating point of the circuit
must satisfy both constraints and hence is at the intersection of the two characteristics, In
the plot of Fig. 4.375, two Intersections or potential operating points are shown. Point A4 is
the desired operating point, and point £ 1s an undesired operating point because foy1 =
Iy = 0.

If the output current in Fig. 4.37« incrcases for any reason, the current mirror increases
the mput current by the same amount because the gain of the current mirror is assumed
1o be unity. As a resuit, the current source increases the output current by an amount that
depends on the gain of the current source. Therefore, the loop responds to an initial change
in the output current by further changing the output current in a direction that reinforces
the inilial change. In other words, the connection of a current seurce and a current mirror
as shown in Fig. 4.37a forms a positive feedback loop, and the gain arcund the loop is the
gain of the current source. In Chapter 9, we will show that circuits with positive [eedback
are stablc if the guin arcund the loop is Tess than unity. At point A, the gain around the loop
is quite small because the output current of the current source is insensitive to changes in
the input current around point A. On the other hand, al point B, the gain around the feed-
back loop is deliberately made greater than unity so that the two characteristics shown in
Fig. 4.37b Inicrsect at a point away from the origin. As a result, this simplified analysis
shows that point B 1s an unstable eperating point in principle, and the circuit would ideally
tend to drive 1tself out of this state.

In practice, however, point B is frequently a stable operating point becanse the currents
in the transistors at this point are very small, oficn in the picoampere range. At such low
current levels. lcakage currents and other effects reduce the current gain of both bipolar
and MOS transistors, usually causing the gain arcund the leop to be less than unity. As a
result, actual circuits of this type are usnally unable 1o drive themselves out of the zcro-
current state. Thus, unless precautions are taken, the civcuit may operate in the zero-current
condition. For these reasons., self-biased circuits often have a stable state in which zero
current flows in the circuit even when the power-supply voltage is nonzero. This situation
15 analogous to a gascline engine that is not running even though it has a full tank of fuel. An
electrical or mechanical device is required to start the engine. Similarly, a start-up circuil
is usually required to prevent the self-biased circuit from remaining in the zero-current
state.

The application of this techmque 10 the Vg -referenced current source is illustrated
in Fig. 4.384, and the threshold-referenced MOS counterpart is shown in Fig. 4.385. We
assume for simplicity that V4 — o= The circuit composed of Ty, 13, and R dictates that
the current foyur depends weakly on /1y, as indicated by (4.221) and (4.224). Second,
the current mirrer composed of matched transistors T4 and T's dictates that fiy is cqual
to fout. The operating point of the circuit must satisfy both constraints and hence is at
the intersection of the two characteristics as in Fig. 4.375h. Except for the effects of finite
output resistance of the transislors, the bias currents are independent of supply voltage. 1f
required, the outpul resistance of the current source and mirror could be increased by the
use of cascode or Wilson configurations in the circuits. The actual bias currents tor other
circuits are supphied by T andfor T3, which are matched to 7s and T, respectively.

The zero-current state can be avoided by using a start-up circuit to ensure that some
current always flows in (he transistors in the reference so thal the gain around the feedback
loop at point B in Fig. 4,37k does not fall below unity. An additional requirement is that
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Figure 4.38 (a) Self-biasing V. reference, (b) Sclf-biasing V, refcrence.

the start-up circnit must not interfcre with the normal operation of the reference once
the desired operating point is reached. The Vgg-referenced current source with a typical
start-up circuit used in bipolar technologies is illustrated in Fig. 4.394. We first assume
that the circuit 1s in the undesired zero-current state. If this were true, the base-emitter
voltage of 7] would be zero. The base-emitter voltage T; would be tens of millivolts
above ground, determined by the leakage currents in the circuit. However, the voltage
ont the left-hand cnd of D) is four dicde drops above ground, so that a voltage of at least
three diede drops would appear across R,, and a current would flow through &, into the
T-T, combination. This action would cause current to flow in T, and 7, avoiding the
zerc-current state.

The hias reference circuit then drives itself toward the desired stable state, and we re-
quire that the starl-up circuit not alfect the steady-state current values. This can be accom-
plished by causing R, to be large enough that when the steady-state current is established
in T, the voltage drop across R, is large enough to reverse bias Dy. In the steady state,
the collector-emitter voltage of Ty is two diode drops above ground, and the left-hand end
of 2 is four diode drops above ground. Thus if we make JiyR, equal to two diode drops,
Dy will have zero voltage across it in the steady state, As a result, the start-up circuit com-
posed of R;, D>-Ds, and D, is, in effect, disconnected from the circuit for steady-state
operation, '

Floating diodes are not usually available in MOS technologies. The threshold-
referenced current source with a typical start-up circuit used in MOS technologies is
illustrated in Fig. 4.395. If the circuit is in the undesired zere-current state, the gate-
source voltage of 77 would be less than a threshold voltage. As a result, T5 is off and Ty
operates in the triode region, pulling the gate-source voltage of Ty up to Vpp. Therefore,
Ty is on and pulls down on the gates of T4 and T5. This action causes current to fiow in
T’y and T'5, avoiding the zero-current state.

In steady state, the gate-source voltage of T7 rises to InyrR, which turns on 75 and
reduces the gate-source voltage of To. In other words, 77 and Ty form a CMOS inverter
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Figure 4.39 («) Self-biasing Vg, rclerence with start-up circuit. (b) Self-hiasing V, reference with
start-up circuit.

whose output falls when the reference circuit turns on. Since the start-up circuit should not
intcrfere with normal operation of the reference in steady stale, the inverter output should
fall low enough to tum 7'y off in steady state. Therefore, the gate-source voltage of Ty
must fall below a threshold voltage when the inverter input rises from zero to JogrR. In
practice, this requirement is satisfied by choosing the aspect ratio of 7 to be much larger
than that of Ty.

Another important aspect of the performance of biasing circuits is their dependence
on temperature. This variation is most convenicntly expressed in terms of the fractional
change in output current per degree centigrade of temperature variation, which we call the
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fractional temperature coctficient T7C:

1 dlgur
TCy = — 4,227
Y tour T ( )
For the Vgg-referenced circuit of Fig. 4.38q,
V .
Iour = ‘5;" (4.228)
Hau VaVgyr  Vae IR
i LU S — - 4,27
aT R oT R 8T ( o)
1 @Vge 1 &R .
= Iou — 0T 4.230
‘“’T(vg_gl 4T RaT) ( )
Therefore,
1 ] y .
TC our _ 1 Ve 19K (4.231)

T Tour 8T Ve oT  RT

Thus the temperature dependence of the output current is related to the difference between
the resistor temperature coefficient and that of the base-emitter junction. Since the former
has a positive and the latter a negative coefficient, the net 7Cr is quite large.

EXAMPLE

Design a bias reference as shown in Fig. 4.38a to produce 100 p A output current. Find
the 7Cr. Assume that for 71, Iy = 107'% A. Assume that #Vge/dT = —2mV/°C and that
(UR)GRIFT) = +1500 ppm/°C.

The current in 77 will be equal to oy, so that

100 p A
VBE‘] - VT lnm = 598 mV
Thus from (4.228),
598 mV
R = T 5.98 k)
From (4.231),
-2 mV/°C
TCr= —————~ 15X 1077=-33% 107 =15 x 0~
f: 598 MV 5 i0 3.3 10 1.5
and thus

TCp =~ —4.8 x 1073/°C = —4800 ppm/°C

The term ppm is an abbreviation for parts per million and implies a multiplier ol 10 2,
For the threshold-referenced circuit of Fig. 4.385,

V V |
Iour = ——;51 == (4.232)

Differentiating (4.232) and substituting into {4.227) gives

1 at 1 aV 1 4R
- OI_IT —_ ___:r_ - (4'233)

TGr = lour 0T V., dT RIT
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Figure 440 Example of a Vpe-
_L ' referenced sell-hiased circuit in
= CMOS technology.

Since the threshold voltage of an MOS transistor and the basc-cmitter voltage of a bipolar
transistor both change at about —2 mV/°C, (4.233} and (4.231) show that the temperature
dependence of the threshold-referenced current source in Fig. 4.385 is about the same as
the Vpg-referenced current source in Fig. 4.38a.

Var-referenced bias circuits are also used in CMOS technelogy. An example 1s shown
in Fig. 4.40. where the pap transistor is the parasitic device inherent in p-substrate CMOS
technologies. A corresponding circuil ulilizing #pa transistors can be used in n-sunbstrate
CMOS technologies. The feedback circuit formed by M., M3, M4, and Ms forces the
current in transistor () to be the same as in resistor B, Assuming matched devices, Vigy =
Viss and thus

Vet
R
An alternate source lor the voltage reference is the thermal veltage V. The ditference
in junction potential between (wo junclions operated at difterent current densities can be
shown to be proportional to V. This voliage dilicrence must be converted to a current to

provide the bias current. For the Widlar source shown in Fig. 4.31a, (4.190) shows that
the voltage across the resistor K 1s

Iour = {4.234)

Iix I
IourRy = Vy In—"2

fout 151 (4-233)
Thus if the ratio of (he input to the output current is held constant, the voltage across Ra
is indced proportional to Vy. This fact is utilized 1in the self-biased circuit of Fig. 4.41.
Here O and @4 are sclected to have equal areas. Therefore, if we assume that Sy — %
and V4 — =, the current mirror formed by (5 and Q4 forces the collector current of @ to
cqual that of ;. Figure 4.41 also shows that (2; has two emitters and ¢ has one cmillet,
which indicates that the emitter area of (7 is twice that of () in this example. This sclection
is made to force the gain around the positive feedback loop at point 8 in Fig. 4.37b Lo be
more than unity so that point B is an unstable operating point and a stable nenzero operating
point cxists at point A. As in other self-biased circuits, a start-up circuit is required to make
surc that cnough current lows to force operation at point A in Fig. 4.37b in practice. Under
these conditions, f¢a = 2[5y and the voltage across Rj is

Im Is2 :
IOUTRZ = Vr ln I-I—Ii --‘S;-&- = Vr In 2 (4236)




4.4 Voltage and Current References 315

s s

N
AR

rﬁmsz

* fin * Iour
|/Q:e

V; R
T

Therefore, the output current is

‘IBIAS1

&

N/

| Y N _

Figure 4.41 Bias current source using the
thermal voltage.

Vv
lovtr = — 1In 2 (4.237)
R

The temperature variation of the output currcnt can be calculated as follows, From
(4.237}

oVr R
lour _ 41y ST Tar
3T 3
vy 1 aVr 1 3Ry
= Tny (2T 772 .
R, )(vr T  Rs ar) (4.238)

Substituting (4.237) in {4.238) gives

rep = 1 _dour  1Ve 1 4R, (4.239)
IOI.J'I' aT V;-" aT Rz ar
This circuit produces much smaller temperature ceefficient of the output current than the
Vgr reference becausc the fractional sensitivities of both V and that of a diffused resistor
Ry are positive and tend to cancel in (4.239). We have chosen a transistor area ratio of
two to one as an example. In practice, this ratio is often chosen (o minimize the total area
required for the transistors and for resistor 8;.

EXAMPLE

Design a bias reference of the type shown in Fig. 4.41 to produce an output current
of 100 pwA. Find the TCr of Igur. Assume the resistor temperature coefficient
(I/RKIRIGT) = +1500 ppm/°C.
From {4.237)
_ Vr(ln 2) (26 mVXIn 2)

R e O I h
> Tout 100 wA 1800
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From (4.239)
1 ooy | &Vr e F vy iy
= .-t X 107% = — - — 1500 X 107"
IOUT aT V‘]’ i 1500 VT T
|
= — — 1500 x 107°
T
Assuming operation at room lemperature, 7 = 300°K and
L oot _ 3300 % 1076 — 1500 % 10 = 1800 ppm/°C
Iour T

Vy-relerecnced bias circuits are also commonly used in CMOS technology. A simple
example 1s shown in Fig. 4.42, where bipolar transistors ¢, and (- arc parasilic devices
inherent in p-substrate CMOS technologies. Here the emitter areas of these transislors dif-
fer by a factor , and the feedback loop forces them to operate at the same bias current, As
a result, the diflerence between the two base-emitier voltages must appear across 1¢s1Stor
R. The resulting current is

Vi lnLn)
R

lour = (4.24()

In the circuit of Fig. 4.42, small differences in the gale-source voltages of M3 and
M, result in large variations in the eutput current because the voltage drop across R is
only on the order of 100 mV. Such gate-source voltage differences can result from device
mismatches or [rom channel-length modulation in M5 and M4 hecansc they have different
drain-source voltages. Practical implementations of this circuit typically utilize large ge-
ometry devaces for M and My to minimize olfsets and cascode or Wilson current sources
to minimize channcl-length modulation effects. A typical exampie of a practical circuit
is shown in Fig, 4,43, In general, cascoding is olten used to improve the performance of
reference circuits in all technologies. The main limitation of the application of cascoding
is that it incrcases (the minimum required powcer-supply voltage to operate all (ransistors
in the active region,

VD.D

MS‘:I!_—'*I:ME —| M

l]BI.&S
*ﬂw J"om

M j p——{ M,

—
+T

o8 s

Figure 4.42 Example of a CMOS v, -
referenced sell-bigsed circuit.

1
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= ACCUTACY.

4.4.3 Temperature-Insensitive Biasing

As illustrated by the examples in Section 4.4.2, the base-emitter-voltage- and thermal-
voltage-referenced circuits have rather high temperature coefficients of output current.
Although the temperature sensitivity is reduced considerably in the thermal-voltage cir-
cuit, even its temperature coefficient is not low enough for many applications. Thus we
are led to examine other possibilities for the realization of a biasing circuit with low tem-
perature coefiicient.

4.4.3.1 Band-Gap-Referenced Bias Circuits in Bipelar Technology
Since the bias sources referenced to Vg and Vr have opposite TCr, the possibility
exists for referencing the output current to a composite voltage that is a weighted sum of
Varem and V. By proper weighting, zero temperature coefficient should be attainable.

In the biasing sources described so far, we have concentrated on the problem of ob-
taining a current with low temperature coefficient. In practice, requirements eften arise for
low-temperature-cocflicient voltage bias or reference voltages. The voltage reference for
a voltage regulator 15 a good example, The design of these two types of circuits is similar
except that in the case of the current sonrce, a temperature coefficient must be intentionally
introduced inte the veltage reference to compensate for the temperature coetficient of the re-
sistor that will define the current. In the following description of the band-gap reference, we
assume for simplicity that the objective is a veltage source of low temperature coefficient.

First consider the hypothetical circuit of Fig. 4.44. An output voltage is developed that
is equal to Vggion plus a constant M times Vr. To determine the required value for M, we
must determine the temperature coefficient of Vpgon). Neglecting base current,

I

VBE{U“} - VT In }_-; (4241)
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/
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generator ! )
Vi

+3300 ppm“C = + 0.085 MV/°C

Figute 4.44 Hypotihctical
T band-gap reference circuit.

As shown in Chapter 1, the saturation current /5 can be related to the device
structure by

_ gAn?D,
Qg
where ; is the intrinsic minority-carrier concentration, O is the total base doping per unit
area, [, 1s the average electron mobility in the basc, A is the emitter-basc Jjunction arca, and
T is the temperature. Here, the constants B and B' involve only temperature-independent

quantities. The Einstein relation u, = (¢/k1)D, was used to write fs 10 terms of fi, and
r;. The quantities in (4.242) that are temperature dependent are given by's

fon = CT ™ (4.243)

I = Bn?D, = Bn?Tq, (4.242)

o
where Vi is the band-gap voltage of silicon extrapolated to 0°K. Herc again C and £ are
temperature-independent quantities whose exact values are unimportant in the analysis.

The exponent # in the expression for base-region electron mobility i, is dependent on the
doping level in the base. Combining (4.241), (4.242), (4.243), and (4.244) yields

V
n;? = pr? cxp (— --E) (4.244)

V,
Vitiony = Vr In (IIT" YE exp _V(-?_‘,-O) (4.245)

where E 15 another temperaturc-independent constant and
¥y=4-n (4.246)

In actual band-gap circuits, the current /; is not constant but varies with temnperature, We
assume for the time being that this temperature variation is known and that it can be written
mn the form

I = GT* (4.247)




4.4 violtage and Current References 319

where G is another temperature-independent constant. Combining (4.245) and (4.247)
gives

Veeen = Voo — Vrlly —a)InT — I{EG)] (4.248)
From Fig. 4.44, the output voltage is
Vour = Vagwen + MVr (4.249)
Substitution of (4.248) into (4.249) gives
Vour = Vo — Vi{y —adInT + Vi [M + In(EG)H| (4.250)

This expression gives the output voltage as a function of temperature in terms of the circuit
parameters G, a, and M, and the device parameters £ and y. Our objective is o make Vi
independent of temperaturc. To this cnd, we take the derivative of Vour with respect to
temperature to find the required values of G, y, and M to give zero TCy. Diffcrentiating
(4.250) gives

_ dVour _ Vg

= -2 [M + In(EG)] — V"‘“(y —a)InTy — @(y —a) (4.251)

0 —
dT |y _ Lo To Ty Ty

where T is the temperature at which the 7Cr of the outpul 1s zero and V7 is the thermal
voltage Vy evaluated at Tg. Equation 4,251 can be rearranged to give

(M +In(EG)) = {y —a)InTy + (y — @) (4.252)

This equation gives the required values of circuit paramcters M, «, and G in terms of the
device parameters £ and y. In principle, thesc values could be calculated directly from
(4.252). However, further insight is gained by back-substituting (4.252) into (4.250). The
result is

T
Vour = Vo + Vr(y — ) (l +In TE) (4.253)

Thus the temperature dependence of the cutput voltage is entirely described by the single
parameter 7y, which in turn is determined by the constants M, £, and G.
Using (4.253), the output voltage at the zero TCr temperature (T = To) is given by

Vour | r-1, = Voot Vroly — ) (4.254)
For example, to achieve zero TCr at 27°C, assuming thaty = 32 anda = |,
Vout | 7.5, -a5c = Yoo + 2.2V (4.255)
The band-gap voltage of silicon is V5o = 1.205 V so that
Vour | 7og_ase = 1205V + (2200026 V) = 1262V (4.256)

Therefore, the output voltage for zero temperature coefficient is close to the band-gap
voltage of silicon, which explains the name given 1o these bias circuits,
Differentiating (4.253) with respect to temperature yields

dVour _ 1[ - Todl Ve
R PP

= (y—a)%(n %) (4.257)
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Figure 4.45 Variation ol band-gap reference outpul vollage with temperature.

Equation 4.257 gives the slope of the output as a function of temperature. A typical family
of output-vellage-variation characteristics is shown in Fig. 4.45 [or different values of Ty
for the special case in which @ = 0 and [ is tcmperature independent. The slope of each
curveiszeroal T = Ty When T <0 Ty, the slope is positive becausc the argument of the
logarithm n (4,257} is more than unity. Similarly, the slope is negative when T > T,
For values of T ncar 7y,

Ta To— 1 Tw—T .
— =1In|1 + = 4.2
In 7 n( 7 ) 7 (4.25%)
and we have
dVour Vifty—T
Py — )2 4.25
dT (y — ) T ( T ) ( 2

As shown by (4.257) and (4.259), the temperature coefficient of the output is zero
only at one temperature 7 = Ty. This result stems from the addition of 4 weighted ther-
mal voltage to a basc-cmitter voltage as in Fig. 4.44. Since the temperature coefficient of
base-emitier vollage is not exactly constant, the gain M can be chosen to set the tempera-
ture coefficient of the output to zero only at onc temperature. In other words, the thermal
voltage generator is used to cancel the linear dependence of the base-emilter voltage with
temperature. After this cancellation, the changing oulputs in Fig. 4.45 stem {rom the non-
linear dependence of the basc-emitter veltage with tciperature. Band-gap references that
compensale for this nonlinearity are said to be curvature compenseted. 161718

EXAMPLE

A band-gap reference is designed to give a nominal output voltage of 1.262 V, which
gives zero T(r at 27°C. Because of component variations, the actual room temperature
output voltage is 1.280 V. Find the temperature of actual zero TCr of Vout. Also, write an
equation for V- as a function of temperature, and calenlate the T'Cy at roem temperature.
Assumethaty = 3.2 und e = 1.
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From {4.253)at T = 27°C = 300°K ,

1.280 V = 1.205 + (0.026 V)2.2) (1 +1n Ty )

300°K
and thus
. 18mVy .
Therelore, the TCr will be zero at 7y = 411°K = 138°C, and we can express Voyr as

Vour = 1.205V + 57 mV (1 w2 K)

From {4.25%) with T = 300°K and 7, = 411°K,
o -3
dVour _ 22 26 mV (411 00

ar - P30k 300
Therefore, the TCr at room temperature is

1 dVour _ O pVFC o
ICr = g~ —ar = Tzmov oo ppmwe

To reduce the TCr, the constant M 1n (4.249)-(4.252) is often tnmmed at one tem-
perature so that the band-gap output is set to a desired target voltage.!” In principle, the
target voltage is given by {4.233). In practice, however, significant inaccuracy in (4.253)
stems from an approximation in {4.244).%° As a result, the target voliage is usually deter-
mined experimentally by measuring the T Cr directly for several samples of each band-gap
reference in a given process.?"?2 This procedure reduces the TC at the reference temper-
ature tc a level of about 10 ppm/ °C.

A key parameter of interest in reference sources 1s the variation of the output that is
encountered over the entire temperature range. Since the TCr expresses the temperature
sensitivity only at one temperature, a different parameter must be used to characterize the
hehavior of the circuit over a broad temperature range. An effective temperature coefficient
can be defined for a voltage reference as

)z 70 wVIK = 70 pVIeC

TCrem =

1 (VMAX - VMIN) (4.260)

Vour \Tvax — TvMiN

where Vy.x and Vyyn are the largest and smallest output voltages observed over the tem-
perature range, and Tyax — Tvin 18 the temperature excursion. Vour is the nominal output
voltage. By this standard, TCr.my over the —55 to 125°C range for case (b) of Fig. 4.45
is 44 ppm/°C. If the temperature range 1s restricted to 0 to 70°C, 7 Cperry improves to
17 ppm/°C. Thus over a restricted temperature range, this reference is comparable with
the standard cell in temperature stability once the zero TCp temperature has been set
at room temperature. Saturated standard cells (precision batteries) have a TCr of about
+30 ppny/°C.

Practical realizations of band-gap references in bipolar technologies take on several
forms.'*'%2* One such circuit is illustrated in Fig. 4.46a.'® This circuit uses a feedback
loop 1o establish an operating point in the circuit such that the output voltage is equal to
a Vagiony Plus a voltage proportional to the difference between two base-emitter voltages.
The operation of the {eedback loop is best understood by reference to Fig. 4.465, in which
a portion of the circuit is shown. We first consider the variation of the output voltage V5 as
the input voltage V' 1s varied from zero in the positive direction. Initially, with V| = 0,
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devices @ and (), do not conduct and V; = 0. As V) is increased, ¢ and > do not con-
duct significant current until the input voltage reaches about 0.6 V. When V| < 0.6V,
V2 = Vi since the voltage drop on K is zere. When V) exceeds 0.6 V, however, Oy
begins to conduct current, corresponding to point (1) in Fig, 4.46b. The magnitude of the
current in Q) is roughly equal to (V| — 0.6 V)/R,. For small values of this current, @ and
(), carry the same current because the drop across Rs is negligible at low currents, Since
Rz 1s much larger than R), the voltage drop across R; is much larger than {V| — 0.6 V), and
transistor (5 saturates, corresponding to point (2)in Fig. 4.465. Because of the presence of
Ry, the collector current that wounld flow in Q5 il il were in the forward-active region has
an approximately logarithmic dependence on V,;, ¢xactly as in the Widlar source. Thus
as ¥y 1s turther increased. a peint is reached at which @ comes out of saturation be-
cause ¥y increases faster than the voltage drop across Rs. This point is Tabeled point (3)in
Fig. 4.46b.

Now consider the complete circuit of Fig. 4.46a. If transistor ( is initially turned off,
transister 4 will drive V| in the posilive direction. This process will continue until cnough
voltage is developed at the base of Q5 to produce a collector current in 5 approximately
equal to /. Thus the circuit slabilizes with voltage Vs, equal to one diode drop, the base-
emitter voltage of @5, which can occur at point (1) or peint @) in Fig. 4.46b. Appropriate
start-up circuilry must be included 1o ensure operation at point (D).

Assuming that the circuit has rcached a stable operating point at point (@), the output
voltage Vour is the sum of the base-emitter voltage of Qs and the voltage drop across Ro.
The drop across R; is equal to the voltage drop across R; multiplied by Ry/R; because
the collector current of 7 is approximately equal to its cmitter current. The vollage drop
across Rj is equal to the difference in base-emitter voltages of @) and ©,. The ralio of
currents 1n ) and (1 is set by the ratic of Ry to Ry.

A drawback of this reference is that the current 7 is sct by the power supply and may
vary with powcr-supply variations, A self-biased band-gap reference circuit is shown in
Fig. 4.46¢, Assume that a stable operating point exists for this circuit and that the ep amp is
ideal. Then the differential input voltage of the op amp must be zero and the vollage drops
across resistors R; and A» are equal. Thus the ratio of Ry to R, determines the ratio of /;
to f;. These two currents are the collector currents of the two dicde-connected transistors
{7 and (2, assuming base currents arc negligible. The voltage across K1 is

Hli Ry Iys
Vey = AVpp = Vggy — Vags = Vp In 222 = yp 2282

x2 (4.261)
I Is By I

Since the same current that flows in Ry also flows in R, the voltage across R, must be

Ry _ 1 Ry 152
Vry = R—3VR3 = R—33VBE - X Vi In Ri To
This equation shows that the voitage across R» is proportional 0 absolute temperature
(PTAT) because of the temperature dependence of the thermal voltage. Since the op amp
forces the voltages across R) and R; to be equal, the currents f; and I» are both proportional
to temperature if the resistors have zero temperalure coefficient, Thus [or this reference,
a = 1 in (4.247). The output voltage is the sum of the voltage across @5, Kz, and Ry:

(4.262)

Ry
Vour = Vaes + Vs + Vo = Vs + (1 + R_q)j Vee

R Ro I |
= Ve + [1 + =2 |V M=2232 = Ve, + MV, (4.263)
Ry Ry s
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The circuit thus behaves as a band-gap reference, with the value of M set by the ratios of
RQ!R}, szﬂl, and fsgffgl.

4.4.3.2 Band-Gap-Referenced Bias Circults in CMOS Technology

Band-gap-referenced biasing also can be implemented using the parasitic bipolar devices
inherent in CMOS technology. For example, in a n-well process, substrate pnp transistors
can be used to replace the rpn transistors in Fig. 4.46c¢, as shown in Fig. 4.47. Assume
that the CMOS op amp has infinite gain but nonzero input-referred offset voltage Vs,
(The input-referred offset voltage of an op amp is defined as the differential input volt-
age required to drive the output to zero.) Because of the threshold mismatch and the low
transconductance per current of CMOS transistors, the offset of op amps in CMOS tech-
nologies is usually larger than in bipolar technologies. With the offset voltage, the voltage
across Ry is

Vey = Vegr — Vem + Vs = AVgs + Vs (4.264)
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@0 L] Figure 4.47 A band-

. l gap relerencee in n-well
- = = =  CMOS.

The emitter-basc voltages are used here because the base-emitter vollages of the prp
transistors operating in the forward-active region are negative. Then the voltage across
Rz 18

Ry

R Rz
Vir = oV = =2 (Vg — Vs + Vog) = == [AVes + Vos)  (4.265)
R3 R3 R3

and the output voltage is'®

Vour = Ve + Vs + Vi

R
= Vg + (‘1 + R—*)(&Vb-g + Vog) (4.266)
3

Since the difference in the base-cmitter voltages is proportional to the thermal voltage,
comparing {4.266) with Vo5 = 0 to (4.249) shows that the gain M here is proportional to
(1 + Ro/Ra). Rearranging (4.266) gives

R _

where the ontput-referred offset is

R .
Vosiem = (] + R—E)Vag {4,268}

Equations 4,267 and 4.268 show that the output contains an offset voltage that is a factor
of {1 + R»/Rs3) times bigger than the input-referred offset voltage. Therefore, the same
gain that is applied to the difference in the base-emitter voltages is also applied to the
mput-referred offsct voltage.

Assume that the offset voltage is independent of temperature. To set TCr of the out-
put equal to zero, the gain must be changed so that temperature coefficients of the Vg
and AV terms cancel, Since the offset is assumed to be temperature independent, this
cancellation occurs when the output is equal to the target, where zerc offset was assumed,
plus the output-referred offset, If the gain is timmed at T = Ty to set the output (o a targel
voltage assuming the offset is zero, (4.267) shows that the gain is too small if the offset
voltage is positive and that the gain is too big il the offset voltage is negative. Since the
gain is applied to the PTAT tcrm, the resulting slope of the output versus temperature is
negative when the offset is positive and the gain is too small. On the cther hand, this slope
1s positive when the offset is negative and the gain is too big,

We will now calculate the magnitude of the slope of the output versus temperature at
T = Ty. With zero offsct and a target that assumcs zero offset, trimming R and/or R; to
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set the output in (4.267) to the target forces the slope of the AVgg lerm to cancel the slope
of the Veg term, With nonzero offset but the same target, the lactor (1 + R»/R3) differs
from its ideal value after timming by — Vosiun/AVes. Since this crror is multiplied by
AVgg in (4.267), the resulting slope of the output versus temperature is

dVour [ Voseuw \dAVgg :

dT | p_g ( AVpy ) dT (4:269)
Since AV gz is proportional to the thermal voltage Vy,

ﬂ.VEB — HV]' (4270)

where H is a temperature-independent constant. Substituting (4.270) into (4.269) gives

dVour Vostowy H V! Vosioun
; = - ' = —— 4,271
dT | r_p, HYy T |yop To (

Therefore, when the gain is trimmed at one temperature to sct the band-gap output to a
desired target voltage, variation in the op-amp offset causcs variation in the output temper-
ature cocfficient. In practice, the op-amp offset is usually the largest source of nonzero tem-
perature coefficient.'® Equation 4.271 shows that the tempcerature coefficient at T = T is
proportional to the output-referred offset under these circumstances. Furthermore, (4.268)
shows that the output-referred offset is equal to the gain that is applied to the AVgp term
times the input-referred offset. Therefore, minimizing this gain minimizes the variation
in the temperature coefficient at the output. Since the reference output at 77 = T for zero
TCr 1s approximately equal to the band-gap voltage, the required gain can be minimized
by maximizing the AV term.

To maximize the AVyy term, designers generally push a large current into a small
transistor and a small current into a large transistor, as shown in Fig. 4.48, Ignoring base
currents,

AVeg = Ve — Vegr = Vr ln(f—lﬁ) (4.272)

i 15

Equation 4.272 shows that maximizing the product of the ratios [1/f> and Iy»/I¢; maxi-
mizes AVeg. In Fig. 448, [} > I is emphasized by drawing the symbol for / larger
than the symbol for I;. Similarly, the emitter area of (; is larger than that of Q) to make
Igp = [Ig1, and this relationship 1s shown by drawing the symbol of Q; larger than the sym-
bol of 0;.2* In practice, these ratios are often each set to be about equal to ten, and the re-
sulting AVgg = 120 mV at room temperature. Because the logarithm [unction compresses
its argnment, however, a limitation of this approach arises. For example, if the argument
1s increased by a factor of ten. AVgp increases by only Vi In(10) = 60 mV. Therefore, o

Voo

o} (P

Lo oy

Figure 4.48 A circuit that increases AVgg by
= = = = increasing 5 /1y and {4,
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VI}I}

e

Qs

— — — — — —
= = — = = -

Figure 4.49 A circuit that cascades cmitter followers (o double AVeg if fg; = I and Iy = Lo

double AVgg to 240 mV, (J1/)Isa/is) must be increased by a factor of 100 to 10,000,
On the other hand, if ¢y and the wansistors that form J» are minimum-sized devices when
(1/1:)Usalis1y = 100, the required die area would be dominated by the biggest devices
(¢}> and/or the transistors that form f,). Thercfore, increasing (71/7)(Iy-/15)) from 100 to
10,000 would increase the dic area by about a factor of 100 but only double AV 4.

To overcome this limitation, stages that each centribute to AVep can be cascaded.s
For example, consider Fig, 4.49, where two emitter-follower stages are cascaded. Here

AVep = Vepy — Vega + Vepr — Ve (4.273)

Assume the new devices in Fig. 4.49 are identical to the corresponding originat devices in
Fig. 448 sothat I3 = Iy, 14 = b ig3 = Iy, and Iyy = Is>. Then ignoring base currents

AVEB = 2“/'53] - VEB2) = ZVT n (j—: i;f) (4274)

Voo
M1zj}——*——||:M13 ——|I:M14
Mg j|_“'—“—|l: Myg _“_—|':M11
M jl_ l: M Vort = Ve + 4V Inn

l‘rOUTz %
e JH—— : >—-<|I "
' Ms
=X =R
.V(Jl |

Q1 s s

Figure 4.50 Exumplc of a Vge-referenced self-hiased reflerence cireuit in CMOS technology.
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Thus cascading two identical emitter followers doubles AVgz while only doubling the
required dic arca.

The eftect ol the offsct in a band-gap reference can also be reduced by using offset
cancellatton. An example of offset cancellation in a CMOS band-gap reference with cur-
valure cerrection 1n addition to an analysis of other high-order elfects arising from finite
Br, By mismatch, 5 variation with temperature, nonzcro base resistance, and nonzero
temperature ceefficient in the resistors is presented in Ref, 18,

A high-performance CMOS band-gap refercnce is shown in Fig. 4.50, where cascoded
current mirrors are used to improve supply rejection. A Vy-dependent current from My,
develops a Vy-dependent voltage across resistor xR. A proper choice of the ratio x can give
a band-gap voltage at V. If desired, a temperature-independent output current can be
rcalized by choosing x te give an appropriate temperature cocetficient to Vot to cancel the
lemperature coefficient of resistor R;.

APPENDIX
A.4.1 MATCHING CONSIDERARTION IN CURRENT MIRROCRS

In many types ol circuits, an objective of current-mirrer design is gencration of two or
more current sources whose values are identical. This objective is particularly important
in the design of digital-to-analog converters, operational amplifiers, and instrumentation
amplifiers. We first cxamine the factors affecting matching in active current mirrors in
bipolar technologics and then in MOS technologies.

A4.1.1 BIPOLAR

Censider the bipolar current mirror with two outputs in Fig. 4.51. If the resistors and tran-
sistors are identical and the collector voltages are the same, the collector currents will
match precisely. However, mismaich in the lransistor parameters ap and fg and in the
emitter resistors will cause the currents o be unequal. For (5,

I
Vy W;ﬂ + 2R =V (4.275)

4|<Q

Q1’\{/| n

I/QS |/Q4
NN

= Figure 4.51 Matched bipolar current sources.
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For {4,
7 Infes L IC—"R4 = Vg (4.276)
s4 O3

Subtraction of these two equations gives
I . I
Vp In 26—y d83 ‘r‘—3R3 — R =0 4.277)

We now define average and mismatch parameters as follows:

fe = 12l (4.278)
Ale = ey — Iea (4.279)
Is = I_Si;_"sf‘ (4.280)
Alg = Igy ~ Is (4.281)
g =K ;’ Ry (4.282)
AR = Ry — R (4.283)
.= 5‘?3;’& (4.284)
Aar = aps — crg (4.285)

These relations can be inverted to give the original parameters in terms of the average and
mismaich paramcters. For example,

fes = Ie + ﬁzi (4.286)
Al
lea = Ic — TC (4.287)
This set of equations for the various parameters is now substituted into (4.277). The
result 1s
VTlnI_ﬁIC —VTIUI_%
© 2 2
ot MY, ARY (AN AR
+ 2 /) 2 2/ 0 (4.288)
op + I‘_\ka’,u o — ﬁCEF B .
FT 2 P2
The first term in this cquation can be rewritten as
; Af
te+ 5 Lt o
VT In j = Vr In ﬁ (4289}

1

le= = 31
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If Ai-/21~ <& 1, this term can be rewritten as

|+ A
2Ue [ Al Al }
Vi In| ——— 1= — — :
7 In 1_% VTIn_(lﬂLﬂc 1-%2‘[,{j (4.290)
2fe
AL (ALY
=V Infl + —+ | :
7 In Ic (_2!(;) {4.291)
= Vr In (l + ﬁ) (4.292)
Ic
where the squared term is neglected. The logarithm function has the infinite series
2
In(l +x) = x— 0 + .. (4.293)
If x = 1,
In(l + x) = x (4.294)
To simplify (4.292) when Al~/I- << 1, let x = Alcflq. Then
Al
f(.' + —
Ve[ — 2 |= v, 8 (4.295)
I — Aﬁ I
¢ 3
Applying the same approximations to the other terms in (4.288), we obtain
gmR
J;I(: N L ; a;*s T (_’%R 4 éﬂi) (4.296)
¢ 14 828 fis g gl GF
i dp

We will consider two iraportant limifing cases. First, since g, = Io/Vr, when g, R << 1,
the voltage drop on an emitter resistor is much smaller than the thermal veltage. In this
case, the second term in (4.296) is small and the mismatch is mainly determined by the
transistor {g mismatch in the first term. Observed mismatches in {5 typically range from
+10 to =1 percent depending on geemetry. Second, when g, R = 1, the vollage drop
on an emitter resistor is much larger than the thermal voltage. In this case, the first term
in {4.256) is small and the mismatch is mainly determined by the resistor mismatch and
transister ar mismatch in the secend term. Resistor mismatch ftypically ranges [rom £2
to =0.1 percent depending on geometry, and ar matching is in the =0.1 percent range
for npn transistors. Thus for npn current sources, the use of emitter resistors offers sig-
nificantly improved current matching. On the other hand, for prp current sources, the
ap mismatch is larger due to the lower Gy, typically around =1 percent. Therefore, the
advantage of emitter degeneration 1s less significant with pnp than npn current sources.

A4.1.2 MOS

Matched current sources are often required in MOS analog integrated circuits. The factors
affecting this mismatch can be calculated using the circuit of Fig. 4.52. The two transistors
M, and M- will have mismatches in their W/L ratios and thresheld voltages. The drain
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VDD

¢1}31 l "02

FH!: My —|': M;

T Figure 4.52 Matchcd MOS current
= SOUTCes.

currents are given by

1 W
Ip) = E#ncux(z) (Vas — Va ) (4.297)
1
1 W
Im = imcax(f) (Vos = Vi)’ (4.298)
2
Defining average and mismatch quantities, we have
i
Ip = o T ;’DZ (4.299)
Alp = Ipy — Ina (4.300)
L Y A4 w
L- zl(r)l ' (fl] &0
4 W W
ry— = — — —_— o3
7 ={z) (2] wm
y, = Yot Ve : Via (4.303)
AV, =V, — Vp (4.304)
Substituting these expressions into (4.297) and (4.298) and neglecting high-order terms,
we obtain '
W
A
In W (Vg - Vo2 (3:30)
L

The cwrrent mismaich consists of two components. The first is gcometry dependent and
contributes a fractional current mismatch that is independent of bias point. The second
is dependent on threshold voltage mismatch and increases as the overdrive ( Vas — Vi)
is reduced. This change occurs because as the overdrive is reduced, the fixed threshold
mismatch progressively becomes a larger fraction of the total gate drive that is applied
to the transistors and therefore contributes a progressively larger percentage error to the
current mismatch. In practice, these observations are important because they affect the
techniques used to distribute bias signals on integrated circuits.

Consider the current mirror shown in Fig. 4.53, which has one input and two outputs.
At first, assume that Rg; = Rg» = 0. Also, assume that the input current is generated by a
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Vp

o

i
!
M, :_1} I[:‘Mb _|I:MB
s Re Figure 4.53 Currcnt mirror with two
Ay Wy

outputs used to compare voltage- and
current-rouling techrmigues.

‘IOLJT1¢ fom2¢
Ih

circuit with desirable propertics. For example, a self-ased band-gap reference might be
used to make [y insensitive to changes in the power supply and temperature. Finally,
assume that ¢ach output current is used to provide the required bias in one anaiog circuit
on the integrated circuit (1C). For example, M> and M5 could cach acl as the tail current
source of a differential pair.

One way to build the circuit in Fig. 4.53 is to place M, on the IC near the inpul current
source Iy, while M5 and M, are placed near the circuits that they bias, respectively. Since
the gate-source voltage of My must be routed to M, and M+ here, this casc is relerred to
as an example of the voltage routing of bias signals. An advantage of this approach is that
by routing only two nodes (the gate and the scurce of M)) around the IC, any number of
outpul currents can be produced. Furthermore the gains from the input to each cutput of
the current mirror are not affected by the number of outputs in MOS technologics because
By — . (In bipelar technologics, BF is finite. and the gain error increases as the number
of outputs increase, but a beta-helper configuration can be used te reduce such errors as
described in Section 4.2.3.)

Unfortunately, voltage routing has two important disadvantages. First, the inpul and
output transistors in the current mirror may be separated by distances that are large com-
pared to the size of the IC, increasing the potential mismatches 1n (4.305). In particular,
the threshold voltage typically displays considerable gradient with distance across a wafer.
Therefore, when the devices are physically separated by large distances, large current mis-
match can result from biasing current sources sharing the same gate-scurce bias, especially
when the overdrive is small. The second disadvantage of voltage routing 1s thal the output
currents are sensitive to variations in the supply resistances K¢y and Ry2. Although these
resistances were assumed to be zero above, they are nonzere in practice because of imper-
feel conduction in the interconnect layers and their contacts. Since fo 2 flows in Ryr and
{Iout1 + lour?) flows in R, nonzero resistances cause Vs < Vo and Vs <2 Vg
when foyry > 0and loyre > 0. Therefore, with perfectly matched transistors, the output
currents are less than the input current, and the errors in the oulput currents can be pre-
dicted by an analysis similar to that presented in Section 4.4.1 for Widlar current sources.
The key point here is that Rg; and Rs; increase as the distances between the input and
output transistors increase, increasing the errors in the output currents. As a result of both
of these disadvantages, the output currents may have considerable variation frem one IC
to another with voltage routing, increasing the difficulty of designing the circuits biased
by M3 and M4 to meet the required specifications cven il Iy is precisely controlled.

To overcome these problems, the circuit in Fig. 4.53 can be built se that MM are
close together physically, and the current outputs foyt and Ioyr? are routed as required
on the IC. This case is referred to as an example of the current routing of bias signals.
Current routing reduces the problems with mismatch and supply resistance by reducing
the distances between the input and output transisters in the cureent tmirror in Fig. 4.53
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Figure 4.54 Bias-distribulion
circuit using both current
= routing and vollage routing,

compared to voltage routing. One disadvantage of current routing is that it requircs one
node to be rouled for each bias signal. Therefore, when the number of bias outputs is large,
the die area required for the inferconnect to distribute the bias currents can be much targer
than that required with voltage rowting. Another disadvantage of current routing is that
it can increase the parasitic capacitance on the drains of M; and M, If these nodes arc
connected to circuits that process high-[requency signals, increased parasitic capacitance
can reduce pertormance in some ways, For example, il M5 and M3 act as the tail current
sources of differential pairs, increased parasitic capacitance will increase the common-
mode gain and reduce the common-mode rejection ratio of each differcntial pair at high
frequencies.

In practice. many ICs use a combination of current- and voltage-routing techniques.
For example, Fig. 4.54 shows a circuit with five current mirrors, where the input and output
currents are still relerenced as in Fig. 4.53. If the current routing bus in Fig. 4.54 travels
over a large distance, the parasitic capacitances on the drains of M5 and M3 may be large.
However, the parasitic capacitances on the drains of M7 and M), are minimized by using
vollage routing within cach current mirror. Although simple current mirrors are shown in
Fig. 4.54, cascoding is often used in practice to reduce gain errors stemming [rom a finite
Early voltage. In ICs using both current and veltage routing, currents are routed globally
and voltages locally, where the difference between global and local routing depends on
distance. When the distance is large enough to significantly worscn mismatch or supply-
resistance cffects, the routing is global. Otherwise, it is foca/. An effective combination
of these bias distribution techniques is to divide an IC iato blocks, where bias currents are
routed between blocks and bias voltages within the blocks.

A.4.2 INPUT OFFSET VOLTAGE OF DIFFERENTIAL PAIR WITH ACTIVE LOAD

A.4.2.1 BIPOLAR

For the resistively loaded emitler-coupled pair, we showed in Chapler 3 that the input
offset voltage arises primarily from mismatches in I in the input transistors and from
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mismatches in the collector load resistors, In the active-load case, the input offset voltage
results from nenzero base current of the load devices and mismatches in the input transis-
tors and load devices. Refer to Fig. 4.25¢. Assume the inputs are grounded. [f the matching
is perfectand if B, — % in 75 and T,

Vour = Veeo — [Vae| (4.306)

Equation 4.306 holds because only this output voltage forces Vegs = Vegg, where /o =
Ies and Vg = Vgga, which is required by KVL when Vi = Vi

The differential input required to drive the output to the value given by (4.300) 1s the
input-referred offset voltage. With finite B in the active-load transistors and/or device
mismatch, the offset is usually nonzero. In the active-load, KVL shows that

Very = Varg {4,307
Solving {1.58) for Vggz and Vggq and substituting in (4.307) gives

*;f_? ih_- =% —:/_ | (4.308)
S3p 4 LCE sal 1 4 CEd

Vas Vaa

Assume that the Early voltages of 75 and T4 are identical. Since Veps = Vepg when
(4.306) is sauslicd, (4.308) can be simplified to

feqg = I (‘;ﬂ) (4.309}
53
Since Fa = —Ipyg. (4.309) can be written as
lcr = — I3 (iﬂ) {4,310)
83
From KCL at the collector of T,
fc] = —IL‘g [] + (égﬂ (4311)

where B is the ratio of the collector to base current in the active-load devices. From KVL
in the input loop,

Vie = Vi — Vi = Vgrr — Ve (4.312)

Then the input offset voltage, Vg, is the value of V;p for which the cutpul voltage is given
by (4.306). If the Early voltages of 7 and T> are identical, solving (1.58) for Vg and
Ve and substituting into {4.312) gives

(4.313)

I I
Vos = Vip = Vr ln(ﬂﬁ)

I Isy

because Vem = Vers when (4.306) is satisfied, Substituting (4.310) and {(4.311) in
(4.313) gives

Iy3 Isy 2 }

Vos = Vp In| ——=4{1+ — 4314
o ! [1'54 Is ( Bf) { )

If the mismatches are small, this expression can be approximated as

Alsp  Algn N i)

Isp Isy  Br

Vos = Vr ( {4.315)
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using the technique described in Section 3.5.6.3, where

Alyp = Igz — Fgq {4.316)
Isp = w (4.317)
Algy = Iy — Iz (4.318)
Iy = @ (4.319)

In the derivation of (4.315), we assumed that the Early voltages of matched transistors
are identical. [n practice, mismatch in Early voltages also contributes to the offset, but the
effect is usually negligible when the transistors are biased with collector-emitter veltages
much less than their Early voltages.

Assuming a worst-casc value for Alg/Is of 5 percent and a pnp beta of 20, the
worst-case offset voltage is

Vos = Vr(0.05 + Q.05 + 0.1) = 0.2Vy = 5 mV (4.320)

To find the worst-case offset, we have added the mismatch terms for the pnp and npn
transistors in (4.320) instead of subtracting them as shown in in (4.315) because the
mismatch terms are random and independent of each other in practice. Therefore, the
polarity of the mismatch terms is unknown in general. Comparing (4.320) to (3.219)
shows that the actively loaded differential pair has significantly higher offset than the
resistively loaded case under similar conditions. The offset arising here from mismatch
in the load devices can be reduced by inserting resistors in series with the emitters of
T5 and T4 as shown in Section A.4.1. To reduce the offset arising from finite Br in the
load devices, the current mirror in the load can use a beta helper transistor as described
In Section 4.2.3.

A.4.2.2 MOS

The offset in the CMOS ditfercntial pair with active load shown in Fig, 4,254 is similar to
the bipolar case. If the matching is perfect with the inputs grounded,

Vour = Voo — Vgsal (4.321)

Equation 4,321 holds because only this output veltage forces Vpygs = Vpga, where I} = L
and Vgs1 = Vs, which is required by KVL when Vyy = Vo,

The differential input required to drive the output to the value given by (4.321) is the
input-referred offsel voltage. With device mismatch, the offset is usually nonzero.

Vi = Vgs1 —Vasa = Vi + Vo1 — Vo — Voo (4.322)

Assume that the Early voltages of T7 and 7% are identical. Since Vps1 = Vg = Vosy
when Vip = Vg, applying (1.165) to V., and V2 in (4.322) gives

1 21 2L
= —_— - —_— — 4'
Vos = Vo = Vig + \/1 T AnViosy \/k*(WﬁL), \/k'(wm)g) (4.323)

If the mismatches are small, this expression can be approximated as

Vow'\-’ -&IN _ A(W!L)N
2 \ Iy (WiL)w

Vos =V —Va+

{4.324)
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using the technigue described 1 Section 3.5.6.7, where

2IN
Vn = / 4.325
Y N K WILN(1 + Ay Vpsy) (%:325)
ﬂJN = !}_ - fz {4326)
I +1
Iy = 2 5 2 (4.327)
AW/ = (W/L) — (WL, (4.328)
WiLln + (W/L
(WiL)y = DL 2( » (4.329)
Sincel, = —LHandflh = — 1y
Ay _ Ay (4.330)
Iy ip
where
Alp =1 — 14 (4.331)
Ip = ‘r*—;rh (4.332)
To find Afp/lp, we will use KVL in the gatc-source loop in the load as follows
0=V —Vaga = Va+ Vaa — Vg~ Vou (4.333)

Since T4 and T4 arc p-channcl transistors, their overdrives are negative. Assume that the
Eﬁl‘]}f VO][ﬁgCS of T3 and T4 arc identical. Since VQSB = VD_g4 = VDSP when V“_} = V()S
(4.333) can be rewritten as

N [ 2n] [ 2k
0="Va—Vu \/ 1+i)xpvw(\j k' (W/L); \/ k(WL t4.334)

In (4.334), absolute value functions have heen used so that the arguments of the square-root
functions are positive. {f the mismatches are small, this expression can be approximated as

Alp Vs —Vu  AW/L)p

= 4.335
Ip Ve (W/L)p ( )
2
using the technique described in Section 3.5.6.7, where
2|ip
Vourl = 4.336
[Vour \/ KWILp(1 + \pVoss]) (4.330)
AWILYp = (W/LYyy — (W/L), 4.337)
winyy = Whs "2',' (WiL)a (4.338)
Substituting (4.335) and (4.330) into (4.324) gives

+
2 Vavr| (W/Lp (W/L)y
2
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Comparing (4.339) to (4.315) shows that the MOS differential pair with active load in-
cludes terms to account for threshold mismatch but excludes a term to account for finite
beta in the active load because 8p — = in MOS transistors,

EXAMPLE

Find the input-referred offsel voltage of the circuit in Fig. 4.25b using the transistor pa-
rameters in the table below,

Transistor  V, (V) W{um) L{pm) Kk (LA/V?Y)

I 0.705 49 1 100
T; 0.695 31 1 100
T, -0.698 143 1 50
Ty -0.702 97 1 50

Assume that frap = 200 pmA and that Ay Vpsy <€ 1 and |APVDSP| <€Z 1. From {4.327)
and KCL,

_h+ L ian

Iy = i 100 wA (4.340)
Substituting (4.340) and (4.329) into (4.325) gives
200
V e = = . .. 4]
ovN \/]UO(49+51);‘2V 0.2V (4.341)
Similarly, from (4.332) and KCL
Ip = L+l ;‘(4 = —}—Tg”‘ = —100 pA (4.342)

Substituting (4.342) and (4.338) into (4.336) gives

200
Vour| = \/50(103 Topn © - 02V (4.343)

Substituting (4.337) and (4.328) into (4.339) gives
Vos = 0705V - 0635V

401 —0.698 + 0.702 N 103 =97 49 - 51
' 0.1 (103 +97%2 (49 + 51)/2
=001V +0.1(0.04 + 0.06 + 0.04) V = 0.024 V (4.344)

In this cxample, the mismatches have been chosen so that the individual centributions to
the otfsct add constructively to give the worst-case offset.

PROBLEMS

For the bipolar transistors in these problems, in Fig. 2.30 and Fig. 2.35, unless otherwise
use the high-voltage device parameters given  specified. Assume that r, = 0 and Ty — %




in all problems. Assume all bipolar transistors
operate in the forward-active region, and ne-
glect base currents in bias calculations unless
otherwise specificd.

4.1 Delermine the output current and outpul
esistance of the hipolar current mirror shown in
Fig. 4.55. Find the output cwrrent il Vewr =
IV, 5V, and 30 V. Ignore the cffects of nonzcro
base currents. Compare your answer with a SPICE
simulation.

Ver=15V

§fe= 10 k2
Orom

d

Qs

]
-

Your

I/
o

o

)
g

Oy

Figure 4.55 Circuit for Problem 4.1.

4.2 Repeat Problem 4.1 including the effcets of
nonzero base currcnts.

4.3 Design a simple MOS current mirror of
the type shown in Fig. 4.4 0 meet the following
constraints:

(o) Transistor My must operate in the active re-
gion for values of Veur to within 0.2 V of ground.
(8) The ocutput current must he 30 pA.

(¢} The oulpul current must change less than 1
pereent for @ change in output voltage of 1 V.

Make M, and M- identical. You are to minimize
the total device arca within the given constraints.
Herc the device arca will he taken to be the total
gatc arca (W X L product). Assume X; = 0and take
other device data from Table 2.4,

4.4 Calculate an analytical expression for the
small-signal output resistance R, of the bipolar cas-
code current mirror of Fig. 4.8, Assume that the in-
put current source 15 not ideal and that the nonide-
ality is modeled by placing a resistor R/ in parallel
with 7. Show that [or large R/, the output resis-
tance approaches Bor./2. Calculate the value of R,
UVee =53V, Iy = 0,and B = 10 kL), and csu-
mate the value of Vopur below which R, will begin
to decrcasc substantially, Use SPICE to check your
calculations and also to investigate the 8, scnsiliy-
ity by varying 8, by —50 percenl and examining

Problems 337

Iour- Use SPICE w plol the large-signal four-Your
characlenstic,

4.5 Calculate the output resistance of the circuit
of Fig. 4.9, assuming that fix = 100 pA and the
devices have drawn dimensions ot 100 pm/1 pm.
Use the process parameters given in Table 2.4, and
assume for all devices that X, = 0. Also, ignore
the hody effect for simplicity. Compare your an-
swer with a SPICE simulation and also use SPICLE to
plot the Four-Vour charactenste for Vo [rom
Oto3 V.

4.6 Using the data given in the example of Sec-
tion 1.9, include ihe effects of substrate leakage in
the caleulation of the output resistance for the cir-
cuit of Problem 4.5, Let Vour = 2 Vand 3 ¥

4.7 Design the circuil of Fig. 4,115 w satisty
the constraints in Problem 4.3 cxcept the output re-
sistance objective is that the oulput current change
less than 0.02 pereent for a 1 V change in the output
voltage, lgnore the body effect for simplicity. Make
all devices identical except for My. Use SPICE
check your design and also to plot the Joor-Vour
characterisue for Vegr from Ot 3 V.

4.8 For the circuit of Fig. 4.56. assumc that
(W/L), = (W/L). Ignoring the body effect, lind
(H’TL}{, and (H}'}"L)'.' so that VD_;(J = V;;._g'-; = V, .«
Diraw the schematic of a double-cascode current
mirror that uses the circuit of Fig. 4.56 (o bias both
cascode devices in the output branch. For this cur-
rent mirror, calculate the output resistance, the min-
imum output voltage for which all three transistors
in the output branch operaic in the active region,
the total voltage across all the devices in the input
branch, and the systcmatic gain error.

VIJJJ'

ol

-'—|l: Mg

'—|‘:M}'

_._-| ‘WES
Figure 4.56 Circuit for

= Problem 4.8.

4.9 Calculate the output resistance of the Wil-
son current mirror shown in Fig. 4.537. What is
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the pereentage change in foir for a 5-V change
in Vour? Compare your answer with a SPICE
simulation using a full device model. Use SPICE
1o check the Br sensitivity by varying Br by
—50 percent and examining fit. Also, use SPICE
to plot the large-signal Inyy- Vi characteristic for
Vourr fromQto 15V,

+15 ¥V

2137k #’OU'

+
‘K Q2
Your
2y j_—( e}
Figure 4.57 (Cir-

J_ cuit for Problem
= 4.9,

4.10 Calcuiate the small-signal voltage gain of
the common-source amplificr with active load in
Fig. 4.16b. Assume that V5, = 3 V and that all
the lransistors operate in the aclive region. Do the
calculations for values of Jxpr of 1 mA, 100 wA,
10 p.A, and 1 pA. Assume that the drawn dimen-
sions of cach transistor are W = 100 pmand L =
1 wm. Assume X,; = 0 and use Table 2.4 [or other
parameters.

(@) At firsi, assume the transistors operale in
strong nversion in all cases.

(b) Rcpeat part (a) including the effects of
weak inversion by using {1.253) with n = 1.5
o calculate the transconductance of M. Assumgc
thal a transistor operates in weak inversion when
its overdrive is less than 2nVy, as given in
{1.255}.

(¢} Use SPICE (o cheek your caleulations for
both parts (a) and (h),

4.11 Calculate the small-signal voltage gain of
4 common-source amplificr with depletion load
in Fig. 4.20, including both the body cffect and
channel-length modulation. Assume that Vpp =
3 V and that the de input voltage is adjusted so
that the de cutput voltage is 1 V. Assume that M),
has drawn dimensions of W = 100 pm and L =
I pm. Alse, assume that M- has drawn dimensions
of W = 10 pm and L = 1 pm. For both transis-
tors, assume that X = 0. Use Table 2.4 {or other
parameters of hoth transistors.

4.12 Dctermine the unloaded voltage gain
vofv; und output resistance for the circuit of
Fig. 4.58. Check with SPICE and also use SPICE
to plot out the large-signal V-V, trunsfer charac-
teristic for Vgep = 2.5 V. Use SPICE 1o delermine
the CMRR if the current-source output resistance
is 1 M.

4.13 Repeat Problem 4.12, but now assuming
that 2-k{} resistors are inscrted in series with the
emillers of Q5 and (4.

4.14 Repeat Problem 4.12 except replace
and 3 with a-channel MOS transistors M, and
M>. Also. replace G and Q4 wilh p-channel MQOS
transistors My and M. Assume W, = 50 pm
and W, = 100 pwm. For all transistors. assume

+Vaup

L

o5

+
Vi=Vi+

1

100 pA

—Vaup

Figure 458 Circuit for Problem 4.12.
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Figure 4.5¢ Cuascode active-load circuit {for Problem 4.16.

Limy = 1 pwmand X, = §. Use Table 2.3 for other
parameters,

4.15 Repeat Problem 4.14, but now assuming
that 2 k{} resistors arc inserted in serics with the
sources of M and M. Ignore the body cffcct.

4,16 Detcrmince the unloaded voltage gain v,/v;
and output resistance for the circuit of Fig, 4.59. Ne-
glect r,,. Verify with SPICE and also use SPICE to
plot the large-signal V-V transfer characteristic
for i:’F5|_|].J =25V

417 Repeat Problem 4.16 except replace the
apn and pnp transistors with n-channel and p-
charmel MOS transistors. respeclively, Assume
W, = 50 pm and W, = 100 pm. For all tran-
sistors, assume Lo, = 1 pm and X; = 0. Let
Tia. = 100 A, ignore the body effect. Use
Table 2.3 for othcr parameters.

4.18 Find G, ldm] of a source-coupled pair
wilh a current-mirror lead with nonzero mismatch
{Fig. 4.29h) and show that it 1s approximately given
by (4.184). Calculate the value of G, [dm] using the
following data:

T, T, T2 T, Ts
g, (mA/V) 105 095 11 09 20
P, MQ) 095 105 10 1.0 05

Compare your answer with a SPICE simulation.
Also, comparce your answer to the resull that would
apply withoul mismatch.

419 Although G,[cm| of a dillerential pair
with a curreni-mirror load can be calculated ex-
actly from a small-signal diagram where mismaich
is allowed, the calculation is complicated because
the mismatch terms interact, and the results are
difficult to interprct. In practice, thc mismatch
terms are oftcn a small fraction of the correspond-
ing averagce values, and the intcractions between
mismatch terms are oficn negligible, Using the
following sicps as a guide, calculate an approxi-
mation to G,[em] including the effects of
mismatch.

() Denve the ratie £3/v;,. included in (4.165)
and show (hat this ratio is approximately 1/2ryy
as shown in (4.183) if €4 << 2, gunr: 7= 1. and
nggf'mi] = 1.

by Use (4.173) (o calculate €, with perfect
maltching, wherc €, represents the gain crror of the
differential pair with a pure commeon-mode nput
and is defined in {4.161).

() Calculate €, if 1/gp: =
mismatch is g, # gue

ey Calculate €, if /g
mismatch is #,, # F2.

G and il the only

= () and if the only
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{e) Now estimate the total €4 including mis-
match by adding the values calculated in parts (b),
(c). and (d). Show that the result agrees with (4,186)
if B3P ol p) = 1.

M Calculatc €,,, which represents the gain er-
ror of the current mirrer and is defined in (4.133).
Show that the result agrees with (4.187),

(@ Calculale the value of G,[em] using
(4.185) and the CMRR for the data given in Prob-
lem 4.18. Comparc your answer with a SPICE sim-
ulation. Also, compare your answer to the result
that would apply without mismatch.

4.20 Design a Widlar current sourcc using npn
transistors that produces a 5-p A output current. Use
Fig. 4.31a with identical transistors, Ve = 30V,
and R, = 30 kf). Find the output resistance.

4.21 In the design of a Widlar current source of
Fig. 4.31a to producce a specified output current, two
resistors must be selected. Resistor B scts fin, and
the emitter resistor R sels oy . Assuming a supply
voltage of V- und a desired output current foyr,
determine the values of the two resistors so that the
total resistance in the circuil is minimized. Your an-
swer should be given as expressions for R and R
in terms of V- and o What values would these
expressions give for Problem 4.207 Are these val-
ues practical?

4.22 Determine the output current in the circuit
of Fig. 4.60.

Vee= 15V

§ 20 K0
VDLJT

(h\ﬂ s

10 kO

Figure 4.60 Circuit for Problem 4.22.

4.23 Design a MOS Widlar current source us-
ing the circuit shown in Fig, 4.314 to meet the fol-
lowing constraints with Vpp = 3 V:

(&) The inpul current should be 100 A, and
the output current should be 10 pA.

iy Vi, =02V,

{c} Transistor M; must operatc in the active re-
gion if the veltage from the drain of M3 to ground
1s at least 0.2 V.

{c) The output resistancc should be 50 M(}.
Ignore the body effect. Assume Ly, = 1 pm

and Xy = L, = 0. Use Table 2.4 for other
paramcters.

4.24 Dcsign the MOS peaking current source in
Fig. 4.34 so that Ioyr = 0.1 pA.

(c) First, let iiv = 1 nA and find the required
value of R.

(b) Sccond, let R = 10 &k} and find the re-
quired /.

In both cases, assume that both transistors are
identical and operate in weak inversion with f, =
(21 wA and n = 1.5, Alse, find the minimum W/L
in both cases, assuming that Vo5 — V, < 0 is re-
quired to operate a transistor in weak inversion as
shown in Fig. 1.45.

4.25 Detcrmine the output current and output
resistance of the circuit shown in Fig. 4.61.

+15VY

137k
lIDUT

Qz\l '\\ s
g 700 @

g

1

Figure 4.61 Clircuit for Problem 4.25.

4.26 Determine the value of sensitivity S of
oulput current to supply voltage for the circull of
Flg 462., where § = (Vccff()[;”r)((gfou'rmV(_“(j){

4.27 In the analysis of the hypothctical refer-
ence of Fig. 4.44, the current {; was assumed pro-
portional to temperature. Assume instead that this
current is derived from a diffused resistor, and thus
has a TCy of —1500 pprmv°C. Determine the new
value of Vour required to achieve zero TCr at
25°C, Neglect base current.




VDUT

NQE

Rgé 1 ke

1

Figure 4.62 Circutit for Problem 4.26.

4,28 The circuit of Fig. 4.46¢ is to be used as
a band-gap reference. If thc op amp is ideal, its
differential input voltage and current are both zero
and

Vour = (Ve + L181) = (Ve + 2R)

Vari — VRF,Q)

Vour = 7

Vprr + RQ(
Assume that I; is to be made equal to 200 wA, and
that (Ve Vi) 15 0 be made equal to 100 mV.
Determine R, £, and &1 1o realize zero TCy of
Vi at 25°C. Neglect base currents.

429 A bund-gap reference like that of Fig. 4.47
is designed to have nominally zero TC, at 25°C.
Due to process variations, the saturation current
I; of the transistors is actually twice the nominal
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value. Assume Voo = (L What 1s dVourfdT at
25°C7 Neglect hase currents.

4.30 Simulate the band-gap reference from
Problem 4.29 on SPICE. Assumc that the amplifier
is just a voltage-controlled voltage source with an
open-loop gain of 10,000 and that the resistor val-
ues are independent of temperalure. Also assumc
that fg; = 1.25x 10 T Aand fy = 1 X 1071 A
In SPICE, adjust the closcd-loop gain of the am-
plifier (by choosing suiiable resistor values) so that
the output TC is zero at 25°C. What is the re-
sulting target value of Vigyr? Now double Iy, and
Is2. Usc SPICE to adjust the gain so that Vgyr 18
cqual Lo the target at 25°C. Find the new d Vo t/d T
at 25°C with SPICE. Comparc this result with the
calculations trom Problem 4.29,

4.31 Repeat Problem 4.29 assuming that the
values of [, Ry, and R, arc neminal but that R
is 1 percent low. Assumec Vgpon = 0.6 V.

4.32 A band-gap rclerence circuit is shown in
Fig. 4.63, Assume that 8y — =, V4 — =, Iy =
1 x 107 B A and Iy; = 8 X 107" A, Assume the
op amp is ideal except [or a possibly nonzero offsct
voltage Vg, which is modeled by a voltage source
in Fig. 4.63.

(@) Supposc that R. is wimmed to set Vo
equal to the targel vollage for which dVo/dT =
Oat T = 25°C when Voo = 0. Find d Vo /dT at
T = 25°C when Vps = 30 mV.

{b) Under the conditions in part (a), is
dVour/d T positive or negative? Explain.

4.33 For the circuit of Fig. 4.64, [ind the value
of WL tor which dV/dT = 0 at 25°C. Assume
thal the threshold voltage falls 2 mV for each
1°C increase in temperature. Also, assume that the

Ry
Ry g Vos
1 kL2 — N+ ~
Ny
=+
JT o4
¢ Q
1 2 Vour
Ry
1 ki) _
Figure 4.63 Band-gap rclerence circuit tor Problem 4.32.
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mobility temperature dependence is given by
(4.243) with » = 1.5. Finally, use Table 2.4 for
other parameters at 25°C, and let 7 = 200 pA.

Vg

—

Figure 4.64 Circuit for Problem 4.33.

4.34 Calculate the bias current of the circnit
shown in Fig. 4.65 as a function of R, u,C..,
(W/L),, and (W/L);. Comment on the tcmpcerature
behavior of the bias current. For simplicily, assumc
that X; = Ly = 0 and ignore the body effect. As-
sume M, is idenlical 1o M.

VDD

M J——g—i[

lfams
M, M,

= B (2)

=R

Figure 4.65 Circuit for Problem 4,34,

4.35 The circuit of Fig. 4.65 produccs a supply-
insensitive current. Caiculate the ratie of small-
signal variations in Ji)45 to small-signal variations
in Vpp dl low frequencies. Ignore the body effect
but include finite transistor £, in this calculation.

4.36 For the bias circuit shown in Fig. 4.66,
determine the bias current. Assume that X, =
Ls = 0. Neglect base corrents and the body

effect. Comment on the temperature dependence
of the hias current. Assume a channel mebil-
ity and oxide thickness [rom Table 2.4. Compare
your calculations to a SPICE simulation using a
full circuit model from Table 2.4, and also use
SPICE to determine the supply-veltage sensitivity
of Jgjas.

+3V
¥ O
lfams
My My

|]:@
! 1

oy

—
~g
41

1]
rE

10%

Bipolar
transistors

Figure 4.66 Circuit for Problem 4.36.

4.37 A pair of bipolar current sources is to be
designed to preduce cutput currents that match with
+1 percent. If resistors display a worst-case mis-
match of =0.5 percent, and transistors 2 worst-case
Ve mismatch of 2 mV, how much voltage must be
dropped across the emitter resistors?

438 Determine the worsl-casc input offset volt-
age for the circuit of Fig. 4.58. Assume the worst-
casc Iy mismatches in the (ransistors are +35 per-
cent and B = 15 for the prnp (ransistors. Assume
the de output voltage is Vsur — |Viawon|-

439 Repeat Problem 4.38, but assume that
2-k£) resistors are placed in series with the emit-
ters of () and (4. Assume the worst-case resistor
mismatch is 0.5 percent and the worst-case prp
By mismartch is *10 percent.

4.40 Repeal Problem 4.38 but replace the hipo-
lar transistors with MOS transistors as in Problem
4.14. Assume the worst-case W/L mismatches in
the (ransistors are =35 percent and (he worst-case
V, mismatches are =10 mV. Assume the de cutput
voltage to ground is Vgup — |Vassh Also, assume
that (W/L) +(W/L); =20 and (W/L)1+(W/L) =
6(). Use Tahle 2.4 to caleulate the transconductlance
parameters.
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CHAPTER

Output Stages

5.1 Introduction

The output stage of an amplifier must satisfy a number of special requirements. One of
the most important requirements is to deliver a specified amount of signal power to a
load with acceptably low levels of signal distortion. Another common objective of output-
stage design is 10 minimize the output impedance so that the voltage gain is relatively
unaffected by the value of load impedance. A well-designed output stage should achieve
these performance specifications while consuming low quiescent power and, in addition,
should not be a major limitation on the frequency response of the amplifier.

In this chapter, several output-stage configurations will be considered to satisfy the
above requirements, The simplest output-stage configurations are the emitter and source
followers. More complex outpnt stages employing multiple output devices are also treated,
and comparisons are made of powcer-output capability and efficiency.

Because of their excellent current-handling capability, bipolar transistors are the pre-
terred devices for use in output stages. Although parasitic bipolar transistors can be used
in some CMOS eutput stages, output stages in CMOS echnologies are usually constructed
without bipolar transistors and are also described in this chapter.

5.2 The Emitter Follower as an Qutput Stage

An emitter-follower output stage is shown in Fig. 5.1. To simplify the analysis, positive
and negative bias supplies of cqual magnitude V¢ are assumed, although these supplies
may havc different values in practice. When output voltage V, is zero, outpul current 7,
is also zcro. The emitter-follower output device 3y is biased 1o a quiescent current 1o by
cuitent source (. The output stage is driven by voltage V;, which has a quiescent de value
of Vg, for V, =0 V. The bias components Ry, B3, and O3 can be those used to bias other
stages in the circuit. Since the quiescent current /g in Q5 will usually be larger than the
reference current fg, resistor R; is usually smaller than R to accommodate this difference.

This circuit topology can also be implemented in CMOS technologies using an MOS
current source for bias and the parasitic bipolar-transistor emitter follower available in
standard CMOS processes. Because any large current flow to the substrate can initiate the
prpn latch-up phenomenon described in Chapter 2, however, this configuration should be
uscd carefully in CMOS technelogics with lightly doped substrates, Extensive substrale
taps in the vicinity of the emitter follower are essential (o collect the sitbstrate current flow,

5.2.1 Transfer Characteristics of the Emilter-Follower

The circuit of Fig. 5.1 must handle large signal amplitudes; that is, the current and voltage
swings resulting from the presence of signals may be a large fraction of the bias values.
As a result, the small-signal analyscs that have been used extensively up to this point
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+ V{_"C

Figure 5.1 Emittcr-follower cutput stage
with current-mirror hias.

must be used with care in this sithation. For this reason, we first determine the dc transter
characteristic of the emitter follower. This characteristic allows calculation of the gain of
the circuit and also gives important infermation on the finearity and thus on the distortion
performance of the stage.

Consider the circuit of Fig. 5.1. The large-signal transfer characteristic can be derived
as follows:

Vi= Vi +V, (5.1)

In this case, the base-emitter voltage Vi, of Q1 cannot be assumcd constant but must be
expressed in terms of the collector current /4 of ¢y and the saturation current /5. If the
load resistance R; is small compared with the cutput resistance of the transistors,

Voer = Eln(fﬂ) 52)
q {g
it ¢} 1s in the forward-active region. Also

if @ 1s in the fo