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Preface to the second edition

The original aims of the first edition of this book entitled Electronics for
engineers have been preserved in this new edition now called Analogue and
digital electronics for engineers. The book remains an introductory teaching
book primarily for first and second year students. It should also be of help
to practising engineers and scientists wishing to know more of the funda-
mentals of analogue and digital chips before using them in the enormous
variety of applications of electronics in modern life.

The first edition was written just after the syllabus at Cambridge Uni-
versity was revised and modernised and by coincidence, eleven years after
the first edition, this new edition is being written just as the engineering
course js again being restructured. This edition emphasises both digital and
analogue electronics right from the start. It also brings the opportunity to
include the book within the Cambridge University Press series ' Electronics
Texts for Engineers and Scientists'.

The approach in this book is again to concentrate on the basic principles
so that applications and more advanced work may be soundly based. On
the other hand attempts are made throughout the text to ensure that there
is enough practical and applied engineering to avoid a dry and unattractive
presentation. Two entirely new chapters have been added on digital
electronics and in several sections the text has been revised and supple-
mented to improve it or to bring it up-to-date. Chapter 7 of the first edition
has been deleted to make way for new material but several of its most
important topics have been included elsewhere in the text. The appendix
on semiconductor principles and sections on the fabrication of integrated
circuits have been deleted since this information is now usually available in
other electronics courses taken by students.

Finally we are pleased to acknowledge the help of Mrs Joan Woolley
with the typing of this new edition, and of Miss Jo Spreadbury with
checking the manuscript.

H.A.
P.J.S.

Cambridge
January 1984
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Preface to the first edition

This book is an introduction to electronic circuits for first and second year
engineering students at universities, polytechnics and colleges of techno-
logy. For specialist electrical engineering students the level of presentation
is designed to be suitable for a first year course. For those not specialising
in electronics it should provide a complete course in electronic circuits for
their first degree. Some parts of the book, such as the chapters on integrated
circuit operational amplifiers and advanced circuits, should also be of use
to practising engineers and scientists.

A pre-requisite to understanding this book is a course of lectures on
passive circuit analysis which should include DC and AC circuits, use of
mesh and nodal analysis, the superposition theorem and the propositions
of Kirchhoff, Thevenin and Norton. An appendix has been included to
explain the fundamental concepts of semiconductors which are needed to
understand the operation of active semiconductor devices.

The approach used in this book follows our own experience in teaching
a course on electronic circuits to first year engineering students at Cam-
bridge University. The course was re-structured at the start of a new
engineering degree and using the results of three years of development and
experience, this book has been written. A special feature is that, in chap-
ter 1, a discussion of the general principles of signal handling in electronic
circuits, such as gain, input and output impedance, frequency response and
coupling of networks, precedes the descriptions of circuits using active
devices. Since these topics recur frequently throughout the whole subject
of electronics they can subsequently be referred to with very little repetition
of ideas. Furthermore whole amplifiers can now be purchased and many
engineers only need to know how to instal them correctly into a system.

The principles of negative and positive feedback are explained in
chapters 5 and 6; the treatment explores the ways in which negative feed-
back improves an amplifier's performance; and in oscillators the separate
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Preface to the first edition

requirements are described that have to be met for good amplitude and
frequency stability. These principles together with those of basic amplifiers
described in chapter 1 are held by us to be fundamental and ageless, and
should provide the core of an electronics course.

Chapters 2, 3 and 4 on f.e.t.s, bipolar transistors and integrated circuits
respectively, describe how to realise amplifier blocks to fit into any system.
A full treatment has been given to integrated circuit operational amplifiers.
Technology may change the active devices that are available in the future
and the relative importance of f.e.t.s, MOSTS and bipolar transistors could
also change. These chapters may be read in any order. Chapter 7 describes
more advanced circuits and applications which will be of interest to the
professional engineer and to the student specialising in electronics.

Certain sections of the book have been marked with a t- These are
considered to be too advanced for some first year students and may be
omitted on first reading. A number of topics introduced in this book
cannot be pursued fully in an introductory text and the student is en-
couraged to follow these in one of the more comprehensive textbooks listed
in appendix C. Worked examples are included in every chapter and there are
also problems from the examination papers of several universities. We have
not graded these problems; instead we have included multiple-choice tests
after chapters 2 4, and 6 which can be attempted by the student to check
his progress and to re-assure himself that he has followed the main points
as he works through the book. Answers to these tests and to the problems
are included.

The book has been read in draft form by a number of students and, as a
result of their comments, some sections have been improved and expanded.
The help of Steven Beaumont, Malcolm Bentley and Rajan Suri is
acknowledged. We have included questions from the examination papers of
several universities and their permission is gratefully acknowledged.

H.A.
P.J.S.

Cambridge
November 1972
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Principles of amplifiers

1.1 Introduction
The amplifier is a basic building block of electronic systems. The contents
of the block may change over the years but we will always need to know
how one amplifier will load another when they are connected in series
(cascade). Also we will need to know how an amplifier will be affected by
the capacitance of the wires bringing its input to it and taking its output
from it.

Consider the amplifier shown in fig. 1.1. We will assume that the input X{

is related to the output Xo by a constant. The stage is said to have a gain, A,
g i v e n b y :

 A = amplifier output = X.
amplifier input X{'

Supply

Fig. 1.1. Amplifier symbol.

Note that, in fig. 1.2, as the input Xt is increased, there will come a time
when Xo cannot rise any more due to limitations of the supply. Thus every
amplifier will become non-linear for very large output demands, as shown
in fig. 1.2. Also all amplifiers will be non-linear to some extent, even for
small signals: i.e. the ratios Xol/Xa and Xo2lXi2 may be different. However
there will be a restricted working range of the amplifier where the ratios are
nearly constant, say within a few per cent of each other. In this chapter,
we consider amplifiers working in their linear range and we take A to be
a constant.

Having said that the gain of an amplifier is A = XojXiy we can write
Xo = A X{. If this is so, what is the output in the arrangement in fig. 1.3?
Or what is the output of the mechanical system with levers shown in

1



Principles of amplifiers

Fig. 1.2. Linearity of gain.

fig. 1.4? Is the output always \6x for an input x? It is clear that the output
will be \6x sometimes; but if the output point is not entirely free to move,
i.e. the output could be compressing a spring, then the beams may bend
and some deflection less than 16 times the input will result. The lever
example shows a realisation of A = —4 on no load.

= A2XtT>

X, =

Fig. 1.3. Two amplifiers in cascade.

4x

t
-4/ *\ i U 4/

Fig. 1.4. Lever system.

Returning to the amplifiers, let us assume that they are voltage amplifiers
each of gain = — 4. That is, for a unit voltage rise at the input, there will
be a 4 unit voltage fall at the output. It is again clear that the output could
be 16v for an input v, but it may be less. This will be caused by the second
amplifier drawing current by having a path of impedance Zt at its input
terminal. If the first amplifier has an impedance Zo in its output path then
a voltage drop will occur across Zo and something less than — 4v will be
the input of the second amplifier of fig. 1.5.

Thus we are interested in the 'coupling' between stages. Every amplifier
has these input and output impedances. Can we say what are desirable
values for best voltage, or current or power coupling? These impedances
may be reactive; for instance, Z, may be 105 £1 in parallel with a capacitor
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Output =16i>?

Fig. 1.5. Amplifiers showing coupling circuit.

of 10-10F. We wish to know what such a value for Z* will do to the
coupling between amplifiers or between an amplifier and some signal
source.

1.2 Coupling between voltage amplifiers
The circuit of fig. 1.6 contains the following parts:

(a) is a source of voltage \\ and internal impedance Zv We know that
the source may be a circuit including many devices, but Th6venin's
theorem says that this can be reduced to a single voltage generator and a
series impedance. We could have reduced the source to the Norton form of
a single current generator and a parallel impedance; identical answers
would be obtained, but less easily.

OUT

(a) Source (b) Amplifier

Fig. 1.6. Voltage coupling.

(c) Amplifier

(b) is an amplifier whose input draws some current. One side of the input
may be ground, or may be a power supply voltage rail which would be
in common with one side of the amplifier output but, in this general case,
this is not assumed. The two terminals are shown at which the input
voltage v2 may be developed and the impedance Z2 across these terminals
is the input impedance of the amplifier.

Again the amplifier may contain many components but the Thdvenin
representation is used whereby the output circuit is reduced to one voltage
generator Av2 and one series impedance Z3. If no load current flows and so
no voltage drop occurs in Z3, Av2 will be the output for an input v2. So A is
the no-load'voltage gain of the amplifier and Z3 is the amplifier's output
impedance.
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(c) is either a load of impedance Z4, or is a further amplifier which may
draw current from the amplifier (b) and which we represent as having an
input impedance Z4. The voltage developed across this load is v4.

Considering the input circuit of the first amplifier, we wish to know what
voltage v2 is developed there compared to v1 which is the voltage that would
be available from the source if no current was drawn from it.

Kirchhoff's laws allow us to solve circuit problems in two ways. The first
way is to label the voltages appearing between different points of a circuit
and some reference point. We can then write the currents in each path of
the circuit to be equal to the voltage difference between the ends of the
path divided by the impedance of the path. Lastly we write down that the
currents into any point of a circuit must equal the currents out of that
point. Thus we end with as many equations as points and we can solve
these equations. The second way is to mark in the unknown circulating
currents in each loop and write down that the voltage drops round a loop
must equal the source voltages.

In our circuit the voltages are already labelled, and at the upper input
terminal of the amplifier, the current out of the source must equal that
flowing into the amplifier (we have shown no other paths) thus:

or

SO Vo =

Note that this could have been obtained by putting in ix as an unknown
circulating current and from

vi = i\Zx + ixZ2 and v2 = ixZ2

the same relation for v2 and \\ results.
Equation (1.1) is sometimes called the

potential divider expression for the circuit

of % 1.7. ^ 2 .l?2

The output voltage is a fraction Z2j(Z1 + Z2) o } £
of the input voltage; but note that this is only F i g 1 ? P o t e n t i o m e t e r

true when no other current is drawn from the
point joining Zx and Z2. This equation is easy to remember and can be used
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* n identical stages
v2

Fig. 1.8. Multistage voltage amplifier.

if all the circuits across which v2 is developed are combined to give one
effective impedance Z2 which is used in the equation.

Under some circumstances, we may want perfect voltage coupling or
v2 -> vv From (1.1) this is achieved if

or Z2.

Note that we do not want Zx to be 0 but merely very much smaller than Z2,
the input resistance of the amplifier. A factor making Zx from 20 to 100
times smaller than Z2 is suitable for most engineering purposes although
for high quality instrumentation and computing, a factor making Zx from
103 to 106 smaller may be appropriate.

Referring again to the circuit, fig. 1.6, we can write an equation similar
to (1.1) for the second part of the circuit:

= A

or for the multistage amplifier with n identical stages shown in fig. 1.8, we
may write generally:

where Zt is the input impedance and Zo is the output impedance of each
amplifier.

Thus as a general method of working out the overall relation, we have
separated the 'attenuation' (which is a gain of less than unity) of each
coupling section between amplifier blocks from the gain of the amplifier
blocks.

1.3 Worked example
A sine wave generator whose internal source is represented by a phasor of
voltage 10Z -10° at a certain instant has an output impedance 600-jlOO Q. It
is connected to a circuit of impedance 4000 - J700 Cl; what input will be developed
there?
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Fig. 1.9. Phasor diagram of vx.

These data refer to a circuit similar to the left-hand part of fig. 1.6 where:

vx = 10 L-10° or 10cosl0°-jl0sin 10° volts (see fig. 1.9),

Zx = 600-jlOOQ,

Z2 = 4000-J700D.

Equation (1.1) gives:

= 10Z-10(

10x4061
4669 * (

= 8.70 Z -10° 5' volts.

4600-J800
4061Z-9°56/

4669Z-9°51'

-9° 56r)-(-9°

This is 87 per cent of the unloaded output of the generator and lags it by 5'.
This arithmetic, which consists of taking the product and quotient of

complex quantities, is more easily handled in polar form. Each step can
be checked roughly and numerical mistakes are less likely to creep in, i.e.
one would expect an impedance to 4000 Q, resistance and 700 Q capacita-
tive reactance to have a magnitude of a little over 4000 D, and so on.

1.4 Logarithmic expression for gain: the decibel (dB)
The logarithmic expressions for gain have several uses. To work out the
gain of a multistage amplifier from an expression such as (1.2), one just
adds the logarithmic gain for each coupling and for each amplifier to get
the overall gain of many stages in cascade.

In fig. 1.8, we considered how the output voltage, v2, was related to the
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input voltage vx and an expression of the form, v2 = (voltage gain) vx was
obtained for an amplifier. If we know what resistances the input and out-
put voltages appear across, say Rx and R2 respectively, then we can write
that the input power, px = v^/R^ Similarly the output power, p2 = V2

2/JR2,

where vx and v2 are the RMS voltages. Then a figure for power gain could
be obtained from , . x

p2 = (power gain)/?!.
An alternative to the dimensionless figure for power gain is that expressed

in decibels (dB) and it is defined by:

Power gain (dB) = 101og1(A (1.3)
Pi

Thus an amplifier giving 4 watts output for 4mW input will have a power
gain of 30 dB. If we write the powers in terms of voltages we get

Power gain (dB) = 101og10
 2

2(
 2

= 201ogl0l2+101og10f. (1.4)
V l ^ 2

In any circuits where R2 = Rl9 then and only then:

Power gain (dB) = 201og10-

= 201og10 (voltage gain). (1.5)

Many communication circuits are designed with standard source and
load resistors of 600 Cl and transmission lines of 50 and 75 Q. In these
systems, (1.5) expressing the voltage gain in dB is often used.

The decibel unit of power gain is very useful for two reasons:
(a) The response curves of many circuits have simple forms when the

gain in decibels is plotted against the frequency on a logarithmic scale.
(b) When power (or voltage or current) amplifiers are followed by

further circuits with gain (+dB) or attenuation (—dB), then the overall
gain is obtained algebraically by summing the gains and attenuations of all
parts in a path between the input and output.

Thus if our amplifier of input 4 mW and output 4 W is followed by a
passive circuit of power gain 0.5 (or attenuation of 2) and this is followed
by a further amplifier of power gain 400, then in terms of decibels:

Power gain of 0.5 = 101og100.5 = - 101og102 = - 3 dB.

Power gain of 400 = 101og10400 = 10x2.6 = +26 dB,

and therefore the overall gain = 3 0 - 3 + 26 = +53 dB (or 200000 times).
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(a) Source (b) Amplifier (c) Amplifier

Fig. 1.10. Current coupling.

Readers will see some amplifier data sheets with the gain quoted in
decibels without the output load being specified. These data should be
treated with caution.

1.5 Coupling between current amplifiers
The circuit of fig. 1.10 contains the following parts.

(a) is a source of current ix and internal impedance Zv Norton's theorem
allows the source, whatever its internal complexity, to be reduced to a
single current generator and parallel impedance Zv The conduction path
Zx means that the source can waste some of its current internally which is
the dual of a voltage source dropping some of its voltage internally.

(b) is an amplifier whose input impedance is Z2: thus to drive a current i2

into the input terminals, some voltage must exist there. The amplifier is
reduced to an equivalent circuit of a single generator Ai2 and a parallel
impedance Z3 at the output terminals. Here A is the current gain of the
amplifier when it is loaded by a short circuit and Z3 is its output impedance.

In the ideal current amplifier, Z2 = 0. It may appear unreal to terminate
any source by a short circuit, but certain devices are good current amplifiers
and we shall show that, for best current coupling, they should be followed
by low impedance stages.

(c) is a further amplifier which has an input impedance Z4 or it is a load.

Considering the input circuit of the first amplifier, we wish to know what
current, i2, flows into the first amplifier compared with ilf which is appa-
rently available from the source. Kirchhoff's current law allows us to write
that the current going down Zx is /x —12, whence we can write expressions
for the voltage at the amplifier input as

or /2 Z2.
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Since these are identical,

O

k = h{^z)- (1-6)

Note that this is the dual of the voltage coupling expression. Now it is the
load impedance Z2 which should be much smaller than the source im-
pedance to give good current coupling, i.e. when,

Z2 ^ Z1? \

so ia « iv

Consider next the current /4 coupled from the amplifier output to the
next stage input in fig. 1.10; here

= A+zJ =

So the overall gain, ijil9 is the product of the gain of an amplifier and the
efficiency of its input and output coupling; namely Z1l{Z1-\-Z2) and
Z3/(Z3+Z4) respectively. If these figures are known or calculated in
decibels, the terms are added rather than multiplied.

It is interesting that bipolar transistors whose input resistances are
usually much smaller than their output resistances give good current
coupling between each stage when they are connected in cascade. (Typical
figures for a small transistor are an input resistance of 1 kQ. and an output
resistance of 30 kil or, for a power transistor, 10 Q, and 200 Q. respectively.)

1.6 Loading of a source for maximum power output
The circuit of fig. 1.11 shows:

(a) a source whose voltage on no load is \\ and whose internal impedance

Z1} has resistive and reactive components, Rx and Xv

(b) a load whose impedance, Z2, we wish to determine to get maximum
power output from the source. The load is considered generally to be made
up of a resistive part R2 in series with a reactive part of impedance X2.

We can write the value of the current into the load, z2, as:

e.m.f. vr v,
2 impedance Zx+Z2 /*1 + tf2+j(A'1 + A'2)'

 u > / ;

The expressions for power in any load are |v2| |/2|cos0 or |/2|
2/*2. Both

9
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(a) Source (£) Load

Fig. 1.11. Power coupling.

will give the same result. Here we do not know the load voltage, v2, but we
do know the load current i2 and the resistive part of the load R2 through
which the current flows. Hence the power into the load, p2 is given by:

which cannot exceed (1.8)

This is because the complex denominator can be made a minimum if
Xx — — X2 and this will make the power a maximum. Thus the first condi-
tion for getting maximum power output is that the load reactance, X2,
should be the conjugate of the source internal reactance, Xt; i.e. if one is
inductive the other should be capacitative and vice versa.

Differentiating the expression for power, p2, with respect to R2 gives:

dp2 _ (
dR2

= 0 for a maximum or minimum. This is given by

setting the numerator to zero,

0 = (*1 + tf2)-2*2,

hence R± = R2. (1.9)

This is a well known result that the resistive part of the load impedance
must be equal to the resistive part of the source impedance for maximum
power output. Substituting the value R2 = R± into the expression for

p o w e r s , (1.8), gives: . i
p2 (maximum) = ^

i v , 2

Note that v1
2/R1 is the power that could be dissipated internally in the

source if the output terminals were loaded only by a reactance X2 equal
to - Xv Thus the maximum power output is a quarter of that that could
be dissipated internally in the source.

10
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1.12. Variation of coupling with the ratio of load to source resistance.

Power matching is used mainly in three situations:
(a) Where the signal levels are very small so any power lost gives a

much worse signal to noise ratio: for example, it is used in all aerial to
receiver connections in television, radio and radar equipment.

(b) Where the signal at high frequency is connected through lines of
appreciable self capacity and self inductance to a load. Then it is possible
to get large standing waves due to reflections from the load which can make
the source to load power transfer low.

(c) Where signals are very large, say at the output stage of a transmitter,
and where the maximum efficiency is desirable on economic grounds.

Fig. 1.12, summarises how the ratio of load to source resistance influ-
ences the efficiency of voltage, current and power coupling between circuits.

1.7 Frequency characteristics of coupling circuits and
amplifiers

So far, the gain and other properties of the amplifier blocks and the
coupling between the blocks have not been related in any way to fre-
quency. There will always be some high frequency at which the gain of any
amplifier is less than its gain at low frequency. The effects are akin to
mechanical inertia; on requiring an output, it takes a finite time for current
flowing at an input terminal of a device to pass through it and reach its
output - this is called transit time and it is naturally very short if the
device is small. Also, it takes time for the voltage to build up in an output
circuit after current has started to flow into it, due to its capacitance. Thus
we can show some features of an amplifier's response by showing the out-
put of an amplifier for a step input, fig. 1.13.
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Fig. 1.13. Amplifier output for step input.

To a rough approximation, the output may rise exponentially; the time
constant of the amplifier can be obtained from the time taken for the out-
put to get to 63 per cent or 1 — 1/e of the state to which it eventually settles.
If this time is r2, then we have approximated the output as a function of
time to v2(0 = ^ ( 1 -e- ' / T j ) .

- DC coupled

Frequency

Fig. 1.14. Frequency response of a typical circuit.

An alternative representation to show the gain of an amplifier or of
a coupling circuit is to plot the magnitude of its gain against frequency, as
in fig. 1.14. The approximate relationship between/2 when the gain starts
dropping and r2 is simple and it will be developed later.

The important features of an amplifier can be seen from a plot of its
|gain| against frequency. It will amplify signals at frequencies between

/ i and/2 by very nearly the same amount. Thus a musical note with certain
harmonics at the source should be almost faithfully amplified if the funda-
mental and the main harmonics present are in the range of frequencies
between/i and/2. The waveform of the electrical signal to make a television
picture is very complex. It contains components between 25 Hz and 5 MHz
and thus 'video' amplifiers need to have a flat response over this band.

12
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The methods of Fourier series and Fourier transforms allow pulses, ramp
waveforms and square waves to be broken up into a spectrum of fre-
quencies. The circuit should have approximately the same gain and ap-
proximately the same phase shift over this spectrum for the waveform at
the output to closely resemble that at the input.

We wish therefore to know which components in the coupling and
amplifier circuits will give rise to the frequencies/i and/2 at which the gain
drops from a largely constant figure called the midband gain. It is possible
to have coupling circuits whose gain stays constant down to zero fre-
quency - such circuits are called direct current coupled or 'DC coupled'.
With many circuits this is not necessary and they can be simplified by being
coupled for alternating signals only and so are called 'AC coupled'. The
difference between these two is shown at the left-hand end of the response
plot, fig. 1.14.

We want to construct such a plot with the minimum of computational
effort. We wish to know which components in our amplifiers and coupling
circuits give rise to the drop in gain at the extremes of frequency. Then we
can design circuits to handle just the frequency band required for the
signals in which we may be interested.

1.8 Coupling circuits at low frequency
The following analysis explores the effect of a simple coupling circuit
between a source and load. Exactly the same effect is produced by coupling
circuits between stages of amplifiers and by the decoupling circuits needed
by amplifiers (decoupling circuits are mentioned in the chapters on ampli-
fier realisation with field-effect and bipolar transistors). In those cases one
must first identify the resistors in series with the reactive element and the
analysis then reduces to the same as that now given.

The circuit, fig. 1.15, shows:

(a) is a sinusoidal source of voltage of amplitude vx and frequency
(o rad/s = 2nf where/is in hertz (Hz). The source internal impedance Zx is
shown to be partly resistive and partly reactive. The reactive part is due to
a capacitor Cx which may be blocking the internal supply voltages of the
source from appearing at its output terminal. Alternatively it may be
stopping the source circuit from upsetting the DC supply voltages of an
amplifier which is forming the first stage of the load. Then Cx may actually
be within the load but it can be considered as having an effect similar to
that of Rx\ i.e. a voltage drop will occur across it so that part of vx is
dropped and not usefully developed across the resistive part of the load.

13
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At
frequency

2f

(a) Source (b) Load

Fig. 1.15. Coupling circuit with series capacitor.

(b) is the load which is considered to be resistive only, so Z2 = R2. This
is an approximation because there will be stray capacities in all circuits,
but the fact is separately investigated in § 1.9.

We need to obtain an expression for the voltage v2 appearing at the load
in terms of the source voltage vv The expression for voltage coupling
gives

v = v ( Z* \ = v I—**\ = v

By studying the dimensions of each term of the final expression, it can
be seen that the denominator must be dimensionless. Since o) has the units
of s~\ the product C1(R1 + R2) must have the units of seconds and is called
the time constant, TV (This seems odd until the units of farads x ohms are
looked at more closely and are found to be seconds!)

Now we wish to find out how the expression for v2 changes with the
frequency, OJ. We consider three cases.

(a) Frequency is high so co in the denominator of the expression makes
the complex part <̂  1.

2 ^ , say. (1.11)
2

Note that this is real and not imaginary. Therefore there is no phase shift
associated with the circuit gain at high frequency. This is plotted in fig. 1.17
as the region (a).

(b) At a frequency co = (ox, such that

i I ) (1.12)

= 0.7075 L +45°.

Fig. 1.16 shows the conversion from cartesian to polar co-ordinates.

14
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0.7075^

->- + real

Fig. 1.16. Phasor diagram for gain at low frequency turnover.

At this particular frequency, o>l9 the gain is 70.7 per cent of its value at
the higher frequency and the phase shift is such that the output leads the
input by 45°. This is plotted on fig. 1.17 in the region (b). Ĝ  is called the
turnover frequency.
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20 dB
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O

0.7075

1
(c)\

1
1
1

1

i

i
i
i

>
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(a)

^

+ 90°

0°

°-1 w i w i Frequency <y (rad/s)

Fig. 1.17. Gain magnitude and phase angle plotted against frequency.

(c) The third region of interest is at very low frequency, well below the
turnover frequency <ov Remember that at wl5 the complex part of the
denominator of the expression had equalled unity, so, at a much lower
frequency,

> 1.
1

Using

then from (1.10)

Gain = ^
(Ot

(1.13)

The final expression has been converted from complex terms to polar
co-ordinates to give a magnitude and phase angle for the gain and these
are shown in region (c) of figure 1.17.
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Thus at a frequency one tenth of the turnover frequency, o) = 0.1 <ol9 the
magnitude of the gain is 0.12?, and at one hundredth of the turnover fre-
quency, the gain is 0.015. Thus on a logarithmic plot of gain against
frequency, the relation will be linear (note 0.15 = 20 log]0 B - 20 decibels
and 0.015 = 20 log10 B — 40 decibels because these are voltage ratios).

The broken lines on fig. 1.17 where the gain tends to a constant value B
at frequencies above the frequency o)x and where the gain tends to fall
linearly at frequencies below o^ show an approximate response curve
which is called the asymptotic approximation to the frequency response.
More accurately, the gain has dropped to 0.707B at o)x and the response
curve really passes through this point and is an asymptote to the two
broken lines which are accurate for low or high frequencies. The reason
for calling OJX the turnover frequency or break frequency can now be seen;
clearly the gain has stopped being a constant figure B and drops steeply
once the frequency drops below o)v

The expression for gain gave an angle as well as a magnitude for the
ratio v2lvv Rewriting the expression as v2 = gain x vl5 we see that if the gain
had a positive angle between 0 and 90° associated with it then v2 will lead
\\ in phase by between 0 and 90°, the actual value depending on the fre-
quency. The cartesian plot of log |gain| and Zgain against log frequency is
called the Bode plot for the circuit and fully specifies the gain of the circuit.

The alternative scaling on the |gain| axis shows how simple the relation
becomes in decibels. If the output of Bv1 at higher frequencies is taken as
the normal level, then when the frequency has dropped to o)l9 the output is
0.707 of Bvv

Voltage ratio 0.707 = 201og100.707

= - 20 log101.414

« — 3 decibels.

When the frequency is well below OJ19 if the frequency is halved, or dropped
by an octave, the gain will also be halved.

Voltage ratio 0.5 = 201og100.5

= -201og102.0 « - 6 decibels.

So the slope of the asymptote is - 6 decibels/octave. It can alternatively be
expressed as — 20 decibels/decade.

The analysis from fig. 1.15 showed the source as a voltage generator.
A similar analysis could be done if the source was a current generator, il9

and had a parallel conductance Gx. However it is easier to use the con-
version from current to voltage source shown in fig. 1.18.
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^AA " C l

Source Source

Fig. 1.18. Conversion from current to voltage controlled source.

Then we can write the output voltage, v2, at midband directly from

( U 4 )

0.11) as

and the turnover frequency, col9 from (1.12) as

1 1

Practically, it can be seen from (1.12) or (1.15) that the turnover fre-
quency can be made low by choosing a large value for the coupling
capacitor Cx or a large value for either the source resistance Rx( = 1/Gi) or
load resistance R2. At the low working voltages of transistor and integrated
circuits, a capacitor Cx of value 100 fi¥ may not be too large or expensive
if an extended low frequency response is required. If this is not sufficient,
then it may be possible to choose circuits, where Rx or R2 is made very high.
In voltage amplifiers, for good coupling (see (1.1)) we required R2 to be
much greater than R± so it is better to concentrate on making R29 the input
resistance of the following circuit, as high as possible. This may be achieved
by choosing the components in the input circuit to be as high a resistance
as the makers' data will allow, or by using negative feedback (see
chapter 5). Alternatively, in current amplifiers, for good coupling (see
(1.6)) we require R2 to be much less than Rl9 so it is better to concentrate
on making Rl9 the output resistance of the source, high if we also want
good low frequency response. Again this can be achieved by the use of
negative feedback.

Lastly, if the response is required not to drop at very low frequencies,
it is better to couple the source directly to the load and to dispense with the
blocking capacitor, Cv This may need extra circuit complexity (com-
plementary transistors, Zener diodes, positive and negative supplies) but
it avoids the use of bulky and probably costly capacitors. This topic is
mentioned in more detail in chapter 4.
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(*) Source ^ W Load

Fig. 1.19. Coupling circuit with shunting capacitors.

1.9 Coupling circuits at high frequency
The circuit of fig. 1.19 contains the following parts:

(a) is a voltage source, as in the previous example, but now with some
effective output capacity, C09 across its terminals. This may be the sum of
the internal capacity in the output device of the source and stray capacities
of wiring and components in the output circuit.

(b) is the line joining the source to load. This is shown with the lower
wire at earth; the upper wire then has capacitance Csl to the lower wire
and further stray capacitance Cs2 to all other nearby earthed objects.
These capacities can be made small by spacing the wire well away from all
earthed objects. However if the signal levels are low, the signal wire must
be screened to prevent electrostatic pickup. So the line may be a coaxial
cable and Cs may be of the order of a few tens of picofarads for each metre
of length of the line joining source to load.

Node A'

*>* r

Fig. 1.20. Equivalent circuit of fig. 1.19.

(c) is the load which will have some capacity, Ci9 between its input
terminals as well as a resistive input path, R2.

If we combine all the capacities into one component C2 where

C2 = Co + XCs + Ci (1.16)

then the circuit simplifies to that shown in fig. 1.20.

18



Coupling circuits at high frequency

To relate vx to v2 in this circuit, we can write the current flowing to the
right through Rx as (v1 — v2)/Rl9 the current down R2 as v2/R2 and the
current down C2 as V2]OJC2. Then if no other current is drawn from node
X, Kirchhoff's current law gives:

Vi-Vo

Note that each term of this expression- is dimensionless; the numerator
is B, the circuit gain at midband. Since o) has the units of s"1,

has the units of seconds and is the time constant, r2. Note that the C-R
product is the total shunting capacity multiplied by the parallel value of the
two circuit resistors.

We wish to find out how the expression for gain varies with frequency, w.
Again it can be considered in three regions.

(a) Frequency is low, so o) in the denominator of the expression makes
the complex part <̂  1. So

Gain = ^

Note that this is real. Therefore there is no phase shift associated with the
circuit gain at low frequencies. This is plotted in fig. 1.22 as region (a).

(b) At a frequency 0) = w2, when the imaginary part of denominator = 1,

- R\ "I" J\9 * / I 1 O\

-1 or **" ctoft - r. (U8)

then the expression for gain becomes

Gain = ^ = j-^r = % ^ = 0.7075 L -45°.
vi 1+j . l 2

Fig. 1.21 shows the conversion from cartesian to polar co-ordinates.
At the particular frequency, w2, the upper turnover frequency, the gain

drops to 70.7 per cent of its value at lower frequencies and the phase shift
is such that the output lags the input by 45°. This may be seen by writing •
the expression for gain as v2 = 0 . 7 0 7 ^ Z— 45° which is plotted on
fig. 1.22 as the region (b).
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Negative
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+ real

Fig. 1.21. Phasor diagram for gain at high frequency turnover.

(c) At a very high frequency, well above the turnover frequency, CJ29

where the complex part of the denominator of the expression equals unity,

and using CtRMRi+RJ = 1/ea, in (1.17),

vi_R2l(R1 + R2)Gain ~ -2 = = 5w2/wZ-90°.

o o

(1.19)

+ 90" -

Frequency

Frequency

90°

Fig. 1.22. Log gain magnitude and phase angle plotted against log frequency.

This is shown in region (c) of fig. 1.22. As the frequency o) becomes very
much higher than w2, say 10w2 or 100w2, |gain| becomes Q.\B or 0.012? and
the phase shift settles very close to 90° (the output lagging the input).

This plot of |gain| on a logarithmic scale (or in decibels) and Zgain versus
frequency on a logarithimic scale is a Bode plot. Fig. 1.22 is for a circuit
whose gain (Jrops at high frequencies, w2, because of shunting capacities C2,
and at low frequencies, <ol9 because of coupling capacities. Provided that
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o)x and o)2 are several orders of magnitude apart, then we can calculate
separately the effects of coupling capacities and shunting capacities. For
example, in a normal amplifier the output coupling capacitor may be
several /iF and the stray capacities several hundred pF. Since these are
a factor of 104 apart the two separate effects arising from them are often
not both noticeable at any one frequency.

The frequency response is shown clearly in fig. 1.22. The circuit has a
nearly constant gain, B, in the region between o)x and OJ2. At each of these
particular frequencies the voltage gain drops to 0.707 B (or 1 /V2 of normal).
If we consider the output power, /?2,

and so drops to half its normal value. So the frequencies wx and OJ2 are
called the half power frequencies and w 2 - w i is the half power bandwidth.

The conditions at the half power frequencies can be written in another
way which is easier to remember. At the lower turnover frequency, (ol9

(1.12) gave: ,
w1C1(/?1 + /?2) = 1 or ^-^r = Rx + R2 (1.20)

so the impedance of the series capacitor = series effect of Rx and R2.

At the higher turnover frequency w2, (1.18) gave:
(Q2C2R1R,

= 1 or
o)2C2

(1.21)

so the impedance of the shunting capacities = parallel effect of Rx and R2.
Lastly, let us look at how the response of an amplifier will be affected

by the coupling circuit in series with it. Fig. 1.23 shows the gain of the
amplifier (a) and that of the coupling circuit (b). If the gains are in decibels,
then they are added to give (c), the gain of the whole circuit. <u2 is the turn-
over frequency of the coupling circuit and w3 is the turnover frequency of

xlO --20dB>

3 x l - - 0 d B 4 - i
O

xO.l --

A + BdB

BdB

-20dB

Frequency

Fig. 1.23. Combination of gain plots: (a) amplifier alone, (b) coupling circuit,
and (c) amplifier and coupling circuit.
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the amplifier alone* This <?auses the gain of the whole circuit to drop at
6 dB/ootave from o>2 to<*>3 and then at 12 dB/octaye from <o2 upwards, Also
if the gains in midband are A decibels for the amplifier aud B decibels for
the coupling circuit, then the amplifier and coupling circuit will have a gain
of A -f B decibels. Fig. 1.23 shows A+B just below A because the coupling
circuit attenuates.

1.10 Pulses and digital signals

So far we have considered continuously varying sinusoidal signal wave-
forms or steady voltage levels. In digital electronics the signals are not
continuously varying; instead, the voltage or current at the output terminals
of a circuit is in the form of a pulse. It makes a rapid transition from one
value or level to another and after an interval of time, usually long in com-
parison with the transition time, returns rapidly to its original value. For
the higher level of output measured in terms of current or voltage the
circuit is said to be HIGH while for the smaller value, often close to zero,
the circuit is in the LOW state. The duration of the pulse in one or other
of its states can vary over a very wide range of times ranging from a few
nanoseconds (1 ns = 10~9 s) to several seconds. The time taken to switch
from one state to the other is not instantaneous but it is usual practice to
try and make it a small fraction of the duration of the pulse and in most
digital circuits and systems it is assumed that the time is negligibly short.
The shape of a pulse, in terms of its amplitude plotted as a function of
time, is determined by the combination of the passive components such as
resistors, capacitors and inductors that make up the circuit and by the
operating characteristics of the active devices such as diodes and transistors
with which the pulse is generated. The main feature of pulse waveforms
and the factors that govern the shapes of pulses are described in the
following sections.

1.10.1 Terminology

A portion of a train of pulses is shown in fig. 1.24 and some of the ter-
minology met in pulsed circuit analysis is introduced with reference to this
idealised representation. The voltage is switched from a level Vx which is the
LOW state to a level F2, the HIGH state, so that V2 — Vx is the amplitude of the
pulse. Note that even in the LOW state the pulse is shown at a finite positive
voltage with respect to the zero level. In some cases, pulses in their LOW
state may be at the zero level but this is not a necessary condition: indeed
the low level may be either a small positive or negative amount away from
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V\—

Duration

LOW

Period

HIGH

Space
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Pulse
amplitude

Time

Fig. 1.24. Part of a train of pulses and the terminology used.

zero. In this ideal case the pulse amplitude is assumed to be constant over
the whole of its duration in either of its states. In practice, however, there
may be some small changes in amplitude while the pulse is in the HIGH or
LOW state.

The time for which the pulse is at the level V2 is the pulse duration in the
HIGH state, i.e. tz-tv The ratio of the time for which the pulse is HIGH to
the time for which it is LOW is called the mark-to-space ratio. The duty cycle
is the time for which the pulse is HIGH in a period, i.e. (f2-'i)/*3-'i)- The
repetition frequency of a pulse train is the number of pulses per second or
l/(*8-'i) Hz- F o r example, the pulse duration of the pulse train shown in
fig. 1.25 is 1 /is, the mark-to-space ratio is | , the duty cycle is 1 in 10 and the
pulse repetition frequency is 105 pulses/second. The pulse amplitude is 3 V
offset at +2 V with respect to the zero level.

10/is

-•Time

Fig. 1.25. An example of a pulse waveform.
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0.63 F,

v2

0.9 Vx

Q.I Vx

Fig. 1.26. Pulse shape with rise- and decay-times.

1.10.2 Rise-time, decay-time and time constants
We have assumed in § 1.10 that the time taken to change from Vx to V2 is
infinitesimally small. This is not always true although it is again emphasised
that it is a perfectly valid assumption in most digital circuit analysis. In
some applications it is not possible to make this time a negligibly small
fraction of the pulse duration. Generally, as described in § 1.7, the pulse
shape is as shown in detail in fig. 1.26. The pulse voltage increases gradually
from a base or zero level to a level Vx in a time determined by circuit
components. It can be seen in fig. 1.26 that the time at which the pulse
reaches the voltage Vx exactly is not precisely defined. Thus it is difficult to
state accurately the total time taken to switch the voltage from zero to Vx

and it is frequently necessary to know how quickly or how slowly the pulse
amplitude is changing towards Vv To overcome this difficulty a 'rise-time'
is defined as the time in which the pulse voltage rises from 10 per cent to
90 per cent of its final value: these are precise conditions. This method
gives the two points shown in fig. 1.26 and the rise-time tr = t2 — t1. In a
similar manner a fall or decay-time may be defined as the time taken to
fall from 90 per cent of V±to 10 percent of Vv The rise- and decay-times are
not necessarily equal for a pulse. The time to rise to (1 - l / e ) ^ or 0-63 Vx

is also of significance since the rate of rise or decay is often exponential and
is marked on the pulse in fig. 1.26. It is called the time constant (r) and
must be carefully distinguished from the 10 per cent to 90 per cent rise-time.

Another pulse shape that is frequently encountered is shown in fig. 1.27 (a).
In this case the pulse voltage rises rapidly compared with the duration of
the pulse but the steady amplitude cannot be maintained and decays at a
rate that again depends on the circuit component values. (Other waveforms
that are frequently encountered in pulse circuits are a pulse with over-
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Overshoot

Fig. 1.27. (a) and (b) pulse waveforms.

shoot and ringing (fig. 1.27(6)) and the square wave with equal HIGH and
LOW periods as shown in fig. 1.28 (a), the sawtooth waveform (fig. 1.2
and the triangular waveform (fig. 1.28 (c)).)

Fig. 1.28. (a) Square wave, (6) sawtooth, (c) triangular.

1.10.3 Resistance-capacitance coupling network
One of the circuits most often encountered in electronics is shown in
fig. 1.29. The capacitance C and the resistance R may be actual components
or they may arise from the wiring resistances and package capacitances or
connections used in the coupling of one circuit to another. For example,
in the measurement of the output signal from an amplifier, the output
resistance of the amplifier, the capacitance of co-axial leads and the
oscilloscope's input capacity may form just such a circuit as shown in
fig. 1.29. The circuit may be regarded as a potential divider for sinusoidal
signal inputs whose frequency is variable. For very high frequencies the
voltage across the capacitor is very small since its reactance is small com-
pared with the value of the resistance while at low frequencies the voltage
across the capacitor is large and the converse is true. For a voltage step
that forms the first part of a pulse the output may be obtained analytically
after noting that the current through R must flow into C; this current is
Cdvjdt.

25



Principles of amplifiers
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Output
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Fig. 1.29. A resistance-capacitance coupling network.

Kirchhoff's voltage law gives:

where s is the differential operator (= D in some textbooks),

When the input voltage changes suddenly from zero to the value Vx the
equation has a solution:

v 2 = V A l p i
Thus the value of the output voltage v2 j£ a function of time and depends
on the value of the resistance-capacitance product, RC. In fig. 1.30 we
show a plot of v2 as a function of time. It is of interest to note that at
t = RC (the time constant, r), v2 = V±(l - l/e), or 63.2 per cent of Vv We
can also determine the 10 per cent to 90 per cent rise-time (t2— tx) in
terms of RC.

If v2 = 0.1 Fx, tx = 0.1 RC and when v2 = 0 .9^ , t2 = 2.3i?C. Therefore
the rise-time tr = t2-t1 = 2.2RC. The time constant r ( = i*C) of the
circuit should not be confused with the 10 per cent to 90 per cent rise-time.

Amplitude

0.632 Kj 71

Input

v2

Output

•Time

Fig. 1.30. Rise-time definitions.
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Amplitude

(a)RC=OAT

- • t

(b)RC=0.2T

(c)RC= 03T

(d)RC = T

- • t

(e)RC = IT

(f)RC=\OT

- • t

Fig. 1.31. Output waveforms for an ideal square wave applied to an RC network.
From (a) to (/) the time constant RC changes from RC =0.1 T to RC = 107.

1.10.4 Square wave applied to an RC network
An ideal square waveform pulse train of amplitude Fand period 27 can be
used to determine the response of the RC network. If it is applied to the
circuit of fig. 1.29 the output waveform depends on the ratio of the time
constant r = RC and the periodic time. We assume that RC may be varied.
For example, if RC = OAT, so that the rise-time is much shorter than the
period, then the waveform corresponds to that shown in fig. 1.31 (a). The
circuit output, for a change of input from 0 to Vl9 reaches a value, after
time T, of v2 = VJl -exp (-10)] = 0.999955^. For RC = 0.27the wave-
form amplitude reaches 0.993 Vl9 for RC = 0.3rthe waveform reaches only
96.4 per cent of Vx and for RC = T the waveform shown in fig. 1.31 (d)
reaches only to 63.2 per cent of Vv For RC = IT the waveform reaches
39 per cent of V and for RC = 10J the waveform reaches to just 9.5 per
cent of Vx as shown in fig. 1.31 (/). Thus it is seen that, for the larger
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values of RC, the output pulse does not reach the amplitude of the input
pulse. The input voltage changes before the capacitor is charged to the
required value of the waveform's maximum amplitude. In fact the output
waveform for values of RC $> T is very close to a triangular waveform
which is the integral of the square waveform of Fig. 1.31. The circuit is
therefore sometimes known as an integrating circuit.

The circuit is also known as a 'low-pass' circuit in which signals at low
frequencies are much less attenuated than signals at higher frequencies.
Some readers, who are familiar with Fourier analysis, will realise that this
is borne out by the results obtained for the output from the square wave
input. The waveform is one in which the higher frequency components
are attenuated to a greater degree than the low frequency components.

Input Vi > R v2 Output

Fig. 1.32. The differentiating or high-pass CR network.

1.10.5 Capacitance-resistance circuit (the differentiating or
high-pass circuit)

The circuit shown in fig. 1.32 is another resistance-capacitance network
but with the two circuit components exchanged compared with the circuit
of fig. 1.29. If a step input voltage is applied to this circuit the output
voltage follows the pulse very closely at first but then decays while the
input voltage remains constant. When the input pulse turns off, the output
voltage also changes by a corresponding amount so that it is negative with
respect to the zero level and recovers with a time constant towards the
zero level. Fig. 1.33 shows the pulse shapes. The equation relating the
output and input voltages is

sCR
V2~~ Vl\+sCR9

for which a solution for a step input 0 to Vx is,

v 2 =

Thus the exact form of the output waveform depends on the value of the
time constant RC.

28



Pulses and digital signals

0.1 F,

Fig. 1.33. Time constants.

Some of the features of this pulse waveform are worth noting. After a
time t = RC the output v2 is 36.8 per cent of Vv The output falls from
90 per cent of its maximum value to 10 per cent of its maximum value in a
fall-time of tf = 2.2RC.

1.10.6 Square wave applied to the capacitance-resistance
network

The response of the circuit to a square wave is shown in fig. 1.33. The
shape again depends on the ratio of the period IT and the time constant
RC. If the network is to produce a nearly faithful reproduction of the input
then RC must be made as large as possible. On the other hand, if RC is
made very much smaller than the period the output is in the form of very
narrow spikes of signal which are useful for certain applications. Fig. 1.34
shows a range of wave shapes that are obtained as the time constant is
varied from RC = 0.1 T to RC = 10r.

The circuit is known as a differentiating circuit since the differential of
a perfect square step is an infinitesimally short spike and an approximation
to this condition may be obtained with the circuit. It is also worth noting
that the circuit attenuates the low frequency components of a pulse rather
more than the high frequency components and is therefore referred to as a
high-pass circuit.

An interesting case arises when the input to the circuit is a square wave
with rise- and fall-times, tx and t2, as shown in fig. 1.35 (a). If one assumes
that at the start of the rise and fall the voltage varies approximately
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Fig. 1.34. Output waveforms for an ideal square wave applied to a differentiating network.
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Fig. 1.35. (a) Input pulse to differentiating network, (b) Output pulse.
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linearly with time, then the differentiation of this voltage with respect to
time is a constant. A high rate of rise in voltage, X, will give a high output,
y, as shown in fig. 1.35 (ft). When the input voltage is nearly constant,
shown during the on-time f 3, the output is nearly zero and a negative going
pulse appears during the fall-time t2.

1.11 Worked example
A certain voltage amplifier has input resistance = 100 kO, voltage gain = 20,
and output resistance = 5 kO. It is desired to amplify 4 mV RMS signals coming
from a source of internal resistance 5 kft and to develop at least 20 mW in
headphones of resistance = 1 kft. Hence find:

(a) How many stages of amplification are needed ?
(b) What value of coupling capacitor is needed between the last amplifier stage

and the headphones if the output can drop to 10 mW at 30 Hz?
(c) What length of screened cable can be used between the source and the first

amplifier stage if the capacity between conductors in the cable is 60 pF/metre and
if the output can be allowed to drop to 10 mW at 16 kHz?

Fig. 1.36 shows n amplifier stages between source v£ and load i?4.

Fig. 1.36 Circuit for example 1.11 (a).

(a) Considering first the output stage, power at the output = vo
2/i?4 and

must be 20 mW. Hence:

v0
2 = 20 x 10"3 x 103 = 20 so v0 = 4-47 volts RMS.

In the output stage, we have from (1.1):

v ^ and ! • -» .

"-i / l k Q \ 4.47
^ 4 0 l 0

So for n stages, (1.2) gives:

100 kQ \ / 100vo _ 9 f t« / \ " - i / l k Q \
/ \lkQ + 5kIV

By inspection, three stages are required and with n = 3,

4.47xl.053x6
203 = 3.9 mV gives an output of 20 mW.
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ioo ka
First

Last ampli&er " amplifier

Fig. 1.37. Circuit for example 1.11 Ĉ ) Fig 1.38. Circuit for example 1.11 (c).

(b) Fig. 1.37 shows the output circuit with the coupling capacitor in
series with the load. The power of 10 mW expected at 30 Hz is half that
expected for higher frequencies and so 30 Hz is the half power frequency.
Equation (1.20) then relates the circuit components by

Hence: Cx = , p \ p . = = J . m n = 0.88 x 10"6 F.
1 OJ(RZ + jR4) In x 30 x 6000

So a 1 JLCF capacitor would be suitable.

(c) Fig. 1.38 shows the input circuit of the amplifier.

The frequency given, 16 kHz, is again the half power frequency. Equa-
tion (1.21) then relates the circuit components by:

1 __ J ^ _ 5 Mi. 100 Mi ^ 4J6 kQ>

G)C2 Ri + R2 105 kQ

1

2TTX 16 x 103x4.76x
= 2.10xl0-9F or 2100pF.

The cable capacity is 60 pF/m so 35 metres of cable would give exactly the
above capacity and should be the maximum length between the source
and the first amplifier stage.

1.12 Summary
Fig. 1.12 shows the required ratio of load to source resistances to get good
current, voltage or power coupling from one circuit to another. The load
is not always adjusted to get the best power matching. If it is known that
a device has a linear relation, say, between its output and input currents,
then it is desirable that the source be loaded so that current is efficiently
coupled into the device. This is precisely the case with most bipolar
transistor devices and circuits containing them require different coupling
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criteria from circuits containing field-effect transistors if the best linearity
is to be obtained.

Fig. 1.22 shows how the reactive components most commonly present in
amplifiers and in their input and output coupling circuits affect the gain of
the circuit at extremes of frequency. The drop in gain at low frequency can
be avoided by a little extra circuit complexity but that at high frequencies
cannot be avoided. In the graph of gain magnitude against frequency, the
relationship approximates to one broken into lines of different slopes.
The frequencies at which the breaks occur can be easily calculated and
form the basis for determining the extent of the band where the gain is
reasonably constant. Such calculations are good enough for most practical
design work when we remember the considerable tolerances given by the
makers of transistors and capacitors on the values of their components.

1.13 Problems
1. A voltage amplifier is shown in fig. 1.39. In testing the amplifier, the following
results were obtained for a constant input, vx = 0.1 volts RMS from a source of
negligible internal resistance:

(a) Output, v4 = 8.0 volts RMS when Rx = 0Q and /*4 = oo.
(b) Output, v4 = 4.0 volts RMS when Rt = 0 Q and R* = 1 kQ.
(c) Output, v4 = 2.0 volts RMS when Rt = 1 MO and R* = 1 kQ.
Hence find the input resistance R2, voltage gain A, and output resistance R3

of the amplifier.

Amplifier

Fig. 1.39. Circuit for problem 1.

2. The output circuit of an amplifier can be represented by a current generator /
in parallel with a resistor R5 as shown in fig. 1.40.

Derive an expression for the output current, i4. What relation of Rb to RA is
required for the output current to be within 1 per cent of /?

Amplifier

Fig. 1.40. Circuit for problem 2.
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If this circuit is of the same amplifier as that in question 1, what are R5 and /
in terms of Rz and ^v2?

3. The circuit of an amplifier is shown in fig. 1.41. Calculate the magnitude of
the gain, |v4/v2| at 1 Hz, 1 kHz and 1 MHz. What is the amplifier bandwidth
between half-power points ?

C3I6//F

Amplifier

Fig. 1.41. Circuit for problem 3.

4. For the circuit shown in fig. 1.40 derive an expression for the power developed
in R^ If / and R5 are fixed, what value of R4 makes this power a maximum?

In a certain power amplifier, R5 = 10 ohms and / = Gv2, where G = 100 S
(= A/V) and v2 is the amplifier input voltage. What value of load resistor i?4 is
desirable, and what input voltage will cause 2.5 watts output to be developed?
If the load has to be joined to the amplifier through a coupling capacitor what
value is needed for this component if the output voltage of the circuit is only to
drop to 70 per cent of normal as the frequency is lowered to 30 Hz?

5. An amplifier is made from three stages whose performance at 1 kHz is as
follows:

Input Output
resistance Gain resistance

Stage/* 5O 30 15 Q
B 100 Q 100 500 H
C 10 MO 4mS 10 kn

A and B are bipolar transistor stages and their current gains are given; C is
a field-effect transistor stage and the gain given is the transconductance of the
stage.

In what order should the stages be connected to make a voltage amplifier
capable of driving a 15 Q. load efficiently? Comment on the efficiency of coupling
between stages.

For an input to the amplifier of 0.1 V RMS from a generator of 600 Q. internal
resistance, what approximate output power would be developed in the load?

(Sheffield University: Second year)

6. A designer has available standard amplifiers of input resistance 100 ohms,
current gain 50 and output admittance 10~3 S. He wants to make a circuit to
detect 1 juA DC and to give a full scale deflection on a 1 mA DC meter whose
resistance is 200 Q.
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How many stages of amplification does he need? What shunt would he put
across the input to give exactly the desired sensitivity?

By adding a capacitor to the input, he limits the gain of the circuit for fre-
quencies above 10 Hz. Show how this capacitor should be connected and
determine a suitable value for it.

(Cambridge University: First year)
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The p-n junction and the field-effect transistor

2.1 Introduction
The p-n junction is used a great deal in semiconductor circuitry, both on
its own and as an integral part of many amplifying semiconductor devices.
As a circuit element its most frequent use is as a diode or rectifying com-
ponent. It is also used in the form of a Zener diode to act as a voltage
reference and its non-linear characteristic is utilised in detector circuits. In
integrated circuits, p-n junctions are found as diodes, resistors and
capacitors! Both field-effect transistors and bipolar transistors contain one
or more p-n junctions. We therefore begin this chapter with a discussion
of the p-n junction although our basic intention in this book is to restrict
ourselves to amplifying devices and their circuits. The reader who is not
familiar with terms such as p-type and n-type material, doping, impurities,
etc., which are used in discussing semiconductor devices can find a brief
account in the books listed in appendix A.

The operation of the field-effect transistor, its characteristics and its use
as a voltage amplifier are described. Representation of the transistor by an
equivalent circuit of passive components and generators leads to a method
of analysis for gain, input and output impedance. The metal-oxide semi-
conductor transistor is also described in this chapter. Finally, a numerical
example is solved to illustrate circuit design and analytic techniques.

The sections on field-effect transistors may be read before or after the
next chapter on bipolar transistors depending on the wishes or needs of
the reader. The explanations in the two chapters have been kept reasonably
independent of each other to allow the student this choice.

2.2 The p-n junction
A p-n junction diode is formed when an intimate contact or junction is
made between a p-type and an n-type semiconductor. In actual devices the
'junction' is a result of doping the material in such a manner that there is
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-V F(p-n)

Fig. 2.1. Current flow in a p-n junction.

a transition from p-type to n-type material in a very short distance,
typically less than 1 /im. The main property of the device is that current
flowing across the junction increases rapidly with applied voltage when the
p-type side is made positive with respect to the n-type side. If the polarity
is reversed and the voltage increased, a very much smaller and almost
constant current flows until, at a critical voltage, the device breaks down
and a large reverse current flows. This last part of the characteristic is
known as the avalanche or Zener breakdown. Fig. 2.1 illustrates the current
flow as a function of the polarity of the voltage on the p-type side.

The operation of the device is explained by considering the movement of
holes and electrons in a region in the immediate vicinity of the junction.
Fig. 2.2(a) is a schematic representation of the p- and n-type materials as
they would exist in isolation. Only the impurity atoms are shown and the
lattice of Ge or Si atoms is not included in the interests of clarity. For the
p-type side, each impurity atom is shown as an immobile nucleus with a
negative charge together with a positively charged holef which is taken to
be free to move. In the n-type side donor atoms are shown as immobile
nuclei, each with a positive charge together with a negatively charged free
electron.

When a voltage is applied to an n-type semiconductor the greater part of
the current flow is caused by the movement of free electrons which are
therefore called the majority carriers. However, there are always some
holes, albeit comparatively few, present in n-type material. They are called

t The concept of holes is explained in books listed in appendix A for readers un-
familiar with the terminology used to describe the action of semiconductor devices.
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Fig. 2.2. The p-n junction, (a) Impurities in semiconductors: • electrons, O holes,
0 bound acceptor atoms, 0 bound donor atoms, (b) The depletion region at a p-n
junction, (c) The space-charge at a p-n junction, (d) potential barrier at the junction.

the minority carriers and they contribute a small fraction to the total
current. The situation in p-type material is reversed in that holes form the
majority carriers and electrons the minority carriers.

The materials, as a whole, are electrically neutral. In other words, the
number of positive charges is balanced by the number of negative charges
and there is no net charge.

Fig. 2.2(6) shows the situation when a p-n junction is formed. The holes
in the p-type region, the majority carriers, are in much greater concentra-
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tion than in the adjacent n-type region, hence there is a diffusion of holes
into the n-type region where they are assimilated into the lattice by recom-
bination with electrons. (Other texts describe the mechanism of hole and
electron diffusion and recombination.) Immobile impurity atoms with a net
negative charge are left in the p-type side of the junction. In a similar
manner, the diffusion of majority carriers, i.e. electrons from the n-type
region, creates a net positive charge in this side of the junction. Fig. 2.2(c)
shows, schematically, the charge distribution in the region around the
junction, known as the space-charge region. The region is also referred to
as the depletion layer because of the relative scarcity in it of current
carrying charges. It must again be realised, that despite the formation of
the space-charge region the overall charge neutrality of the device is
maintained.

Once the space-charge region has been formed it restricts further dif-
fusion of holes and electrons. Very few electrons from the n-type side are
able to overcome the negative charge on the p-type side of the junction
and very few holes are able to overcome the positive charge on the n-type
side of the junction. However, small numbers do cross, and if this were the
only charge movement in the p-n junction, a small current from p-region
to n-region would flow. But there are always some electrons on the p-type
side and some holes on the n-type side and for these electrons and holes the
space-charge region certainly does not act as a barrier. Instead they are
helped across from one side to the other once they enter the space-charge
region. The current arising from these charge carriers is in the direction
n-region to p-region and exactly balances the current from the charges
which surmount the barrier. A state of dynamic equilibrium always exists
and there is no net current flow.

The creation of the space-charge regions means that an electric field is
produced across the junction as shown by the arrows in fig. 2.2(6). The
existence of the field implies that a potential barrier exists at the junction
as illustrated in fig. 2.2(d). It is this potential difference which gives a
measure of the barrier which holes and electrons have to overcome to
cross the junction. The magnitude of the potential barrier in a typical
silicon p-n junction is in the range 0.5 to 0.9 V and for a germanium
junction 0.2 to 0.4 V.

2.3 Forward and reverse biased p-n junctions
Forward bias may be applied to a p-n junction by connecting the positive
terminal of a battery to the p-type side and the negative terminal to the
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n-type side. The immediate effect of this is to reduce the height of the
potential barrier. The positive terminal connected to the p-type side repels
holes into the negatively charged impurity atoms near the junction,
neutralises some of these, and therefore reduces the magnitude of the
space-charge. Similarly the negative terminal of the battery causes more
electrons to move into the space-charge region on the n-type side and
neutralise some of the positively charged impurity atoms near the junction.
The magnitude of the potential barrier is reduced and eventually it is
altogether eliminated as the applied voltage is increased. The effect of this
connection is to inject holes from the p-type side into the n-type side and
to inject electrons in the opposite direction and therefore cause a con-
siderable current flow.

Reverse bias is applied when the p-type side is made negative with
respect to the n-type side. This increases the width of the space-charge
region and the magnitude of the potential barrier. Holes are extracted
from the p-type region and electrons from the n-type region, with the result
that more immobile ionised atoms are exposed around the junction. The
height of the potential barrier is increased to such an extent that the dif-
fusion component of current is reduced to negligible proportions. The
current through the diode is only the component from thermally created
(minority) charge carriers and its magnitude is very small.

The relation between the applied voltage and the diode current is as
follows: / pV \

( g ) (2.1)
where / is the diode current, V is the applied voltage, e is the electronic
charge, k is Boltzmann's constant and T is the absolute temperature.

At room temperature the value of e/kTx 40 V"1. Therefore, an applied
voltage of only —0.1 volt in the reverse direction means that effectively a
current of -Is flows. This is the current caused by thermally generated
electrons and holes. Again if a forward bias is applied to the junction, a
voltage of only +0.1 volt is enough to cause a current of approximately
50/5 to flow because exp 4 « 54.

Fig. 2.3 shows the forward characteristics of a BY 126 silicon diode for
two values of junction temperature. Some of the main details from the
manufacturer's data are also included.

2.4 Depletion layer width and junction capacitance
The width of the depletion layer at a p-n junction depends on the doping
levels in the semiconductor and on the voltage applied to the p-n junction.
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Fig. 2.3. The forward characteristic of a BY 126 silicon diode. Peak reverse volts =650 V,
reverse current = 0.08 pA at VR = 450 V, T= 25 °C.

Many semiconductors utilise these properties in their operation and
detailed analytic discussion of the topics may be found in books on the
physics of semiconductor devices. In this section we present a qualitative
discussion of the subject.

If the two sides of the p-n junction are doped uniformly and the doping
levels are equal, then the extent of the depletion layer will be the same on
either side of the junction. This may be deduced from the fact that the
crystal remains electrically neutral.

Very often the doping is such that one side of a p-n junction is much
more heavily doped than the other. The result is that the depletion layer
extends much further into the lightly doped side than into the heavily
doped side. Since charge neutrality must be maintained, equal amounts of
charge must be exposed on both sides of the junction. A greater volume of
the lightly doped side would be required than of the heavily doped side for
any given number of ionised impurities. This creates an asymmetrical
depletion region extending into the lightly doped side. It is in fact this type
of junction which is used in many semiconductor devices.

The effect of a voltage applied to the p-n junction has already been
mentioned in §2.3. A reverse bias causes an increase in the width of the
depletion region and forward bias causes a decrease. This effect is used in
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Fig. 2.4. (a) Movement of holes and electrons and conventional current direction in a
p-n junction, (b) The diode symbol, (c) The vacuum diode analogy.

devices such as the field-effect transistor to control the current. In addition
the junction may be regarded as two conducting regions with a region of
high resistivity separating them, which is essentially the structure of a
capacitor. The magnitude of the capacitance depends on the reverse
voltage applied to the junction because this varies the depletion layer
width. Therefore not only can we form a capacitor by means of a p-n
junction, but also the value of this capacitor is a function of the applied
voltage and variable capacitance diodes are useful devices for circuit
tuning and other applications.

The capacitance at a p-n junction can have a detrimental effect in some
devices, e.g. in bipolar transistors, where it limits the response at high
frequencies. On the other hand it does provide a convenient way of making
capacitors for integrated circuits as will be seen in a later chapter.

Fig. 2A(a) shows the direction of current flow in a p-n junction and
fig. 2.4(6) shows the conventional symbol used to denote a p-n junction
diode. The direction of current flow is indicated by the arrowhead if
forward bias is applied.

Fig. 2.4 (c) shows the origin of the anode and cathode terminology which
is based on the thermionic diode. It also helps one to remember the
direction of conventional current flow.

The characteristics of the diode are markedly non-linear. In the reverse
direction the effective resistance of a silicon diode is usually greater than
108 ft. The current remains virtually constant with applied reverse voltage
until breakdown. In the forward direction the resistance is a function of the
point on the characteristic at which it is measured.

Since

d/ e_ (eV\ e_
dV kT sexp\kTJa kT '
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Fig. 2.5. (a) Current through a silicon channel, (b) The junction gate
field-effect transistor (schematic representation).

and therefore dV

since ejkT « 40 at room temperature.
r is called the incremental or dynamic resistance of the diode. Its value

varies from a few kilohitis when the diode current is a few /iA, to a few
ohms when an appreciable current is being passed by the diode.

We have dealt mainly with the silicon diode in this account. The
characteristics of germanium diodes are similar except that the reverse
current is much higher than for a silicon diode, typically a few juA rather
than a few nA. In the forward direction a lower forward bias than for
a silicon diode causes the device to conduct.

2.5 The field-effect transistor (unipolar transistor)
The central component of any amplifier circuit is an active device. One
such device is the field-effect transistor, so called because an electric field
is used to vary the flow of current in it. Another is the MOST or metal oxide
semiconductor transistor described in §2.17. The devices are also known
as unipolar transistors because, in the main, their mechanism of operation
depends on the movement of charge carriers of one polarity only, either
holes or electrons. This is in contrast with the bipolar transistor (described
in chapter 3) which depends on the movement of both holes and electrons.

2.6 Principle of operation
The operation of an f.e.t. can be visualised by considering the somewhat
schematic device geometry illustrated in fig. 2.5. Although this geometry
is not used in practical devices it provides an adequate model from which
we may discuss the behaviour of the device.
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Contacts are made on the two end faces of a silicon bar which is called
the channel (n-channel if made with n-type Si and p-channel if made with
p-type Si). The contacts are called source and drain respectively. With the
battery connections as in fig. 2.5 (a), electrons are injected into the channel
at the source on the left-hand side and are collected at drain. The current
ID flows from drain to source as shown and the magnitude of the current
depends on the conductivity of the channel and the source to drain voltage
VDS. If the channel is uniformly doped, its conductivity will be the same
at all points along its length and the voltage drop along the channel will be
linearly related to the distance from the source.

The action of the f.e.t. depends on providing a means of varying the
conductivity of the channel and hence the current ID. Two p-type regions
are diffused into opposite transverse sides of the silicon bar to form two
p-n junctions which are known as gates - see fig. 2.5(b). Let us assume the
gates to be reverse biased so that depletion layers are formed around the
p-n junctions. If the n-channel is lightly doped compared with the p-type
gates, the depleted regions will extend well into the channel and decrease
its effective width as far as the conduction of current is concerned. It has
been pointed out in §2.4 that the conductivity of the depletion layer is very
low because there are very few carriers in it. The decrease in the effective
channel width implies an increase in its resistance and a decrease in the
channel current.

Let us now consider the action in more detail and derive the charac-
teristics of a f.e.t. Consider the gate voltages to be zero initially, i.e. the
gates are connected directly to the source. Drain current flow causes a
voltage drop along the length of the channel. So the gate to channel voltage
is a small reverse bias towards the source end of the channel and a much
larger reverse bias at the drain end. Hence a wedge-shaped depletion layer
forms as shown in the figure. As VDS is increased from zero, current ID

increases linearly initially. This part of the characteristic is marked A in
fig. 2.6. Further increase of VDS however causes the channel to narrow and
its resistance to increase. The effect of the increased resistance begins to
dominate over the increase in ID which would have been expected, and the
characteristic begins to form a 'knee' marked B in fig. 2.6. A state of
equilibrium is reached when there is no further increase in ID. The wedge-
shaped depletion layers extend across the channel and it is almost closed
at the drain end. This point is called pinch-off and is marked C in fig. 2.6.
For higher voltages than the pinch-off voltage, VP0, nearly constant current
flows and the part of the characteristic is marked D in fig. 2.6. Any increase
of VDS and extension of the depletion layer is counter-balanced by the
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Fig. 2.6. The lD-VDS output characteristic of a f.e.t. with Vos = 0.

high field in the narrow channel allowing saturation current to flow. At
still higher values of VDS, usually well beyond the manufacturer's maximum
values, there is a gate to drain breakdown caused by avalanche effects and
f.e.t. action ceases. This part of the characteristic marked E shows the
current increasing rapidly with VDS.

So far we have considered the gate to source voltage, VGS to be zero.
If the gate is made negative with respect to the source, the argument still
applies except that pinch-off and saturation occur at a lower value of drain
current. A depletion layer is formed and the channel width reduced, even
before VDS is applied. The increased resistivity of the channel leads to the
change in the slope of the ID-VDS characteristic in the region before pinch-
off. Since the channel is already narrowed pinch-off occurs at lower values
of VDs3s well as lower drain current. The set of curves obtained with VGS

as a parameter is shown in figure 2.1 (a). The locus of the pinch-off points
is also shown and is known as the pinch-off curve.

The characteristics of the f.e.t. may also be displayed by a plot of ID

against VGS as shown in fig. 2.7(b). This is known as the transfer charac-
teristic and holds for values of VDS greater than the pinch-off voltage.
Since the drain current is nearly constant beyond pinch-off a single
characteristic is sufficient and is independent of VDS.

The device described in the foregoing section is said to work in the
depletion mode, in other words a negative gate voltage is used to extend
the depletion region and constrict the channel to produce pinch-ofT. It is
possible to envisage a device in which, initially, the channel is partially
closed with VGS = 0 and the drain current is low. The gates of such a

45



p-n /unction and field-effect transistor

Drain-gate
breakdown

0 1 2 3 4

VDS (volts)

(a)

Fig. 2.7. (a) The output characteristics of a f.e.t. as a function of Vos and the pinch-off
curve, (b) The ID-VGS transfer characteristic of a f.e.t.

device may be biased positive to open up the channel wider, such that
pinch-off occurs for greater values of drain current. Such a device works in
the enhancement mode. Note, however, that the forward biased p-n junc-
tion would conduct, and this may overload the signal source which is
usually applied to the gate-source terminals. Devices may also be con-
structed to work over a range which includes both the depletion and the
enhancement mode. However it is the depletion mode which is of practical
importance, and most junction-type f.e.t.s are designed to work in this
mode to take advantage of the very high input resistance of the reverse
biased gate.

The description of the f.e.t. was based on a channel made with n-type
material but it applies equally to a device made with p-type material,
except that holes rather than electrons would form the current carriers.
The type of device used also determines the polarities of the voltages to be
applied to the several electrodes. The symbols used for f.e.t.s are shown in
fig. 2.8. Note that the direction of the arrow on the gate electrode deter-
mines whether the device has a p-type or an n-type channel. The n-channel
device shows the arrow at the gate pointing into the device and the
p-channel- device shows the arrow at the gate pointing out of the device.
The arrows are not meant to indicate a direction of current flow, but
follow the conventions employed in the p-n junction symbol where the
arrow pointed from the p- to the n-region. For the n-channel device,
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Fig. 2.8. The symbols for f.e.t.s.

normally, supply voltages are required so that the drain is positive with
respect to source and the gate is negative with respect to source. For the
p-channel device the polarities are reversed. Fig. 2.8 shows the conventional
symbol for an n-channel f.e.t. with the various currents and voltages
marked on it. The figure defines the meaning of these quantities for
subsequent sections of this chapter.

2.7 Characteristics of the field-effect transistor
We return to the characteristics of the f.e.t. to discuss the important
question of what limits must be placed on the various voltages that may be
applied to the device. Fig. 2.6 has already shown an obvious limitation
where the device breaks down from avalanche effects. This region of the
characteristic is normally to be avoided and VDS is kept well below the
avalanche value. However, before the voltage reaches this value, we may
well encounter a limiting condition based on the maximum power which
may be dissipated in the device. We have two sources of power dissipation,
one at the gate and one between drain and source. Thus total power
dissipated is: P = I V 4-1 V

Now IGVGS is very small since IG is extremely small, typically a few
nanoamps. Thus we can write that:

P « V I

Manufacturers specify the maximum permissible value of power which
may be a fraction of a watt for small signal devices. This concept may be
conveniently represented on the characteristics of fig. 2.9. Since ID = PlVDS

or for a given value of Pmax, ID = const./ VDS, we obtain a locus in the
form of a hyperbola on the characteristics. Each point on the hyperbola
represents the maximum value of ID x VDS which must not be exceeded.
Another way of visualising the limitation is to say that the region marked
beyond, i.e. to the right of the hyperbola, is a forbidden region of operation
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Fig. 2.9. The forbidden regions of operation (shown for 2N3819
output characteristics).

(region A on fig. 2.9). Another region which is avoided in the operation of
linear amplifiers is that marked B in fig. 2.9 where the characteristics are so
unevenly spaced.

Yet another limit is the maximum voltage which is set by the manu-
facturer. This voltage must not be exceeded if breakdown of the device is
to be avoided, and its maximum value defines a forbidden region C on the
characteristics of fig. 2.9. Finally, a fourth forbidden region arises because
usually one cannot operate this device in the condition where current may
be drawn from the gate, as the input resistance is then low. This constraint
implies that for an n-channel device VGS must be zero or negative. Thus
we have the fourth forbidden region D, shown on the characteristics of
fig. 2.9.

2.8 Field-effect transistor amplifier
Before we consider how we may use the f.e.t. as an amplifier of fluctuating
voltages, or signals, we have to consider the steady state or DC conditions
which must be provided for the device. We wish to know how to choose
a supply voltage and a load, bearing in mind that we have to avoid the
forbidden regions of the characteristics. If we do not fulfil this requirement
the device may overheat and fail, or it may give a highly distorted output
signal.
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o vDD

Fig. 2.10. The f.e.t. amplifier.

The simplest possible arrangement is shown in fig. 2.10. A power supply,
VDD, is connected to the drain, D through a resistor R29 which we will
call, for reasons which will become apparent later, the load resistor.
Another power supply VGG is connected between source and gate via
a resistor Rv This is known as the bias supply. Under these conditions of
steady supply voltages VQQ and VDD, we have the following relations:
At the input or gate terminal,

VGG = IGRI + VGS- (2.2)
At the output terminals,

VDD = IDRt + VD8. (2.3)

For (2.2) we have IG « 0 since the device draws very little current.
Therefore T.

VGG ~ VQ8.

For (2.3), ID and VDS are both variables and the equation represents a
relation which is plotted on the characteristics as shown in fig. 2.11.
Differentiating (2.3) with respect to ID gives: dVDSldID = -R2, a linear
relation. It may also be seen that the intercepts of this line on the two axes
are the points A and B given by:

VD8 = 0 at ID = ^ points,

ID = 0 at VDS = VDD point B.

This line on the characteristics is known as the load line and is a locus of
the only values of ID and VDS that can exist together once VDD and R2

have been chosen. The choice of VDD and R2 must be undertaken with care
to ensure that the load line lies on the allowed side of the power dissipation
curve shown in fig. 2.9. We can obtain any combination of ID and VDS
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Fig. 2.11. The load line and the operating point (shown for 2N3819
output characteristics).

given by the load line by selecting a third parameter, the voltage VGS. Let
us consider the extreme cases first. If VGS is made zero or positive for an
n-channel device we would be in the region where appreciable IG would
exist and usually this is avoided. On the other hand if VGS is made exces-
sively negative we would be in the region where little or no drain current
would flow. The amplifier would tend to distort the signal to be amplified
and therefore this region of operation is avoided. In the characteristics
shown in fig. 2.11, there would be very little drain current for VGS more
negative than — 2 V.

It is advisable to choose VGS to avoid the forbidden regions of operation
by a good margin of safety. Once VGS is chosen the DC or steady operating
conditions of the f.e.t. are fixed at a point on the load line such as the one
marked P on fig. 2.11. This point is known as the 'quiescent' operating
point. As an example, note that as shown in fig. 2.11, the operating point P
and the load line fulfil the following conditions:

Supply voltage VDD = 18 V.
The load resistor R2 = 3 kft.
Drain to source voltage VDS = 11.2 V.
Bias voltage VGG = - 1 V.
Drain current ID = 2.2 mA.
Power dissipation in the device VDS x ID = 25 mW.
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Fig. 2.12. Graphical presentation of gain (shown for 2N3819 output characteristics).

2.9 Amplification of signals
Having set the DC conditions on the f.e.t., in other words having estab-
lished the operating point P, consider how a fluctuating voltage applied
between the gate and source terminals will be amplified by the f.e.t. circuit
of fig. 2.10. Let the signal voltage be a sine wave, with a peak to peak
amplitude of 1 volt as shown in fig. 2.12. The existence of the signal means
that the instantaneous value of the gate voltage will vary from its original
steady value of — 1 volt to the two extremes — 0.5 volt to —1.5 volts, shown
by points Q and R. This disturbance should not be so large as to take the
device close to the non-linear region of its characteristics.

The drain current would fluctuate as shown in fig. 2.12, and under
these conditions the voltage across the f.e.t. would also fluctuate as pre-
dicted by the load line. If this voltage fluctuation at the drain is compared
with the fluctuation in VGS, we realise that an amplified version of the
input has been obtained at the drain terminal. From Q to R the voltage
VDS changes from +5 V to +16 V, the total change in VDS being 11 V
for the 1 volt input. Note that in this explanation the working points
have all been taken along the load line so that the conditions linking VDS

and ID are always met. One other point must be made in this graphical
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presentation of the concept of gain. The sinusoidal signal at the gate
terminals is 180° out of phase with the amplified sinusoidal signal at the
drain. It is best to consider the sinusoidal signals at the gate and drain
electrodes separately from the DC levels shown in fig. 2.12. As we shall
discuss later, capacitors in the circuits usually ensure that the DC levels
are blocked.

2.10 Small signal parameters of the f.e.t.
In the foregoing section, the concept of gain has been presented graphically
using the characteristics of fig. 2.12. Thus, where such characteristics are
available the gain may be obtained using the appropriate load line and the
extent of the signal variations. However under certain conditions where the
signal variations are kept small, one can define parameters for the device,
which enable the calculation of gain without direct recourse to the charac-
teristics. To derive these parameters we consider that VGS and VDS are
independent variables and write down an expression for the current ID:

ar,GS YDS

din
YDS VGS

(2.4)

This equation may be interpreted that the change in ID is produced by
small changes, AV0S and &VDS. These small changes are taken around the
operating point P, which we assume is well within the allowed region of
operation and on a fairly evenly spaced part of the characteristics. For
these conditions we can give a meaning to the parameters:

yGS
and

YDS 'DS VGS

The latter, \dIz>fiVDs\voa *s the slope of the characteristic at the point P.
It is called the drain conductance and given the symbol gd. Its inverse,
ra = l/gd> is more often quoted and referred to as the drain resistance.
WDI^VQS\VD8 is the change in ID corresponding to a change in VGS, along
a vertical line drawn through the point P, i.e. with VDS kept constant. It is
the mutual or trans-conductance and given the symbol gm. These two
parameters are, strictly speaking, defined only for the operating point P.
They are not constant and will vary from point to point on the charac-
teristics. For example, the slope of the characteristics is not constant and
indeed on approaching the pinch-off point would vary considerably. Also
the spacing of the characteristics decreases for equal increments of VGS as
the gate voltage becomes more negative. Despite these constraints gm
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{a) (b)

Fig. 2.13. (a) The f.e.t. and (b) its small-signal equivalent circuit.

and rd are widely quoted and are used to predict the behaviour of the
circuit under conditions where the signals are kept small and restricted to
the vicinity of the operating point P.

For example, from the characteristics of fig. 2.11 we may obtain the
values of rd and gm in the region of the operating point P. We take
an excursion from R to 5 along the VGS = - 1 V characteristic. Then
VDS rises by 6 V and ID by 0.2 mA, whence rd = 30 k a Keeping VDS

constant we have a change IUT of 2 mA in drain current for a change of
0.5 V in gate to source voltage. Therefore gm = 4 mA/volt or 4 mS (milli-
siemens).

Using these parameters, rd and gm, we may rewrite (2.4) as:

_Vds

rd'
(2.5)

Here the lower case symbols vds, id and vgs have been substituted for the
small changes &VD8, MD and &VGS. This equation describes the behaviour
of the f.e.t. over a restricted range. It also enables us to represent the f.e.t.
by an equivalent circuit using voltage and current sources and resistors.
The f.e.t. and its equivalent circuit are shown in figs. 2.13 (a) and (b).
At the input side on the left, assume that a voltage vgs is applied. At the
output side on the right, assume we have a current generator gm vos with
a resistor rd in parallel. The output voltage is vd8. This is a synthesis of the
equation in terms of electrical components. As a check we write down an
expression for the current id flowing into the drain node. It must equal the
sum of the currents flowing out of the node, through the current generator
and the drain resistance, rd. Since the voltage across rd is vds the latter
current is vdsjrd, therefore we have:

id =
rd
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D.

G

Fig. 2.14. The equivalent circuit for the f.e.t. amplifier of fig. 2.10.
* Denotes a low impedance battery.

which is (2.5) once again. Once the equivalent circuit is known we have
a method of representing the f.e.t. in any amplifier circuit, so that we may
conveniently analyse the circuit. The analysis usually requires a calcula-
tion of the gain, the input and output impedances and the frequency
response.

For the simplest of amplifier circuits such as the one shown in fig. 2.10,
we obtained a gain of approximately 11 by the graphical technique of §2.9.
In fig. 2.14 we show the same amplifier with the f.e.t. replaced by its
equivalent circuit which is done as follows. Looking in turn at each
terminal of the equivalent circuit, we add the components connected to
that terminal in fig. 2.10. Thus to the gate we have to connect the input
signal and the resistor Rx as these were the only paths connected in fig. 2.10.
Connections to each of the other terminals of the equivalent circuit are
shown similarly. All batteries or power supplies are treated as short
circuits for the signal, because even though they do have some resistance
associated with them, it is very small compared with the other resistances
in the circuit and is regarded as insignificant for our purposes. The part of
fig. 2.14 which represents the equivalent circuit of the f.e.t. is shown in the
grey tinted area.

2.11 The common-source amplifier (AC analysis)
The first interesting application of the equivalent circuit is to obtain a rela-
tion between vx and v2, the input and output voltages respectively for the
circuit of fig. 2.10 which is known as the common-source amplifier. The
term common-source is used because the source terminal is shared by both
the output and input sides of the amplifier. For the input side we have
vi = Vgs (fig. 2.14). This step is a seemingly trivial one in this case but in
some applications, the source of input voltage, vx may have a very high
internal resistance, and therefore vtJS will be less than \\. One has then
to use (1.1) to find the value of vgs for a source voltage, vv At the output
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Fig. 2.15. Biasing of a f.e.t. amplifier.

side, the current gm vgs flows through the parallel combination of rd and R2.
Hence the voltage v2 is given by:

since = v9

(2.6)The gain — = — g

The magnitude of the amplifier gain is therefore \gmR2rdl(R2 + rd)\.
minus sign in (2.6) shows that v2 is 180° out of phase with vv This corre-
sponds with the result which was pointed out earlier in the graphical
presentation, that vys and vds are out of phase by 180°. Substitution of the
numbers for gm and rd (obtained in §2.10) and for R2y gives a gain, | A | « 11.
Any difference between this value and that from the graphical analysis may
be accounted for by the assumption that gm and rd are constants.

2.12 Simple bias circuit for the f.e.t.
The use of a battery between gate and source to provide the bias VGS has
to be avoided in practical circuits. A simple means is to use the circuit of
fig. 2.15. Here a resistance R3 is inserted between the source and an
arbitrary zero reference level, O, which is often the ground connection.
The resistance Rt ensures that there is a connection between gate and O
even when the input signal generator is disconnected. The gate to source
voltage VGS = VGO-VSOi where VG0 and Vso are the gate to reference
and source to reference respectively.

A typical value for the resistance Rx is ~ 1 MQ and the gate current is
very small, say of the order of 10"9 A. VG0 = IGRX « 10~3V, and can
be neglected in comparison with the usual values of VGS which may be of
the order of 1 V. Thus the expression for the bias voltage is:
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The current ID may be taken to equal Iso since the gate current is assumed
to be negligible. Notice also that the sign of the bias is correct, as we want
VGS to be negative.

As an example of the choice of Rz we consider our amplifier circuit of
§2.8 again. We required VGS to be - 1 V and ID was 2.2 mA. Therefore
R3 = 1/2.2 x 10"3 = 454 Q., and we would use R3 = 470 Q. as the nearest
commonly available resistor value.

To specify the bias resistor completely we need to calculate the power
dissipated in it. In this example PR = 22 mW and therefore a resistor
with a -iV watt power rating would give an adequate safety margin and be
suitable for our amplifier.

The resistor, R3, therefore, ensures that the desired bias of — 1 V exists
between gate and source. Unfortunately a consequence of introducing Rz

into the circuit is to decrease the gain obtainable from the amplifier.
Analysis using a circuit similar to fig. 2.14 but with the resistance Rz

included between source and ground gives a gain less than that given by
(2.6). However, where the signal to be amplified is not a steady or very low
frequency signal, there is a simple and effective means of overcoming this
disadvantage. A capacitor, known as a decoupling capacitor, is placed in
parallel with R3 as shown in fig. 2.15. The capacitor, if it is correctly speci-
fied, effectively bypasses the resistance R3 for the AC signal and yet main-
tains a steady bias between gate and source.

The value of the capacitor is determined by using the criterion that its
impedance must be much less than the other impedances between source
and ground. At first sight it appears that it would be sufficient to make
\jo)Cz <̂  R3 where o) is the lowest frequency of interest. In fact analysis
shows that the impedance looking into the source of the transistor is
approximately \jgm and the correct value for C3 is to make its impedance
less than (l/gm in parallel with Rz) at the lowest frequency of interest.

2.13 Input and output impedance
It has been pointed out that the input impedance of a field-effect transistor
is very high because it is effectively the resistance of a reverse biased p-n
junction. It is usually in the region of 109 ohms and the equivalent circuits,
such as the one in fig. 2.14, which do not show any impedance other than Rx

between gate and source are to a great extent justified. At high frequencies,
however, this statement is no longer true and capacity between gate and
source Cgs, and more particularly capacity between drain and gate have a
significant effect. This is more fully discussed in §2.15 on high frequency
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Fig. 2.16. The Thevenin equivalent circuit of a f.e.t. amplifier.

behaviour of f.e.t.s. The high input impedance makes the f.e.t. a suitable
device for the amplification of voltage signals rather than current signals.
Analysis similar to that used in §1.2 is applicable to f.e.t. amplifiers. Note
also that the dependent generator in the equivalent circuit of fig. 2.13 is
specified in terms of the input voltage, vgs.

For the common-source amplifier of fig. 2.10 the output circuit is a
current generator gmvgs with parallel resistors rd and R2; so the output
resistance is clearly given by:

R =

This expression is valid over a considerable frequency range but at both
extremes of very low and very high frequencies it must be modified.

At midband frequencies the f.e.t. amplifier may be regarded as a voltage
amplifier such as shown in fig. 2.16. For our amplifier circuit of fig. 2.10
with the 3 k!2 load resistor we had \A\ « 11 and now we have the output
resistance as 3 kQ. in parallel with 30 k£3 or

Ro « 2.7 kO.

2.14 Coupling of f.e.t. amplifiers, and amplification of low
frequency signals

The basic principles common to the coupling of amplifiers have been
described in chapter 1. Now we present the circuit of an f.e.t. amplifier
with such coupling components at its output terminals as are necessary to
connect it to subsequent stages of amplification. In the circuit shown in
fig. 2.17 (a), R4 is the gate to source resistor of the following transistor
which ties the gate to ground potential. C4 blocks the steady potential at
the drain VDS{+11 V) from upsetting the gate to source bias of the fol-
lowing transistor. The impedance of C4 should be low enough so that the
signal output of the first stage, v3, is not appreciably less than the signal
output at the drain, v?. The equivalent circuit of fig. 2.\l{a) is shown in
fig. 2.17 (ft). The f.e.t. is replaced by the part of the circuit within the grey
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Fig. 2.17. (a) Coupling a f.e.t. amplifier to a second stage through a R-C network.
(b) Equivalent circuit for fig. 2.17 (a).

tinted area. This circuit is similar to that discussed in §1.8 on coupling
circuits at low frequencies, and the gain as a function of frequency is:

A =

where

R'lRi is usually <̂  1.

Therefore, A

R' =

(2.8)

where Ao is the gain without the coupling capacitor C4. As has been pointed
out earlier, in chapter 1, the gain drops as the frequency is decreased and
there is a phase shift between input and output. The frequency at which
A drops to 0.707^0, the output voltage v3 also drops to 1/V2 of the midband
value, and this is known as the half power point. At this point the frequency
is given by

a) = l/i*4C4 or / = 1 / 2 ^ C 4 .
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S

Fig. 2.18. Junction capacities, gate to drain and gate to source.

Note also that the phase angle between input and output would be 45° at
this particular frequency. For f.e.t. amplifiers, the value of R± would
usually be in the region of 1 MQ and if good audio frequency response is
required a coupling capacitor of 0.01 /iF would give a half power frequency
of about 16 Hz. Note the close similarity of (2T8) and (1.10) of chapter 1,
and the general conclusions obtained in that chapter apply to the f.e.t.
amplifier.

In this discussion, the impedance of R3 in parallel with C3 has been
assumed to be very small. In a simple analysis, the effects of C3 and C4 can
be examined independently and separate calculations can be made to
determine suitable values for them. One of the capacitors, whichever is
cheaper or smaller, can be made say, ten times larger than calculated, so
that the remaining capacitor effectively determines the low frequency
response.

2.15 Amplification of high frequency signals
At high frequencies we must take into account the capacity between gate
and source and the capacity between gate and drain. These capacities arise
from the p-n junction at the gate and it will be shown that the latter is the
more significant of the two. The equivalent circuit must now be modified
as shown in fig. 2.18. We ignore the coupling capacity at the output side
because at high frequencies this does not have an appreciable effect. This
circuit is best analysed by considering the voltage at the two nodes A and B.

We have
vA = vi> h =

vB = A vx a n d i8 = (vx - A vx) Qo)Cgd)

= v1(l-A)()<oCgd).

Total input current

h = vJ j^Qs + O -A) ()o>Cgd) + 1/tfJ. (2.9)
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Hence the input admittance,

Y1 = hj\\ = }coC9S + (\-Ay}(oCgd+ l/Rv (2.10)

This is equivalent to saying that the input circuit capacity of the f.e.t. at
high frequencies may be regarded as a capacitor Cgs in parallel with a
capacitor (1—^4) Cgd. The magnitude of the two capacitors, Cgs and Cgd, are
of the same order and usually about 1 pF. But the effect of Cgd is much
more pronounced because of the multiplication by the factor (1—^4). This
reduction of the input impedance of the f.e.t. at high frequencies is the
most serious aspect of the existence of Cgd and Cgs; it tends to diminish the
advantages of the high resistive component of input impedance which makes
the f.e.t. an attractive device for low and medium frequency operation.

A reduction of gain also arises as a result of stray capacity, and the
overall frequency response of the amplifier is typically as described in
chapter 1. There is a fall off at both high and low frequency ends of the
frequency spectrum.

In addition to the capacity effects at the junctions the frequency response
is affected by the transit time of the carriers, which is taken into account
by makers who quote a reduced or complex value for gm at high frequencies.

f2.16 The source follower
An important amplifier circuit using a field-effect transistor is known as
the source follower (also known as the common-drain amplifier). The
circuit is shown in fig. 2A9(a) for an n-channel f.e.t. The drain terminal is
connected directly to the positive rail of the power supply while the source
is connected via a resistor Rx to the negative rail which is also the common
rail between input and output voltages vx and v2. The resistors R2 and R3

are used to provide the correct bias voltage at the gate. The special
features of this circuit are that it exhibits a very high input impedance and
a low output impedance compared with the common-source amplifier
described earlier. However, the voltage gain is less than unity.

The equivalent circuit for the source follower is shown in fig. 2.19(6)
where it is particularly important to note the position of the resistor Rx

between source and common rail. The voltage vgs which must be used in
specifying the current generator of the equivalent circuit is not equal to
vx; instead: n i n

vgs = vx-v2, (2.11)
and at the node S we have:

^ ( v 1 - v 2 ) = ^ + - ^ + /. (2.12)
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Fig. 2.19. (a) The source follower, (b) Equivalent circuit of the source follower.

Hence Vo = (2.13)

It follows therefore that the no-load voltage gain, i.e. when i = 0 is

g (2.14)

It should be noted that the input and output voltages are in phase for the
source follower which may be contrasted with the 180° phase shift found
in the case of the common-source amplifier.

Usually the drain resistance of the f.e.t., rdi is much larger than Rv In
that case

For typical values it is also often true that gmR\ > 1. Therefore \2jvx is
just less than 1.

Note that (2.13) is of the form v2 = no-load gain x v x - output resist-
ance x i. Therefore, from (2.13) we have:

Output resistance Ro =
1

l/rd+

The significant properties of the source follower are best illustrated by
means of a numerical example, using a set of typical values. For example,
with gm = 5 mS, /?! = 10 k£l and rd = 100 left:

The gain . ^ = j ^ = 0.978 (from (2.14)).

103

The output resistance, Ro = -rj-r = 196 Q,
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Fig. 2.20. Junction capacities at the gate of a source follower.

which is less than the value obtained in the case of the common-source
amplifier, §2.13.

The input resistance has been assumed infinite for the f.e.t. in the
equivalent circuit of fig. 2.19(6) since the gate does not draw any current.
The bias resistance chain of R2 and R3 at the gate reduces the input resist-
ance to R2R3I(R2 + R3). In addition to the input resistance there is also
a capacity Cgs between gate and source and another capacity Cgd between
gate and drain as for the common-source amplifier described in §2.15.
The effective capacity can be calculated from the equivalent circuit of
fig. 2.20. The input admittance:

i',. - r - i -A)C,,+±

n>where

Since A is very nearly unity the effective input capacity is Cin « Cgd

which is much less than in the case of the common-source amplifier. Hence
the high frequency performance of the source follower is better than that
of the common source amplifier.

2.17 The metal oxide semiconductor transistor (MOST)

The metal oxide semiconductor transistor (MOST) is the most widely used
device in digital integrated circuits and it is particularly useful in making
high density circuits such as semiconductor memories. It is also found as
a discrete device and it is sometimes designed into the input-end circuitry
of analogue circuits such as op-amps. Its circuit operation is very similar
to that of the junction field-effect transistor discussed earlier so that it is
sometimes called a MOSFET. It has a very high resistance between the gate
and the channel so that it is also known as the insulated-gate f.e.t. (IGFET).

There are four basic types of MOSTS : enhancement-mode n-channel and
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Drain, D D

Gate, G

(a)

Substrate

Source, S (b)

Substrate

Substrate Substrate

Fig. 2.21. Symbols used for four diflferent ty|>es of metal-oxide semiconductor transistors
(MOSTS): (a) n-channel, depletion-mode, (b) p-channel, depletion-mode, (c) n-channel;
enchancement-mode, (d) p-channel, enhanoement-mode.

p-channel and depletion-mode n-channel and p-channel devices. The
enhancement-mode devices are normally OFF and a voltage has to be
applied to turn them ON while the depletion-mode devices normally con-
duct, or are ON and a voltage has to be applied either to turn them OFF or
to vary the current flowing in the device. The symbols for the four types
are shown in fig. 2.21. Note that the arrowhead direction on the substrate
indicates whether the device is n-channel or p-channel. The gap between
the gate and the channel, shown in the symbols, indicates a high resistance
between the gate and channel.

The cross-section of a MOST is shown in fig. 2.22. Two regions of n+, or
heavily doped silicon, the source and drain are made in p-type material.
The gap between them is known as the channel, of length L in fig. 2.22. It

Gate Poly-crystalline
silicon or metal

Fig. 2.22. Cross-section of NMOS transistbr. An n-channel device is shown. For a
p-channel device, PMOS, the p+ regions are made instead of n+ and the substrate is n-type
silicon.
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Fig. 2.23. Cross-section of NMOS transistor showing the channel pinched off.

is covered with a thin oxide layer on which either a layer of metal or of
conducting poly-crystalline silicon is deposited. This part of the device
is known as the gate. The figure shows the structure of an enhancement-
mode device but in the depletion-mode device the structure is very nearly
the same. The channel under the gate oxide is made to be of the same semi-
conductor type as the source and drain except that it is relatively lightly
doped n-type. For p-channel enhancement-mode devices the substrate is
n-type silicon and the source and drain are doped to be p-type while for
depletion-mode p-channel devices the channel is also lightly doped p-type.

The action of the device is very similar to that of the field-effect transistor
and again only one polarity of charge carrier, electrons for n-channel
devices or holes for p-channel devices, is involved in the conduction process.
The action of the device is illustrated in fig. 2.23. Initially with the gate
voltage, VG = 0, the source voltage, Vs = 0 and with the drain voltage VD

at a low positive voltage, no current flows between the source and drain
since there are reversed biased p-n junctions at their boundaries. When
the gate voltage, VGi is set at a positive voltage which exceeds a threshold
voltage, VT, holes are repelled from the region just under the gate oxide,
and a narrow n-type layer effectively forms at the Si-SiO2 interface,
which allows conduction of electrons from source to drain or a current
flow drain to source. (At the exact threshold voltage the hole and electron
densities in the channel are equal.) As the drain voltage, VD9 is increased
from a low value for VG > VT the current flow increases rapidly at first and
finally saturates. At saturation the channel is 'pinched-off' at a position
near the drain of the transistor as shown in fig. 2.23. The drain current,
ID, versus VDS characteristics of the device for increasing positive values of
VG are shown in fig. 2.24 (a) for an n-channel, enhancement-mode transistor.
The characteristics of a depletion-mode device are shown in fig. 2.24(i),
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Fig. 2.24. MOST characteristics: (a) n-channel, enhancement-mode,
(b) n-channel, depletion-mode.

in which it may be seen that, in this case, there is current flow when VG = 0.
In a depletion-mode n-channel device in which the region just under the
gate oxide is lightly doped n-type there is a connection between the two n+

regions even with VG = 0. When VG is made positive the saturated drain
current increases while for negative values of VG the drain current decreases
until for large negative values the drain current ceases to flow altogether.
In this condition the voltage at the gate repels sufficient electrons from the
channel to make it effectively p-type. The input/output characteristics for
enhancement-mode and depletion-mode devices are of the form shown in
fig. 2.25 (a) and (b). Note that the threshold voltage has to be exceeded
before the enhancement-mode device conducts while for the depletion-
mode device there is a current flow for both negative and positive values of
VGS. The slope of the characteristic gives the forward conductance of the
device; namely the current change in the output for a voltage change in the
input. This is the main effect that has to be modelled in devising the small
signal equivalent circuit for the device. In MOSTS the oxide layer at the
gate, which is a good insulator, isolates the gate electrode from the channel.
As a consequence there is a high input resistance at the gate for both
positive and negative polarities of VG, whereas with f.e.t.s the gate resistance
is low when the voltage applied at the gate is such that the input p-n
junction is forward-biased. It should be noted that the fourth electrode
shown in the device symbol is the substrate which is generally connected to
earth potential and this is assumed here. In some applications substrate
bias is used but these considerations are beyond the scope of this book.

The small-signal equivalent circuit for the MOST is the same as that for
the f.e.t. shown in fig. 2.13(6) and the analysis of analogue MOST circuits
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GS - 3 V

(a) (b)

Fig. 2.25. MOST characteristics: (a) n-channel, enchancement-mode,
(b) n-channel, depletion-mode.

follows the procedures outlined earlier in this chapter. Digital applications
of this device are more important than analogue or linear applications and
these are considered in chapter 7.

2.17.1 Complementary MOS (CMOS) transistors

In complementary MOS circuitry both n-channel and p-channel transistors
are constructed in the same substrate in close proximity to each other.
Fig. 2.26 shows the cross-section of adjacent devices. The n-channel device
is constructed in a well of p-type material created in an n-type substrate
while the p-channel device is constructed in the substrate itself. Guard
rings may be placed around the device to prevent lateral leakage currents.
Alternatively n-wells can be created to house p-channel devices.

The transistors are generally connected in series as shown in fig. 2.27.
The gates are joined together to form the common input terminal while the

Gate

9
p-channel

Gate

j n-channel

Guard rings

n-type substrate

p-wd!

r
Fig. 2.26. Cross-section of CMOS transistor structure.

66



The metal oxide semiconductor transistor

Fig. 2.27. Circuit of CMOS transistor switch.

output is taken from the common drain connection. In DC conditions the
application of a voltage Vin = HIGH turns T2 ON and 7\ OFF SO the output
voltage Vout is LOW. Since Tx is OFF there is no continuous path between VDD

and earth so no direct current flows. When Vin is LOW T2 is OFF and 7\ is
ON and the output voltage is HIGH. Again there is no direct connection
between VDD and earth. Thus the output switches between HIGH and LOW

but there is no direct current flow path in either of these steady states.
There is only a very small leakage current and the power taken from the
supply in steady conditions is negligibly small.

During the switching transient, however, power is drained from the
supply. The output capacitance, C (broken line in fig. 2.27) must be charged
up by the supply when the transistor T2 is OFF and discharged to earth when
the transistor goes to LOW. Assuming that the output voltage swing is very
nearly from earth to VDD we can calculate the power dissipation. The energy
stored in the capacitance is \CV%D> and the capacitor is discharged
rapidly to earth once in each cycle. The power dissipation is CV%D x/watts
in each transistor when the frequency is / . Thus the power dissipation in
CMOS circuits increases with operating speed. The steady power dissipation
when the circuit is not switching is as low as a few nanowatts. The circuit
is insensitive to spurious signals or noise and operates satisfactorily over
a wide voltage range. It is widely used in digital circuitry. The disadvan-
tages are that CMOS circuitry occupies a larger area of silicon than NMOS

circuitry, it operates at lower frequency and is generally more expensive.
CMOS circuitry is widely used in digital watches, calculators, microcom-
puters and other portable electronic equipment.
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2.18 Worked example

A field-effect transistor has gm = 4 mS and rd = 10 kQ when connected in the
common-source mode and at the following working point:

VDS = +ZV, ID = 2.5 mA, VGs = -2V.

Draw the circuit that you would use for a simple voltage amplifier using this
transistor and a 30 V supply. Give suitable values in ohms and watts for the
resistors in your circuit.

What output coupling capacitor is needed if the next amplifier stage has an
input resistance of 500 Q and, at low frequencies, the response can be allowed
to drop to about 70 per cent of normal at 20 Hz?

(Cambridge University: First year)

•Ltit
Fig. 2.28. Circuit for worked example.

A suitable circuit is shown in fig. 2.28.

(i) To determine Rx and the bias resistor R3. R± ties gate to earth potential
and is typically 1 MQ. The current through R± is small, say 2 nA, and the
power dissipated is very low. Therefore a low power, 0.1 watt, resistor
would be suitable.

Rx = 1 MQ, 0.1 watt.

R3 = source-base resistor = VSEIID

= 2 V/2.5 x lO"3

= 800 a.

The nearest commonly available value is 820 Q..

Power dissipation PRZ = (2.5)2 x 10"6 x 800

= 5mW.

Therefore use 0.1 watt resistor again.

R3 = 820 £1,0.1 watt.
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4.4

500 Q

(a) (b)

Fig. 2.29. (a) Equivalent circuit for worked example, (b) Thevenin equivalent
for fig. 2.29 (a)

(ii) To determine the load resistor R2.

R _
2 ID

_ 30-8-2
"2.5xlO"3

= 8ka

Commonly available value R2 = 8.2 kD.

Power dissipation PR = (2.5)2 x 10~6 x 8 x 10~3

= 50 mW.
Therefore use 0.1 watt resistor.

R2 = 8.2 kQ, 0.1 watt.

Note that commonly available values of resistors have been given and
the power dissipation has been checked to be within the rating of miniature
0.1 watt resistors.

(iii) To determine the value of the coupling capacitor. Draw an equivalent
circuit for the output side of the amplifier (fig. 2.29(a)). Assume that C3

is very large so its impedance is negligible at 20 Hz. The analysis follows
the steps outlined in §1.8. The circuit may be simplified to that shown in
fig. 2.29(6). If the output at 20 Hz is to drop to 70 per cent of the value at
midband frequency then from (1.12)

L 4

Putting o) = 2?r x 20 we have:
C = 1.6/*F.

69



p-n junction and field-effect transistor

2.19 Summary

The p-n junction forms a vital part of most amplifying semiconductor
devices. Its main properties are:

(a) it conducts current more easily in one direction than in the other;
(b) depletion regions of low conductivity are formed in the immediate

vicinity of the junction;
(c) a capacity is associated with the junction.
The conductivity of a silicon channel may be controlled by means of a

p-n junction and this leads to the concept of the field-effect transistor
which is an amplifying device whose characteristics are shown in fig. 2.6.
To use the device as an amplifier one has first to establish suitable operating
conditions by choosing a supply voltage and the load and bias resistors.
Once the operating conditions are adequately specified the amplification
of relatively small electrical signals is achieved as demonstrated graphically
in fig. 2.11.

Two small signal parameters are obtained from the characteristics and
are called the mutual conductance, gm and the drain resistance, rd. They are
used to derive an equivalent circuit of the device which represents it for
purposes of analysis. The gain, input impedance and output impedance are
calculated using the equivalent circuit.

The coupling capacitor used to link the f.e.t. amplifier to a second stage
or to a load limits the gain at low frequencies. An inadequate bypass
capacitor across the biasing resistor in the source can also have the same
effect. At high frequencies the input impedance is reduced by the junction
capacitances, particularly by that between gate and drain.

The source follower is another useful amplifier circuit. Although its
voltage gain is less than unity its input impedance is very large and its
output impedance is less than that of the common-source amplifier.

The alternative to the junction gate f.e.t. is the MOST which has the
property of a very high input impedance which is independent of the
polarity of the voltage applied to the gate.

2.20 Problems

1. A field-effect transistor has a small signal equivalent circuit with input resist-
ance = 1000 MO, forward transfer conductance = 4 mS and output conduct-
ance = 100/̂ S when at the operating point, VDS = +4V, ID = 2 mA,
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Draw the circuit that you would use for a single stage voltage amplifier.
Describe the use and specify the value of as many components as possible if a
30 V supply was available.

What voltage gain would you expect when the output was unloaded? Give
reasons which might account for not getting this gain exactly.

(Sheffield University: First year)

2. A field-effect transistor is used as a voltage amplifier and with a load resistor
of 40 kQ a gain of 40 is obtained. If the load resistance is halved, the voltage gain
drops to 30. Calculate the output resistance and the mutual conductance of the
transistor.

Briefly compare the advantages and limitations of the field-effect transistor
with the bipolar transistor and with the pentode.

(Sheffield University: First year)

3. A field-effect transistor is used as a voltage amplifier with a load resistor of
45 kH. When the load resistor is halved the output resistance is reduced to
91 per cent of its original value. Find the voltage gain for both values of the load.
The mutual conductance is 6 x 10~3 A/V.

(Sheffield University: First year)

4. What is meant by the terms: midband gain, upper and lower cut-off fre-
quencies, and bandwidth when applied to a wideband, capacitively coupled
amplifier?

In fig. 2.30 the capacitance Cds, measured between source and drain, is 6 pF
and the stray wiring capacitance, C , is equivalent to a 4 pF capacitor in parallel
with the 25 kQ load.

Determine the midband gain of the amplifier, expressed in dB, and the fre-
quencies at which the gain is 3 dB below this midband value.

Sketch the frequency response of the amplifier.
(Birmingham University: First year)

10/iF

Fig. 2.30. Circuit for problem 4. gm = 2000/*S, gd = 20 fiS.

5. Describe the principle of operation of a symmetrical n-channel field-effect
transistor. Sketch a typical set of ID-VDS characteristics, and account for their
shape in the various regions.
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An audio amplifier stage incorporates a drain resistance of 3.3 kii in series
with an f.e.t., and a source resistance of 470 ohms, all across a 24 volts DC
supply. The characteristics of the f.e.t. for VDS > 3 volts may be approximated
by the following constant current lines:

VGS (volts)
ID (mA)

0
7.00

-0 .5
5.00

- 1 . 0
3.30

-1 .5
1.86

- 2 . 0
0.78

-2 .5
0

The gate is connected to the negative supply rail through a large-valued
resistor, and the source resistor is shunted by a large-valued capacitor. Signal
coupling to the gate and from the drain is through adequate capacitors. Find the
quiescent DC voltages of the drain and source terminals relative to the negative
supply line, and estimate the small signal stage gain, in decibels.

(Bristol University: First Year)

6. Fig. 2.31 shows the circuit, using a field-effect transistor, of one stage of a
voltage amplifier.

Obtain an expression for the voltage gain of the stage when supplying a
resistive load of value R3 ohms connected between A and B, assuming that stray
capacitance is equivalent to a capacitor of value 100 pF connected between drain
and source. The impedance of the source bias circuit may be assumed to be
negligible over the designed frequency range.

If Rx = 1 MO, R2 = 10 kA R3 - 1 kO and C = 1 juF, determine the band-
width between the — 3 dB points on the voltage-frequency output characteristic
when the sinusoidal input p.d. is of constant magnitude and variable frequency.

Three stages having the same circuit configuration as shown, but having
different values of components, are connected in cascade. When so connected the
stages have the following individual half power band limits:

Stage 1 100 Hz to 250 kHz,
Stage 2 75 Hz to 350 kHz,
Stage 3 50 Hz to 450 kHz.

Obtain an expression from which the high frequency half power limit for the
complete amplifier may be obtained.

(Cambridge University: Second year)

Fig. 2.31. Circuit for problem 6. gm = 4 mS, rd = 10 kQ.

7. Give a quantitative explanation of the operation of a field-effect transistor
below pinch-off. Using the characteristics of a field-effect transistor given in
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-0 .5 V

- 5 - 1 0 - 1 5 - 2 0

Drain-source voltage VDS (volts)

Fig. 2.32. Characteristics for problem 7.

- 2 5

fig. 2.32, design a self-biased, common-source, low frequency amplifier working
from a supply voltage of 25 V and having a voltage gain of 10. The amplifier
should show less than 10 per cent reduction in gain at a frequency of 50 Hz.

What considerations may cause a limit to be imposed on the magnitude of the
alternating voltage swing applied to the gate?

(London University: Second year)

8. An amplifier with a 'common' input and output terminal, and a gain (-G),
where G is a positive number, has an admittance Y between the remaining output
terminal and input terminal. Determine expressions for the equivalent shunt
input and output admittance, stating any assumptions made. Explain the
significance of this result.

A multistage amplifier has identical stages, each employing an f.e.t. for which
g = 6 mS, rD = 100 kft, Cos = 1 pF, CDG = 2 pF, CDS = 1 pF. The stage drain
resistance RD is 10 kH, and the gate resistance RG is 300 kQ. Calculate the stage
gain, in dB, and the stage upper cut-off frequency.

(Bristol University: First year)
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Quiz 1 (chapters 1 and 2)

Underline the correct statements.

1. The input impedance of a voltage amplifier compared with the impedance
of the signal source should be (a) small, (b) large, (c) equal, (d) infinite.

2. The decibel is a measure of (a) voltage gain, (b) power gain, (c) bandwidth,
(d) noise.

3. 'All amplifiers are designed to obtain the maximum power gain' is (a) true,
(b) false.

4. The gain of a R-C coupled amplifier (a) falls at high frequencies, (b) falls at
low frequencies, (c) remains constant at all frequencies.

5. At the 'half-power point' the voltage gain of an amplifier falls to (a) 1/̂ /2 of
the maximum value, (b) \ the maximum value, (c) \ the maximum value.

6. The conventional direction of current is in the direction of flow of
(a) electrons, (b) holes.

7. The p-n junction shown in fig. 1 is (a) forward biased, (b) unbiased,
(c) reverse biased.

Fig. 2.

8. The symbol shown in fig. 2 is {a) a p-channel f.e.t., {b) a diode, (c) an n-channel
f.e.t., (d) a MOST.

9. Mutual conductance or gm is defined as

(a)
VDS'

(b)
VGS*

(c)
WGS ID'

10. The high frequency response of a f.e.t. depends mainly upon the value of
(a) its gate-drain capacitance, (b) its gate-source capacitance, (c) its drain resist-
ance, id) its gm.

11. The bias from gate to source in the circuit of fig. 3 is (a) 1.0 V, (b) 0.5 V,
(c) - 0 . 5 V, (d) - 1 . 0 V.
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o+VD

Fig. 3. Fig. 4.

12. To minimise the effects of feedback in the circuit of fig. 3 the impedance of
the capacitor C2 should be (a) 6.25 Q, (b) 125 Q, (c) 12.5 kO, (d) 0 Q.

13. The circuit of fig. 4 is called (a) a source follower, (b) a common-drain
amplifier, (c) a common-source amplifier.

14. The voltage gain of the circuit of fig. 4 is (a) approximately 20 times, (b) much
less than unity, (c) exactly unity, (d) just less than unity.
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The bipolar transistor

3.1 Introduction
Although a semiconductor amplifier using a field-effect phenomenon was
postulated by Shockley in 1952, it was not successfully made until 1963.
A bipolar transistor was devised and made by Brattain and Bardeen in
1948: it has developed from almost individually made devices which were
sealed in glass envelopes like little valves to the mass produced, robust,
cheap devices that we know today. Many of the present integrated circuits,
described in chapter 4, use bipolar transistors as their active elements
whether they be switches or amplifiers. Some integrated circuit designs
using the field-effect transistor are also available but their higher cost
must be offset by definite requirements for low noise or very high input
resistance. A more detailed comparison of bipolar with field effect
transistors is made in §3.16.

The bipolar transistor is used in the power amplifiers of our domestic
sound equipment, in the largest computers, and in the most complex
integrated circuits. This chapter describes first the principle of operation
of the bipolar transistor and its typical characteristics. Then §§3.6 on will
describe its use in simple amplifier circuits and discuss problems such as
its biasing, stability of operating point, likely gain and frequency response.
Lastly some more advanced circuits are considered and a numerical
example is worked through.

3.2 Principle of operation
Consider the n-p-n sandwich of semiconductor shown in fig. 3.1 (a). This
contains two back-to-back p-n junctions; see §§2.1 to 2.4 if you are not
familiar with p- and n-type materials, junctions, leakage currents, etc. The
regions are called collector, base and emitter and are also shown as
C, B and E on the symbol for the transistor, fig. 3A(b). The emitter is
always differentiated from the collector in this symbol by having an
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Collector

Base-

tEmitter

(a)

o Holes
• Electrons

Fig. 3.1. (a) The regions of a bipolar transistor, (b) its symbol, (c) and (d)
the charge movement in the device.

arrow on it. The reason for the direction of the arrow will be dealt
with later.

When the collector region is more positive than either of the other
regions, then the collector to base, n-p junction is reverse biased and so
only a small leakage current flows. This is the normal operating condition
for a transistor of this type, i.e. a. positive potential on the collector region
of an npn transistor applied as VCE in fig. 3.1 (c). (If this voltage is reversed,
then the collector region changes to a conducting junction and the device
operation is quite changed - this will not be considered at present.)

The other applied voltage that is necessary to make the device operate
in its normal amplifying mode is one which makes the central region, the
base, more positive than the emitter. The base-emitter, p-n, region will
then conduct as in an ordinary diode. If the emitter region is heavily doped
and the base is lightly doped, the current will consist mostly of electrons,
the majority carriers in the n-type material of the emitter, flowing across
the base-emitter junction into the base, shown in fig. 3.1(c). There will be
a small number of holes, the majority carriers in the base flowing in the
opposite direction. This flow of holes gives rise to a component of base
current IBV

Consider now the large flow of electrons that is going from the heavily
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Electron flow Hole flow

(a) (b)

Fig. 3.2. Normal supplies and currents in (a) npn and (b) pnp devices.

doped emitter and into the base. Fig. 3A(d) shows this concentration of
electrons in the base region which normally only has a very few electrons
in it. The electrons move away from the high concentration area next to
the emitter as shown. Tf the base region is shaped and is extremely thin,
only of the order of a few micrometres thick, most of the electrons will
flow through the base to the more positive collector and give rise to the
collector current Ic which is very nearly equal to the emitter current IE.
A few electrons from the emitter will flow to the base connection or be
neutralised by holes at recombination sites in the base area and these will
give rise to a component of base current IB2. The total base current IB is
given by

/* = 4i+/n2. (3.1)
The collector current, Ic, is usually many times larger than the base

current, IB. To achieve this,
(a) the base doping is much less than in the emitter, so IBl is small, and
(b) the base region is very thin, so IB2 is small.
Normally, IcjIB is of the order of 100 and it may be nearly constant over

a wide range of current. Ft is called the beta, /?, the hFE or the static
common-emitter current gain of the transistor. The transistor may be
regarded as a three-terminal amplifying device in which a small current
flowing into the base provides a much larger current flowing into the
collector. If a slightly higher voltage is applied to the base, the base current
increases sharply because the forward voltage-current relation is ex-
ponential, see (2.1). This higher base current is usually linearly related to
a higher collector current over a wide range of change.

So far the npn bipolar transistor has been described. A similar mechanism
explains the gain of the pnp transistor but as the doping in each region is
reversed, the potentials across each junction need to be reversed to get
transistor action. Instead of a flow of electrons through the device, there is
a flow of holes. Fig. 3.2 shows the symbol of each device and the directions
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of conventional current flow. Note that the arrow on the emitter in the
transistor symbol is in the same direction as the conventional current flow
(which is the opposite direction to electron flow.) The npn device is used
in most of the descriptions in this chapter because then the circuits are
directly comparable with those of the n-channel f.e.t. and the valve. How-
ever any circuit can be made to work with a pnp transistor instead of an
npn transistor by changing the polarity of the supplies and reversing the
connections of the other polarity conscious devices such as diodes and
electrolytic capacitors.

3.3 Current relationships
We have explained that ideally for a small base current IB, a much larger
collector current Ic flows. In practical devices, there is also a leakage com-
ponent of current ICE0 as the collector to base is a reverse biased junction.
T h u s ' Ic = PIB + ICKO (3-2)

and ICE0 is the leakage current being taken from the collector supply.
But the transistor is a three-terminal device and with the direction of the

currents shown in fig. 3.2(a) the current out of the device must equal the
current in, so JE = IB + IC ( 3 3 )

Equation (3.2) has treated the device as one where the base lead is the
input and the collector lead is the output; this is called the common-
emitter connection as the emitter terminal is common to both input and
output side.

However if we were interested in the amplifier shown in fig. 3.3 (a) where
we need to know what current to draw out of the emitter to get a given
collector current, we can eliminate IB from (3.2) and (3.3) to give

T _ Ic IcEO . r
E " /? / T + C*

so Ic = ( ^ /* + y ^ = "IE + ICB09 (3.4)

where oc = /?/(l -f/?) and is known as the common-base current gain for
the transistor. Tt can be seen to be always less than unity. This may appear
at first sight not to be such a useful amplifier because it has a current gain
of less than unity, but its voltage and power gains are considerable and it is
used in special circuits such as the cascode amplifier.

The leakage current in the common-base connection ICR0 is the ordinary
leakage current of a single p-n junction with a reverse bias applied to it,
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C

(a) (b) (c)

Fig. 3.3. Transistor in common-base circuit and showing leakage currents.

which is shown in fig. 33(b). For small p-n junction diodes, it is of the
order of a few nA for silicon and a few juA for germanium at room tem-
perature. Re-arranging the leakage current terms of (3.4) give

(3.5)

It is of interest to be able to visualise how this much higher leakage current
arises in the common-emitter connection. Fig. 3.3 (c) shows that the leakage
current ICB0 flowing from the collector to the base must flow on from base
to emitter, if the base is unconnected. This base to emitter current gives
rise to a current /? times more flowing from collector to emitter by normal
transistor action. Thus the total leakage current in the common emitter
circuit, ICE0, is then the sum of ICB0 and /3ICB0, as given by (3.5).

The leakage current ICE0 is an undesired output in most amplifiers
which use the bipolar transistor in the common-emitter connection.
Leakage currents are much higher for germanium than for silicon devices,
and higher for a power device which has a large junction area. The leakage
current rises rapidly with temperature and will increase by more than
an order of magnitude for a device temperature change from 25 °C to
85 °C. Thus care must be taken in operating the device if its actual working
current is to be precisely achieved.

3.4 Typical common-emitter characteristics
The common-emitter connection has the emitter lead common to the input
voltage, VBE and to the output voltage VCE. This is shown in fig. 3A(a).
The input characteristic of the transistor is the relation between current and
voltage for the left-hand loop of fig. 3A(a). It relates the input voltage,
VBE, to the input current, IB, and these are the axes of the typical charac-
teristic sketched in fig. 3A(b).
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Common emitter

(a) (b)

Fig. 3.4. (a) Circuit voltages and currents for the common-emitter connection
and (b) the input characteristic.

The features of importance in fig. 3A(b) are:

A: The characteristic is close to that of a forward biased diode; appreci-
able current starts to flow at about 0.2 V for germanium devices and about
0.5 V for silicon (see chapter 2).

B: The slope of the characteristic, &IBI&VBE, is the reciprocal of the
resistance that the device appears to have if disturbed from some mean
base current, IB. Simple theory gives the resistance in ohms of any forward
biased junction as approximately 1/(40 x current in junction) at room
temperature. Hence the input resistance can be shown to be about l/(40/B)
ohms. This neglects the resistance of the thin base layer which is justifiable
except in high frequency transistors.

C: The characteristic is affected a little by the collector voltage. When
the collector voltage is high, a wider depletion layer is made at the collector-
base junction. This leaves a thinner conducting base region. In this thinner
region, there will be less recombination of holes and electrons; thus to keep
the base current constant, a higher base voltage is needed.

The output characteristic of the transistor in the common-emitter con-
nection is a current-voltage relation for the right-hand loop of fig. 3 A (a). It
relates the output voltage of the circuit, VCE, to the output current, Ic.
These are the axes of the typical characteristic sketched in fig. 3.5. Features
of importance are:

A: With VCE very low, the collector is not efficient at collecting carriers
from the emitter passing through the base region. But after VCE exceeds
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4x

large

Fig. 3.5. The output characteristic for the bipolar transistor in the
common-emitter connection.

a value of a fraction of a volt, known as the 'knee' voltage, the collector
current Ic depends largely on the base current In and not on the collector
voltage.

B: Even with the base current, In = 0, a small current flows into the
collector which is the leakage current, IrE0.

C: For a small base current, IH = x, a considerably larger collector
current, Ic flows. IcjIB is much greater than unity and is the static current
gain as stated earlier. For larger base currents, I]t = 2x, 3x, 4x, higher
collector currents flow and the characteristics should be evenly spaced for
a linear, low-distortion device. Note that the output current is altered
nearly linearly by input current (unlike the field-effect transistor where
output current is related to the input voltage).

D: For a given constant base current, IB = 3x say, note that the charac-
teristic is not horizontal but does rise slightly. Thus as the collector voltage
is increased, a little more collector current flows and the device appears to
be resistive in the collector circuit. This is a second-order effect (as is the
effect of VCE on the input characteristic) and is ignored in approximate
calculations of circuit performance.

E: The collector-base junction is reverse biased and so, like any diode,
an avalanche effect occurs above a certain voltage and the current rises
rapidly. Note that the output current, Ic, now depends on IH and VCK.
Apart from this non-linearity, the current is noisy and probably flows at
the least perfect part of the junction. This will cause a hot-spot and probably
an early failure of the device.
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A good transistor is one with a low leakage current, high VCE before
avalanche, evenly spaced lines on the output characteristic and a low knee
voltage. Data are shown in appendix B of a typical cheap npn transistor,
type BC107. Individual samples may differ considerably from the maker's
estimated mean of his product. In particular, the tolerance on the common-
emitter current gain, /?, or hfe may be as high as — 50 to +100 per cent on
a cheap unselected device.

3.5 Data for a typical npn transistor
The complete maker's data for any device may appear lengthy and con-
fusing when a student first meets them. Appendix B shows some data
extracted from several pages compiled by the maker. Further reading will
be needed for a student to become familiar with all the terms used. How-
ever, the data will be used to calculate real performance figures in the
examples of amplifiers that follow.

The four main sections discernible in a maker's data are:

(a) the safe maximum ratings allowed for the device,
(b) the normal operating voltages, currents and gains,
(c) some parameters for a model of the transistor, and
(d) typical graphical characteristics.

The sections for (a), (c) and (d) are headed 'Ratings', 'A-parameters' and
'Typical characteristics' respectively in appendix B. The section for (b)
usually headed 'Electrical characteristics' can also be found in detailed
data from manufacturers.

Certain npn and pnp transistors are available with closely matching
characteristics (with polarities reversed). These are called complementary
pairs of transistors. Some examples are: npn type - BC182, and corre-
sponding pnp type-BC212; or npn type-2N3903 and corresponding
pnp type 2N3905.

3.6 Ratings and selection of operating point
The operating point, sometimes called the working or quiescent point, of
the device should be in a safe area of its characteristic and in most cases in
an area where the characteristics are evenly spaced.

The maker's data for any device usually give clearly
(a) Maximum collector current, lGmax.
(b) Maximum collector voltage (above which an avalanche may start).
(c) Maximum power dissipation, PmaK. This may be given by the makers
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{a) (b)

Fig. 3.6. (a) The circuit of a simple amplifier and (b) the limitation of the
operating point shown on the output characteristic.

or it may have to be calculated for the larger devices which can be mounted
on a heatsink from

Pmax = (Tj-TA)Wi + 0*+...)> (3.6)

where 7} is the safe junction temperature given by the maker (usually,
85 °C for germanium and 150 °C for silicon), TA is the ambient air tem-
perature around the device (it may be enclosed with other power dissipating
devices so TA may be 40 °C rather than the 20 °C of a warm room), and
#!, 02, etc. are the thermal resistances (in degC/watt) of all the elements in
the heat flow path between the junction and air. Thus 6X will be the thermal
resistance between the junction and the transistor mounting base which is
given by the maker and depends on the case size and type (about 4 degC/
watt for a power transistor in a TO3 case, and 200 degC/watt for the BC107).
02 may be the thermal resistance of the insulating washer between the
device and the heatsink, 03 will be the thermal resistance of the heatsink to
air path. (For example, #3 is ~ 10 degC/watt for £ inch thick dull painted
aluminium of area 60 square centimetres or 10 square inches.)

Once Pmav has been obtained, it must equal the electrical power input to
the transistor which for the amplifier circuit shown in fig. 3.6 (a) is given by:

'max ~ YCEIC~^ VBE*B- (3-7)

Since IB 4, Ic and VBE < VCFj9 the second term can be neglected so that
a given power dissipation is given by the product of collector current and
voltage and can be drawn as a rectangular hyperbola on the output charac-
teristic of the transistor. This clearly limits the usable part of the output
characteristic on fig. 3.6(6) to the region avoiding the lines of: A, maximum
safe collector current; B, maximum safe collector voltage; and C, maximum
power dissipation.

When the transistor is to be used as an amplifier, the collector current
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flows through some load resistor, R2, in order to develop an output voltage.
If the supply voltage is Vcc, then the collector current Ic flowing through

. (3.8)

The two terms, VCE and /c, are the variables of the output characteristic
of the transistor and differentiating (3.8) gives a linear relation because
dVCEldIc =-R2.

The two points where this line intersects the axes are given by Ic = 0,
where (3.8) gives VCE = Vcc\ and VCE = 0, where Ic = VCCIR2. These are
shown as D and E on the graph and the line joining D to E defines the only
combinations of VCE and Ic that are possible once Vcc and R2 have been
selected. This is called the load line.

It is clearly possible to keep the device operating safely by keeping the
load line D to E from crossing the boundaries A, B and C. The next
problem is that of deciding which combination of collector voltage VCE

and collector current Ic to choose out of all those possible.
To obtain a large output voltage swing without distortion, the midpoint

E of the load line should be the mean operating point. For no signal input,
the base current, IB = 2x should be drawn through the resistor Rv An
applied signal that varies this by ± 2x will give an output voltage swing
nearly down to zero and up to Vcc. The base-biasing resistor, Rl9 is
calculated from the equation,

Vcc = R^B + VBE. (3.9)

If some lower collector current is required, e.g. in battery operated
equipment, then a lower base current IB = x say, could be defined by
increasing Rv Note that it would not be possible to get a large output
voltage swing unless R2 was increased to bring the operating point back
to the centre of the load line.

This simple amplifier should only be used in cases where the current
gain of the transistor is known or can be measured and where it is known
that the circuit will not be subjected to wide temperature changes. In other
cases, for example if amplifiers are to be mass produced and then are to be
mounted in, say, cars where the temperature in the engine compartment is
high or in aeroplanes where the temperature outside the pressurised cabin
gets very low in flight, then the circuits of the next section should be used.

f3.7 Operating point stability
The base-biasing circuit in fig. 3.6(a) only sets up the circuit for a base
current IB of a certain value. However, the static current gain, IC\IB> is
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o + supply,
Vcc

(a) (b)

Fig. 3.7. (a) A bias circuit giving good operating point stability and
(b) its equivalent circuit.

very variable from device to device and so a collector current may be
realised that is very different from that suggested by point Fin fig. 3.6(6).
In addition the leakage current ICE0 which varies sharply with temperature,
also flows through the load resistor and will cause the operating point to
change with temperature. Thus an improved bias network is wanted for
amplifiers which are to be made from untested devices and which will work
over a wide temperature range.

Consider the circuit shown in fig. 3.7(a). The base of the transistor now
draws current from two resistors, Rx and R2, connected between the supply
lines of the circuit. Current in the output circuit is drawn to the collector
through a load resistor, R3i and flows out of the emitter to the other supply
line through R^. We want to devise a relation between the steady voltages
and currents in the circuit which settle the transistor at a well defined
working point. In later sections we will consider how small signals, which
may be pulses or sine waves, change the base current and hence give a
larger signal output from the circuit.

The circuit can be most easily analysed by using Thevenin's theorem to
replace the resistors R± and R2 by a single resistance RB and a new potential
source VBB, where

RB =

VBB =

( 3 1 Q )

(3.11)

(These assume that the supply Vcc has negligible internal resistance.) The
circuit of fig. 3.7 (a) is equivalent to that of fig. 3.7(6) and for a steady base
current /B, and collector current Ic, the current out of the emitter flowing
through RA is IB + IC. Hence the equation relating the voltages round the
base loop is T/ _ D , ^ ^ D
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and the collector current from (3.2) is

We wish to relate the collector current Ic to the various voltages and
resistor values, so re-arranging (3.12) and eliminating IB gives:

) h + R* h

r -s o lc ~

In a full treatment of the operating point stability, Ic is differentiated
with respect to ft and with respect to ICE0 to get expressions for d/c/8/?
and dlcfilcEo which are stability factors for the circuit. This topic is too
advanced to be pursued in this introductory text. It is enough to note here
that if the emitter resistor R^ = 0 as in the circuit of fig. 3.6 (a), (3.13) gives

-VBE)IRB + ICEO. (3.14)

Thus the spread in manufacture from one device to another and the varia-
tion of the leakage current, ICE0, with temperature will reflect directly in
an uncertainty in the collector current, Ic.

However, (3.13) shows that if we can include a resistor i?4 such that
/?/?4 > RB + RA: the equation gives the collector current as

Note that fi, the ill-defined current gain, has disappeared from the expres-
sion for Ic. All that is required is that it should be high enough to ensure
that fiRt > RB + #4. Typical figures of RA = 1 k^ and /? = 200 mean that
RB = 10 kO would allow this approximation to be made. In the expression
(3.15), VBE is not known exactly but, as explained earlier, it is the voltage
across a junction in conduction which is 0.5 to 0.9 volts for a silicon device.
This uncertainty can be made negligible by choosing VBB to be con-
siderably higher than VBE. Consider a device to be set up with a collector
current of 5.0 mA; then with RA = 1 kQ, VBB of about 5.6 V would be
needed to define Ic to within 10 per cent. With the requirement that
RB = 10 kQ, (3.10) and (3.11) allow Rt and R2 to be chosen.

Many of the more detailed textbooks calculate the actual changes of
collector current. However for the design method just described, the col-
lector current should change by only about 10 per cent for most foreseeable
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changes in /?, VBE and temperature. This is quite acceptable for most
circuit designs. The lower leakage current of silicon also makes it the
preferred device in most designs even when the higher value of VBE affects
the definition of an exact collector current.

3.8 Graphical estimates of circuit gain
The following method gives a quick estimate of the gain of a simple
amplifier.

A common-emitter amplifier with the supply voltage Vcc joined to the
collector through a load resistor RL will have a load line defining its
working points such as that drawn in fig. 3.8 (a). Assume that the circuit
used to bias the transistor is known to define the operating point to be in
the region O shown on the diagram. A small increase in the base current,
ib, equal to the interval between the lines of constant base current on the
output characteristic will cause the device operating point to change from
O to P, where P must still be on the load line. The resulting change in col-
lector voltage, vce9 can be measured from the characteristic. Note that the
collector voltage has decreased, i.e. P is nearer the left-hand axis than O,
and so vce will be a negative quantity.

The base current needed for the steady bias at the point O can be put on
the input characteristic of the transistor (fig. 3.8 (b)) relating the base
voltage to the base current. The same small rise in base current, ib, that was
considered on the output characteristic is put on the input characteristic
and the intercepts on the characteristic gi\c the required voltage change, vbe.
So voltage gain = vce/v&e, and is the ratio of the measured intercepts on
the graphs. For accuracy, the changes vce and ib must not disturb the device
far from the operating point and this conflicts with practical difficulties of
measuring small lengths. When larger disturbances are considered, dif-
ferent values of gain will be obtained and the method shows well the non-
linearity between gain and input voltage of the circuit for large signal
inputs. It is the characteristic at the input, the base, that largely gives rise
to this loss of linearity. The output voltage changes vce are reasonably
linearly related to changes of base current, ib, as shown by the nearly equal
intercepts between the lines of base current and the load line on fig. 3.8 (a).
Thus an amplifier which is required to give a large output voltage swing
will work with much less distortion if it is current driven; i.e. the input
then should be represented by a current source and the relations in
chapter 1 concerning ideal current coupling should be considered.

There are many variations on the load line construction to take into
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Fig. 3.8. Transistor output characteristic {a) and input characteristic (b)
showing the construction needed for voltage gain estimation.

account the bias resistors in the circuit, the loading by a following stage,
and reactive loads. Details of these can be found in the more comprehen-
sive textbooks. However as an illustration, one example is described which
shows the principle of the use of DC and AC load-lines; that is the
transformer-coupled load.

Fig. 3.9(a) shows a bipolar transistor operating from a supply of
voltage Vcc with the load ZL connected by a transformer between supply
and collector. We wish to relate VCE+vce to / c + /c (the steady compo-
nent plus the small-signal variations of output voltage and current) to
show how the device is kept in the safe area of operation, and to check
whether the relation between output and input can become grossly non-
linear for any reason.

The superposition theorem says that one can consider any circuit to be
operating with one source at a time and determine the currents that flow
due to that source. Then in the presence of all the sources, the current will
be the sum of all the individual currents. So consider the stage to be con-
nected to the steady supply Vcc but with no signal disturbances ih applied
to the base. Then we have

9 (3.16)

where r is the DC resistance of the transformer primary winding. If r is
small, a few ohms is typical for a low-loss transformer, then VVE tends
to Vcc, the supply voltage. The DC load line relating VCK and Ic on
the output characteristic of the device is shown in fig. 3.9(b). The device
voltage is equal to the supply voltage and is independent of the current.
A safe current will have to be set by selecting a safe steady base current In

to flow from the input circuit. Say that this corresponds to IB = 2JC, thus
a DC operating point at O is defined. This clearly is safely under the
allowable power dissipation curve.
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Fig. 3.9. (a) Transistor with transformer-coupled load.
(b) Output characteristic with load lines.

The question is what will happen when a signal or an AC input, ih9 is
applied to the base? The superposition theorem now requires that we
calculate ic and vce, the resulting signals in the collector circuit. It might
appear that if the device continued with the same load line as at DC, then
the working point could be disturbed up from O and high collector
currents flow that may exceed the device dissipation. However a trans-
former, which has negligible loss in the winding resistance and in the iron
core, has the following simple relations between the voltages and currents
with perfectly coupled windings of n1 and n2 turns respectively:

eilni = e2ln2 a nd hni = hn2- (3.17)
In this circuit, any current in the transformer secondary which is con-

nected to the load, ZL, is related to the e.m.f., e2, by

e2 = i2ZL. (3.18)

Thus the relation between ex and ix which applies to the primary of the
transformer gives us the impedance looking into the device where

But vce -f \\ = 0 if the supply is decoupled by a capacitor from the Vcc line
to ground or if it is of low internal impedance so no signals can be developed
there; and ic = /l5 the current in the transformer primary. So the relation
between signal voltage developed at the collector, vce, and the current into
the collector, iC9 will be given by

-ZL x (Primary: secondary turns ratio)2. (3.19)
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This is a linear relation and the locus of operating points as the device is
disturbed from the steady operating point O due to signals will be
along XOY, the AC load line in fig. 3.9(6). Thus the circuit with base
current IB + ih will operate at the point Z where the collector current is
/c + /p and the collector voltage is VCK + vcc. At this instant the positive
signal current ic makes vce negative and hence the transformer voltage \\
positive.

Equation (3.19) gives the slope of XOY as -[(turns ratio)2xZ^"1.
Since we can order or wind a transformer to have the turns ratio that we
require, what would be best for a given transistor characteristic and
load Z7 ? A first thought may be that we want the load to appear equal to
the output resistance that the circuit appears to have; this is the criterion
in chapter 1 for best power matching. Ft is a deficiency of the graphical way
of circuit investigation that we have no idea yet what Ro, the output
resistance of the device is. Although we can calculate it later in this
chapter, and chapter 5 on negative feedback shows how we can modify it,
this form of power matching would give rise to an AC load line with a very
flat slope so that the circuit will not operate linearly.

In practice a compromise is made and lines of various slopes through O
are tried so that X is somewhere near the device knee showing that large
increments of both voltage and current occur. The load line should also
have evenly spaced intercepts with the lines of constant base current on the
characteristic. Then a current driven power amplifier stage will have the
best linearity possible.

The graphical estimates show well the non-linearity of the device for
large outputs, and the inaccuracy due to drawing of about 10 per cent is
good enough for quick design work.

3.9 Small-signal equivalent circuits for the bipolar transistor
An alternative method of circuit analysis is possible by deriving an
equivalent circuit or model for the transistor for small signal changes about
an operating point. Three such circuits are shown of the many that are
quoted by makers and textbooks.

Fig. 3.10(#) shows the transistor which has to have steady voltages VBE

and VrK at its terminals to operate in a safe active mode. If a small signal
of voltage \\ is applied to the input, considered here to be the base, we wish
to know what changes result at the output, in either r2, the change in
collector voltage, or /2, the change in collector current. We need a model
which'allows us to calculate v2, then \\j\\ will be the device voltage gain;
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Fig. 3.10. (a) The transistor as a three-terminal device and (£) the
T-network equivalent circuit for small-signal analysis.

and if a current ix is found to flow into the terminals of the device, ijh will
be the device current gain. Also vj^ will be the impedance that the device
presents to previous circuits. All these are valuable performance figures
that we will be able to calculate using the equivalent circuit.

t3.9.1 T-Network
This is the simplest circuit to understand as each of the components relates
directly to some part of the two-junction physical model for the tran-
sistor.

Fig. 3.10(6) shows the components in the T-network model. The com-
ponents connected between the terminals B, C, E (base, collector and
emitter) are as follows:

re is the low resistance of the forward biased emitter junction (10),
rd is the high resistance of the reverse biased collector junction (3.3 kft),
rb is the resistance of the thin base layer (750 O),
ft is the current gain in the common-emitter connection (250).
In brackets are typical figures for the BC107 transistor at an operating

point of VCE = +10 V, Ic = 25 mA, IB = 100 /iA and VBE = +0.7 V.
It is the device whose data are given in appendix B.

The actual values taken by rd, rb and /? vary between specimens of one
given transistor type. For a cheap, unselected device they may be anywhere
between half and double the maker's typical figure. rb can be expected to
be larger for high frequency and high gain transistor types because of the
thinner base layer these types have.

Since the current gain, /?, depends on the doping concentrations in the
emitter and base layers of the device and on the thinness of the base layer,
and all of these may be variable from one day's production to the next,
most makers sort their products into low gain and high gain types. For
example, Texas Instruments divide their BC107 series of transistors into
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Fig. 3.11. The hybrid-parameter small-signal equivalent circuit for
a common-emitter bipolar transistor.

groups A, B and C where currents gains of 125 to 260, 240 to 500 and
450 to 900 times respectively are expected at VCE = 5 V and Ic = 2 mA.

The emitter resistance, re, however is predictable and depends on the
steady current through a conducting junction. The incremental, slope or
small-signal resistance that a diode appears to have was derived in
chapter 2 and is approximately kTjel ohms. At room temperature, kTje
is approximately 1/40 volts, and / is the total current flowing. For the
BC107 operating point already mentioned, IC + IB = 25.1 mA, thus

This is exactly the figure quoted for the device.
For rough calculations, this equivalent circuit is sometimes simplified

by assuming rd is a high impedance compared to other paths in the circuit
and by assuming that rb is a low resistance. However it is better to be
capable of writing expressions for the performance of a circuit without
assumptions of this type. Small terms can later be ignored when actual
component values are used; particularly as a wide spread in current gain is
to be expected from all but the more expensive selected devices.

3.9.2 Hybrid-parameter network
The //-parameters are those most widely quoted in manufacturers' literature
at present. The parameter values come directly from the input and output
characteristics of the transistor. This model is shown in fig. 3.11 for the
common-emitter circuit.

The model contains an impedance, both a voltage and a current generator
and a shunting path at the output, hoe which has units of admittance. It is
the mixture of units of the components of this model that gives the model
its name. At first sight, this circuit may appear more complicated than
the T-network but both contain only four components. These are defined
below and typical figures are given (again for the BC107 transistor at
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low frequency and at operating point K c ? ; =+10V, Ic = 25 mA,
IB = 100M, VBB =+0.7V) .

A4> is the base circuit resistance, \dVBEfiIB\VcB (100012),
hre is the reverse voltage transfer ratio, \dVBEfiVCE\lB (3 x 10"4),
hfe is the forward current gain, \dIcfiIB\VcE (250),
hoe is the output admittance, \%IcfiVCF\lB (300 /*S).
Each of the components has got a second subscript 'e' which denotes

that the common-emitter connection is specified. An identical circuit can
be used for common-base and common-collector connection of the trans-
istor but with the subscript b or c respectively instead of e. (The parameters
then have different values.) The first subscript is descriptive in that hie refers
to the input path, hre refers to a generator in the input circuit dependent on
some output quantity, namely v2; that is, it is a reverse effect from output
to input of the device. hfe represents the forward gain mechanism of the
transistor and hoe is a component solely across the output terminals.

In the equivalent circuit, fig. 3.11, the left-hand part has to represent the
device looking into the base terminal, B. It is of course a conducting junc-
tion whose typical characteristics were shown in fig. 3.4(6). The slope
of the characteristic gives 1/resistance looking into the junction and the
dependence on collector voltage is shown by the separation of the charac-
teristics. These have been described fully in the notes referring to fig. 3.4(6)
and give rise, of course, to the two parameters of the circuit. hre is very
small and is often neglected in approximate analysis. hie9 the input resist-
ance, can be calculated from l/(40/7i) since in this model the path is
carrying only the base current, IB. For a junction carrying 100//A, this
equation gives a value of 250 Q for input resistance. The discrepancy
between this and the maker's figure of 1000 Q is due to the resistance in
the thin base layer. (We know that this resistance was rb = 750 Q in the
T-network so this agrees well.) A check could also be made that the slope
of the characteristic in the BC107 data in appendix B is of this order; it will
only be approximate as the device data are often plotted to a very small
scale, perhaps to conceal their imprecise nature.

In the equivalent circuit, fig. 3.11, the right-hand part has to represent
the transistor looking in at the collector terminal, C. This is a reverse
biased junction so that the current change that takes place by changing
only the output voltage can be expected to be small. This change is taken
into account by hoc which can be expected to be a low conductance (or \jhoe

is a high resistance). The main current that flows at the collector terminal
is dependent on that flowing into the base terminal, i.e. il9 and is taken into
account by the generator hft.il where hu is the current gain and is nearly the
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C

Fig. 3.12. The hybrid-7r network representing a bipolar transistor.

same as the /? of the T-network. The derivation of these two parameters
from the output characteristics of the transistor, fig. 3.5, has been more
fully described in the notes referring to that figure.

The values given for hfe and hoe can be checked from the BC107 data in
appendix B. The change in collector current should be of the order of
250 times the change in base current in the region of the VCE = +10 V,
Ic — 25 mA working point. The reader may check this on the graph which
also happens to have very evenly spaced characteristics which shows that
the current gain is not widely different at other working points. Also the
slope of the lines of constant base current near the working point should be
of the order of 0.3 mA change in Ic for a 10 V change in VCE; these figures
are obtained because the output admittance parameter is 0.3 mS. For
approximate calculations, this low admittance, hoe, is sometimes ignored,
i.e. replaced by an open circuit.

f3.9.3 Hybrid-^ network
This equivalent circuit is widely used in American textbooks, ft is im-
portant in that, by adding capacitors to the model, the transistor's perform-
ance changes at high frequency can also be calculated with reasonable
accuracy (see the end of §3.11).

Fig. 3.12 shows the hybrid-^ equivalent circuit. The parameter giving the
device gain is represented as a forward conductance, gm, and so the model
can be used with similar circuit equations as the field-effect transistor.
There are five components in the circuit where:

r4 is the resistance of the thin base-layer (750 Q),
rx is the resistance of the conducting base-emitter junction (250 12),
r3 accounts for the feedback in the transistor (and is equivalent in effect

to hre in the hybrid model and re in the T-network) (1 MQ),
r2 is the output resistance (3.3 kll),
gm is the forward conductance (approximately 40/c) (1 S).

In brackets are typical figures for the BC107 transistor at an operating
point of VCE = + 10 V, Ic = 25 mA, IB = 100 M and VBE = +0.7 V.
By comparing the typical figures of this circuit with the T-network and
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(a) iE ™ \E

Fig. 3.13. Approximate bipolar transistor equivalent circuits.

hybrid-parameter network the following approximate relations are helpful
in converting data,

T-network Hybrid Hybrid-^

rb+fir§ = hie = rt + rA (3.21)

re/rd = hre = rjrz (3.22)

ft = */. = gmrx (3.23)

rd = 11 ho, = r2 (3.24)

ft is often found that the manufacturers do not give typical characteristics
for a cheap device in which there might be a considerable spread in the
current gain. Then the relations help convert any data that are known into
an approximate equivalent circuit.

Knowing only the common-emitter current gain, hfe or fi for a transistor,
the circuits shown in fig. 3.13 can be used. The reader can derive the
elements himself for the two circuits by simplifying the circuits of figs. 3.11
and 3.12. In these figures, if we ignore the various paths away from the
output generators, we are left with two generators only and these must be
identical, so

h* i = 2 v (3 25^

or approximately 40/c S.

The simplifications that i/v = r and hfeIB = Ic are approximate, but
where a calculation is desired to estimate only the order of magnitude of
performance, this simplification is often used.

3.10 Calculation of amplifier performance
It is not possible in a short book to give examples of the use of all the
equivalent circuits. Books using all the various networks are listed in
appendix A. The following analyses only use the //-parameters.
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Input Output

(a)

circuit Amplifier c i r c u i t

(b)

Fig. 3.14. (a) A simple single stage amplifier and (b) its equivalent circuit for calculation
of performance. * Denotes supply + assumed to be low impedance to ground.

The method of analysis in each case is to replace the transistor by its
equivalent circuit. Thus the transistor in fig. 3A4(a) with its three leads
marked E, B and C, is replaced by its equivalent circuit between the same
leads in circuit (b) and is included within the grey tinted area. Here the
simplified /̂ -parameter model is shown in which hre and hoe are neglected.

Now looking out from the terminals E, B, C, in fig. 3.14(a), all the
current paths connected to each of the terminals are added to complete the
circuit. Thus looking out from the base, there are two paths - through Cx

to the source vx and through Rx to the positive supply. The latter is con-
sidered to have a low impedance to the signal common line so one end of
Rx is shown connected to that line in fig. 3.14(6). The circuit connected to
the device output side is similarly inserted. We then develop expressions
relating v2, v3, i8 and i8. Then vx and v4 can be calculated when the source
and load are fully defined by using the equations of chapter 1 relevant to
passive coupling circuits.

Remember that the following are for the simplified equivalent circuit of
the device (hoe and hre neglected),

Voltages at the input give
v2 = i2hie.

Currents at the collector node give

h + v3IR2 + hfei2 = 0.
Eliminating /2>

- v2 hfe R2lhie - 1 8 R2 = v2 A v - 1 8 R2i (3.26)

or v3 = v2 (no-load voltage gain)-/3 (output resistance).
The amplifier can thus be represented by an ideal voltage amplifier,

97



The bipolar transistor

Amplifier

Fig. 3.15. Equivalent voltage amplifier to the circuit of fig. 3.

shown in fig. 3.15, which clearly also obeys (3.26). Thus when considering
the voltage coupling in a circuit, the transistor can be simplified to an ideal
amplifier with output resistance R2 and voltage gain Av given by

v = -huR2\hu, (3.27)

where R2 is the collector resistor and the sign represents 180° phase shift
between input and output. This gain will be the maximum possible from
the stage if the input and output coupling circuits are nearly perfect and
only a very little voltage attenuation takes place. Equation (1.1) showed
that this was only true when the load on the source was much greater than
the internal resistance of the source. Fn this circuit, nearly the opposite is
true, hie is low and R2 may often be high. Now a circuit of low input
resistance and high output resistance more nearly characterises an ideal
current amplifier. Thus it is more profitable often to consider a bipolar
circuit as a current amplifier.

In fig. 3.14(6), the circuit in the tinted area is a current amplifier with gain,
A{ =-lifr, input resistance = hic and output resistance = R2. By con-
sidering current coupling at the input and output circuits, the overall
circuit gain can be calculated. This is done in the example at the end of the
chapter.

An idea of the order of magnitude of the gain is useful. Using the data
for the BC107 transistor in appendix B, and assuming that the circuit is
such that the load R2 = 40012, and the device has hie = 100012 and
hu = 250, the amplifier will have a voltage gain Av = —100 (or
Ai = —250), input resistance = 1000 Q and output resistance = 400 LI.

It is also interesting to check by what factor these results are inaccurate
because h0l, and //,.,, have been ignored. Using the typical figures of 300 /iS
and 3 x 10"4 respectively (see §3.9.2) the exact equations for the performance
of the circuit give: Av = — 90, At = —223, input resistance = 973 Q. and
output resistance « 35012. Clearly errors of ~ 1 0 % that come from
simplifying the equivalent circuit are not important when the transistor
data itself are not guaranteed to be very accurate.
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3.11 Frequency response

At low frequencies, the effect of Cx and C2 can be obtained by analysis of
the input and output circuits. At high frequencies, the value of the para-
meters in the transistor model are no longer real; say, hfe becomes
100-J40 at 3 MHz instead of 250+jO at low frequencies. This can be put
into the expression for gain which will then be calculated as a complex
number. Converting to the alternative magnitude and phase angle form,
we can see by how much the gain has dropped and what phase shift the
circuit then gives.

The capacities associated with the junction can be shown on the
hybrid-^ model and added paths taking currents that are frequency
dependent are inserted in the equivalent circuit, say such as that in
fig. 3.14(6). Now new expressions relating the voltages and currents of the
circuit can be written.

Or we can use the relationships already obtained in chapter 2. Tf we
know the collector to base junction capacity Ccb in the device, then the
collector node sees an added current flowing out and a capacitor Ccb

appears to shunt the output. Equation (1.21) showed how to work out the
high frequency at which such a capacitor and other shunting paths would
decrease the output. It depended on the total parallel resistance. Thus for
the circuit shown in fig. 3.14(6), the resistances at the output are R2 and
7?4 and so a collector capacity Ccb would define a turnover frequency GJ2,
where

TTc- =
 TTR--

 ( 3 2 8 )

(O2Ccb K2 + Ki

However at the input of the device, extra current will flow into the base
because of Ccb connected to the base, and from §2.15 we know that this
capacity appears as (1 — A v) Ccb because of the voltage gain A v of the circuit.
Again the turnover frequency w3 can be estimated as that when the
capacitor impedance is equal to the resistance of all other paths in parallel
between the base and signal zero of fig. 3.14(6). Thus if Rs is the resistance
of the source of e.m.f. v1? writing that the admittances are equal,

"8(l-^)Cc> = J - + - ^ + TU (3.29)
KS / \x nie

When the component values are known, then OJ2 and w3 can be calculated.
Fig. 3.16 shows the form of frequency response that the circuit will have.
At a frequency lower than both co2 and w3 the gain will be largely constant.
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Fig. 3.16. Typical response of the bipolar amplifier.

On fig. 3.16, this gain has been shown as 20 \og10AvA1A2 decibels (where
A1 and A2 are the input and output coupling gains) and this assumes that
the circuit is loaded by a resistance equal to its input resistance; i.e. it
could be one of a series of identical amplifiers in cascade. Between w2 and
(o3 the gain falls as frequency increases at 6 decibels per octave (or 20
decibels per decade). At a frequency higher than &>3, the gain falls more
swiftly as frequency rises, (12 decibels per octave or 40 decibels/decade).
The input and output circuits also have stray shunting capacities in them
and so Cs should be added as a term in both (3.28) and (3.29). It means
that there is more phase shift at high frequencies than might at first be
thought. Chapter 5 explains the implications of phase shift at high fre-
quencies, and how feedback in amplifiers of two or more stages can give
instability.

t3.12 Emitter follower performance
In §3.10, the performance of the common-emitter connection for the
bipolar transistor was calculated. The simple circuit represented a good
current amplifier with low input resistance. To make amplifiers which will
respond linearly to the voltages from a source, three circuits are common:
an emitter follower stage, which is described here; a multistage amplifier
with a field-effect transistor as the first stage, which is described in §3.13;
and a differential amplifier, which is described in chapter 4.

The emitter follower amplifier (also called the common-collector con-
nection) is similar to the cathode follower valve circuit or source follower
f.e.t. circuit and it is shown in fig. 3.17.

The principle of superposition allows us to consider separately the
circuit first for the application of the steady supply voltage and then for
a small signal \\ applied to the circuit. The resistors Rx and R2 define the
steady working point of the transistor. By assuming for the circuit the
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Supply +

+~ Output

Fig. 3.17. Emitter follower circuit arrangement. Clearly vx = vbe+v>4,
so voltage gain = v^vx « 1.

desired values, VCEi / c , VBE and IB, that are required for the operating

point, and with the supply voltage Vcc, the resistors are,

(3.30)
IB

The capacitors Cx and C2 are assumed to be perfect in blocking the steady
voltages of the circuits providing the input and receiving the output
respectively.

Input
ircuit |

Output
circuit

Fig. 3.18. Equivalent circuit of the emitter follower using /i-parameters.
* Denotes supply + assumed to be low impedance to ground.

For small signals, by replacing the transistor by the A-parameter
equivalent circuit in the grey tinted area, the emitter follower is equivalent
to the circuit in fig. 3.18. Again the positive supply line is assumed to be
decoupled so signals are not developed there. Thus Rx and the collector of
the transistor are shown joined to the signal common line.

We desire to develop relations between v2, v3, i8 and i8. The relationships
Vg/v! and -v4/v3 depend on the details of the input and output circuits
respectively, and can be calculated from the theory of chapter 1. Because
the signal current into the transistor base is i2, the current generator in the
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model is hui2. The voltage generator in the model is hre x(voltage from
collector to emitter) and this is -Arev3 because of the following relation
where the subscript 0 stands for ground or signal common,

Vce = Vc-Ve = VcQ-Ve0 = 0-V3. (3.31)

Now that all components in the circuit are known, the easiest circuit
relations to write are:

Voltages at input, v2 = i2hie-hrev3 + v3. (3.32)

Currents at emitter node,

h + hf*h + (-vt)hoe = v8Ga + /8, (3.33)

where G2 is the conductance of R29 so

G2 = — S (Siemens), (3.34)
K2

where R2 is in ohms.
From these two equations, we can eliminate any one unknown. If we

first eliminate /2, the input current, we are left with the output voltage v3

in terms of the input voltage v2 and output current i8 as

v v2(l+/i/g)-^^t e n -<-x
3 M C + * ) + (l + * ) ( ! KY ^ }

Now this can be compared to the expression for the output of any amplifier
which can be written,

Output voltage = input voltage x no-load voltage gain
— output current x output resistance.

No-load voltage gain =

or approximately - _ ^ _ _ _ , (3.36)

as typically hfe > 1 and hre 4, 1. In deriving expressions such as (3.35) or
(3.36), it is good practice to check quickly that the dimensions of the
expression are correct and so no slips have been made. Also it is apparent
that the value for the gain given by (3.36) can never exceed unity. By con-
sidering the signal voltages shown in fig. 3.17, this again is to be expected
and is a check on the correct derivation of the expression.

The output resistance of the amplifier is also obtained from (3.35) as

'h
Output resistance = \ < 3 3 7 )

"<e(«2 + «o«) + (1 + "te ) (1 - "re)
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Input
circuit

Amplifier l n P u l

circuit
Fig. 3.19. Equivalent input circuits.

Again assuming hre <4 1 and taking the reciprocal of the expression, we get

Output admittance = G2 + hoe (3.38)

This represents three paths in parallel. The paths through R2, the emitter
resistor, and through hoe in the transistor model are obvious. But the other
path is that which gives the circuit its desirable high output admittance
(equivalent to low output resistance), so the output voltage is little changed
if the circuits that follow draw current.

It should be noted that hie is not the only resistance in the input path in
fig. 3.18. To it should be added the equivalent series impedance of the bias
and source circuits and this can be calculated using the ThSvenin equiva-
lent shown in fig. 3.19. Thus the effect of the input circuit can be taken into
account by using the new input voltage v/, instead of v2 in (3.35) and by
using Zs+hie in place of hie alone in (3.35) and (3.38). In practice the
authors have found that engineers fall into fewer errors by making these
separate steps of calculation. The magnitudes of v/ and Zs can quickly be
checked by inspection when numerical values are known. A mathematician
may develop an expression double the length of (3.37) which allows for
generator impedance, bias resistors, etc., but it is less easy to check quickly
that the results obtained from it sound sensible.

Another performance feature of the amplifier that we wish to calculate
is its input resistance. If we assume that the load on the amplifier due to
following circuits is equivalent to a single component of admittance GL,
then . r

With (3.32) and (3.33), we now have three equations relating the four
unknowns of the circuit. By eliminating v3 and j8, we are left with one
equation for v2 in terms of i2 which gives

Input resistance = ^ = ^ (3.39)
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Fig. 3.20. Interstage coupling of a multistage amplifier.

With the simplification that hre <̂  1, the amplifier can be seen to have
'transformed up' the total impedance of the emitter to ground paths by
a factor of (\+hfe).

Actual performance figures for the emitter follower circuit can be calcu-
lated by those doing problem 5 at the end of this chapter. A no-load
voltage gain of the order 0.95 to 0.99, an output resistance of a few hundred
ohms and an input resistance of the order of a megohm are common. The
circuit does not really contribute to the performance of any amplifier by
its voltage gain but as an impedance transformer: it is commonly found as
the first and last stages of most integrated circuit voltage amplifiers.

|3.13 Coupling between amplifier stages
In practice, we find that amplifying devices are connected in series (or
cascade) to give a circuit of gain higher than that we actually require. The
gain is then dropped by feedback, which gives us several other benefits,
to exactly the amount required for a particular application (see chapter 5).

Fig. 3.20 shows the first two stages of a typical voltage amplifier which
uses first a field-effect transistor because of its high input resistance and
then bipolar transistors of which only the first is shown. The bias condi-
tions for the two devices shown are derived quite separately and C3 blocks
the steady drain voltage of 7\ from appearing at the base of T2. This is
called resistor-capacitor or ' R-C coupling. To find the gain, we write
equations to relate vl9 the small-signal input voltage to the amplifier, to v3,
the output of the first stage; then to relate v4 to v3 and so on.

We know that in choosing RA and R5, low values will give good stability
of the working point of T2 against temperature changes (§3.7). But how
low should they be? 10 kft was chosen in an example as the parallel resist-
ance of R4 and R5 but is this too low ? Answers come from this apparently
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Fig. 3.21. Equivalent circuit to that of fig. 3.20 for small signals.

complicated circuit when we use the small-signal models for the transistors
Tx and T2. We assume that the frequency of the signals is such that the
impedances of the decoupling capacitors, C2, C4 and C6 are low. Then the
circuit, for the components affecting the coupling between the transistors,
becomes that shown in fig. 3.21. The output of 7\ is normally represented
as a current generator, gm v2, in parallel with the drain resistance, rd. The
input of T2, using the hybrid parameters, is represented by an impedance
hie and a generator into which we want to maximise the input current i4.
This is because the output of T2 is a generator dependent on i4; so the
problem is one of getting good current coupling. In its simplest terms, we
want to get all of the current output of 7\ flowing into T2, so all the paths
parallel with hie should be much higher in impedance than hie (see (1.6)).
Assume that we knew rd to be of the order of 30 kQ: then we would wish
R3, J?4, R5 to be of the same order and hie to be one or two kilohms only to
get reasonable current coupling. This may sound a very casual approach
to circuit design, but it is not profitable for a designer always to analyse
accurately the exact current coupling factor, when the gain of the trans-
istors, hfe and gm, may be between a half and double the nominal value
given by the device makers! The aim should be not to waste gain by
poor coupling between the output of one stage into the input of
the next.

The alternative to using the R-C coupling, that has been described here,
is to use direct coupling. Amplifiers without interstage capacitors are
called DC (direct coupled) amplifiers. The output voltage of one stage
must now provide the right steady bias for the next stage. Such circuits are
widely used and are described in texts listed in appendix A.
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3.14 Manufacture of planar transistors
The planar technique enables silicon transistors to be mass-produced in
batches of several thousand. They can be made very small and so have a
much improved high frequency performance. The process takes place at
various accurately controlled temperatures and under conditions of great
cleanliness: the stages are shown in fig. 3.22.

Only silicon devices can be made like this as silicon forms a thin
impermeable insulating oxide layer on heating to about 1200 °C in pure
oxygen. This can be etched through to create well defined areas where
doping compounds are deposited on to the surface and then diffused into
the semiconductor at elevated temperatures.

Fig. 3.22 shows the cross-section of one small piece of the silicon wafer
to show how the npn layers are built up. The surface dimensions of this one
device may be of the order of \ mm by j mm, and identical diffusions will
be put on to a pattern of similar areas covering the whole silicon disc with
similar devices. The plan view of the disc is shown at the top right of
fig. 3.22 and the remaining figures show how small the active area of the
device is compared to the normal three-lead case that eventually contains it.

The reader who wishes to have more explanation of the production
methods must consult other texts.

3.15 Worked example
The transistor shown in fig. 3.23 has hie = 1.25 H, hfe - 50, hoe = 20 mS and
hre negligible at a working point of VCE = +12 V, /c = 1.0 A, IB = 20 mA and
VBE = + 0 . 5 V .

(a) For a 25 V supply, and if the voltage across R4 — 1 V and the current in
R2 = 4/fl, what values are needed for all the resistors ?

(b) What is the optimum load and what power is developed in it by 15 mA
RMS input current?

(c) What is the stage efficiency and power gain ?
(d) The transistor has a thermal resistance from junction to case of 2 deg/watt

and is mounted on a heatsink of thermal resistance to ambient air of 5 deg/watt.
For ambient air at 40 °C max., is the junction safe at under 150 °C?

Solution, (a) After carefully marking the transistor working point condi-
tions, the supply voltage and the given conditions at R2 and RA on the
circuit, the component values can be written down as the voltage across
them divided by the current through them.

R3 = collector resistor = 2 S ~ ( 1 2 + 1 ) = 12 12

(power rating needed, PR = 12 watts).
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Fig. 3.22. Stages in the manufacture of silicon planar transistors (by courtesy of MuUard Outlook).
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Input

Fig. 3.23. Circuit for worked example.

?4 = emitter resistor = 1.0/1.02 « 1 Q.

235Q.

X 2 ~ 4 ^ 0 2 " 1 0 - '

25 -(1.0+0.5)
1 5x0.02

So R2 and Rx may be chosen as 18 Q. and 220 £2 types. (1 watt,
3 watt types will be needed for R^9 R2 and Rx respectively.)

watt and

(b) To determine the optimum load, the equivalent source resistance
that the transistor and its circuit appears to present will have to be deter-
mined: then the best load is that equal to the source resistance. So using
the A-parameter equivalent circuit, the amplifier is redrawn as shown in
fig. 3.24.

One has to make the assumptions that the power supply is well decoupled
and that C4 can be made large enough so that negligible signals are
developed at the emitter of the transistor. Then the transistor and its
circuit appear as a current generator of hfei2 shunted by hoe in parallel with
Rz feeding the load. As hoe = 20 x 10~3 S and Rz = 12 O, this shunt path
has a conductance Go given by:

Go = 2 0 x l 0 " 3 + l / 1 2 = 103xl0"3S,

Ro = I/Go = 9.7 a

Thus the optimum load will be one of 9.7 Q. (§1.6).
To calculate the power in this load, the currents in the circuit are calcu-

lated when /x = 15 mA RMS; i(R is the resistance of Rx and R2 in parallel
(approximately 18 0),

Rix 18x15x10-3 l 1 x l 0 - ,
h 1 4 x 1 0

18 + 1.25
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Collector

Fig. 3.24. Equivalent circuit to that of fig. 3.23 for small signals.
* Denotes DC supply well decoupled.

Current generator in output, hfei2 = 0.7 A RMS. Half of this current
will go into the load, as the load resistance is equal to that shunting the
current generator, so

Output power = (0.35)2x9.7 = 1.2 watts.

(c) Fig. 3.25 shows the amplifier as a 'black box' and the input and
output powers are marked.

DC supply power,
' 2 5 V x l . l A = 27.5W

15 mA

Signal input °""*
power _
= ( 1 5 x l O - 3 ) 2 x U 7
= 260 fiV/ •

Output
power =1.2 W

Ru R2i hie

in parallel =1.17 Cl

Fig. 3.25. Power inputs and outputs for the amplifier.

1.2Fffi ' — output power _
fctticiency - t o t a l p o w e r i n p u t - 27.5+0.00026

= 4.4 per cent.

_ . signal output power 1.2 n nPower gam = - ? — . . . = n n / v v w : = 4600.6 signal input power 0.00026

(d) The thermal resistance of a given path is defined as the temperature
difference needed to get a given heat flow rate. The relation can be
restated as

Temperature difference = thermal resistance x watts dissipated.
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Fig. 3.26. Cooling arrangements for the transistor.

The layout of a transistor on its heatsink is shown in fig. 3.26. First we
calculate the heat flow rate as:

Power dissipated = VCEXIC+VBEXIB = 12 watts.

Thus the temperature differences are:

Heatsink to air = 5 x 12 = 60 degC.

Junction to heatsink = 2 x 12 = 24 degC.

So the junction is 84 °C above the ambient air and is at 124 °C, a safe
temperature. This assumes that the air temperature does not rise due to
poor ventilation and that the device case does stay at the heatsink tem-
perature: the latter is assured if a smear of heat conducting grease is put
between the two.

3.16 Relative merits of bipolar and field-effect transistors
The bipolar transistor is at present cheaper than the field-effect transistor.
It operates to higher frequencies and at higher powers; it is easier to use in
integrated circuits and is a very good current amplifier.

The field-effect transistor, with its high input resistance and low noise,
is to be preferred for the first stages in amplifying small voltage signals
from high impedance sources; such as skin potentials in medical electronics.
It is less affected by radiation than the bipolar transistor whose leakage
current will rise when in the presence of radiation.

3.17 Summary
Setting up the transistor at a safe operating point by choosing the DC
supply, the load resistor and the bias circuit component values is a quite
separate problem from working out the circuit performance figures such
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o + supply

Fig. 3.27. Circuit for problem 1.

as gain, output impedance, etc. from the small-signal equivalent circuit of
the device.

Choosing the DC supply and load resistor will define a load line across
the device characteristics in exactly the same way as that considered for the
field-effect transistor in chapter 2. However the bipolar transistor requires
a bias current to its base to define the operating point on the load line. If
this is provided by a circuit in which the collector current is not sensed,
then the Wide variations usually found with all but specially-selected
expensive transistors will give wide variations in collector currents - and
so an imprecise working point results together with possible distortion
starting at quite low output voltage swings.

The /^-parameter mddel for the bipolar transistor appears more compli-
cated than the model used for the field-effect transistor. However it has
been shown to give good estimates of circuit performance even if it is
simplified by omitting consideration of hre and hoe. Examples of its use
are given for a common-emitter amplifier (§3.10), for a common-collector
amplifier, or emitter follower, which has a high input resistance and low
output resistance (§3.12) and in a power amplifier (§3.15).

3.18 Problems

1. The BC107, silicon npn transistor has the following typical working point:

Vce = + 10 V, Ic = 25 mA, Ib = 100 /iA, Vbe = + 0.7 V.

At this working point, its small signal parameters are:

hie = 1000 Q, hre = 3 x 10-4, hu = 250, hoe = 300 jiS.

(a) If the supply voltage is + 20 V, what load resistor and base bias resistor
will achieve the given working point in the simple common-emitter amplifier of
fig. 3.27?

(b) Find the current gain, input resistance, voltage gain and power gain for
the amplifier of fig. 3.27* (Ignore the effect of C and of RB in the circuit.)

(c) Graphical data of the BC107 are in appendix B. For a supply of +20 V,

111



The bipolar transistor

put a 400 ft load line across the output characteristic and check that the working
point at (a) is obtainable.

For an input swing of ± 50 fiA about the standing base current of 100 /iA,
get graphically the voltage gain of the amplifier with a 400 ft load.

•o Supply +

Fig. 3.28. Circuit for problem 2.

2. (a) Derive the voltage, current and power gain relationships and then find the
voltage gain of the single stage amplifier shown in fig. 3.28. An npn transistor
that has hie = 500 ft, hre negligible, hfe = 150, and hoe = 50 /iS is used. Neglect
all coupling and stray capacitances.

(b) Comment on the various methods available for biasing the base and
discuss their merits.

(Sheffield University: First year)

100 > -L
Q T "TTOO/̂ F

160 pF

Fig. 3.29. Circuit for problem 3.

3. Fig. 3.29 shows the circuit of a single transistor amplifying stage and a circuit
model of the transistor. Calculate the voltage gain at zero frequency and the
approximate gain at 10 kHz. Calculate also the two frequencies at which the gain
falls to 0.707 times the value which it has at 10 kHz.

(Cambridge University: First year)

4. Repeat problem \(b) to show that the same results are given using the
T-network model for the BC107 transistor. The parameters are;

/? = 250, rd = 3.3 kQ, re = 1 Q, rb = 750 H.
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Fig. 3.30. Circuit for problem 5.

5. Fig. 3.30 shows the circuit of a common-collector transistor amplifier. The
transistor used is a silicon type for which:

hie = 2000 ft, hfe ranges from 49 to 9, hoe and hre are negligible.

Calculate the maximum and minimum voltage gains VJV1 and the output
impedance of the circuit. The reactance of C is negligible at all relevant
frequencies.

(Cambridge University: Second year)

6. A signal source has a maximum amplitude of ± 100 mV and frequency com-
ponents which lie within the range 0-1 to 1000 Hz. A transistor amplifier is
required which will magnify this signal voltage linearly so that a peak current
of 10 mA can be supplied to a resistive load of 600 ft.

Draw a circuit for a suitable amplifier and calculate the component values.
(Newcastle University: Third year)
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Operational amplifiers and linear integrated
circuits

4.1 Introduction
'Linear integrated circuits' is the name given to ready-built, miniature
amplifier circuits which can be used directly in a number of applications
often with the addition of only a few passive external components. This
contrasts with the approach described in the preceding chapters where
active devices such as field-effect transistors and bipolar transistors were
used together with a number of passive circuit components to form ampli-
fier circuits. This latter approach has come to be known as discrete circuit
technology, as opposed to the integrated circuit technology which we
describe in this chapter. The technical advantages of integrated circuits,
coupled with the convenience with which they may be used, are of such
value that their use has become extremely widespread. Circuits using them
are much smaller than those made with discrete components and today
they are cheaper too. With integrated circuits, the basic building blocks
of electronic circuits which used to be collections of separate devices
such as transistors, diodes, resistors, etc. have been miniaturised into ready-
built circuits which can be easily linked together to form the desired system.

In most applications of integrated circuits a high gain amplifier forms
the internal amplifier to which passive circuit elements are connected to
provide an overall amplifier circuit called an 'operational amplifier'. (Note
that the terminology is sometimes confusing in that the internal amplifier
is itself referred to as the operational amplifier.) We shall first describe the
realisation, characteristics, and uses of these operational amplifiers before
turning in the latter sections of this chapter to a discussion of the design
and fabrication of integrated circuits themselves.

4.2 A review of the properties of real and ideal amplifiers
One of the most important properties required from the basic internal
amplifier to be used as the heart of an operational amplifier is that it must
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have a very high gain. This specification is often extended to the assump-
tion that the gain is high enough to be considered infinite for purposes of
analysis and design. Further simplification of the analysis results from
assumptions which can be made regarding other parameters of the
amplifier. Ideally one assumes that the internal amplifier of an operational
amplifier has infinitely high input impedance and a zero output impedance.
Often it might also be required that these properties be maintained over
a particular frequency range or at least be true, to a close approximation,
at a specified operating frequency. It might also be necessary to specify
that the performance of the amplifier be immune to changes in environ-
mental conditions such as temperature. Real linear integrated circuit
amplifiers cannot, of course, meet the specifications of our idealised
amplifier but we look for the following properties in any amplifier we
might select: high gain, a direct-current connection, a wide bandwidth,
a high input impedance, a low output impedance, a high degree of stability
against temperature and other environmental changes and a minimum of
adjustment to set the correct DC conditions. To illustrate the degree to
which these requirements are met by a typical device the main performance
specifications of the /^A709, a general purpose linear integrated circuit
amplifier, are as follows:

Voltage gain: 45000 times.

Output resistance: 150 il.

Input resistance: 250 kQ.

Operating temperature range: 0-70 °C.

Offset requirements: input offset voltage 2.0 mV,
input offset current 100 nA.

4.3 The terminology of integrated circuit differential
amplifiers

The essential circuit connections to an integrated circuit, linear ampli-
fier are (a) the power supply (usually both positive and negative
voltage supplies with respect to ground or common rail are required),
(b) the signal input and output terminals, (c) in some cases additional
points are provided to which external circuit elements must be added as
specified by the manufacturers, and (d) additional points to which are
connected resistances or potentiometers to correct any offset DC levels
associated with the input or output of the amplifier. (These offset levels
are defined in §4.10.)
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Inverting input

o Common rail

Fig. 4.1. Nomenclature.

There are usually two signal input terminals known as the 'inverting'
and 'non-inverting' inputs and marked ( - ) and ( + ) respectively on the
amplifier circuit symbol as shown in fig. 4.1. There is usually a single out-
put, v3 which is related to the inputs vlf and v2 by

v3 = ^(v2-v1), (4.1)

where A is the no-load voltage gain. The symbols indicate that a negative
going signal applied to the ( - ) terminal will produce a positive going
output signal while at the (4-) terminal a positive going signal will again

Signal /
/ \

/ \
-i'3

(a)

Signal

(b)

Fig. 4.2. Non-inverted and inverted signals.
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Fig. 4.3. Differential- and common-mode signals.

produce a positive going output. For sinusoidal input signals there is a 180°
phase shift between the ( - ) input and the output and ideally a zero phase
shift between the ( +) terminal and the output, fig. 4.2. Signals may either
be applied between the input points and the common rail or between the
two inputs. The output is taken between the output terminal and the
common rail.

An important property of the amplifier is that when identical signals are
applied to both the ( - ) and the ( + ) terminals the output should be zero.
This type of signal input to the amplifier is known as a common-mode
signal input. When the signal is applied between the two input terminals it
is known as a differential-mode signal and the amplifier produces a large
output signal. This aspect is illustrated further in §4.9 where differential
amplifiers are described. Fig. 4.3 illustrates the application of common-
mode and differential-mode signals to the amplifier.

The conclusions so far are summarised as follows: the output from the
amplifier is generally, v3 = A(v2— vx). Two particular cases are; when
\\ = v2, then v3 = 0; when v2 = —\\ then v3 = — 2/4(v1).

4.4 The inverting operational amplifier
4.4.1 Gain
We have stated that the basic high gain, integrated circuit amplifier may be
connected to provide an amplified output which is inverted with respect to
the input. However the large gain of the amplifier is not often used in the
sense that, with no signal at the ( + ) input, a signal vx at the ( —) input
results in an output —A\\. Instead the gain between input and output is
almost invariably made substantially independent of the internal amplifier's
gain and determined by accurate and stable passive circuit elements. The
circuit usually employed is shown in fig. 4.4. The input signal is applied to
the ( —) terminal via a resistance Rx often called the input resistor and the
( + ) terminal is connected to the common rail, therefore no signal voltage
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h

A
it

—W 1

vi=-~ETl

Fig. 4.4. The inverting amplifier.

appears at that input. The amplifier output is fed back to the ( - ) terminal
via R2, called the feedback resistor. To calculate the overall gain, G, for the
amplifier we assume first some rather unrealistic conditions, that the
internal gain A is very large, the input resistance of the internal amplifier is
infinite and the output resistance is zero. Later we examine what errors are
made in using these assumptions.

If the amplifier gain A is very large, then, for a given output signal, the
signal at the ( - ) terminal is very small and the terminal is said to be at
' virtual earth9. This concept is very useful in analysing the performance of
operational amplifiers.

Returning to Fig. 4.4 we have at the node X, ix = - i2 since the input
impedance of the amplifier is infinite, so current into the amplifier, i't- = 0.
The terminal X is at a virtual earth and therefore the equation for the
currents becomes,

R2

and the overall gain (4.2)

With the assumptions made here the overall gain of the operational ampli-
fier has been shown to be independent of the internal amplifier gain A and
determined entirely by the ratio of the external resistors R2 and Rx which are
added to make up the overall amplifier.

Two of the assumptions made in this analysis, namely that gain, A, and
input resistance, Ri9 are very large, can be more critically examined by
deriving an expression for the overall gain when Rt and A are finite.
Fig. 4.5(a) shows the amplifier including R{. The currents at the inverting
input, X, to the internal amplifier are again summed. When the voltage
at X is v', _ ' _ _ ' '

Zl15JL + 2 V L = 7r- (4.3)
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(a)

o W .̂

t
Fig. 4.5. (a) The inverting amplifier including input resistance.

(b) Gain adjustment.

But

whence we have

v' =

(4.4)

Note that the term in the [ ] brackets will be approximately unity if the
gain A is very large. Equation (4.4) then becomes (4.2).

How large A and R{ have to be depends on the numerical values used
in any particular case under consideration and the accuracy of the result
required. Some typical values might, for example, be Rx = 0.1 MQ,
R2 = 1 MQ, R> = 350 kG, A = 103.

Then vjv1 = -RjRi = 10 approximately from (4.2), or substituting in
(4.4) gives a gaip of 9.87, and an error of about 1.3 per cent is made in using
the approximate relation.

In amplifiers where the gain has to be very precisely set by the ratio
i both A and /*, can be made considerably larger than the values used
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here. A selection of some of the amplifiers which are available in ascending
order of performance is typically as follows:

/*A709 Ri = 250 kG A = 45000
M741 Ri = 2 Mil A = 2x10*
//A740 Ri = 1O12I2 A = 106 (f.e.t. input stage).

This series numbering is well established and most makes have equivalents
to these or include in their own device coding the numbers 709, 741, etc.

The gain of the overall inverting amplifier can be varied by a variety of
means. It is possible to make either Rx or R2 variable, however Rx effec-
tively determines the input resistance of the inverting amplifier and thus
its adjustment to control the gain causes the input resistance to vary.
Variation of R2 r ay be achieved either by means of a potentiometer or by
switching in different resistors. This leaves the input resistance undisturbed
but care must be taken in the connection to the very sensitive ( —) input
point of the amplifier where spurious signals can produce a large unwanted
output. An alternative method is to vary the gain by using the circuit of
fig. 4.5(6). The potentiometer in this circuit is across the low impedance
output of the amplifier and connected to the ( - ) terminal via the relatively
large resistance R2, therefore spurious signals affect the amplifier very much
less. The gain in this arrangement is given by G = — \jx{R2lR^, where x
is the fraction of the output voltage v2 to which R2 is connected.

A resistance R^ = J?il|li2 (^i in parallel with R2) may be inserted from
the non-inverting input to the common rail (see fig. 4.5(6)). Its purpose is
to reduce the drift in amplifier gain because of temperature changes. The
value of RA is determined by separate considerations to those involved in
gain calculations and it does not affect the result for gain. This aspect is
considered again in greater detail in §4.10 of this chapter which is concerned
with offset balancing.

The considerations so far have taken into account the effect on gain of
R{ and A being finite but the output impedance, ROi has been assumed to be
zero. It is straightforward to include the effects of Ro and also any additional
load resistance placed on the amplifier. In fig. 4.6 the amplifier is shown
again with a resistance Ro included in the output. The equations are now:

At node X, hZ^+h^l = Zl (4#5)

At node Y, ^-^ = ^_p-, (4.6)

where v0 = - A v ' . (4.7)
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Fig. 4.6. Inverting amplifier including input and output resistance.

Eliminating v0 from (4.6) and collecting terms in (4.5) and (4.6)

Eliminating v' from (4.8) and (4.9) we have

, i • /~» ^2

e gain o = - = ARiR

(4.8)

(4.9)

-. (4.10)

This exact expression reduces to the form taken by (4.2) if A is very large,
because then all the terms in the equation except those containing A, may
be neglected and so

which is independent of the internal amplifier's properties.
Typical figures for the output impedance, Ro, are: Ro = 75 £1 for the

juA140 and /iA74\ amplifiers and Ro = 150 Q for JLCA709. These values are
so much less than the usual values of R2 and Rx that the effect of Ro on the
amplifier gain may be neglected without appreciable error in nearly all
cases.

4.4.2 Input and output impedances of the inverting amplifier
So far we have considered the gain of the operational amplifier, first by
considering it to be based on an idealised internal amplifier, and then
taking into account more and more the true performance of practical
amplifiers.
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The idealised amplifier of fig. 4.4, with gain A very large, has an extremely
small signal at X which we have called the virtual earth. Hence R1 is
connected between the input and 'earth' so the input resistance, v1/i1 = Rx.

When the gain A, and input resistance Ri of the internal amplifier are
considered to be finite (fig. 4.5 (a)) the input current is

and put t ing /=-3 , h-frjfc. (4.11)

From (4.4),

h = *in = ̂  [, +__££_] . ( 4 ,3)whence

In (4.13), y4 appears in the denominator of the second term in the brackets
and will make that term very small, much smaller than unity, and the input
resistance will be very close to R± in practice.

The output impedance is derived for the circuit of fig. 4.7 which assumes
that Ri is very large. The currents at the nodes X and Yare written as:

^ 2 < 4 1 4 >

and Z^+tp-t. (4.15)

Eliminating v' from (4.15) we have

Now compare (4.16) with

v2 = V! (no-load voltage gain) -/(amplifier output resistance).
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Fig. 4.7. Inverting amplifier including output resistance.

The term for no load voltage gain becomes - R<jRi when A is large. Also
the output resistance Ro' of the overall amplifier is

which is much less than Ro when A is large. For example, the amplifier,
//A741,has/?O = 75 £2 and/* = 2x 10\ so with/?! = 1 k£2and/?2 = 10 k£2,
we have Ro' = 0.004 £2. Thus the output resistance of an inverting amplifier
may be reduced to a very low value indeed.

4.5 The non-inverting operational amplifier
The non-inverting amplifier connection is shown in fig. 4.8. Here the signal
is applied to the ( + ) terminal but the circuit connections using R2 and Rl

are still made to the ( - ) terminal. One end of Rx is joined to earth. This
arrangement is necessary for reasons which will be clear when the chapters
on negative and positive feedback have been studied.

4.5.1 Gain and output impedance
The case where R< -> oo and Ro -> zero is considered first. The output
voltage v2 = A(\\-vf) where v' is the voltage at the inverting input.

When A is very large

(4.17)

(4.18)
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Fig. 4.8. Non-inverting amplifier.

Note that there is no negative sign here, hence the output and input signals
are in phase. Again we have vjv1 independent of the internal amplifier's
parameters providing it is idealised to have infinite gain and input imped-
ance and zero output impedance.

The non-inverting amplifier is now considered with a finite output
resistance R09 input resistance R{ and gain A, as shown in fig. 4.9. The
amplifier is assumed to be supplied by a low impedance signal generator vx

and feeds a current i2 to a load.
The equations at nodes X and Y are:

R* R9

v*-V

(4.19)

(4.20)

Eliminating v' and simplifying we find that,

R0R1+A(RiIU+R1Ri)v = v
2 x

— ^ — • — • "i— I . ( 4 . 2 1 )
J\2~r J\\I\2 i -t^i•**«) ' -A-K-i•**! — "**o-* l̂-*M7**2r

We can compare this with the expression for the output voltage v2 of
an amplifier,

v2 = vx (no-load voltage gain)-/2 (output resistance),

where vx is the input voltage and i2 is the output current.
Examining the term that represents the no-load voltage gain in (4.21),
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> o To load

Fig. 4.9. Non-inverting amplifier including input and output resistance.

when A is large all the terms in the expression are relatively small except
those containing A. Therefore,

No-load voltage gain « —* AR R *—" ~ * + ^ '

Examining the term that represents output resistance and again assuming
A is large we have:

*~* j. • x Ro\RiR% H" -^1 -^2 ~^~ Rl Ri)

Output resistance « —-—-— AR R —

« "j I1 +TSS) w h e n ^<i s larSe- (4-22)

Thus the output resistance is very low since (1 +R2/Ri) ^ A.

4.5.2 Input impedance
The input resistance Rin of the non-inverting amplifier can be made very
much larger than Ri9 the resistance between the ( - ) and ( + ) terminals.

We have D ,.

where the input current, ix = (vx — vf)/Rh

therefore Rin = ^ — ^ .

On no load we have i8 = 0 and (4.19) and (4.20) may be used to eliminate
v'/vx to give,

""• " " " - ( 4 . 2 3 )

When Ro is small and A is large
AR,

^l+RjRi
(4.24)
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Fig. 4.10. The differential amplifier.

Since A > 1+RjRi the input resistance is much greater than for the
inverting amplifier, e.g. the /iA14\ with R2/Ri = 100 gives Rin = 4 x 109 LI.
In practice one is not always able to realise such a high input resistance be-
cause it is shunted by another resistance which is called the common-mode
input resistance. This latter resistance is found between the ( —) and ( + )
inputs and common rail or earth. Its value is sometimes specified by
manufacturers and can vary between 107 and 1012 ohms.

Shunting the input resistance is a capacitance which arises from the
stray, or sometimes, deliberately added, capacity between the output of the
amplifier and the ( —) or inverting terminal. This capacity is multiplied by
the gain and the input impedance is reduced at high frequencies. Further
discussion of these topics is beyond the scope of this introductory text.

4.6 The differential operational amplifier
The inverting and non-inverting inputs of the internal amplifier have been
used separately in the two configurations described so far in §§4.4 and 4.5.
It is possible to use the amplifier in a form where signals are applied to both
inputs. This is known as the differential or difference amplifier mode. (The
design and operation of differential amplifiers using discrete components
are described in §4.9.) The basic property of this mode of operation
is that it amplifies the difference between the two input signals. In its
idealised form it gives zero output for identical signals applied at the two
inputs. The circuit of the basic differential operational amplifier is shown
in fig. 4.10. The two input signals are \\ and v2. The output voltage, v3, may
again be determined by writing the nodal equations for the points marked
X and Y at which the potentials v/ and v2' are assumed.

At nodes X and Y

- V,
and
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Fig. 4.11. Common-mode input to a differential amplifier.

and

Eliminating ]\f and v2 and assuming A is large gives

(4.25)

The resistance ratios R2IRX and RJR3 can be made equal and the output
then simplifies further to

v 3 = ; | ( v 2 - v 1 ) . (4.26)

Therefore v3 is an amplified version of the difference of the two input
signals v2 and v̂ .

In differential amplifiers we usually wish to eliminate all traces from the
output of signals which are identical at the two input terminals. This signal
is known as the common-mode signal. Physically it might be a spurious
pick-up signal, a temperature induced drift or a power supply fluctuation
at the two inputs or any other undesired signal input. Fig. 4.11 shows the
amplifier with a common-mode signal, vcm in addition to the input signals
vx and v2. We can use the superposition theorem to calculate the additional
output due to the common-mode signal with \\ = v2 = 0. Then we have

, - V, Vi - V ,

and
R*

and A(v2'-Vi) = v3.

Eliminating v2' and v/ we have, assuming A is large,

_
13 Vc

(4.27)

The output from the signals vx and v2 in the absence of vcm was given
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Fig. 4.12. The voltage follower.

by (4.25). Therefore the total output when vx, v2 and vcm are all present, as
is usually the case, is

(4.28)

If the ratio RjRi is very close to RJR3 then the coefficient of vcm in
(4.28) will be very small while the first part of the expression will yield
approximately the difference signal as given in (4.26).

It follows that when the resistance ratios are chosen carefully then the
amplifier has the property of producing zero or a very small output for
identical signals at both inputs and a relatively large output for the
difference input signals.

4.7 Some applications of operational amplifiers
4.7.1 The voltage follower
A circuit which has the very useful property of providing the highest
possible input impedance is known as the voltage follower. Its voltage gain
is very close to unity and its main function is to act as isolation between
a signal generator and a load resistance, hence it is also known as the
unity-gain buffer amplifier. The circuit is shown in fig. 4.12 and its analysis
may either be treated as a special case of the non-inverting amplifier, or
alternatively we write the equation for output voltage as A x (difference of
inputs)

v2 = ^ ( -

Therefore (4.29)
- 2 ' ' 1 " l+A'

When A > 1 this is very close to unity, and v2 equals vx to a very close
approximation.
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Fig. 4.13. The adding/scaling amplifier.

When the internal amplifier has an input resistance R{ between the (—)
and (+ ) inputs, the input current is (vx — v2)lRi9 so,

J?, (overall) = = (1+A)R( (4.30)

which can be very large when both A and R{ are large as is usually the case.
If the internal amplifier has an output resistance Ro then the output

resistance of the overall amplifier, the voltage follower, is R0/(l +A).
Thus the properties of this circuit are a voltage gain very close to unity,

a very high input resistance and a low output resistance. The properties
compare with those of the source follower and emitter follower circuits
described in chapters 2 and 3 respectively.

4.7.2 The adder amplifier

An amplifier with properties approaching the idealised criteria, viz.

Gain A -> oo, R{-^oo and Ro -> 0,

may be used to add a number of signal inputs accurately. The circuit is
shown in fig. 4.13. The node X has the currents il9 i2, and i, flowing in
through the resistors Rl9 R2 and Rs and a current i4 flowing through RA from
the output terminal. There could be more inputs and more terms in the
equations summing the currents. As A" is a virtual earth, we have,

R± \R1 R2 RzJ

or (4.31)

Thus the voltages vu v2, etc. are scaled individually and summed up.
Alternatively, it is possible to make Rt = R^ = /?3 = Rt and we have

(4.32)
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Output
voltage

Fig. 4.14. Adding/seal ing-subtracting/scaling amplifier.

It is interesting to determine the overall gain when the amplifier gain A
and input resistance R< are finite. Then at the node X (fig. 4.13) whose
voltage is —vJA9 the currents are,

\\-i-vjA) | v2-(-vjA) ( YZ-(-YJA) |

/?! /v2 /?3

- vjA
R,

or

Compared with the idealised amplifier the term,

J L L L1/-L J_ _L _L _L\

introduces an error in the scaling and adding operation. The extent of the
error depends on the specification of the amplifier chosen. For

n n n n i
/<! — /C2 = A3 = A 4 = 1

and using a //A709 amplifier with R, = 250 kil and /̂  = 25000

v4(10-6 + 0.32x 10"3) = - (v ! + v2+v3)10-6,

1y± = -
1.00032'

There is an error of just over 3 parts in 104.
By making use of both the ( + ) and the ( - ) inputs it is possible to have

an adder/subtractor amplifier as shown in fig. 4.14. A similar analysis to
that for the adder shows that if

output voltage = kx \\ + kh vb - (Arx \\+k2 v2+k31>3).

130



Applications of operational amplifiers

A A A

h

i X

v'

II
II

I 0

Fig. 4.15. Integrating amplifier.

So the inputs v4 and v5 are scaled and summed and the inputs vl9 v2 and v3

are scaled and subtracted from them.

4.7.3 Integrating and differentiating amplifiers
An operational amplifier with a capacitor in place of the resistance which
usually links output to input acts as an integrating circuit. (The circuit is
shown in fig. 4.15.) The relation between input and output voltages is
again determined by summing the currents at the node X where a voltage
v' is assumed

i\-v
= h =

Since /2 flows through the capacitor Cl9 we can write

(capacitor voltage) x its capacitance = charge,

1 f
or v2-v ' = - — ^dt.

<-i Jo
But V = -vJA.
When A is very large v' -> 0

and va = - ^ V f v i d r - ^4-34>

The output is the integral of the input voltage vv By modifying the circuit
as shown in fig. 4.16 it is possible to include an initial condition together
with the integral. The output from this circuit is

(4.35)

The differentiating operational amplifier may be constructed by merely
interchanging the positions of the capacitor and resistors of the integrator
to the positions shown in fig. 4.17.

131



Operational amplifiers and integrated circuits

VBo W~

Fig. 4.16. Integrating amplifier with initial conditions.

The output is then given by

v2 = - / * 1 C 1 - p 1 .

This circuit is however rarely used because it suffers from the disadvantage
that it amplifies noise and spurious voltage spikes at the input. A capacitor
across Rx as indicated in fig. 4.17 can be used to minimise this effect at the
expense of exact differentiation.

HI—

Fig 4.17. Differentiating amplifier.

4.7.4 Simulation of an inductance

Inductance is avoided in integrated circuit design because of technological
difficulties. In discrete circuit design also, inductance usually means coils
which are relatively large when compared with the other components. An
interesting application of an operational amplifier is to simulate an induct-
ance by using an R-C network in conjunction with the amplifier.
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I W-

Fig. 4.18. Simulation of an inductance with an operational amplifier.

The circuit of fig. 4.18 can be analysed to show that its input impedance
Zi = V\lh is °f the form R+')O)L which means that its inductance is L and
its Q or 'quality factor' is GJL/R.

The gain of the operational amplifier connected with its inverting input
as shown in fig. 4.18 has been determined in §4.7.1. It is a voltage
follower circuit of voltage gain, very close to unity, very high input
impedance and very low output impedance provided the open loop gain A
is large.

We have therefore v2 » v' « v1RJ(R1 + l/ja>C).

Summing the currents at the node X

k = h + iz,

and, since the amplifier draws a negligible current,

y 2 , Vl1
R2

Eliminating v2 from the two equations we have

ix 1 + }o)CR2 '

Separating (4.36) into real and imaginary parts

(4.36)

vi _R1 ?I-^)-

For Z{ to appear an inductor Rx — R2 must be positive and in fact it
would be usual to make Rx > R2. The Q of the circuit is

For the usual values of frequency of operation, the choice of components
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leads to o)2C2R2
2 < 1 and Rx > R29 therefore the inductance may be

written as approximately L « R1R2C.
At high frequencies the circuit begins to behave as a pure resistance

approximately equal to Rx. This follows since C is virtually a short circuit
and the amplifier gain is approximately unity; therefore the same voltage
appears at each end of R2 which consequently draws very little current.
At low frequencies on the other hand the circuit appears to be a resistance
in series with an inductance. By choosing reasonable values ofRl9 R2 and C
an inductance of a few henrys may be obtained at ~ 500 Hz.

4.7.5 A band-pass filter

A band-pass filter must pass all signals over a range of frequency without
attenuation or perhaps even with amplification. All signals outside this
range must be attenuated by as large a factor as possible.

It is possible to construct such a filter using frequency selective feedback
across an amplifier. Unwanted signals are fed back to keep the overall gain
low while the wanted signals are not fed back. A suitable frequency selec-
tive network is a twin-T network but it requires to have in it six carefully
matched components to function well. It is also difficult and expensive to
adjust the output signal from the circuit. Full details of this arrangement
may be found in books on filters.

A simpler circuit which overcomes this difficulty and uses only five
components in addition to the amplifier is shown in fig. 4.19. This circuit
may be adjusted so as to obtain the desired centre frequency by the adjust-
ment of one resistive element only. Moreover this adjustment leaves the
gain undisturbed.

The gain v2jvx for the circuit may be determined by summing the cur-
rents at the node X on the circuit of fig. 4.19:

= '4

* 1/jwC l/Ja>C R' K '

We assume that the input resistance of the operational amplifier is very
high and a negligible current flows into it. Therefore
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Fig. 4.19. A filter circuit.

From (4.38) we may express v3 in terms of v2

(oC
--A since vJA < v2.

0 ^ 3

Substituting this value of r3 in (4.37) and simplifying we have:

- 1
Gain ̂  =

l\Uk±}J
l \ <»C0R3

. (4.39)

The gain will have a maximum when the imaginary term in the denomi-
nator is zero, which gives

1/^+1/*, - 1
o = —-=-rs o r Jo =" — (4.40)

The maximum gain corresponding to the centre frequency,/0 is given by

Gain,,,,,.,. = - 1
(4.41)

The second term in the denominator is very small compared with 2RJR3,

Maximum gain x —RJIR^ (4.42)
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/o Frequency

Fig. 4.20. The frequency response of the filter circuit

f =
2nC0

Equating the real part to the imaginary part of (4.39) gives the half power
bandwidth as

(4.43)1

and (4.44)

The response of the circuit as a function of frequency is illustrated in
fig. 4.20. The circuit has the advantages that its centre frequency may be
adjusted conveniently by changing R2 leaving the maximum gain value
undisturbed since that is independent of R29 (4.42). A range of centre
frequencies from 10 Hz to 10 kHz is obtainable using this circuit.

4.7.6 Current-to-voltage converter
Certain electronic devices such as photoelectric cells are more effective and
linear as current rather than voltage sources. This current signal can be
converted with an operational amplifier to a voltage output. As shown in
fig. 4.21 the current is injected into the amplifier node, X, which is con-
nected to the inverting input and also to one end of the feedback resistor
R2. Since this is the 'virtual earth' point very little impedance is offered to
the current source. The current flows into the resistor R2 and the output
voltage v2 is shown to simplify to:

v2 = ioR2.

The particular advantage of the circuit is its low input impedance so that
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Fig. 4.21. Circuit of current to voltage converter.

this connection causes the least voltage to be developed at the input
(condition for best loading of any current source). The input impedance
of the op-amp can be found for an internal resistance Rf between the
inverting and non-inverting terminals. It is obtained by summing the
currents at the node X. If v' is the voltage at the (—) input, then the input
current ix is:

Since v2 =—Av\ the input resistance is given by

When A is large, the second term in the denominator predominates, so

Rinx RJ(l+A)

which is very small for large A. This is the ideal condition for best current
coupling (chapter 1) so ix is very close to io. Putting this relation into
equation (4.45) and putting v' = v2j(-A) gives the equation for v2 quoted.

Thus the circuit gives a voltage output for a current input.

4.8 Frequency response of operational amplifiers

The gain of the integrated circuit amplifier has been treated so far, as
being independent of frequency when in fact it will drop as the frequency
rises. In chapters 2 and 3 we have already shown that with f.e.t. and
bipolar transistor amplifiers, the gain beyond the upper half power
frequency decreases by 20dB/decade frequency rise. Many integrated
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circuit amplifiers perform in the same way, since the typical frequency
response is given by:

where the symbols have the same meaning as in previous chapters, namely
that Ao is the gain of the internal amplifier at DC and low frequencies
and/0 is the 'turn over' frequency. Equation (4.46) may be written as:

= 20 log -

with ^ = - t a n - 1 / / / 0 (4.47)

which may be plotted as shown in figs. 4.22 (a) and (b). The special features
of these curves have been discussed in chapter 1. The voltage gain of an
integrated circuit amplifier at low frequency is very large, 80 dB or more
can be obtained when the circuit is loaded by a resistance equal to its
input resistance. The response curves are shown as Amplifier I in fig. 4.22
(a) and (b) for gain and phase angle respectively. The (gain x bandwidth)
product is shown in chapter 5 to be approximately constant and to some
extent gain and frequency response may be traded against each other in
operational amplifier circuits. For example if the resistances Rx and R2 are
added to reduce the overall gain, as described in the previous sections of
this chapter, by some specified factor then the bandwidth will be increased
in the same proportion. This is illustrated by curves marked Amplifier II
on figs. 4.22(a) and (b).

Many operational amplifiers have this standard type of frequency
response. Some, however, have faster rates of fall in frequency. This has
both advantages and disadvantages which we point out in greater detail in
chapter 5. The main point to realise is that the maximum phase shift for
the type of frequency response in fig. 4.22 is — 90° only. If a faster fall off
in gain with frequency is employed then phase shifts approaching —180°
may be obtained. This can cause the amplifier to become unstable and
allow oscillations to build up. The condition is discussed again in
chapter 5.

The manufacturers of integrated circuit amplifiers may specify the
behaviour of their product in terms of frequency in three different ways:
(a) the 3 dB frequency may be specified, (b) the frequency at which the gain
falls to 0 dB, i.e. unity voltage gain, may be specified or (c) the product of
Ao and the frequency at which the gain drops to 0 dB may be specified.
Therefore care must be taken in interpreting manufacturer's data on
frequency response.
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- Amplifier I

Gain falls at 20 dB/decade

0. i . , , iY i . . . . .1 . i . ii iT . i i n . 1 . . i M \

1 10 100 103 104 105

/(Hz)

(a)

+ 45°

-45°

-90°

Amplifier I Amplifier II

10 102 103 104 105

/"(Hz)

(b)

Fig. 4.22. Frequency response of the operational amplifier, (a) Gain as
a function of frequency, (b) phase as a function of frequency.

Some integrated circuits require external frequency compensation com-
ponents which must be added on to ensure that the correct frequency
response is obtained. For example the circuit of the /iA109 amplifier
shown in fig. 4.23 requires a resistance-capacitance combination between
pins 1 and 8 and a capacitance between pins 5 and 6 as compensating
elements. The exact values of the components are specified by the manu-
facturers to achieve the required bandwidth (appendix B). It should also
be noted that it is not only the gain which is a function of frequency. The
input and output resistances as well as the input capacity also vary with
frequency, typically in the manner shown in appendix B.
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2

C.

Fig. 4.23. Frequency compensation (external) for

4.9 The differential amplifier (difference amplifier,
long-tailed pair)

So far we have not considered the amplifier circuit used within the tri-
angular block which denotes the integrated circuit. Discrete transistor
circuits, similar in principle to the ones described in chapters 2 and 3 are
used. For example, the differential amplifier is used a great deal in discrete
component circuits but it is of even greater consequence today because it
is widely used in designing linear integrated circuit amplifiers. Its most
striking feature is its symmetry in that it has two input terminals, two
outputs and uses a pair of transistors, often a matched pair. The basic
circuit is shown in fig. 4.24 (a) where matched f.e.t.s. are used as the active
elements. The analysis of the circuit is based on the equivalent circuit
diagram shown in fig. 4.24(6). The two input signals are assumed to be
vx and v2 applied to the gates of transistors Tx and T2 respectively.

We wish to write expressions for v3/v1 and v4/v2. Remember that the
equivalent circuit of the f.e.t. includes a current source of value gm vgs, and,
in this case, for 7\ and T2, the generators are gmvgsl and gmvgs2 where
vgsi = vi~~ V5 a n d V9s2 = V2"~ V5- These are shown on the equivalent circuit
of fig. 4.24 (b).

For the nodal point S where the two f.e.t. sources are connected, we sum
the currents to give,

gmiy1 - v5) + ̂ f^-}+gw(v2 - v5) + ̂ ± f ^ - £ =* 0. (4.48)

At the earth node marked E we have, on no load,

^ ^ ^

Summing the currents at the drain of Tl9 marked Dl9 we have

(4.49)
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Fig. 4.24. (a) A f.e.t. differential amplifier, (b) Equivalent circuit,

and at the drain of T2, marked D2, we have

Sm(v2 - v5)+-i—-* 4. -JL = 0. (4.50)

These equations may be solved for the two gain ratios vzjvx and v4/v2.
However, lengthy equations result if we do not make certain simplifications
to the circuit of fig, 4.24. For instance, it is normal practice to design the
circuit to be symmetrical. The two drain resistors are made equal, i.e.
^3 = 4̂> and the common-source resistance R5 is made as large as possible
for reasons which will become apparent in this analysis.

Equation (4.48) may be simplified if Rs is 1000 times R^ or Rz, to:

Vo VA

£+£ = 0 a n ( l when Rz = RA9

- vd.

Therefore the circuit produces output signals which are equal in magnitude
but opposite in polarity or, in the case of sinusoidal signals, the two out-
puts are equal in magnitude but 180° out of phase with each other. The
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input signals need not be equal. In fact very often only one input point is
connected to a signal source while the other is connected to earth through
a large resistor so it has zero signal input.

4.9.1 Gain from a symmetrical differential amplifier
We use (4.48) with the assumption again that R5 is very large, therefore,

mO'i + v2) + ± - ^ - v5 (lgm + 1 ) = 0 (4.51)

but v3 = - v4,

therefore gjyi+**) = v5(2#m + 2/r,,). (4.52)

In (4.49) we have

v6(gm+l/rd) = 0. (4.53)

Eliminating v5 from (4.52) and (4.53) we have

S&i& (454)

The output, therefore, is proportional to the difference between the two
input signals vx and v2 which is one of the most significant properties of the
circuit. Some interesting features may be observed from examination of
(4.54).

(a) When vr = v2, the outputs v3 and v4 are zero. (4.55)

Although this result is trivial when v2 and vx are the signal sources it is
significant in the context of spurious components superimposed on the
wanted signals v± and v2. When these spurious input signals exist they
are often identical while vx and v2 are in fact different. The result of
the spurious inputs would not appear at the amplifier output having been
cancelled within the amplifier. This is another very important property of
the amplifier.

The amplifier is particularly suitable as a DC amplifier since it compen-
sates against drift caused by temperature changes. The temperature fluctua-
tion would in general apply to both transistors equally leading to changes
in drain current. This is equivalent to an equal change in \\ and v2 and
cancels. By means of suitable precautions such as using a pair of matched
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-O + VDD

Fig. 4.25. One half of a symmetrical differential amplifier.

f.e.t.s one can reduce the difference voltage (vgsl-vys2) for a temperature
rise of 1 °C to as little as 5 fiN.

(*) When v2 = 0,

(c) When \\ = — v2

OUtpUt = — JT-

(4.56)

• i.e. double the result in (4.56). (4.57)

(d) If /?5 is made effectively a short circuit for AC by decoupling it, i.e.
by putting a large enough capacitor in parallel with it, we have v5 = 0.

Equation (4.49) then gives

therefore
\lrd+\lR3

(4.58)

Which shows on comparison with (4.54) that it is the presence of R5 in the
circuit,' which gives the circuit its difference amplifier properties, and also
reduces the gain by a factor of 2.

4.9.2 The common-mode rejection ratio (CMRR) of the
differential amplifier

An important parameter defining the quality of a differential amplifier is
its common-mode rejection ratio. This is defined as the ratio:

voltage gain for difference signals, i.e. v1 = — v2

voltage gain for common-mode signal, i.e. v± = v2*
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The difference or differential mode gain is obtained from (4.54) when

Vi = - va = v,

gain (differential) = nl'f?lp,. (4.59)

The common-mode gain cannot be determined from (4.54) in which we
have assumed that R5 is very large. It gives a result of zero output for equal
inputs signals, which makes the common-mode gain zero. For any finite
value of R5, however, the common-mode gain is obtained by recognising
the symmetry of the circuit and dividing it into two identical parts. This
can be done because identical current components arise in Rs from the two
common-mode or equal input signals. Each half of the circuit now appears
as shown in fig. 4.25 with Rs in the drain lead but with 2R5 in the source
lead since R5 has to be divided into two parallel paths as it is shared
between the two halves. For each half the gain is v2'jvx' and this by definition
is the denominator of the common-mode rejection ratio. The gain is
determined for the circuit of fig. 4.25 by the usual method of drawing the
small-signal equivalent circuit and analysing for the ratio of the output
and input voltages which gives

( 4 6 0 )

H p n r f > r M R n _ gain (differential), equation (4.59)
gain (common-mode), equation (4.60)

where gd = l/rd.

As gdR3 < 1 in the denominator of (4.61), 2gmR5 > 2gdRb > gdR3, the
equation simplifies to give

CMRR « 2gmR5.

For typical values R5 = lOkQ. and gm = 5 mS:

CMRR « 100 (or 40 dB since it is a voltage ratio).

It is obvious from this analysis that the larger the value of R5 the better is
the common-mode rejection ratio of the amplifier.

The best solution is to use a constant current source in place of R5. The
differential amplifier with a constant current generator in place of the
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v3o-

Lt - Constant current
source

Fig. 4.26. F.e.t. amplifier with a constant current source.

resistance R5 is shown in fig. 4.26. This arrangement can be designed to
provide a CMRR of 100 dB. It is invariably used in integrated circuit
differential amplifier stages where high value resistors are not economical.

Constant current
source

Fig. 4.27. Bipolar transistor differential amplifier with a constant
current source in the emitter lead.

4.9.3 Bipolar transistor differential amplifier
Bipolar transistor differential amplifiers have the advantage that it is pos-
sible to construct more nearly identical bipolar transistors than f.e.t.s on
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the same chip of silicon. This makes the differential amplifier particularly
insensitive to temperature variations. They can also handle much larger
currents than f.e.t. differential amplifiers.

Fig. 4.27 shows the circuit of a bipolar transistor differential amplifier
using a constant current source in place of a common emitter resistor.

The potentiometer Rz is a refinement which enables the currents in the
transistor 7\ and T2 to be adjusted so that they are exactly equal. This
improves the CMRR of the circuit still further.

4.10 Some practical considerations

A number of practical points must be considered when op-amps are used.
The most important features are as follows:

(a) input bias currents and input offset current,
(b) offset voltage,
(c) common-mode rejection ratio,
(d) slewing rate.

These are considered in the next four sections.

4.10.1 Input bias currents and input offset current

Operational amplifiers draw small currents, typically less than 1 ju,A, at the
input terminals in order to bias the base or gate of the input transistors.
Such transistors are shown in the differential amplifier in fig. 4.27 which is
the type of circuit which often forms the input of integrated circuit
operational amplifiers. The effect of these bias currents is to produce a
spurious output voltage when there is no input signal and the output
should be zero or, in the presence of an input, an additional output is
superimposed on the amplified signal. Generally this extra output is
undesirable and it is particularly troublesome during operation in DC
conditions. It is more significant when large resistors are used in the op-amp
circuitry or the overall op-amp gain is high.

The effect can be minimised by adding an extra resistance in the circuit
as shown by the analysis of the amplifier circuit of fig. 4.28. Note the
following parameters which apply in this analysis:

bias current IBl in ( - ) terminal,
bias current IB2 in ( + ) terminal,
offset current Io = {IBI-IB*),

offset output voltage V2 and
resistance R3 for offset balance.
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Fig. 4.28. Input bias currents.

In this analysis we assume Rt is large and Ro is small for the integrated
circuit amplifier.

At node X, if the signal vx is ignored at present (superposition) then

0-vi

which gives

Also

and the output

R2

v, =

V2' = IB2RB2R3

For large A, from the equations above, we get

n

(4.62)

In order to minimise the unwanted signal, V2, the resistance Rz is made
equal to the parallel combination of Rx and R2 or

For this condition, (4.62) simplifies to

As IBX and IB2 are nearly equal V2 is greatly reduced. The offset current Io is
specified as IBX — IB* a n ( l it is about 200 nA for a 741 op-amp and about
50 pA for a 740. For R2 = 10 kQ, V2 = 2 mV for a 741 and 0.5 /iV for a
740. It should also be noted that the offset current is subject to change with
amplifier lifetime and as a result of temperature fluctuations.
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Fig. 4.29. Input offset voltage.

4.10.2 Offset voltage
The output voltage from an op-amp is not exactly zero for another reason
when there is no input signal and both the (—) and ( + ) inputs are earthed:
steps must be taken to set the output to zero when there is no input signal.
This offset voltage arises because the transistors in the differential amplifiers
are not identical and other electronic circuitry in the integrated circuits
is not perfectly balanced.

The input offset voltage Vos is defined as the small voltage needed at the
input to make the output zero. Usually the input offset voltage is a few
millivolts (5-6 mV for a 741 op-amp). It can be modelled in a circuit as
shown in fig. 4.29 and superimposed on the signal voltages.

Amplitude Amplitude

Time

Clipping

Time

(a) (b)

Fig. 4.30. (a) Input signal to inverting op-amp, (b) Output with
offset showing clipping of the peak signal.

Thus for an input signal as shown in fig. 4.30(a) the output is as shown
in fig. 4.30(6). The effect of the shift in the zero level can be a serious
drawback since it limits the maximum signal that may be handled without
clipping one end of the waveform.

In any practical circuit steps must be taken with special circuits to
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o ty\A
> + V

Fig.. 4.31. Offset adjustment.

balance out the offset. In some op-amps connections are provided by the
manufacturer to null out the offset voltage. In fig. 4.31 a typical practical
op-amp circuit is shown. Both voltage offset and current offset may be
corrected with this circuit.

4.10.3 Common-mode rejection ratio

We have pointed out that the two inputs on the operational amplifier make
it a differential or difference amplifier. This type of amplifier, in the ideal
case, has a large gain for the difference between the two signals at its input
terminals and no gain at all (zero output) for identical input signals. In real
amplifiers this latter condition cannot be obtained exactly and the amplifier
always has a small but finite gain for identical input signals. This has been
discussed for the case of the f.e.t. differential amplifier.

As discussed earlier, it is customary to consider a differential amplifier
to have two types of gain. One is the differential gain, A, which we have
used so far and the other is the common-mode gain which is defined with
reference to fig. 4.32 as the ratio of the output and input voltages when the
input voltage to the two terminals is exactly the same. The output from
any differential amplifier with input signals vx and v2 at the inverting and
non-inverting inputs respectively is therefore

v3 = ^ ( v a -

It should be noted that Acmj2 is used here because, by definition, with
vi = V2> the output v3 must equal Acm(v^) and not 2Acm(v^).
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Fig. 4.32. Definition of common-mode gain.

The component of voltage which is identical at the two inputs is usually
an unwanted signal, therefore the common-mode gain, Acm9 is made as
small as possible, certainly several orders of magnitude smaller than A.
(Ideally one would want Aem = 0.) The parameter used to express this
quality of an amplifier is the common-mode rejection ratio, CMRR, defined
as A/Acm. The ratio is usually expressed in decibels as 20 log10(cMRR).
Typically A/Acm9 in a well designed amplifier, is between 104 to 105.

Example
An amplifier with A = 104 and CMRR = 80 dB has an input signal v2 = 0.5mV
at the non-inverting input and vx = -0.5 mV at the inverting input. A spurious
signal spike of 10 mV is also picked up at both inputs. Calculate the output
voltage and compare it with the output expected in the absence of the spurious
signal.

Here A = 104 and Acm = 1.

v3 = A(v2 - vx) + AcJ2(v2 + \\)

= 104(10.5-9.5) +1/2(10.5 + 9.5) mV

= 10.01 Y.

Ideally the output would have been 10 V therefore the error is 1 part in 103

or 0.1 per cent.

4.10.4 Slewing rate and full power response

The behaviour of the operational amplifier when handling large signal
inputs is not the same as when handling small signal inputs at the same
frequency. This is expressed by the slewing rate of the amplifier which is
the maximum rate of change of the output voltage when the amplifier is
supplying its rated output. The concept is illustrated in fig. 4.33 where the
output signal obtained for a step change of input is shown. The ideal out-
put is, of course, a step. The true output is a ramp with a time Ar to change
the voltage by AK The ratio AF/Af is the slewing rate and is given in V///s.
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Perfect output

/
Real output

•t(M&)

Fig. 4.33. Slew rate of the operational amplifier.

The effect is a function of the finite charging time of capacitors used in
the operational amplifier's internal circuit and the load conditions. The
main point to note is that when large signals are to be handled by the
integrated circuit amplifier the small signal frequency response will not
give a sufficient guide to the performance.

A related parameter is the full power response frequency. This is the
maximum frequency at which the full output power may be obtained
without undue distortion of the signal. Again the large signal handling
ability of the integrated circuit amplifier is not as good as its small signal
performance.

Precautions must be taken with certain types of integrated circuits to
protect them from accidental damage. The output terminals of the /iA109
must not be directly connected to ground. The usual protection is a resist-
ance of approximately a hundred ohms in series with the output terminal.
The /*A741 and /^A740 have this protection built in. Circuits are also pro-
tected against accidental over-voltage on the supply rails and against
'latch-up' - a condition where the amplifier output settles at an extreme
of supply voltage. Details of such protection schemes may be found in
manufacturer's data. The input may also be protected from too large
a voltage between inputs using a circuit such as shown in fig. 4.34.
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Input breakdown protection

200 a
Output short circuit

protection
Fig. 4.34. Protection of integrated circuits.

4.11 Linear integrated circuits
Integrated circuits are made by fabricating and interconnecting a number of
circuit elements within the top surface layer of a silicon chip. The chip is
about 250 jim thick and the elements are contained within the top 2 or 3/on
of thickness. The circuit elements may be both active and passive. The
interconnections are made directly by placing conducting paths on the
silicon between components which usually cannot be separated once they
have been made. The device performs in toto as a complex circuit and indi-
vidual parts cannot be repaired. If it is damaged it is discarded as a whole.

Integrated circuits may be divided into two main types: monolithic and
hybrid. Monolithic circuits are those made entirely on the surface of a single
silicon chip which is called the substrate. This substrate usually forms an
integral part of at least some of the devices used in the circuit. The inter-
connection between devices is made by depositing a pattern of conducting
lines linking the circuit elements. The active devices are made by the usual
methods of semiconductor device technology such as impurity diffusion,
masking, photo-resist exposure, etc. Finally wires are bonded to contact
pads at the relevant points on the circuit which require external connection
and the whole device is encapsulated to form a single package.

Hybrid circuits are those where a number of separate silicon chips is used
with each chip containing one or more circuit elements. These chips are
mounted close together on an insulating substrate and interconnected.
Finally the whole assembly is sealed off in one package.

The striking feature of integrated circuits is their small size and weight.
For example a general purpose operational amplifier occupies only 5 per
cent of the volume and has only 2 per cent of the weight of a comparable
discrete component circuit. If the comparison is made in terms of chip size
rather than package size, the reduction is even more striking.

However a much more important advantage is the much greater relia-
bility obtained from the automatically made and much tested integrated
circuit. Soldering, a notorious source of faults, is only required on a few
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external leads. The failure rate of the circuit as a whole is not much worse
than the effective failure rate of each one of the many separate active
devices used in a discrete component circuitry. Thus the failure rate should
be decreased in complex electronic systems such as large computers - or
an experimental device left on the moon should work for many years if
made with integrated circuits.

Other advantages are that a decrease in cost is possible where large
numbers of circuits of the same design are to be fabricated. Reduced power
consumption is often obtained compared with discrete component circuits
of comparable performance.

Very low drift amplifier circuits can be constructed because important
components are physically very close together and change simultaneously
in temperature. Circuits have been constructed with a built-in heater
element to stabilise the circuit temperature. A low drift operational ampli-
fier with a drift of less than 5 /^V/week is available.

An advantage of the small size and short interconnections in integrated
circuits is that spurious signals are not picked up so easily as with discrete
circuits. Stray capacities to ground are reduced and faster switching is
possible. In very large scale integrated circuits there may even be the possi-
bility of a shorter propagation time for signals and a reduction of delay.

There are limitations in the power handling capacity of integrated
circuits and discrete device output stages are needed to provide power
output greater than about 5 watts. In almost all other respects integrated
circuits can be designed to perform better than equivalent discrete device
circuits.

The design of integrated circuit amplifiers does not follow the same
approach as that used for discrete circuit amplifiers. The main points of
difference may be summarised as follows:

(a) In discrete circuits the active devices are kept to a minimum for
reasons of economy and reliability whereas in integrated circuits the active
devices in general occupy less surface area than passive circuit elements
and are therefore preferred.

(b) Large value resistors and capacitors, or components to small
tolerances in absolute value, may be used in discrete circuits but are not
available in integrated circuits.

(c) Matched active or passive devices are difficult to obtain and expensive
for discrete circuits but are relatively easily obtained for integrated circuits.

{d) Inductors are not available for integrated circuits.
The amplifier circuit which takes best advantage of the points in favour

of integrated circuits is the differential amplifier shown in fig. 4.27.
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4.12 Worked examples
1. The signal from a test probe used for a medical investigation varies about
a mean level of 10 mV amplitude and must be amplified accurately, with an
operational amplifier, by a factor of 100 times before it is displayed on a chart
recorder of 1 kft input impedance. The internal resistance of the signal source
varies from 1 MQ to 10 MCI and the amplifier data are as follows: A = 104,
Ri• = 105 Q, Ro = 100 ft. Explain why the inverting amplifier configuration
cannot be used and determine the accuracy with which the amplification can be
carried out by using (a) a single non-inverting amplifier and (b) a voltage follower
and a non-inverting amplifier.

Solution. The input resistance of an inverting amplifier (fig. 4.4) is
Rin = Rv |Gain| = RjRi = 100 from (4.2).

R2 cannot usually be greater than 1 MQ otherwise stray capacity affects
the performance of the amplifier. Therefore, Rin « Rx = 10 kQ.

The signal source resistance is 1 MQ-10 MQ, which is much greater than
Rin. However in the discussion in § 1.2 we showed that for efficient coupling
of a voltage source to an amplifier the source resistance should be much
less than Rin.
Therefore the inverting amplifier cannot be used. In fact the output from

it in the two cases of source resistance would be ~ 10 mV and ~ 1 mV
respectively.

(a) Non-inverting amplifier (fig. 4.8).

Gain « (1+RjRx) = 100 so R2 = 99RV

From (4.24), input resistance « •:— ' ln . = 107 LI.
1+ (/C2//CJ

For 1 MQ. source resistance Rs and 107 Q input resistance, Rin, the signal
output I R

= x l 0

i.e. an error of ~ 10 per cent.
For 10 MO source resistance the signal output

= x l 0

i.e. an error of ~ 50 per cent.
The output resistance of the amplifier is

. x l 0 0 _
10* ~ ' •
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Source Non-inverting amplifier ! Load

10 mV

Fig. 4.35. Circuit for worked example 1.

l k Q

Therefore the error in coupling to the chart recorder is ~ 0.1 per cent.
Hence the total error varies from 10 per cent to 50 per cent.

(b) Using the arrangement shown in fig. 4.35.
Input resistance of voltage follower = (\+A)Ri « 10912. Gain = 1 to

better than 1 part in 105.
[In practice this may be shunted by a common-mode resistance from

the ( + ) input to ground.]
Now with 1 MQ. source resistance, output of voltage follower = 10 mV

to 1 part in 103.
With 10 MD source resistance, output of voltage follower = 10 mV to

1 part in 102.
Output resistance of voltage follower = 100/104 = 0.01 il.
Thus the error in coupling to the non-inverting amplifier is negligible.
The output resistance of the non-inverting amplifier is Ro x 100/104 = 1 Q.

and the error in coupling to the chart recorder is therefore ~ 0.1 per cent.
Hence the total error varies from 0.2 per cent to 1.1 per cent using this

arrangement.

2. The circuit of a strain gauge bridge and amplifier is shown in fig. 4.36. The
gauge factor (fractional change in resistance given by the strain) is 2 and the
bridge resistors Rx are each 100 ft, the resistors R2 are 10 kft and the bridge
supply v - 10 V.

Derive an expression for the output voltage from the bridge for an incremental
resistance change AR1/R1 = 8 and determine the output for a strain of 0.0005. It
may be assumed that A is very large.

Solution. For the applied voltages shown in fig. 4.36:
At the node X we have

v — Vj *--^ = o.
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/ Dummy gauge

X
Bridge i
supply v |

gauge T

Fig. 4.36. Circuit for worked example 2.

At the node Y we have
V — Vo

R2
= 0.

When A is large and R2 > Rx

= v-

Usually 8 < 1,
R2

3 V2RX'

For the figures given &R1/R1 = strain x gauge factor = 0.001, hence

lOO = 0.5V.v, =

3. The differential amplifier circuit is shown in fig. 4.37(a) fed from an input
signal source vx with an output resistance /?x while the other input terminal is
connected to ground through a resistor R2.

Determine the voltage output v3 at the collector of Tu and also the common-
mode rejection ratio for the amplifier. The two transistors may be assumed to
have identical values of hfe and hie with hoe and hre = 0.

Solution. The equivalent circuit becomes that shown in fig. 4.37(b).

Writing two loop equations we have

0 = /2{/?2

Eliminating /2 and using

we have
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o + Vcc

Fig. 4.37. (a) Differential amplifier with bipolar transistors.
(b) Equivalent circuit.

Usually (l+hfe)R5 > R2 + hiei because we have hfe ~ 100 and Rb is as
large as possible, consistent with reasonable power supply requirements.
We may write that , D

h) lf ** ~ R*
If common-mode signals are present then we have from our previous con-
siderations in §4.9.2 that the circuit may be divided up because of its
symmetry into a common-emitter amplifier with an emitter resistance 2R5.
The method of §3.10 with an undecoupled emitter resistance gives:

v3 = vi

Hence the CMRR

For R5 = 10 kQ, hie = Rx = 1 kQ, hft = 200, the CMRR fe 1000.
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4.13 Summary

Linear integrated circuits can be used to construct high performance
amplifiers with many useful properties. They are used in conjunction with
a few external components to make highly stable amplifiers with well
defined gain and impedance levels. Either inverted or non-inverted output
with respect to input may be obtained.

Analysis of the performance may be carried out to high precision by
including the finite gain and input resistance of the amplifier. However it is
possible to obtain simple expressions assuming that the gain is very high.
Applications of these versatile devices are numerous. The principal ones
such as adding, scaling, differentiating and integrating have been described
and chapter 6 describes oscillators using integrated circuit amplifiers.

The technology which has led to the development of these amplifiers has
required a different concept of circuit design compared with discrete
circuit design. Transistors, resistors, diodes and capacitors are all con-
structed in the top layer of a thin disc of silicon.

4.14 Problems

1. (a) Explain why a long-tailed pair differential amplifier is frequently used as
the input stage to an operational amplifier.

(b) Explain why the steady-state output voltage of an operational amplifier is
not exactly zero for the condition of zero input DC signal and indicate ways of
overcoming this.

(c) The operational amplifiers shown in fig. 4.38 (a) and 4.38 (b) have very
high gains and high input resistances. Estimate the gain of each stage explaining
any assumptions made. Assign suitable values to Rx in fig. 4.38 (a) and R2 in
fig. 4.38 (b) giving your reasons.

(d) Determine the form of feedback being used in figs. 4.38 (a) and (b) and
indicate the input and output impedance levels in each case.

(Birmingham University: First year)

2. The operational amplifier in the circuits of fig. 4.39(a) and (b) has an input
impedance R, between terminals 1 and 2, and an output voltage e0 = A(e2-e^,
where e0, eu e2 are the voltages at terminals 0, 1, 2 respectively.

Show that the amplifier output voltage in circuits (a) and (b) respectively may
be written as

and express px and fl2 in terms of the circuit parameters.
If A = 2 x 103, R,r = 20 kft, and Rt = R2 = Rz = 10 kO, find for circuit (a)

the range of source impedance RP for which eo/is = - 1 0 4 to within 1 per cent,
and for circuit (b) the range of source impedance Rs for which eoles = 2 to within
1 per cent.
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50 kn

(b)

Fig. 4.38. Circuit for problem 1.

If the sources are nearly ideal (Rv very large, Rs very small) what is the fre-
quency range for the same performance tolerance in each configuration if the
open-loop frequency response of the amplifier is given by A /(I + 10~5jo>)?

Comment on possible applications of these circuits.
(Cambridge University: Third year)

{a) (b)

Fig. 4.39. Circuit for problem 2.

3. Write an account of the construction of linear integrated circuits. Show how
the various components can be realised in a form suitable for this method of
manufacture, and sketch a possible realisation of the circuit of fig. 4.40 in
integrated form. Comment on how the requirement to manufacture by this
method affects the problems of circuit design.

(Birmingham University: Second year Mech. Eng.)
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Input
Output

Fig. 4.40. Circuit for problem 3.

4. In the circuit of the feedback amplifier shown in fig. 4.41 the overall gain is to
be defined by the resistors Rx and R2, which are of high precision. The specifica-
tions of the amplifier denoted by the triangular symbol include gain -A, where
A ^ 3 x 104, input resistance R{^ 3 x 105 ohms and output resistance negligible.
For reasons irrelevant to the problem, R2 must be 105 ohms. Find the maximum
overall gain which can be defined within tolerance of + 0 to —0.1 per cent.

(Cambridge University: First year)

Fig. 4.41. Circuit for problem 4.

5. Two matched f.e.t.s with forward transfer conductance = 5 mA/V and drain
conductance = 150 /^mhos when at working point Vds = + 5 V, Id = 1 mA,
yus = - 2 V form a differential amplifier between + 25 V and - 25 V supply lines.

(a) What component values are needed ? Assume Rz = RA and Rx = R2.
(b) What is the gain for a single input signal (i.e. v2 ,= 0)? Assume \/Rb = G5

is negligible. (Sheffield University: Second year)

o+25 V

o-25V

Fig. 4.42. Circuit for problem 5.
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6. Outline the desirable properties of an operational amplifier for use in analogue
computation. Fig. 4.43 shows a simple operational amplifier: comment on the
general properties of the circuit in the context of the desirable properties of an
operational amplifier. In fig. 4.43 the input transistors are to operate with
Ic ~ 0.5 mA, and the output is required to be at least ± 10 V across an external
load of 5 kO. Also the dissipation in Tz must not exceed 120 mW at zero output.
Assuming that Vbe for Tz is about 0.6 V, choose suitable resistance values for
the circuit and justify your choice, indicating any assumptions made. Using the
relation rin ~ 25fio/Ic, and assuming that fi0 = 50 for all transistors, estimate
the amplifier gain for small output signals into the 5 kO load.

(Imperial College: Second year)

+ 15V

-15V

Fig. 4.43. Circuit for problem 6.
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Quiz 2 (chapters 3 and 4)

Underline the correct statements.

1. The symbol shown in fig. 1 is that of a (a) npn transistor, (b) pnp transistor,
(c) n-channel f.e.t., (d) MOST.

2. The ratio ijib in a bipolar transistor is the (a) alpha, (b) beta, (c) gm, (d) hiey

(e)hu,(f)h0§t(g)hr9.

Fig. 1 Fig. 2

3. A good transistor should have (a) a high leakage current, (b) a high maximum
value for VCE, (c) a low knee voltage, (d) a low hfe.

4. The equivalent circuit for the bipolar transistor shown in fig. 2 is called the
(a) T-equivalent network, (b) hybrid-parameter network, (c) hybrid-Tr network.

5. The equivalent circuit of fig. 2 may be used to represent the transistor when
(a) the signals are small, (b) the signal frequency is very high, (c) the signal
frequency is low, (d) the signals are large.

6. In fig. 2 the dimensions of hoe are (a) dimensionless, {b) ohms, (c) Siemens,
(d) amps, (e) mhos, (/) mA/volt.

7. The common-emitter leakage current of a bipolar transistor is high if
(a) temperature is high, (b) VCE is high, (c) hfe is high, (d) frequency is high.

8. The circuit of fig. 3 is (a) an inverting amplifier, (b) a differential amplifier,
(c) a non-inverting amplifier, (d) a voltage follower.
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Fig. 3

9. The voltage gain of the circuit of fig. a is (a) 10, (b) 11, (c) - 1 0 , (d) 1,

10. The amplifier shown in fig. 4 when compared with the one in fig. 3 has
(a) higher gain, (b) inverted output, (c) higher input resistance, (d) lower gain.

11. The circuit of fig. 3 may be made into a voltage follower by making
(a) R2 = 0 a and ^ = oo, (b) Rx = 0 £1 and R2 = oo, (c) Rx = R2 = 1 kO.

Fig. 4
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5.1 Introduction
Feedback occurs where some part of the output of a system also appears
back at its input and so modifies the input signal. It occurs in every system.
If the feedback is undesired, then the input and output circuits of a system
must be well separated and screened. Remember that if the circuit is meant
to handle signal frequencies of a few megahertz, which are in the broadcast
band, these will be readily radiated from the output circuit wiring and
could easily be picked up by the input wiring. Also, if the input and output
stages share a common power supply, then care must be taken to * decouple'
this as far as signal frequencies are concerned. Otherwise feedback could
occur.

This chapter describes intentional feedback, which, when it is properly
applied, can improve almost every performance feature of an amplifier. It
can widen its frequency response, reduce the effects of component ageing,
microphony and hum pickup, and stabilise the overall gain closely to some
figure required by a designer. These are a few of its benefits which are more
fully explained in the following sections. The subject is important because
virtually every good quality or precision amplifier made today is likely to
use feedback.

There is one troublesome effect of feedback on amplifier performance;
it can create a tendency towards instability if the system is poorly designed.
However, feedback which is specifically designed to make oscillators or
switches is useful in its own right and it is described in chapter 6.

5.2 Definitions of feedback
A feedback circuit is one where part of the output signal is added to the
input. It can be added so as

(a) to reduce the input - such feedback is then called inverse, degenera-
tive or negative feedback, or
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Mix
Input

BX2

B

Sample Output

Fig. 5.1. A system with feedback.

(b) to increase the input - such feedback is then called regenerative or
positive feedback (see chapter 6).

Fig. 5.1 shows a system, which need not necessarily be an electrical one,
with some input signal, Xl9 applied to it and we wish to define how the
output signal, X2, is related to Xv If the block marked A is an amplifier of
gain A, then for an output signal X2 the required input is X2/A. The ampli-
fier is assumed to be unilaterial and unaffected by the feedback circuit, 2?,
which samples its output. In other words, the feedback network B takes
a negligible signal from the output of the amplifier A, The signal X2 applied
to the feedback circuit, B gives a signal BX2 to be mixed with the input.
The arrows leading to the blocks are important in deciding which is the
input and which the output of each block. Then A and B can be simply
treated as 'gains'.

At the input to the system, the signals are mixed (the ways in which this
can be done practically are described in §5.3). The mixer shown in fig. 5.1
gives an output equal to the difference of the signals fed to it, so that

XJA = XX-BX2. (5.1)
By re-arranging, we get

X2 _ A _ forward gain .. -.
Yx ~ \+AB "~ 1+loop gain ( }

the overall gain of the system. The words 'loop gain' refer to the gain
of a signal path forward through the amplifier A and then through the
feedback path B in a closed loop back to its origin. The gain round this
loop is AB. The size and sign of AB, the loop gain, very much controls the
usefulness of the feedback.

Let us consider some possible conditions for A and B and see how they
affect the overall gain, K.

Case (a). With no feedback, so B = 0,

K = •:—T: — A as expected.
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Case (b). If either A or B is negative, so (1 + AB) is less than unity,

~~ small quantity
This is positive feedback.

Case (c). If the loop gain, AB, is exactly equal to — 1,

K = -j—r = infinity.

This is a circuit whose gain tends to infinity and so it is of no use as an
amplifier. It will normally generate an output in the absence of an input,
and so be an oscillator (see chapter 6).

Case (d). If A and B are both positive or both negative, and the magni-
tude of AB is much greater than unity,

""IB'* <">

This is a circuit whose gain is no longer defined by the actual gain of the
internal amplifier in the forward path, but only by the feedback path. If
the feedback path is constructed of passive components, and if these are
chosen to be very stable types, then the amplifier overall gain, K can also
be very stable. This is an extremely useful property of feedback.

As an example, consider a circuit where B — T ^ and is made from
passive components; A is of the order of 104 but may be variable, then the
gain with feedback, K9 is given by

l+AB 1 + 102

which is close to l/B. If the amplifier happened to be constructed of active
devices whose gains were all higher than expected, so that 4̂ = 105, then

105

* 9 9 9

For a rise in A of 1000 per cent, AT has changed by about 1 per cent. Thus the
stability of the forward gain, A, does not matter very much providing that
AB is high. This is explored further in §5.4.

5.3 Realisation of A and B

The way in which the feedback network samples the output of an amplifier
and mixes the signals at the input depends on whether the overall circuit is
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Voltage amplifier
/ No load gain = A

Voltage amplifier
No load gain = ,4

(a) (b)

Fig. 5.2. Voltage amplifiers with voltage feedback.

required as a voltage or current amplifier or some other type. Here, only
a few of the many possibilities are explained but these should show the
methods involved.

5.3.1 Voltage feedback applied to a voltage amplifier
Considering first a voltage amplifier, whose gain A may be the voltage gain
of one or several stages of valves or transistors: then the feedback circuit
should pass a fraction B of the output voltage to the input to make a better
voltage amplifier. Ways of doing this are shown in fig. 5.2(a) and (b).

The feedback circuit consists of two resistors, Rx and R2, in each ampli-
fier. Rx is joined to the amplifier output terminal but is assumed to be large
enough not to load it appreciably. This could be achieved by choosing it so
that the current passing through R± and R2 to the signal-common line is of
the order of one tenth of the current in the transistor. The input signal
mixing is most clearly shown in fig. 5.2(a). The input to the f.e.t. gate is
clearly the sum of the generator signal and Bv2. As the gate current is so
small, Rx and R2 will act as an unloaded potentiometer and B will be
RjiRx + Rz). The circuit has the disadvantage that the generator must be
'floating', that is, neither lead is connected to ground. Thus a laboratory
oscillator connected as the source vx in fig. 5.2(a) could short out the
resistor R2 if one of its output terminals was an earth. However a micro-
phone, say, can be a 'floating' source if its earthed screening is kept
separate from the two signal wires.

A complicated but more commonly met arrangement is shown in
fig. 5.2(b). Sampling of the output is achieved through /?x and the other
feedback resistor, R2, is connected between the input device, Tl9 and the

167



Negative feedback

signal-common line. Comparing this circuit with that shown in fig. 3.7(a),
we see that the decoupling capacitor Cx is put across only part of the
emitter resistor of 7\ and leaves an amount equal to the desired value of
R2 un-decoupled. By allowing a signal of Bv2 to be developed across this
resistor, the voltages shown at the input to fig. 5.2 give:

v^vjA + Bv* (5.4)

This is the same as (5.1). Therefore this circuit directly gives the right
mixing at the input so that the signal fed back is subtracted from the input.

Now how are the resistor values chosen to achieve a given value of Bl
Ideally Rx and R2 are required to form a potentiometer across the output
voltage v2 so that a voltage Bv2 is fed back. However, it is apparent that
Ri and R2 do not form an unloaded potentiometer as R2 is shunted by the
impedance to earth looking into the emitter of the transistor. If this is r,
then R „

B = J> 7*p ii (w h e r e II m e a n s < i n Parallel'). (5.5)

r can either be found either by network analysis or can be approximated to
either \jgm or hiejhfe for f.e.t. or bipolar devices respectively used as 7\.
Since it is desirable to have B defined by R1 and R2 and not by the device
parameters which are variable, R2 is normally selected to be much smaller
than r where possible.

Case (d) in the previous section required that A and B be either both
positive or both negative to get a useful amplifier combination. Since the
resistors R± and R2 in the feedback path do not invert the signal, B is a
positive number (albeit less than unity); and so A will be required to be
a positive gain, i.e. to have no phase change. This amplifier could be made
of two bipolar transistors in the common-emitter connection (each has
180° phase change from input to output), or a f.e.t. followed by a bipolar
transistor as shown in fig. 3.20. A four-stage amplifier might appear
attractive because the gain would be higher but is seldom used as unwanted
phase shifts at high frequency will give the possibility of instability (see §5.9).

5.3.2 Voltage feedback applied to differential amplifier
In chapter 4, it has been pointed out that integrated circuit amplifiers are
cheap, very reliable, and easy to build into systems because they only have
a few external leads to connect. Most of these amplifiers have differential
inputs (see chapter 4 and fig. 4.1) so their no-load voltage gain, A, and input
voltages and output voltage v2 are related by

v2 = A (difference in the input voltages). (5.6)

The input connections are shown joined to points marked ( + ) and (—) on
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(a) (b)

Fig. 5.3. (a) Volatge feedback on a differential amplifier, (b) Feedback and
signal input applied to the inverting input of a differential amplifier.

the amplifier block, and that joined to the ( — ) point is called the 'inverting
input'. Tt is the only input to which feedback is normally applied through
passive resistors to drop the gain of the amplifier. (Chapter 6 explains what
happens when feed back is applied to the other input.)

However the signal can be applied to either input. Fig. 5.3 (a) shows the
arrangement where the signal \\ is applied to the non-inverting input. The
feedback defined by resistors Rx and R2 makes the inverting input signal
equal to Bv2 so (5.6) is

v2 =

whence
\\ \+AB'

(5.7)

The feedback fraction B is very closely R2/(Ri + R2)
 s*nce the current taken

at the input of the amplifier is usually small. (The effect of a finite input
resistance for the amplifier was explored in chapter 4.)

The alternative arrangement uses the inverting input to the amplifier
both for feedback and for the applied signal \\ and it becomes the familiar
operational amplifier if R2 tends to infinity. Then the circuit gain closely
approaches - RJR* (see (4.2)) where Rs is the resistance in the lead from
the signal source and includes the source resistance. If the source does not
have a well defined resistance, then the overall voltage gain of the amplifier
will not be well defined unless the source resistance is low. This circuit is
really rather more complicated and a more fruitful analysis is done by con-
sidering what currents appear at the input terminal for given output
voltages. Further analysis will be done on this type of amplifier in §5.7.3
where its uses are also explained.

5.3.3 Current feedback applied to a current amplifier
Fig. 5.4 shows a current amplifier such that an input current i3 on the left
of the dotted block representing an amplifier gives an output current Aiz
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= load

\ Current amplifier
Current gain = ,4 into
short circuit load

Fig. 5.4. Current feedback on a current amplifier.

from the generator on the right of the block. Let this amplifier cause an
output current i2 to flow in the load Rv

Also shown in fig. 5.4 is a feedback path which allows a current J4 to
flow clockwise round the dotted amplifier back to the input terminals and
then to return through R2 to the output again. The polarity of the current
generator Aiz will tend to give rise to currents i2 and /4 in the directions
shown. By considering either of the input terminals as a node, we have the
input current ix to the overall circuit given as

h = h+U- (5-8)

Thus for a given signal input, iu z3 will be reduced if /4 is allowed to flow and
the output, which is related to Ai39 will be reduced too. Thus the feedback
reduces the output for a given input and hence reduces the gain. This feed-
back is, by definition, negative feedback. Note that this has been realised
with a phase-reversing amplifier which is apparent from the direction given
to the output generator, Aiz.

We may write an equation showing that the voltages round the loop
going clockwise must sum to zero; so

"~ '3 ̂ 3 + U ̂ 2 ~" h R-i — 0- (5*9)

Remembering that a good current amplifier is one which has low input
resistance, R3; i.e. it accepts almost all the current offered to it; and also
that when the gain is high i8 will be small, we can ignore the first term in
(5.9) to give p

£x14=B. (5.10)
R2 i2

Thus we have defined B by ordinary resistors as the ratio of the current
fed back to that appearing in the load. Note that one of the resistances is
that of the load itself and that if this is not well defined, then B will not be
well defined either. An example of such feedback is where a single bipolar
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-o Supply

Meter, resistance

Fig. 5.5. Current feedback in an amplifier used to increase
a meter's sensitivity.

transistor is used to increase the sensitivity of a current meter as shown in
fig. 5.5. If the hybrid parameter model is used for the transistor, then the
circuit becomes that of fig. 5.4, where hie = R3 and hfe = A (if hre is
ignored).

These amplifiers and feedback networks are just a few of the types that
can be built. It is helpful to be able to examine a circuit to see if these two
parts can be recognised. Many features of the performance of the whole
amplifier can then be speedily determined. However exactly the same
answers can be obtained by doing an ordinary network analysis on the
amplifier such as that done in chapter 2 for the source follower and in
chapter 3 for the emitter follower amplifier. In both circuits, all of the
output voltage appeared back at the input, so B was unity and the circuit
gain which should approximate to 1/2? = 1 was found to be true!

We have seen in the expression for the device gain with feedback,
Aj(\ + AB), that we have lowered the gain by the factor (1 + AB). Thus we
would need more amplifier stages to amplify a given small signal by a
certain fixed factor. There must be clear benefits to make feedback worth-
while; these are described in §§5.4 to 5.8.

5.4 Stabilisation of gain
Say that A, the gain of an amplifier without feedback, varies due to changes
of supply voltage or circuit ambient temperature.

Then how much does AT, the gain with feedback vary? If we differentiate
the expression K = Aj(\+AB) with respect to A, we get

dK ={\+AB)\-AB ^ 1
dA (\+AB)2 (l+AB)2' P }
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so dK = dAl(l+AB)2

and dividing each side by K,

dK AA
K (l+AB)2 A l+AB' K }

The fractional change in A is dA/A but the fractional change in K is
(l+AB) smaller. The amplifier performance has been improved by the
same factor as that by which the gain is reduced.

To emphasise the practical use of gain stabilisation, consider the fol-
lowing example. An amplifier with forward gain = 1000 has a feedback
path of gain 0.2 (i.e. j) in order to stabilise the overall gain to about 5.
How much will this alter if the amplifier foward gain drops by 10 per cent?

From (5.12) the change in overall gain is,

^ = 10 per cent x ( T _ ^ _ ) = 0.05 per cent.

This is the sort of stability which would be suitable for many instrumenta-
tion uses. Note that a high, but relatively unstable gain has been traded for
a lower gain and good stability. The former is easily available with present
integrated circuits of the 709, 741 series having gains of 104 or 105 respec-
tively (see chapter 4).

5.5 Increase in frequency response

We can represent an amplifier whose gain, A, starts to fall at some high
frequency by writing the forward gain as AJ(1+)OJT^). (B is assumed
independent of u>.) This was shown graphically in the Bode plot of |gain|
and phase angle against frequency in chapter 1, fig. 1.22.

The expression for the overall gain K with feedback then is

1+jwTj / l+AB+joj^

Aid + AS) K
1 + W ( 1 +AB) 1 +jwr1/(l +AB)y K }

so the effect of the imaginary term is reduced by (1+AB).
The frequency at which the gain drops to about 0.7 of its mid-frequency

value is given when the real and imaginary parts of the denominator of the
gain expression are equal, so this new turnover frequency is (1 +AB)/T1

rad/s. This is a higher frequency than before feedback by the factor
(1+AB). (Could you have guessed?!)
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No feedback

' 0.707,4

0.707K

^ Frequency (rad/s)

Fig. 5.6. Improvement in bandwidth given by feedback.

The improvement is shown graphically in fig. 5.6. With feedback the
gain stays constant to a higher frequency. A similar analysis can be done
for the lower turnover frequency and a similar improvement can be shown
to occur there. Note that this is an approximate relationship. It has been
assumed that the amplifier has only one main time constant rx when in
reality if it is a multistage circuit, it may have several in the same frequency
range. This will much reduce the improvement indicated here and could
give instability problems which will be mentioned later.

It should be noted that the frequency response is widened by the factor
(1 +AB) and of course the gain with feedback is (1 +AB) less than without
it. Thus the relation can be remembered,

Gain x bandwidth = constant.

This is only approximately true if the amplifier has several time constants.

5.6 Reduction of the effect of internal disturbances in the
amplifier

The general term 'disturbance' can be taken to mean any unwanted signal
in the amplifier; it can be from poorly filtered supplies, thermal e.m.f.s in
the circuit, Johnson noise in the circuit, or even non-linearity in the ampli-
fier when the output is no longer directly related to the input. In each case,
the unwanted effect is included as a disturbance, D, shown in fig. 5.7. To keep
the analysis general, the disturbance is shown occurring some way between
the input and output of the amplifier. The total forward gain is now AXA2.

We can now write equations for the output signal X2 in terms of the other
signals shown on fig. 5.7:

X2 = ^2(output of Ax + D)
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Input

Disturbance, D

+

BX2

Output

Fig. 5.7. Amplifier with internal disturbance, D.

This can be re-arranged to give

xA2

DA*
( 5 1 4 )

The first part of this equation gives [output = input x gain], remem-
bering that the forward gain is now AXA2. The second part of the
equation shows the disturbance DA2 reduced by the factor (1 + loop gain).
Now DA2 is the disturbance that would have reached the output without
feedback and this has clearly been reduced by a useful factor in a feedback
amplifier where the loop gain is large. When AXA2B > 1, (5.14) gives:
X2 = Xl(llB) + D(llA1B). Now the disturbance is divided by AXB whereas
the wanted signal is only divided by B. Thus the signal has been improved
relative to the disturbance. This has only been possible because Ax is noise
free amplification.

In the case of noise from random fluctuations, the noise that is developed
in the input to the first stage of the amplifier is most important as it is
multiplied by the whole gain of the forward amplifiers and appears at the
output as DAXA2. It is reduced by the factor (14-loop gain) but as the gain
is also dropped by this factor, more stages are needed to amplify given
small signals. An improved signal to noise ratio can only be obtained in this
case by choosing low noise devices for the first stage of the amplifier.

5.7 Effect on the input and output impedances of the
amplifier

Feedback can be applied in several ways. It can sample output current or
output voltage and feed back a voltage or a current in parallel or in series
with the input. It is beyond the scope of this book to explore all of these
possibilities. Generally the effect of feedback will be to improve the type of
amplifier by the factor (1 +AB). If output current is sensed, then the ampli-
fier will have a better current handling output stage; i.e. it will have a high
output impedance. To take another example, if the signal appearing back
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Amplifier

Fig. 5.8. Voltage amplifier with voltage feedback.

at the input is a voltage proportional to some variable of the output, then
the input circuit will be a better voltage handling stage; i.e. one with high
input resistance.

5.7.1 Voltage amplifier with voltage feedback
A voltage amplifier with voltage feedback is shown in fig. 5.8. The tinted
block encloses an amplifier model of no-load voltage gain A, input im-
pedance Zx and output impedance Z2. Resistors are connected to 'sample'
the output voltage v2 and to feed back a fraction Bv2 to the input circuit as
shown, and only a very small current flows in them.

To calculate the input impedance of the amplifier, let us assume that the
current i8 from the output is small, so that the voltage drop across Z2 is
negligible. Then we can write the voltage at the output, v2 as

v2 = Kvx = v^Kl+AB). (5.15)

Now the current ix flowing into the amplifier can be written as the voltage
across Zx divided by Zx. Hence

_Vi-Bv2v1 ( AB \
1 Zx ZA (l+AB)}' (5.16)

Since the input impedance of any circuit is the voltage applied to it divided
by the current flowing in, then from (5.16) we can write the input
impedance as, ~

At midband frequencies when AB is a large positive number, the impedance
is increased. Thus the amplifier is an improved voltage amplifier as it is less
likely to load, i.e. to drop the voltage at the terminals of any voltage source
from which it is supplied.

To determine the output impedance of the amplifier with feedback, let
a current i2 be drawn from the output by some load which is not shown.
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Short-circuit current
Amplifier

Fig. 5.9. Current amplifier with current feedback.

Assuming that the feedback components draw negligible current compared
with i2, we can write that the signal generated in the amplifier output
circuit must be v2+Z2/2. If the no-load gain of the amplifier is A, then

Voltage input to tinted amplifier block = (v2+Z2i2)/A.

So the overall input v1 is given as

or re-arranging

(5.18)

Vo = (

= \\ (no-load gain) — i2 (output impedance). (5.19)

So the output impedance is reduced by the factor 1 +AB and the circuit
is a better voltage amplifier as there will be a smaller voltage drop in the
output circuit resistance when a current is drawn by a load.

5.7.2 Current amplifier with current feedback
A current amplifier with current feedback is shown schematically in
fig. 5.9. The tinted block represents an amplifier with a current gain A,
input impedance Z1 and output impedance Z2, or admittance of 1/Z2.
A network samples the output current and feeds back a fraction Bi2 to the
input. If the current into the feedback network, B, and through Z2 is much
less than /2, the output of the current generator is /2 also and thus the
current into the amplifier is ijA. Hence we can write the input voltage,
Vt aS rr • I A

\\ = Zx x tJA
and the current at the input terminal, iu is given by

*i = hi A — Bi2. (5.20)
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So the impedance with feedback is given by

B} (1-ABY P Z U

The first thing that will be noticed about this expression is that the
denominator is 1 — AB whereas before it has always been 1 +AB. This is
because positive feedback will occur if both A and B are positive. This can
be checked by examining (5.20). By definition, for negative feedback, the
term Bi2 should be such as to reduce the amplifier input and hence its
output. This can be seen clearly if (5.20) is rewritten as

Amplifier input, ijA = i1 + Bi2.

Thus a sign change is wanted either in A or in B to make the feedback
negative. In fig. 5.4, it was assumed that A included a sign change and the
normal expression for loop gain resulted. If the amplifier is a differential
amplifier, then the inverting input can be chosen as that to which one
applies the feedback. Alternatively, if the amplifier is made up of sign-
inverting amplifying stages, then an odd number of stages is wanted.

It should be mentioned that many electronics textbooks use the expres-
sion Al(l—AB) for the amplifier gain with feedback, whereas books on
control systems always assume that the feedback can be inverted as it is
mixed back at the input. The convention used in electronics textbooks
results in one sign in the algebra being different throughout but the
meaning is identical, as either A or B must be negative.

The input impedance which was calculated in (5.21) is lower than that
for no feedback by the factor (1-f |Loop gain|). That is, the circuit will
accept more of the current flowing into it from a given source and so be
a better current amplifier.

A similar method to that described at the end of the last section will
prove that the output impedance is changed too. As expected, it is changed
by the factor (14- |loop gain|) and the feedback increases it; i.e. less of the
output current is wasted in the output resistance and the circuit is a better
current amplifier.

|5.7.3 Trans-conductance or trans-resistance amplifiers

A trans-conductance amplifier is one where the gain is best expressed as
a conductance; that is, the output current has some well defined relation to
the input voltage. The f.e.t. basically has such a gain mechanism and we
may desire to apply feedback to make its conductance more stable and well
defined. Such circuits may be used to drive the deflection system of a tele-
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Fig. 5.10. The use of feedback across an integrated circuit amplifier to define its
gain as: (a) Trans-resistances, v2//'i, (6) Trans-conductance, ijv3.

vision set. Most cathode-ray tubes need current inputs to the deflection coils
to move the spot. Alternatively, we can make a good voltage sensing
circuit by connecting the output of a conductance amplifier to a simple
ammeter used to display the reading.

Similarly trans-resistance amplifiers have a voltage output well defined
in terms of the current input. Such circuits are extensively used, as the first
amplifier stage after a television camera tube, some types of light meter
elements, or any other device which gives better linearity and performance
when its output current is sensed rather than its output voltage.

Basically, the way to improve such amplifiers can be explained by con-
sidering (5.3). This stated that the gain with feedback tends to \jB if the
loop gain, AB, is much greater than unity. So far we have considered B to
be a dimensionless quantity. However if the feedback path is made up of
a component or components where the output voltage is sensed and a
current proportional to it is mixed with the input, then B will have the
dimensions of a conductance. So the overall amplifier will tend to be the
reciprocal of this, a trans-resistance.

Consider the circuit shown in fig. 5A0(a). The feedback component is
clearly Rv The circuit shows that a current /3 flows out of it to the amplifier
input and this current is mixed with the input current ix as they are joined
to the same point or node. The output parameter that is sensed is the
voltage v2, irrespective of the value of /2 the output current. Therefore the
output circuit is improved by feedback to be better at voltage handling;
i.e. the output resistance is lowered by feedback. At the input, because
current is fed back and mixed with input currents, feedback will improve
the amplifier as a current accepting circuit and give it a lowered input
resistance by the factor (1 4- loop gain). The proof of this can be found in
the more advanced textbooks listed in appendix A, but the method is
similar to that developed in the equations (5.16) to (5.19).

More advanced students may care to examine the performance of the
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summing operational amplifier (§4.7.2) as an example of the circuit of
fig. 5.10(tf). There the input current ix is the sum of the input currents
coming from as many sources as there are input resistors.

The circuit of fig. 5.10(6) again has one feedback component. Here it is
clearly the output current, /4, that is sensed as it flows through R2, and a
voltage /4/?2 i

s fed back to the inverting input. This circuit is a dual of
circuit fig. 5.10(a). The gain that is stabilised is the ratio of output current
to input voltage and so the gain is a conductance. Since it is the output
current that is sensed, the circuit works as a better source of output current
and has a raised output impedance compared with the normal integrated
circuit amplifier. Also the signal mixed back at the input is a feedback
voltage and so the circuit will operate as a better voltage accepting circuit
and have a higher input resistance than a normal circuit without feedback.

An interesting amplifier results on connecting the output of fig. 5A0(a)
to the input of fig. 5.10(6). Because the first stage has (output voltage)/
(input current) well defined and the second stage has (output current)/
(input voltage) well defined, the overall amplifier is a good current amplifier
of gain RJR2. Note that the gain of the first stage is R± which is a trans-
resistance, because the gain will tend to \jB from (5.3), and B is 1/JRX.
Similarly, the gain of the second stage is 1/R2, a trans-conductance. The
coupling between the stages is good because feedback has improved both
the output of fig. 5A0(a) and the input of fig. 5.10(6) as voltage handling
stages; so there is only a very small loss of gain here and the overall gain
is almost exactly the product of the gain of each stage. The advantage of
this current amplifier is that a very high gain can be obtained from the two
stages and yet the performance is controlled by only two resistors. If these
are of the high stability types (wanted for good instrumentation) whose
values will not change with age or temperature, then they are expensive.
So this method gives a cheaper solution than a two-stage amplifier with
each stage having two resistors defining the feedback.

If each of the amplifiers is not a high gain integrated circuit amplifier
but just one device, then, because the gain per stage is lower, the idealised
results predicted by feedback may not be so accurately achieved. But the
circuit of fig. 5.11 can be seen to be the same as fig. 5A0(a) followed by
fig. 5.10(6) as far as the feedback components Rx and R2 are concerned.
Thus the current gain, ijil9 will be given approximately by RJR2 again.
The circuit of fig. 5.11 does not need extra components if the DC working
points of the transistors are carefully chosen so that the collector voltage
of the first transistor is equal to the bias required by the second transistor
added to the voltage drop across R2. Advanced students might like to
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Fig. 5.11. A two-stage bipolar transistor amplifier equivalent to the circuit of fig. 5.10 (a)
followed by that of fig. 5.10(6); overall it is a good current amplifier.

pursue the topic of how to select components for a current gain of, say, 100.
Much of the design will have to be done by trial and error but it could be
made easier by adding in series with R2 a decoupled resistor to make the
selection of the DC working point more flexible.

It may appear puzzling that bipolar transistors which are basically good
current handling stages can be made to have good voltage coupling
between them. This is the effect of feedback if it is applied in considerable
quantities - the basic amplifier is changed in performance to be almost
entirely dependent on what is fed back and how this is done. Advanced
readers may care to consider how the two stages of fig. 5.11, if connected
in the opposite order, would give a.good voltage amplifier of gain RJR2.

The performance of all these circuits can be solved by network analysis
such as that used in chapter 4. Then the accurate expressions for gain and
the errors caused by finite values of voltage or current gain, input resist-
ance and output resistance can be obtained. This is a much more lengthy
method than obtaining the results by the methods shown in this chapter by
adopting a 'systems approach'. But the systems approach has made
assumptions about 'sampling', 'mixing' and high loop gain which should
be checked for their validity if the results are to be accurate.

t5.8 Factors for and against feedback over several stages
When we need an amplifier of several stages to get a high forward gain A
before feedback, then we have a choice of how we may apply feedback to
improve the amplifier's performance. Either we can apply some feedback
across each stage or we can put it in one loop across the whole amplifier.
Are there benefits which will make us choose one course or the other?

Consider the amplifiers shown in fig. 5.12. Arrangement (a) is a multi-
stage amplifier with each stage having a forward gain of A. Bx is the feed-
back required on each stage to get an overall gain Kv The other possi-
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Fig. 5.12. Multistage amplifier with: (a) feedback on each stage,
(b) overall feedback.

bility, (b), is to put all the amplifiers in cascade when they will have a gain
of An and then to apply some different overall feedback B2, to get the
overall gain, K2. We can write the gains Kx and K2 as:

l+AB

and K2 = A" (5.22)

The fractional gain changes caused by the fractional change, AA mA, are
obtained by differentiating these expressions to give

dA A dk2

—r and -^ =
AA

3X A — K2 \+A"B2A'
But, because Kx must equal K2 for the two circuits to have the same gain,
(1 +AB1)

n = 1 +AnB2 from (5.22), so

dK2/K2 = (5.23)

Let us examine what this means. If n = 1, the denominator of (5.23) is
unity so that the fractional gain variations are the same - an expected and
trivial result. But for values of n greater than unity and with 1 +ABl9 a
large positive quantity which is the usual case with considerable feedback,
then dK2/K2 will be less than dKjKv

Thus overall feedback would appear to be beneficial as far as stabilising
the gain is concerned. In practice, the number of stages that it can be
applied across is usually limited by stability considerations which are
described in the next section.

5.9 Instability
The forward gain of the amplifier, A, and the feedback fraction, B, are
properly represented by including both magnitude and phase at high and
low extremes of frequency. It is instructive to plot the product AB, the
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+ real

o) high \ \

Fig. 5.13. Polar plot of ABy the loop gain, for a typical amplifier.
The Nyquist diagram.

loop gain, on a graph with polar co-ordinates. A typical plot for a multi-
stage AC coupled amplifier is shown in fig. 5.13. At the frequency w3 the
magnitude of the loop gain is the length of phasor OX3 and its phase shift
is the angle between OX3 and the conventional positive real axis which
represents zero phase shift. Instead of drawing a whole family of phasors
similar to OX^ one for each of the other frequencies, only the locus
of X, the end of the phasor, is plotted with some frequencies shown
on it.

At frequencies between w2 and w3, the phasor is nearly in the real direc-
tion. This means that the phase shifts are small and the magnitude of the
loop gain is nearly a constant; a real, positive number. In an amplifier
response plot, these will represent the 'midband' frequencies. The diagram
also shows that there is rather more than 180° lagging phase shift at very
high frequencies although the gain magnitude has dropped to a low figure.
Similar phase shift, but leading, occurs at low frequencies for AC coupled
amplifiers. Tn the case of a direct coupled amplifier which has no coupling
capacitors between stages to give phase shift at low frequencies, the forward
gain A will only have phase shifts at high frequency.

This type of diagram is called a Nyquist plot for AB, the loop gain. The
possibility of an instability in the amplifier can be obtained by construc-
tions on this diagram. It will be remembered from §5.2, case (b), at the
start of this chapter, that if A or B changed sign so that 11 +AB\ < 1, then
the gain with feedback, K, was greater than the gain of the circuit without
feedback. This condition gives positive feedback and it means that an
amplifier to which it applies will have a frequency response shaped like
that in fig. 5.14. Instead of the gain with feedback, K being constant, it rises
to a most unacceptable peak at high frequencies. This might be the sort of
response obtained by putting overall feedback on a three-stage amplifier
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Fig. 5.14. Gain plotted against frequency for an amplifier with a tendency
to instability at high frequency.

without careful design. How can we predict that this will happen ? Alterna-
tively, what sort of Nyquist diagram will be wanted for an amplifier that
will give good, stable operation with a large AB factor?

|5.10 Interpretation of the Nyquist diagram
Fig. 5.15 shows a part of the Nyquist plot expanded in the region of the
( - 1 , 0 ) point, Y. At any frequency w4, taken at random, the magnitude of
the loop gain is OX^ and the phase angle, LAB is as shown. Now remember

— real + real

Locus of
v loop gain, AB

Fig. 5.15. Part of a Nyquist diagram.
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that when |1 +AB\ is less than 1, the feedback becomes positive. If AB is
the phasor OX4, then (l+AB) is the phasor YXX where Y is the point
(—1, 0). This is obviously less than unity for any frequencies where the
locus of the loop gain, AB, is inside the dotted circle of centre ( - 1 , 0 ) and
radius unity.

A positive feedback condition is often tolerated to a small extent if it
only gives a gain variation such as is shown in fig. 5.14 for low frequencies.
The increase in gain may only be small but nevertheless all the beneficial
effects of feedback such as stabilisation of gain, improved linearity, etc.,
are all reversed. Note that a single-stage amplifier with one capacitor
coupling in the input circuit and one effective inertia (capacitances
shunting the output) will only give 90° phase lead or lag, as shown in
chapter 1. Thus the locus of the loop gain cannot enter the unit circle at
any frequency and the feedback will always be negative.

In the Nyquist diagram of a particular amplifier, the phasor OXA might
well lie inside the unity circle. To get an accurate figure for the value of the
gain, we examine the expression for feedback and obtain values for its
terms from the Nyquist plot. From (5.2),

IGain with feedback K = ^ =

ox4\
YXJ

((
\BJ YX.ARYX, " \B) \YXJ

(5.24)
Let us examine this expression term by term. 1/2? is the value that the gain
with feedback will approximate to at midband frequencies when the loop
gain, AB, is large. If the components in the feedback loop are well chosen,
it will be stable quantity. (OXJYX4) is called the circuit magnification, M,
and is the amount by which the gain at the frequency w4 is greater than the
gain at midband. It is a dimensionless quantity and is just the ratio of two
lengths taken from the Nyquist diagram. Its meaning is shown more fully
on fig. 5.14 where, at the frequency w4, the gain is shown as M times higher
than at midband. That shown in the sketch would be an excessive peak in
gain for most applications. A very safe figure would be for M never to
exceed unity, the critical damping conditions, which means that OXj YX = 1
for any point on the locus, X. This corresponds to the locus of the end of
the phasor of AB staying to the right of a vertical line cutting the real axis
at the point (~ i , 0 ) .

Consider again the amplifier whose response is sketched in fig. 5.15.
How might it be made more stable? Clearly if the phasor OXX is decreased
in magnitude, then YX4 will be larger and so the response will have a
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Input resistance,
Generator will be 104 x
(difference in input voltages)

Output resistance, R2

Differential amplifier
Feedback network,
samples output voltage
and feeds back Bv2

to input
Fig. 5.16. Amplifier and feedback arrangement for the worked example.

smaller peak in it. This would be achieved by reducing the forward gain A

or the feedback 2?, so reducing \AB\. The other effects of such a simple

basic method as this and the other methods available cannot be pursued

in this introductory text. These topics are well treated in most books on

control theory.

5.11 Worked example
An amplifier has a voltage gain = 104, an upper half power frequency 3 x 105 Hz
and an input resistance = 20 kQ. Voltage feedback is used to drop the gain to
100; what now is the upper half power frequency and the input resistance?

It is desired that, with feedback, the output resistance should be 10 O and the
gain variation be 0.1 per cent for a 10 per cent supply voltage change: what are
the maximum values of output resistance and gain variation which can be
accepted in the amplifier before feedback is applied?

Solution. Tt is usually helpful to put the data given into some sort of
diagram or figure. This is shown in fig. 5.16 and although no mention is
made of the amplifier being a differential one, this will be the type most
often encountered and so it is shown as such. The feedback is applied
clearly to the inverting input. (The calculations will be identical for other
voltage amplifier types such as that shown in fig. 5.2.)

The amplifier voltage gain of 104 is assumed to be the no-load value and
the further assumption is made that the output load and feedback network
draw only small currents so that the voltage drop across the output
resistance is negligible. Now we can write

Amplifier output = v2 = 10*0^-flra) (5.25)
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and from this the value of the voltage gain with feedback, K = vjv^ can
be found.

But remember, that K = Al(l+AB\ that we know A = 104 and we
desire K = 102, and that all performance features with feedback are
changed by the factor (1+AB). So without calculating B from (5.25), we
can write

102 =

so (l+AB) = 102.

So with feedback, the upper half power frequency should be improved by
this factor and become 3 x 107 Hz. This assumes that the amplifier gain is
dropped by one main time constant at high frequencies, which is not always
true. So this result should indicate only the trend of the improvement in
the absence of other data.

The input resistance of a voltage amplifier when voltage feedback is
applied will result in an improved voltage amplifier; namely one that draws
less current from any source. So the input resistance will be 102 higher
than before, and will be 2 MD.

With the other two features of performance, output resistance and gain
sensitivity, we are told of the figures we desire after feedback and we know
that these are 102 times better than those of the amplifier without feedback.
Therefore the amplifier output resistance without feedback should be no
more than 10Ox 102 = 1 kQ and the amplifier can be allowed to have
a gain variation directly proportional to the supply voltage change.

Thus the performance figures for the amplifier without feedback are
quite commonplace and yet those with feedback applied are good enough
for most instrumentation purposes; namely, input resistance 2 MQ, output
resistance 10 Cl, half power frequency 30 MHz, and gain variation 0.1 per
cent for expected supply changes. The trends shown by the simple feedback
theory are accurate enough for most engineering applications - if more
accurate results are wanted (particularly for frequency response) then the
circuit would have to be tested or a more accurate model used for the
amplifier. This is the subject of one of the problems at the end of this
chapter.

5.12 Summary

Negative feedback is almost universally used in amplifiers purporting to
have a good specification. It is economically favourable to use ordinary
components with their accepted tolerances for most of the circuit elements
and then to control the gain to a tight tolerance with a feedback circuit
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made of a few stable, expensive components. Negative feedback drops the
gain of a circuit by the factor (1 + loop gain) but it improves almost all
features of an amplifier performance by this same factor.

When feedback is put across a multistage amplifier, peaks in gain or
even unwanted oscillations (instability) at the extremes of frequency may
result. When an expensive system is being controlled, such as the attitude
of a vertical take-off aeroplane, or the speed of a large machine, the
system would first be tested 'open-loop' at various frequencies, and the
loop gain would be measured in order to make a Nyquist plot. This allows
any likelihood of instability to be predicted and corrected before the
system is commissioned with the feedback connected. The possibility that
the system runs into a wild, unstable state as a result of negative feedback
becoming positive feedback is avoided.

5.13 Problems

1. Give three reasons for using negative feedback.
In fig. 5.17, the box represents an amplifier of gain -1000, input impedance

500 kCl and negligible output impedance.
Calculate the voltage gain, and input impedance of the amplifier with feedback.

(Cambridge University: First year)

Amplifmt

<1 kQ

Fig. 5.17. Circuit for problem 1.

2. State the advantages derived from applying negative feedback to a high gain
voltage amplifier.

The output circuit of an amplifier of gain A delivers a current / to a resistive
load at a voltage V where V is related to the input voltage V{ by the equation

V= AVi-RL

Negative feedback is applied to the amplifier, a voltage (fiV+yl) being fed
back. Determine the output impedance of the amplifier after feedback has been
applied, and the limiting value of this impedance as A becomes very large.

(Cambridge University: Second year)

3. A differential amplifier has a gain represented by:
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where v3 is the output voltage with no output load, v± and v2 are the voltages at
the two inputs 1 and 2 respectively.

The input resistance of the amplifier is 30 kO. between inputs and the output
resistance is 50 ft. A feedback circuit is connected consisting of a 10 kQ resistor
from the output to input 2 and a 100 O. resistor from input 2 to earth.

Determine the voltage gain of the amplifier between input 1 and the output
at low frequency with feedback. What is the high frequency 'half power' point
with and without feedback?

4. Develop and explain the general phasor diagram for an amplifier A(j(o) with
negative feedback through a path B(]o)). Explain qualitatively, with reference to
a phasor diagram, how negative feedback with LB — 0° can reduce the effect of
amplifier gain and phase variations on the overall transfer function.

An amplifier with gain A and zero phase shift is known to have an input
resistance rin = 5 kQ. The amplifier has negative feedback applied through an
ideal transformer with ratio B as shown in fig. 5.18 and a signal is applied through
a resistance Rs. The overall gain V0/Vs varies with Rs, and two sets of values are:
Rs = 25 kO, Vo/V8 = 5; Rs = 100 kft, V0/Vs = 2. Deduce the values of A and B.

(London University: Second year)

Fig. 5.18. Circuit for problem 4.

5. The circuit in fig. 5.19 shows a trans-impedance amplifier of gain /?4; current i
flows from the input terminal A and a voltage generator RJ is connected to the
output terminal B.

When feedback resistors Rx and JR3 are connected as shown, prove that the
voltage gain is given by

* 3

If Rx = 1 kQ and R3 = 10 kft, what possible values of R2 and /?4 are required
for the voltage gain of the circuit to be within 1 per cent of - 10?

(Sheffield University, Second year)

6. Explain what is meant by negative feedback in an amplifier and discuss its
effect on the performance of the amplifier.

Two identical voltage amplifiers have gains which may vary from 50 to 100.
The gain is produced without phase shift.

If the amplifiers are to be used in series, with negative feedback of such magni-
tude that the overall gain does not fall below 100, determine the amount of
feedback required and the maximum variation in gain, (a) when feedback is
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Fig. 5.19. Circuit for problem 5.

applied overall, and (b) when equal feedbacks are applied to each amplifier
separately.

7. (a) Explain how negative feedback reduces the sensitivity of the gain of an
amplifier to changes in the amplifier parameters.

An amplifier has a low frequency forward gain without feedback equal to
—1000. When negative feedback is applied the closed-loop gain becomes equal
to —200. What is the feedback factor, and what is the percentage change in
closed-loop gain if the forward gain is reduced to —900?

(b) An amplifier has a gain-frequency response given by

1000
A = -

What is the maximum value for the feedback factor if the amplifier is to be stable
when negative feedback is applied?

(Birmingham University: Second year)
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Positive feedback and oscillators

6.1 Introduction
The feedback discussed in chapter 5 was used to improve the performance
of amplifiers and was broadly entitled 'negative feedback'. The later
sections of the chapter explored the undesirable consequences for ampli-
fiers of certain combinations of gain and phase shift round the feedback
loop. However by designing a feedback circuit expressly to give phase
shifts so that the feedback factor changes sign from negative to positive,
a very useful series of switches, oscillators and signal generators can be made.

Every portable radio using the 'superhet' principle has a simple oscil-
lator in it. Very highly stable oscillators are used as clocks and in precision
test equipment. In all branches of engineering, the use of oscillators is very
widespread and a variety of devices and techniques are used to make them
but the same principles are used in all the applications. These principles of
operation and design are explored in this chapter.

6.2 Theoretical requirements for oscillation
The overall gain, K, for an amplifier of gain A having feedback B applied
from its output to input was derived in chapter 5 as

K= AI(\+AB). (6.1)

Whenever the term AB is exactly equal to - 1 , then the gain K becomes
infinite; that is, one can conceive of having an output for a negligible
signal input and thus the circuit can be a generator. Described in this way,
it may seem uncertain how one can make the circuit ever generate anything
useful. However in the requirement for the circuit to be a generator, there
are really two conditions stated in making AB = — 1 which can also be
written as 1Z.1800, and from this it may be clearly seen that the two
conditions are:

(a) The magnitude of the gain round the loop shall be 1 to maintain
oscillations (it needs to be greater than 1 to start them); and
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(b)

Fig. 6.1. Basic amplifiers and conditions for oscillation.
The circuit of (b) oscillates if AB = 1Z.1800.

(b) The phase shift round the loop shall be 180° different from the
condition normally required for negative feedback.

The latter requirement is made clearer if the basic amplifier block that
was used for negative feedback is examined again, ft was assumed that
there was a differencing circuit in the path of the feedback signal (i.e. the
difference of the input signal and the signal fed back was the amplifier
input) as shown in fig. 6.1 (a). Thus the circuit of fig. 6A(b) will oscillate
for the condition shown, namely, AB =1^180°. Fig. 6.2(a) now shows

Fig. 6.2. Basic amplifiers and conditions for oscillation: (a) oscillates if
AB = 1Z.1800; (b) oscillates if AB = 1ZO°.

an oscillator using an integrated circuit differential amplifier. This circuit
is identical to that of fig. 6.1(6). Since the ( —) input to the amplifier is
used, the feedback B will be required to have 180° phase shift at some
frequency to give the oscillation condition. Then whatever the magnitude
of B is at this frequency, if the gain, A, is large enough for A ^ \\B, this
gives a loop gain, AB, to be ^ 1, and the first condition for oscillation (a)
is met also.

These conditions can also be obtained by using the ordinary circuit
analysis for an amplifier. The output signal, v2, can be written in terms of
the inputs for the circuit of fig. 6.2(a) as,

v2 = ^(difference of inputs) = A(0-Bv2) (6.2)
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or 1 =-AB.

It may appear in (6.2) that the output signal v2 is unimportant since it
cancels out from both sides. Our objective, however is to obtain a clear and
unique signal output, and this occurs when the conditions stated in §6.3
are met.

The feedback can also be applied to the other input of the differential
amplifier as shown in fig. 6.2(6). The output v2 can now be written as

v2 = ^(difference of inputs) = A(Bv2 — 0) (6.3)

or + AB = 1 which can also be written as 1ZO°.

Thus the oscillation requirement can be qualitatively described as
follows: If a signal exists at the output such that after being fed back
through B and amplified by A it arrives back exactly with the same ampli-
tude, so \AB\ = 1 and with the same phase, then it will be maintained and
the circuit will be a generator.

The diagrams of figs. 6.2 (a) and (b) can be generally applied to simple
amplifiers made up of any number of stages. A single-stage or three-stage
amplifier will normally have the input and output shifted in phase by 180°
from one another, so the feedback must shift the phase by a further 180°
for oscillation. For two-stage amplifiers, the output will normally be in
phase with the input as in fig. 6.2(b) and so a feedback network with no
further phase shift is wanted. Examples of these are given later.

6.3 Sinusoidal oscillators

Tn the design of a sinusoidal oscillator, two performance features need to
be stable and well defined: (a) the frequency, and (b) the amplitude of the
signal generated. These are usually independently but exactly linked to the
two basic requirements for oscillations in the feedback amplifier for ease
of design. Thus the most usual arrangement, shown basically in fig. 6.3 (a)
is as follows:

(a) At the desired frequency only, the phase shifts round the loop
should be zero, so LAB = 0°. This condition may theoretically be achieved
by any situation where the phase shift of the amplifier is exactly equal in
magnitude to the phase shift of the B network but is opposite in sign.

However an amplifier with an odd number of stages, or a differential
amplifier with an inverting input, has a phase change of almost exactly
180°. It is possible to have other phase shifts at very high and low fre-
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O Frequency

(a) (b)

Fig. 6.3. (a) Oscillator arrangement, and (b) possible phase characteristic
for network B.

quencies but 0° and 180° can usually be maintained stably over a wide
frequency range for 'non-inverting' and 'inverting' amplifiers respectively.
This was called the 'midband' frequency region in chapter 1.

To meet this first condition of oscillation, for an amplifier with a phase
shift of, say, 180°, the B network must provide a further phase shift of 180°.
Say that the B network has a phase-frequency relation of the kind shown
in fig. 6.3(b). At a frequency (ol9 the condition for oscillation is met. Thus
it is the B network and not the amplifier which sets the frequency of
oscillation to be at or very close to OJV

(b) At the frequency <ol9 the magnitude of the loop gain, \AB\9 should
be greater than 1 for small signal levels and should become exactly unity
for the desired output voltage amplitude. This can be made a feature of the
amplifier only if some part of its circuit can be made amplitude conscious.

The two requirements to be met can be designed for separately. Because
of the first requirement, namely, that the phase shift round the loop must
be zero, such oscillators are called phase-shift oscillators. (In practice this
covers all types of oscillators except those using the negative resistance
characteristics of a circuit.)

6.4 Realisation of phase-shifting networks
Phase-shift networks may be constructed using resistors, capacitors,
inductors and other devices. They are easier to make and cheaper when
made of ordinary resistors and capacitors. Some examples of these are
described first. Circuits using an inductor in a resonant circuit also have
very clear frequency-phase relationships and are often used at radio fre-
quencies (more than a few MHz). A specially sliced quartz crystal is a
device which has an extremely sharp phase change with frequency in its

193



Positive feedback and oscillators

Input vl v2 Output
= B x input

Ladder network

Fig. 6.4. An R-C ladder phase-shifting network.

resonant condition and so gives oscillators of good stability. The few
examples described in the next sections show the principles of analysing
all the types of phase-shift networks available.

6.4.1 Ladder networks

Consider the circuit shown in fig. 6.4. This is one type of R-C ladder
network having three stages of R and C.

Let the network have an input voltage \\; we desire to find an expression
for the output voltage, v2, so that we can find B which is the ratio \\l\\ or
the 'gain' of the block. If currents i\, i2 and /3 are the circulating currents
in the loops of the networks, then KirchhofFs voltage equations give:

0 = (/2-/i

0 = (U-h

= v2

These four equations contain five unknowns which are two voltages and
three currents. Substituting to eliminate the three currents that are the
unknowns in which we are not interested, we are left with one equation
relating the two voltages. This is

v2 1
\\ \+6)G)CR + 5{](oCR)2

= (1 - 5co2C2R2) +)(6<oCR - <o*C*R3)' ^6'4)

The way that the relation v2/vl9 which is B, is written in (6.4) shows clearly
and separately the real part and imaginary part of the denominator. The
phase shift will be 0° or 180° (we don't know which yet) when the
imaginary term is zero; that is, when

a) = 0 or OJ2C2R2 = 6

or to = (yJ6)ICR. (6.5)
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The first solution, an oscillation at zero frequency, is hardly very useful
but the other possibility gives a clear relationship by which to choose the
product CR. Any suitable values of capacitance and resistance that give
this product will be satisfactory with the proviso that resistors between
103 and 106 ohms and capacitors between 10~10 and 10~5 farads are usually
widely available and cheap. Other values can of course be used but care
must be taken to ensure when very low impedance values are chosen, that
they do not load the amplifier unduly, or when very high impedance values
are chosen, that they are not loaded by the amplifier. Also capacitors of
more than 10 /i¥ (10~5 F) tend to be bulky and expensive if they are of
types with good stability.

The value of frequency for which the phase shift is defined can now
be substituted into (6.4) to give:

B ' ~29- ( 6 ' 6 )

Since the condition for oscillation is that AB ^ 1, a suitable amplifier
would be one whose gain magnitude was 29 or greater together with 180°
phase shift between its output and input terminals.

Note that if the output resistance of the amplifier is appreciable, then
its value can be taken into account by reducing the first resistor of the
ladder by an amount equal to the output resistance. However this is not
a good situation to have in oscillators of high stability as the output resist-
ance of an amplifier depends on the components of which it is made and
these may have considerable tolerances. Thus amplifiers of low output
resistance are preferred; the methods of achieving this were dealt with in
chapter 5, for example, by using local feedback.

More than three stages of R and C can be used in ladder networks. Also
the capacitors and resistors can be exchanged in position. The method of
analysis of these other circuits is similar to that just given.

6.4.2 Wien networks
The Wien network can be made in several ways, two of which are shown
in fig. 6.5. The analysis of the circuits is similar to that described for the
ladder networks, by putting in circulating currents or by treating the net-
work as an attenuator of elements Zx and Z2. Zx is R in series with C, and
Z2 is R in parallel with C in fig. 6.5 (a). The equation relating v2 and \\ can
be found as

V / (6J)V*/Vl = 3+j((oCR-lla>CR)' (6J)

Now the imaginary part disappears when OJCR = 1 which again allows
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v2 Output
= B x input

Wien network

(a)

Fig. 6.5. A Wien phase-shifting network.

(b)

the product CR to be selected to define the frequency of oscillation.
Putting o)CR = 1 into (6.7) gives

^°a (6-8)
Thus the amplifier required to put into a loop to make an oscillator with
the Wien phase-shifting network is one with a gain A ^ 3 and no phase
shift. Such an amplifier will be described in detail in §6.6.1 and in the
worked example, §6.8.

The Wien network is very popular in oscillator circuits. Clearly, using
only four components, it is very economical. With a gain requirement of
only three times, a very simple single stage amplifier is suitable for use with
it or, preferably, a higher gain amplifier may be used with a lot of negative
feedback across it to reduce its gain to 3. The feedback will improve all the
other performance features of the amplifier and this will lead to a better
oscillator.

The other common R-C network used in oscillator circuits is the twin-T
network. It contains more components and is harder to set up than the
Wien network since the components must have well defined values relative
to each other but it gives a very steep phase change with frequency and so
will make a very stable oscillator (see §6.5).

f6.4.3 Tuned networks
Tuned circuits are widely used in frequency selective amplifiers, in radio
sets and in instrumentation where some signal is to be emphasised or an
undesired one filtered out. It is basically a circuit containing inductance,
capacitance and resistance and its response can be analysed at various
frequencies by writing equations for the circuit in the normal way. In
particular, if it is to be used in the phase-shift network in an oscillator, we
want an expression showing the magnitude and phase shift of the output/
input voltage ratio.

Consider the circuit shown in fig. 6.6. The parallel tuned circuit consists
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Input v v2 Output
= Bx input

Tuned network

Fig. 6.6. A tuned (LCR) phase-shifting network.

of the inductor L and the capacitor C. R2 is a resistance shunting the
circuit which takes into account all the losses of the actual components.
Rx is the resistance of the source of voltage \\. The output is shown
taken from some secondary turns of a coupled circuit which has a mutual
inductance M with the inductor L. This allows the circuit to be connected
to the input of the amplifier when in an oscillator loop while keeping, quite
separate, the steady voltages that may be developed either at the input or
the output.

The equation for the voltages round the left-hand circuit is

The equation showing that the current /x through Rx must flow through the

paths provided by C, R2 and L respectively is

h =

The voltage output, v2 will be, for no output current,

v2 = jwM(current through L) = j

= v8A//L.

From these three equations, two unwanted variables (^ and v3) can be
eliminated leaving one equation relating \\ and v2 which is

R = h = M ! f 6 Q̂
\\ L (l+RjRJ+HR^C-RjcoLy K }

This equation will give 0° or 180° phase shift between v2 and \\ when the

imaginary part disappears, which is when either,

so

Rx = 0 or (JJC-XJOJL = 0,

o) = 1/VLC. (6.10)

The first condition, that there will be no phase shift if/?!, the resistance of
the voltage source \\, is zero makes the network gain B = M\L and there-
fore quite unselective with respect to frequency. Under these conditions,
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M

•*-o Output

Mg. 6.7. A tuned oscillator using a f.e.t. amplifier.

the oscillator would give a square wave output when the amplifier gain is
sufficient for oscillation.

The more useful case defines an angular frequency given by \\4LC
which substituted in (6.9) gives the gain of the network

An example of a tuned network in a simple oscillator is shown in
fig. 6.7. The amplifier is a single-stage f.e.t. amplifier. In this simple circuit,
the tuned circuit is the load in the drain circuit and the separate winding
across which v2 is developed is connected to the gate. This allows the bias
between gate and source to be developed for the device by means of the
decoupled resistor in the source lead as explained in chapter 2. Remem-
bering that a single-stage amplifier has a 180° phase shift between input
and output signal, B too will have to have a phase change of 180°. This is
achieved by simply reversing the connections to the coil. (This changes the
sign of M for those who want the algebra looking right.)

Other tuned circuits which could equally well be connected to the same
type of amplifier are shown in fig. 6.8 (a) and (b). They can be analysed in
a similar way to that outlined here. The oscillators using them are called

v2

•Crystal

v2

(a) (c)

Fig. 6.8. Other tuned networks.
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after their designers, Colpitts and Hartley for 6.8(a) and 6.8(6) respec-
tively. Fig. 6.8 (c) shows that the equivalent circuit of a quartz crystal is
a tuned circuit and this device can also be used to make an oscillator.
Readers wishing for details of these other oscillators should consult the
more advanced texts listed in appendix A.

t6.5 Frequency stability
Any user of an oscillator will be interested in its frequency stability. In
applications such as clocks, frequency generators, and precision timing
circuits, where a high degree of frequency stability is imperative, special
precautions have to be taken. The circuit construction must be very robust,
the components carefully aged so that their value does not fluctuate. Often
the components are mounted in a constant temperature oven to prevent
any change in their values as the surrounding air changes temperature.

The need for these precautions is apparent when it is remembered that
capacitors may have a temperature coefficient of 200 parts per million per
°C. Thus a 0.2 per cent change in the frequency defined by the Wien
network would result from a 10 °C temperature change which can
easily be caused by draughts or intermittent sunlight.

However the oscillation requirement is that not only the phase shift of B,
the feedback network, but that of the whole loop should sum to zero.
When the amplifier has small but significant phase shifts due to stray
capacities in its circuits or due to component value changes with age or
temperature, or due to changes of the transit time of currents passing
through the active devices, the frequency of the oscillator can drift. This
drift is much reduced if the rate of phase change with frequency of the
phase shifting network is very high. This is the slope of the characteristic
in fig. 6.3(6) around cov Then random, unwanted, phase shifts elsewhere
in the circuit will make little difference to the frequency that the B network
is defining. In other words, we are stating that d^/dw should be high
where <f> is the phase shift given by the network in the region of the
oscillating frequency o)v

The derivative d<p/dco can be calculated for any of the networks con-
sidered so far. To illustrate the method, the tuned network of §6.4.3 will
be considered. Equation (6.9) for the circuit gave the phase change between
v2 and \\ from the ratio of imaginary and real parts of the expression. So
when^ is near 0° or 180°,

<f> = t a n <j> = —
1+RJR2 1
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Near the resonant frequency where C = l/w2L (by re-writing (6.10)),

_2C, (6.1,)

where Q is the quality or g-factor of the parallel tuned circuit. It is defined
as the value of the resistive parallel paths divided by the impedance of the
inductive parallel path at the frequency in question. (There are more general
definitions of g-factor.) It can be of the order of a few hundred with a
carefully wound coil with a good core or, with a crystal, the equivalent g
can be of the order of thousands.

Equation (6.11) can be re-written to give doj/oj which is the fractional
frequency change. Thus if a few degrees of variation in phase shift can be
expected because of component defects in a given amplifier then, for
a tuned circuit with a g of 200, and d<j> = 0.1 radians,

- ^ = d± = 2.5 x lO-o = o.O25 per cent

or 250 parts per million. Note that witha crystal this frequency stability
could be improved upon by an order of magnitude.

Note that the resistance, Rl9 of the apparent source appears in (6.11) and
that it should be large in order that d^/dw is large enough to make the
frequency stability good. This condition is met in both f.e.t. and bipolar
transistors which have high output resistances in their models, namely, rd

or hoe respectively. For best stability with tuned circuit networks, feed-
back might be employed to raise this apparent source resistance. Another
way of looking at this is to make the amplifier feeding the tuned circuit into
a good current source which, by definition, has a high shunting impedance.

To obtain the expression (6.11), C was eliminated and the expression was
made into a relation about the quality of the inductor. The term L could
have been eliminated instead and stability would then have been related to
the R-C product or time constant of the circuit which is another measure
of component quality.

6.6 Stabilisation of oscillator output amplitude
The second requirement to get oscillations from an amplifier and phase-
shift network loop is that the magnitude of the loop gain, \AB\, must be
greater than 1 for the oscillation to build up. The amplifier's gain, A, will
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Amplifier
output '

Time

(a) (b)

Fig. 6.9. Characteristics of an amplifier that is limiting.

be dependent on the tolerances of its components, the power supply
voltage, the temperature, and any changes in the load connected to the
output of the oscillator. So A will be liable to vary unless defined by
feedback.

When \AB\ is much greater than 1, the signal amplitudes in the oscillator
increase until there is 'limiting' at the amplifier output. Limiting effec-
tively makes the amplifier gain lower when the signal amplitude is large
and is shown in fig. 6.9(a). Here vr,/r,, the gain, is clearly less when the
signals are large. For small amplitudes, v0 varies almost linearly with v, but
for large values of vh the amplifier tends to saturate and the relation is non-
linear. The output waveform is distorted as shown in fig. 6.9(b) and the
circuit is not very satisfactory as a sinusoidal waveform source.

Feedback circuits can be used to reduce the gain of the amplifier when
a defined signal output amplitude is reached. If this is less than the limiting
level, then the amplifier input to output relation remains linear and so
distortion does not take place.

Consider the amplifier shown in fig. 6A0(a) which has forward gain A
and a feedback path so that B2 x (output voltage) appears at the inverting
input. This is an ordinary amplifier whose overall gain, K, between the
other (non-inverting) input and output is Al(\+AB2) ~ \jB2 if AB2 is
large. If B2 can be made to have a non-linear relation with output voltage
v2, then the desirable gain-output characteristic of fig. 6.10(6) is obtained.
We already know that the conditions to make the system shown in
fig. 6.10(c) into an oscillator are that KBX = loop gain = 1Z.O0. At a fre-
quency where the phase shift through the network Bx is zero, the only
remaining requirement is that the magnitude of the gain K is given by

\K\ = \l\Bl

Imagine now the oscillator being first switched on and consider the gain
characteristic shown in fig. 6.10(6). There is no oscillation at first but, say
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Overall gain,
K

Limiting
starts

Output v2
voltage

(a) (b) (c)

Fig. 6.10. Arrangement and characteristic of a variable gain amplifier and
its connection as an oscillator.

as a result of device noise, the output voltage will be represented as being
in the region A of the graph. This represents a high gain K and if this is
greater than \/Bl9 the oscillation will start to build up.

This means that the output voltage, v2, rises to the region B where the
intercept P on the graph gives a lower gain C. If this is equal to \/Bl9 this
is the output condition at which the oscillator will settle. This output
voltage level should be well below the voltage at which limiting starts.

= A(vl-v2)

Fig. 6.11. A sine wave oscillator.

In fact feedback on the amplifier helps to improve its performance in
other ways also. The simple oscillator now to be described gives such a pure
sine wave that on fourteen specimens made for a laboratory experiment,
the worst in performance gave only 0.1 per cent of unwanted second and
third harmonic output voltage compared with the pure sine wave voltage.
As well as working at voltage levels less than the limiting level, the amplifier
linearity is very good due to the feedback. Also the output resistance is
very low due to the voltage feedback.

The circuit shown in fig. 6.11 is exactly that shown in outline in fig.
6.10(c) except that Bx and B2 are shown as circuit elements. The network
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Thermistor
resistance

Voltage (v3 — v2)

Fig. 6.12. Thermistor characteristic.

Bx is a Wien phase-shift network which was shown in §6.4.2 to have no
phase shift and a. voltage output to input ratio, Bx = } at some frequency
related to its component values. The gain A^that we require is three, corre-
sponding to the oscillation point P on fig. 6.10(6), the amplifier's gain
characteristics.

The next section will explore a few of the ways of getting a gain charac-
teristic of this sort.

6.6.1 Voltage sensitive amplifier using a thermistor

The overall gain of an amplifier, K, is defined closely by the components in
its negative feedback network, B2 which is made up of the impedances Zx

and Z2 as shown in fig. 6.11. Then

K =
\+AB2

— when
#2

AB2

(6.12)

since B2 = ZX\{ZX+Z2) if the effect of the source and load on the network
B2 can be ignored.

One possible way of making K decrease with output voltage is to make
the impedance Z2 decrease with voltage while keeping Zx constant (K and
Z2 appear in the numerator on each side of (6.12)). A suitable component
for Z2 is a thermistor whose characteristic is shown in fig. 6.12. The resist-
ance of a thermistor falls as its temperature rises, as a result of an increase
in the applied voltage. Special thermistors with very small beads of semi-
conductor material deposited between two fine wires in a sealed glass
envelope are available for these applications. With a few milliwatts of

203



Positive feedback and oscillators

applied power, their temperature can rise by at least ten times the normal
small changes of ambient temperature in which the circuit may operate.

Since a range of thermistors is available from the various makers, we
wish to know how to choose one to define a particular oscillator out-
put, v3.

The voltage, vT across the thermistor is given in terms of v3 from
fig. 6.11 as

vT = v3 —v2 = fv3 when Zx = Rx and Z2 = 2RV

From (6.12), this ratio of impedances defines the current gain K for the
Wien network.

Therefore the thermistor to choose will be one where f of the desired
oscillator output voltage will be developing between a \ and \ of the
maximum allowable dissipation into the thermistor. Then ambient tem-
perature changes will have only a small effect. Lastly Rt is chosen to be
half the calculated thermistor resistance (for the Wien oscillator).

The only consideration, not mentioned so far, in the choice of the
thermistor and the resistance R± is the load placed on the amplifier by these
components once oscillations start. The total load is Zx+Z2 = 3RV This
load should be of the order of a few kilohms with most integrated circuit
amplifiers to be quite sure of avoiding distortion due to overloading the
integrated circuit.

When the oscillator is first switched on, the thermistor is cold and has
a high resistance so the oscillation builds up rapidly. The rate of settling
depends on the thermistor's own time constant so an overshoot or 'bounce'
is usually noticed.

Lastly, when needed, a large output voltage can be developed in this
oscillator without increased distortion. This is because the amplifier linearity
is good as a result of the heavy negative feedback.

|6.6.2 Voltage sensitive amplifier using a bulb or
a field-effect transistor

Equation (6.12) relates the component values in the negative feedback
network to the value of B2 and hence to the gain of the amplifier. In the last
section, having Z2 variable was but one method of design. An alternative
is to make Z2 a constant resistor, R2 and have Zx as a component with
a positive coefficient of resistance with voltage. Such a device is a small
light bulb, or a positive temperature-coefficient resistor which has a charac-
teristic like that sketched in fig. 6.13. Although a bulb has the advantages
of cheapness and simplicity, it usually requires a considerable power input
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Fig. 6.13. Circuits with positive coefficients of resistance for stabilising an
oscillator output amplitude.

to heat it. Both devices are basically temperature sensitive so the oscillator
output amplitude will to some degree depend inversely upon the ambient
temperature.

An alternative circuit using a f.e.t. is shown in fig. 6.13(c). For small
values of drain-source voltage, r2, which are below the pinch-off shown
in the f.e.t. characteristic, fig. 2.7, the field-effect transistor behaves like
a resistor whose magnitude depends on the value of the bias applied to the
gate. It becomes, in effect, a voltage controlled resistor. With no applied
gate voltage, the channel is fully conducting and so is a low resistance path.
This low resistance, with R2 fixed, will allow only a little of the signal v3

to be fed back and so the amplifier gain which is the inverse of this fraction
will be high and oscillations will build up. When this happens, the oscillator
signal v3 is rectified by the diode D and developed as a steady negative
voltage across C. This is the correct polarity of bias to stop the transistor
channel conducting as much as with no signal and its resistance increases.
The variable resistor across C allows the circuit to be adjusted to give
various output amplitudes but these should not be so big as to swing the
f.e.t. (which receives Jv3) beyond pinch-off because the output waveform
will then become non-sinusoidal.

The examples described here have used integrated circuit differential
amplifiers. The same principles are used with amplifiers made of discrete
components. To obtain very low frequencies (say 0.001 Hz) and very high
frequencies (10 MHz and above), the reader will have to consult a more
advanced text, but the principles used will be identical to the ones
described here.
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\C

Fig. 6.14. Differential integrator.

t6.7 Oscillator using operational amplifiers as integrators
An interesting oscillator is provided by two integrators (see §4.7.3) in a
loop. Because the concept of stage gain and phase angle is not usually
developed for integrators, we consider first the circuit shown in fig. 6.14.
If the amplifier has a no-load gain of A and if the currents drawn by C and
any following circuits give negligible voltage drop across the output resist-
ance of the amplifier, we can write

v5 = ^(v4-v3).

If we consider the input resistance of the amplifier to be very high, then the
input currents from vx and v2 will flow on into the capacitors. Expressions
for these currents give, respectively,

h = (v i -v , ) /* = (v3-v5)jwC,

h = (va-v4)//t = v4jwC.

From these three equations, we can eliminate two unwanted voltages, v3

and v4, to write the output, v5, in terms of the inputs, vx and v2, as

v5

Now if A is large we can rewrite this as

(6.13)

toCR
Z.-9O0 (6.14)

Thus the circuit appears to have a gain magnitude of I/OJCR and a 90°
phase lag for the input v2 and a 90° phase lead for the input vx because — vx

appears in (6.14).
Now consider the circuit shown in fig. 6.15. The amplifier A1 with no

input to the inverting terminal has a phase lag of 90° while A2 has a phase
lead of 90° (from (6.14)) and so the phase-shift relation for an oscillator
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Oscillator using operational amplifiers as integrators

v5 L + 90°

Fig. 6.15. Sinusoidal oscillator with quadrature outputs.

loop is obeyed. The gain relation for the loop is that each stage has a gain
XjcoCR and so the gain round the loop is unity when

o) = 1/CR or frequency = iftnCRHz. (6.15)

One can analyse the circuit to show that slight mismatching of the com-
ponents will cause the oscillation amplitude either to rise slowly or to
decay slowly. In practice the resistor marked with an asterisk in fig. 6.15
is made slightly larger than the other resistors to help oscillations to build
up. The Zener diodes across the second integrator conduct when the
output amplitude is large and so limit it.

The feature of this oscillator is that although it uses two integrated
circuit amplifiers, it gives useful outputs from the two amplifiers. If the
output v5 from Ax is considered as a sine wave, then the output from A2,
which leads it by 90°, is a cosine wave.

6.8 Worked example
A two-stage f.e.t. oscillator uses the phase-shifting network shown in fig. 6.16.
If the input resistance of the amplifier is very high, prove that

vi/vi = 1/{3+J(<ORC-\/G)RC)1

Show that the frequency of oscillation is / = l/2nRC and that the gain of the
amplifier, A must exceed 3.

If the amplifier has an input resistance = 1 MQ and output resistance = 10 kft,
and the capacitors of the network are 0.01 fiF, what resistors are wanted for an
oscillation frequency of 160 Hz?

Solution. A relation for vx and v2 at the input and output of the phase-
shift network is derived first. The effect of the amplifier on the network will
be considered afterwards. For the circulating currents shown, Kirchhoff's
voltage law gives: Vi = / ^ + ( / x - / 2 ) . l/j^C, (6.16)

\\ = ixR + i2(R +1 j)o)C\ (6.17)

v2 = i2R. (6.18)
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Fig. 6.16. Oscillator circuit for the worked example.

Subtracting (6.17) from (6.16) gives

Hence (6.17) can be written as

Q.E.D.

For a normal amplifier with 0° or 180° phase shift, the feedback network
must also have 0° or 180° phase shift for oscillation to be possible. This
requires the imaginary part to be 0 in the equation relating \\ and v2, so

(OCR-I/OJCR = 0,

1
i.e. In 2nRC

With no imaginary part in the equation that was proved, the relation for
v, and r2 becomes, , «

So the required amplifier must have a voltage gain A ^ 3 for the loop
gain ^ 1ZO°.

If we are to make the oscillator work at 160 Hz with capacitors,
C = 10-8 F,

therefore

/ = 160 = 1/2/r/MO-8,

R « 10512.

Now the amplifier output resistance is 10 kU, and this is in series with
the left-hand resistor in fig. 6.16. The total resistance is to be 100 k!2, so
the component needed for the circuit resistor is 90 kli.

Also the amplifier input resistance is 1 Mil and this shunts the right-hand
resistor in fig. 6.16. If the total resistance is to be 100 kii, the component
needed is about 110 kil.
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6.9 Summary

Inadvertant 'positive feedback' that gives rise to unwanted oscillations
can be disastrous to equipment performance and troublesome to cure.
However when deliberately used, and carefully controlled, it can give sine
and square wave generators of great stability.

For ease of design, it is better to separate the parts of the circuit that
control the two basic conditions for oscillation; namely that the phase shift
round the loop is zero and the magnitude of the loop gain is ^ 1. By
making a phase-shift network with a high rate of change of phase with
frequency, the small, unwanted but variable phase shifts in the amplifier
can be made to have little effect. The actual phase shift round the loop then
largely depends on a few components in the network which can be selected
for their high stability.

The gain of the amplifier must offset the attenuation in the phase-shift
circuit so that the loop gain is greater than 1 to start oscillation. The loop
gain should then fall to 1 at some output amplitude below the limiting
level of the amplifier output. This gives a relatively undistorted sinusoidal
output. Some ways of achieving this 'automatic gain control' have been
described.

Throughout the chapter, the general principles of feedback have been
described and no attempt has been made to catalogue the variety of circuit
designs that can be constructed. Integrated circuits can be used to make
amplifiers with great success and this is given prominence in the chapter.

6.10 Problems

1. Fig. 6.17 shows the schematic circuit for a phase-shift oscillator. The voltage
amplifier, A, may be assumed to have a very high resistive input impedance, the
effect of which on the rest of the circuit is negligible. The amplifier introduces no
phase shift.

Obtain an expression for the frequency at which stable oscillation may occur
and show that the overall voltage gain of the amplifier must be at least 3 for this
to be so.

Fig. 6.17. Circuit for problem 1.
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Determine the frequency of oscillation when R = 10 kO and C = 0.005 /iF.
Explain why this type of oscillator is mostly used for producing oscillations at

audio frequencies whilst an oscillator incorporating a tuned resonant circuit is
more suitable for radio frequencies.

(Cambridge University: Second year)
Thermistor * RT

(a)

1.0 2.0 3.0

Thermistor voltage RMS

(b)

vT

Fig. 6.18. Circuit for problem 2.

2. An oscillator arrangement using an integrated differential amplifier is shown
in fig. 6.18(a). The characteristic of the thermistor in the circuit is sketched in
fig. 6.18(/>).

Suggest values for Ru R2 and C for a 10 Hz sine wave oscillator of 3 V RMS
amplitude output. What assumptions are made to solve the problem with the
given data?

Fig. 6.19. Circuit for problem 3.

3. Fig. 6.19 shows a Colpitt's oscillator using a junction field-effect transistor as
the active device. The f.e.t. has a mutual conductance equal to 5 mA/V and an
output impedance equal to 100 kil The oscillator is to operate at 10/277 MHz.
What are the two conditions which must be observed to achieve oscillation at
this frequency? Calculate values for Cx and C2 which will just cause the circuit
to oscillate at the required frequency.

(Birmingham University: Third year)
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4. Explain the importance of the Nyquist criterion of stability in the study of
feedback amplifiers and show how the stability of such an amplifier may be
predicted from a knowledge of its open-loop amplitude-frequency and phase-
frequency responses.

An R-C oscillator consists of a phase-reversing amplifier of gain m and a
phase-shifting network, connected as a closed loop. The transfer function for the
network is <+>(')<*>) where:

Find the minimum value for m for which the system oscillates and the frequency
of oscillation.

(Newcastle University: Third year)
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Quiz 3 (chapters 5 and 6)

Underline the correct statements.

1. The effect of negative feedback on an amplifier is to (a) increase gain,
(b) decrease gain, (c) make the amplifier oscillate, (d) improve stability.

2. A feedback amplifier with A = 1000 and B = 0.20 will have an overall gain
of about (a) 20, (b) 200, (c) 50, (d) 5, (e) -5.

3. The amplifier of question 2 is a voltage amplifier and has 1 V of unwanted
hum at its output before voltage feedback is applied. After feedback the hum is
(a) 1 V, (b) 0.2 V, (c) 5 mV, (d) 1 mV.

4. The amplifier of question 3 has an input resistance of 1 kft before voltage
feedback is applied. After feedback the input resistance is (a) 200 kft, (b) 5 ft,
(c) 1 Mft, (d) 5 kft.

Mix I—>**.
-H/^N h . : > ^ Sample

• ' 3

Mix

O 'V9
I ,

J * * ^ ^ ^ Sample

Fig. 1

5. The amplifier of question 2 is a current amplifier and has an output resistance
of 100 ft before current feedback is applied. After feedback its output resistance
is (a) 0.5 ft, (b) 20 kft, (c) 500 ft, (d) 20 ft.

6. Given /, in fig. 1, i\ is (a) 26/2, (b) 101/2, (c) 24/2, (d) 99/2, (e) 6/2.

7. The overall current gain, iz/i\, of the circuit in fig. 1 is (a) just above 2,
(b) 25, (c) just below 2.

8. Instability in the negative feedback amplifier of fig. 1 can be caused by
(a) large phase-shifts at high frequency, (b) large phase shifts at low frequency,
(c) loop gain tending to zero, {d) loop gain, AB, tending to - 1 .

9. The condition for continuous oscillation for the loop shown in fig. 2 is
(a) AB > 1/180°, (b) AB = 2/.0°, (c) AB 7* 0.9/0°, (d) AB > 1/360°.
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Fig. 2

10. An oscillator is made of an amplifier of zero phase shift and adjustable
gain A arid a network B where B = 1/(5 + o)) + j(4 - w2). The oscillation frequency
is given by (a) co = 5, (b) to = 4, (c) w = 2.

11. The circuit of question 10 will oscillate when A is (a) 5, (b) 7, (c) 1/7, (</) 3,
W9,(/)-7.

12. To make an oscillator with a stable output frequency, the desirable features
are (a) high loop gain, (b) phase-shift network of low input and output resist-
ances, (c) amplifier working well within its half power frequencies, (d) a phase-
shift network with a high rate of change of gain as frequency is varied, (e) a
phase-shift network with a high rate of change of phase as frequency is varied.

13. To make an oscillator with a stable output amplitude, the desirable features
are (a) a very stable phase-shift network, (b) an amplifier with a high rate of
change of gain with output voltage amplitude, (c) an amplifier working well
within its half power frequencies.
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Digital fundamentals

7.1 Introduction

In chapters 2, 3 and 4, the capabilities of devices and integrated circuits
have been explored for inputs which are continuous functions of time
and where a linear output/input or 'gain' relation is usually sought.

Digital signals, where only two levels are considered, HIGH or LOW, have
the features introduced in § 1.10 and can be realised with gates. At the
expense of some added complexity in circuitry, a system, such as a volt-
meter or communication channel, and many other such pieces of equip-
ment, can be built with a great capability for accuracy or for noise rejection
compared to analogue methods. The basic circuit of a gate is both simple
and cheap. From a description that, for some readers, should relate to
school experiences with multivibrators, simple clocks or Venn diagrams,
the methods of analysing and designing simple digital circuits are developed
in this chapter.

7.2 Transistor as a switch - the simple inverter
The digital mode of operating a transistor is simpler than the analogue one
described in earlier chapters. Figs. 7.1 (a) and 7.1(6) show a MOS and a
bipolar transistor circuit respectively in which a change of input voltage
controls the current put into the load, which may be a lamp, a bell, or a
relay coil which needs to be energised. It is an important step to realise
that, in digital circuits, the state between on and off is considered to occur
only briefly between the normal conditions of fully ON or OFF. Thus a lamp
glowing dimly or a relay which is just hovering on its energising condition
is clearly avoided by a designer.

Consider the device output characteristics which are shown in fig. 7.1 (c).
Here the output voltage is plotted against current and in chapter 2 the idea
of a load line across this characteristic, to define the possible current and
voltage states which could occur simultaneously, was used many times.
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Transistor as a switch

Input Steps
HIGH

+ Supply

(c)

Fig. 7.1. Inverter circuits: (a) MOS, (b) bipolar, (c) typical device characteristic.

The position where the load line and the device characteristics intersect
defines the circuit operating point. Thus with the input LOW, the intersection
is at (a) in fig. 7.1 (c) which corresponds to the device output voltage, VDS,
being HIGH and close to the supply Vs\ thus a HIGH output is given by a
LOW input.

Consider next the input voltage being HIGH which defines the device
output voltage against current relation being, say, X on fig. 7.1(c). This
intersects the load line at (b), which has a LOW value of output voltage
VDS: thus a LOW output is given by a HIGH input.

Inverter

A

0
1

Q_

1

0

Fig. 7.2. The inverter: (a) symbol, (b) truth table, (c) typical package.

The circuit satisfies the two conditions needed for an inverter whose sym-
bol is shown in fig. 7.2(a): the circle on the output line denotes inversion.
The Boolean convention for NOT is a bar over the symbol so, for the
signals shown, we write Q = 'NOT A9 = X. The inverter's truth table is
in fig. 7.2(6): here LOW is shortened to 0 and HIGH to 1; the latter is taken
to mean somewhere close to the supply voltage of the circuit. In § 7.10,
the actual circuit details will be described.

For most logic applications, the inverter is bought in a 14-pin package
of six identical gates, whose outline is in fig. 7.2 (c). The cost is about that
of a small ice-cream cone (it may interest readers in the future to do this
comparison again). For some purposes where isolation is needed, say to
control the current drawn by a load from an AC source, the circuit of
fig. 7.1(6) is used. The circuit clearly has similarities to fig. 7.1 (a) but the
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resistor R is replaced by the relay coil. With the input taken HIGH, a small
base current IB will control a much higher collector current Ic and the
relay will operate: the circuit is called a 'driver' or 'buffer'.

Mention should be made of the importance of the diode across the relay
coil. It prevents a voltage spike being developed at the transistor collector
each time the transistor is turned off. This may give an avalanche break-
down in the transistor, and uncertain device life. Some relays are now made
with the diode included but then care has to be taken to get the polarity
of the leads correct.

7.3 Simple gates - NAND, AND, NOR, OR, Exclusive-OR
and NOR

It may help some readers to see the idealised circuit of a simple logic gate
to show how little more complex it is than the inverter. A little con-
sideration will show that in fig. 7.3 (a) it is only when both the inputs A
AND B are HIGH, that the output is changed as the two transistors are in
series. The circuit can then draw current from the supply or discharge a
capacitor Co at the output so defining a LOW output. This situation is
shown in the bottom line of the truth table fig. 7.3 (ft). With either input
A LOW, B LOW or both LOW, there can be no complete path through the
transistors, and so the output voltage (or any load Co) will be charged up
to the supply voltage and will be HIGH - a situation shown in the top
three lines of the truth table. If the truth table output is inverted only one
combination of inputs gives a HIGH output and we have the AND operation;
namely, A AND B HIGH gives output HIGH. SO an 'invert+and' or NAND

gate was first described and its symbol is shown in fig. 7.3 (c): the small
circle on the output denotes the invert process and is similar to that in
fig. 7.2(a).

The Boolean symbol for AND is a dot (•) (in some schools and mathe-
matical texts, n or A is used); sometimes the dot is omitted. Using also the
NOT or bar symbol, we can write for the NAND gate with inputs A9B,C9 etc.

Output = (A AND B AND ...) inverted = ABC...

or sometimes written ABC ...

The symbol for an AND gate is shown in fig. 7.3 (d); packages with two,
three, four or eight inputs can be purchased.

The schematic circuits shown in figs. 7.1 and 7.3 have other components
added to make their outputs follow any input change with little delay even
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A

0
0
1
1

B

0
1
0
1

Q
l
l
l
0

AB

0
0
0
1

'NAND1 AND

(b)

(c)

(d)

Fig. 7.3. (a) Simplified circuit of 2-input gate, (b) truth table of NAND and AND gates,
(c) NAND symbol, (d) AND symbol.

(a)

A

0
0
1
1

B

0
1
0
1

A+B

0
1
1

1

A+B

1
0

0
0 (c)

OR NOR

(b)

Fig. 7.4. (a) OR gate symbol, (b) truth table of OR and NOR gates, (c) NOR symbol.

if the output lines are loaded with a considerable capacitance. This delay
is called 'propagation delay'. The full circuits are described in §7.10.

The OR gate has an output which is HIGH if either one or the other or
both of its inputs are HIGH. The symbol for the gate is shown in fig. 7.4 (a),
its truth table is in fig. 7.4(6), and the Boolean symbol for OR is + (in some
texts U or V). So Q = ' A OR B' is written A+B. The truth table shows also
the output state for a NOR gate which is just an inversion of the OR state:
the symbol for this gate has the usual small circle added and is shown in
fig. 7.4(c)

The last of the simple gates is the Exclusive-OR whose output is HIGH if
either one or the other input is HIGH (but not both). It never has more than
two inputs. Its symbol is shown in fig. 7.5(a), the truth table is in fig. 7.5(b)9

the Boolean symbol for the function is © and the name Exclusive-OR is

(a)
(b)

AB

0 0
01
10
1 1

A®B

0
1
1
0

Fig. 7.5. The Exclusive-OR gate: (a) symbol, (b) truth table.
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sometimes shortened to XOR. The reader is left to apply a similar arrange-
ment to that in the paragraph above to think of the symbol for an Exclusive-
NOR gate, and what its truth table is. Its name is shortened to XNOR some-
times, and it is also called a parity gate. It gives an output when its two
inputs are the same.

7.4 Number systems - binary, hexadecimal and BCD

Engineering quantities such as 313 kg, 473 m/s, 440 V are assumed to be
in decimal notation. In a computer or digital instrument, we need to
represent these by HIGH or LOW states only, which is a 2-level or binary
notation. The method to convert binary to decimal, the system in which
most people think, is usually covered in school courses so only a very brief
treatment is appropriate here.

The binary number, for instance 110012, is assessed as

The end furthest from the base 2 sign is taken to be most significant.
This is exactly the same as our understanding of twenty-five as

2 x l 0 1 + 5xl0°.

The converse or changing a decimal to a binary number is achieved by
dividing the number successively by two and seeing if there is a remainder.
Thus to convert 2510 to binary,

25-r-2 = 12 remainder 1
12 -s- 2 = 6 remainder 0
6^2 = 3 remainder 0
3^2 = 1 remainder 1
1 H-2 = 0 remainder 1

from which we read off the binary number as the remainder column,
starting from the bottom, as 110012.

The reason for using the hexadecimal or hex system (base 16) is to
shorten the binary representation. The numbers 0 to 1510 can be presented
as four bits so a long binary number can be made four times shorter in hex.
However, we want symbols going from 0 to 15; so, after numbers 0 to 9,
the letters A to Fare given to the values 10 to 15; this is shown in fig. 7.6.
With the proviso that the groups of four bits are started from the least
significant bit and, we have,

7O51O = 1011000001 = 10 1100 0001 = 2C116
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Decimal
0
1
2
3

9
10
11
12
13
14
15

Binary ]
0 0 0 0
0 0 0 1
00 1 0
00 1 1

1 0 0 1
10 10
10 11
1 1 00
110 1
1 1 1 0
1111

MS LS

Hexadecimal

0
1
2
3

9
A
B
C
D
E
F

1

MS = most significant

LS = least significant

Fig. 7.6. Comparison of binary and hexadecimal codes.

Conversion in the opposite direction is achieved as

2C116 = 2 x l 6 2 + 1 2 x l 6 1 + l x l 6 ° = 2x256+12x16+1 = 70510.

Wide use of hexadecimal numbers arises from the commonly available
8-bit, 16-bit and 32-bit computers; in each case, the number of bits are
divisible by four. An 8-bit code is used universally to represent the letters,
numbers and symbols on a typewriter keyboard using the American
Standard Code for Information Interchange (ASCII). So a group of eight
simple 1-bit memory elements will store a typewriter symbol, or perhaps
a simple microcomputer instruction, or a number (as part of a calculation)
in the range O-2551O.

Such a computer may have eight lines (or a bus) leading from the
processor chip to a memory chip or to an output socket. The state of these
eight lines was indicated by lights in the past but is now a hexadecimal
or decimal display. Thus if the lines were in the state 11000001, the display
would probably be on two 7-segment indicators as Cl (or in decimal as
12x16+1 = 193).

Many digital instruments such as timers and voltmeters use the binary
coded decimal or BCD representation as the display in such instruments
is needed in decimal form. So a 4-bit group is made to represent each
displayed decimal digit from 0000 for a zero to 1001 for a nine. To repre-
sent 13910, 12 bits are wanted as

1391O = 000100111001 (BCD).

The code is wasteful as many states are not used but decimal displays have
important applications. Devices with 4 input lines named 'BCD decoder,
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latch and display' come in the form of chips with a transparent top which
lights up with a different decimal digit for each 4-bit code of high and low
levels on its input wires.

The way of treating whole numbers (integers) as opposed to decimals
(floating point numbers) and the way of achieving economy of computing
with positive and negative quantities is left to microcomputer texts.

7.5 Definitions of combinational and sequential logic
In digital circuits, such as comparators, two 8-bit numbers may be taken
to generate an output only when they are the same. Such circuits and
others such as adders, multipliers, can all be built from the basic NAND
and NOR gates: they are called combinational logic circuits because the
output is defined by the inputs at any one instant and not by any memory
of what these levels have been. These circuits can all be analysed and
designed using the algebra proposed by George Boole, an Irishman, as
long ago as 1854.

A separate requirement in electronics is to have a circuit whose next
output depends on memory of the past 'sequence' of inputs and outputs.
An example is a circuit which could sum up the number of l's in a sequence
or would generate the outputs in the right order needed for a street crossing
traffic light. Thus the moment after all four red lights are operated, the
circuit would have to remember which roads last had the green lights and
give other roads the 'go' next. The basic element in all sequential logic is
to have a simple memory element. We see in § 7.9 how the element can be
made by feedback across two simple inverting gates, known to many as
'flip-flops'.

However, we will start with gates and combination logic since gates are
basic to all digital circuits.

7.6 Combinational logic identities - Boolean algebra
In § 7.3, we have already met a number of simple gates and have seen that
an AND gate with inputs A, B, C would have its output written as A*B- C
(or ABC) and an OR gate with similar inputs would have its output written
as A+B+C. Fig. 7.7 shows a table of logic identities which are in two
columns broadly showing the relations for variables combined using AND
on the left and using OR on the right. Many of these are obvious from our
knowledge of other algebras. However, Boolean algebra is one which
relates variables which can only be in one of two states, e.g. HIGH or LOW
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Associative
Distributive

Repeated (
terms (

De Morgan

\(a)
2(a)
3(fl)

4(fl)
5(a)
6(a)

7(fl)

8(a)

9(a)

AND

ABC = (AB}C =
AB = BA
AA=A
A 1 =A
A 0 = 0
AA=0

A(B + O = AB+,

A(A+B) = AB

AB. . . =A+B +

A (BO

4(b)
5(b)

AC l(b)

. . • 9(b)

(A
A

OR

+ B) + C = A + (B + C)
+ £ = #+/4

A + A= A
A
A
A

A
A

A

Fig. 7.7. Logic identities.

+ 1 = 1
+ 0 = 4̂

+ J= 1
+ BC=(A+B)(A+Q
+AB=A+B

+ B + ...=AB.

ON or OFF, OPEN or CLOSED, HOT or COLD, FAST or SLOW. For some of these
examples there is clearly no third state, but it is assumed for all the signals
being dealt with in combinational logic that there are only two states.
With one family of gates, any voltage level from about 2 V up to the 5 V
supply to the circuits is taken as being HIGH or 1, while any voltage between
zero and 0.8 V is taken as being LOW or 0. From this assumption comes
one of the great benefits of digital circuits. Noise or spurious signals picked
up on the input wiring will not cause faulty operation provided this noise
is below the levels at which the circuit switches from one of its states to the
other.

(a) AND = series (b) OR = parallel

Fig. 7.8. Switch arrangement to simplify A -A and A+A.

The identities or laws of Boolean algebra are in groups - the first two
lines show the associative and distributive laws. The next group of four
lines in fig. 7.7 shows that a variable simplifies if it is in some function
interacting with itself, or with 1 (HIGH) or with 0 (LOW), or with its comple-
ment. Some people find these laws as obvious as the first two; but those
who do not may find that making a quick sketch of a switch arrangement
that is identical to the Boolean statement may help. Fig. 7.8 shows how
Law 6, A A = 0 and A+A = 1 can be checked. Fig. 7.8 (a) shows how
the AND arrangement is made; here the switches are in series so only when
both the first and the second switch are closed is the output joined to the
input. As the switches corresponding to A and A are always defined as
being in opposite states, one or the other switch is open giving no output
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A
0
0
1
1

B
0
1
0
1
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AB
0
0
0
1

AS
1
1
1
0

LHS

A
1
1
0
0

B
1
0
1
0

(A + B)
1
1
1
0

RHS

Fig. 7.9. Truth table illustrating De Morgan's law, A -B = A + B.

so A-A = 0. The reader is left to check the equivalent OR relation shown
in fig. 7.8(6). (OR is sketched using switches in parallel.) It is more important
to remember that Boolean statements which look like those in this group
can be simplified, and to be able to do this quickly, than it is to memorise
all the laws.

Laws 7 and 8 relate to repeated terms in a Boolean statement. Law 7 (a)
may be obvious using the 'multiplying out' analogy in ordinary algebra
but 7(6) is far from obvious. A switch arrangement is one way of checking
its truth. Alternatively the perceptive reader may have noted that all the
laws in the left-hand column are the duals of those in the right column.
That is, an AND replaces an OR, and OR replaces an AND, a 0 replaces a 1
and a 1 replaces a 0. (Laws 4 and 5 may not appear to be duals but 4 (a)
is the dual of 5(6) and 5 (a) of 4(6). Note that 7(6) can be remembered as
the dual of 7 (a) since the dual of A AND (B OR C) is A OR (B AND C).)

The reader is left to check the correctness of Law 8 (a) by using Law 7 (a)
(multiplying out) and then using Laws 6 (a) and 5(6). While it appears
possible that A • (A+B) will simplify - a term repeated with its complement
- it may not be nearly so clear how A+A • B in Law 8(6) would simplify.
Remember the idea of duals, or try a switch arrangement or even a Venn
diagram to check any doubts.

Lastly, line 9 of fig. 7.7 is called De Morgan's Law. In practice, it gives
a way of changing any AND term in a Boolean expression to OR (as in 9 (a))
or vice versa. Law 9(a) can be written: 'the complement of two variables
which are ANDed is equal to the complement of the first variable OR the
complement of the second variable.' Law 9(6) is its dual. Many people may
find it helpful to remember De Morgan's law in this verbal form.

It is useful to check Law 9 (a) using a truth table as an alternative to a
switch arrangement. This is shown in fig. 7.9. The possible states that the
variables A and B take are listed on the left and the two terms A7B and
A+B are built up and are seen to be identical (with practice one would
write many fewer lines in the table). The reader who has not met this
before is recommended to look back at figs. 7.3(6) and fig. 7.4(6) where
the basic AND and OR tables were introduced.
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Exclusive-OR
OR A® B

(a) (b)

Fig. 7.10. Circuit to be simplified: (a) containing a mixture of gates,
(b) with NAND gates only.

Lastly let us return to the reason why we use De Morgan's law. Consider
the arrangement of gates shown in fig. 7.10 (a). The signals on the left are
inputs and by inspection, going from left to right, those on the other lines
can be seen to be as marked. So the whole arrangement performs the
Exclusive-OR operation and gives an output when the inputs are different!

In practice only one type of gate may be available in a single chip package
which might contain four gates of the 2-input type. One cannot buy a
single package of assorted inverters and OR and AND gates; and to arrange
a circuit compactly that uses just a few gates out of several packages makes
the layout complex if the remaining gates are to be used in other circuits.

Now there are two solutions to the problem of using the available
package to construct the circuit. One is to use AND gates with what is
called an 'open collector output'. This is like having a simple transistor
switch with no load resistor between the collector and the 4- supply. By
joining together the collector (output) of each gate together and adding a
single resistor to the + supply, the OR function is achieved at very little
cost. The second solution is to use De Morgan's law; thus Law 9(b)
removes the OR function and gives

(AB) + (BA) = (A-B)-(B-A)

where (AB) is treated as one term and (BA) as another. Taking the
complement of both sides gives

AB+B A = (A-B)-(B-A) = X- Y.

The left-hand side is the required Exclusive-OR expression and the right-
hand side, which is equivalent, might at first appear complex until it is
realised that it is the NAND function of two terms A" and Y and each of these
is the NAND of the inputs. So an equivalent circuit is shown in fig. 7.10(6).
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7.7 Karnaugh maps for logic simplification
In the engineering problem of making the simplest and cheapest arrange-
ment of logic circuits to do a given job, Boolean laws are usually aided by
the Karnaugh map method, whose features are that:

(a) it is comparatively easy to remember (for those not doing logic
design too often, this is a great benefit),

(b) designs are simplified by eye,
(c) circuits which are free from generating spurious short pulses can be

made (called hazard-free design and explained in § 7.8),
(d) easy analysis is possible for circuits with up to 4-inputs; the analysis

of 5- or 6-input circuits is also possible but more difficult.

The Karnaugh map will be explained using a particular example;
namely:

A system to prevent a motor from overheating uses three fans A1, A2, A3.
If A \ and A2, or A3 fail, when the motor is running, the circuit is to give
an alarm signal L. Draw a map for the logic required and show that it can
be simplified if a 'don't care' state exists for fan A2 failing when A \ is
working as A \ will provide enough cooling on its own.

(a) Step 1. Define the inputs. Say that the logic available from transducers
on the fans have value 1 if the associated fan is running and 0 if it is not.
Also a transducer is attached to the motor to give an output B = 1 if the
motor is running. Then the output L, to given an alarm, will be written as

L = (Al-A2 + A3)-B

= A1-A2B+A3B, by algebra.

Note that one needs to read the logic statement very carefully.
(b) Step 2. Draw a 4-input map. The Karnaugh map is drawn with the

possible input combinations around it as in fig. 7.11. Note that they are
not in the order of the binary count but in the 00,01,11,10 sequence where
only 1 bit changes at a time. The sixteen squares inside the map (rather
like the sixteen lines of a truth table for four variables) correspond to each
of the different combinations of the inputs; for instance, A\*A2'A3*B
which is a 4-variable combination is mapped to one square at the bottom
right corner of fig. 7.11. This is because the first two terms, AI-A2, map to
the right-hand column of the figure and the last two terms, A3- B, map to
the bottom row of the figure: where these two intersect is the square
mapped by AI-A2 AND A3*B which is what we want. Next consider
a 3-variable term that we want to map AIA2B. The AX-A2 inputs
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Fig. 7.11. Karnaugh map.

are shown at the top of the left-hand column (both inverted or low). It
doesn't matter what A3, the first variable on the left is, but B = 1 maps
the expression into the middle two squares as shown in fig. 7.11. So a
3-variable combination maps to two squares.

By similar reasoning A3 • B maps into the area shown and it is seen that
a 2-variable combination maps to four squares (i.e., it does not matter what
A\ or A2 are). Lastly a 1-variable term would map to eight squares; e.g.
A\ = 1 would map just into the right-hand half of the map.

By convention the squares mapped are marked 1 or shaded and those
unmapped are marked 0 or left clear.

(c) Step 3. Simplify by identifying 'blocks9 mapped. If several of the
terms mapped add up to form a large block, say four or eight squares
together in a rectangle, then applying the converse of the method of
mapping they simplify into a 2- or 1-variable term respectively. So the
larger the block identified, the simpler the gate that is needed to combine
the fewer variables to give the logic.

L =A\-A2 B
+ A3B

(a) (b)

Fig. 7.12. Other map conventions.

Fig. 7.12 (a) shows the area mapped for the required function L; note
the alternative way of showing the variables round the edge of the map
which is liked by many designers and the authors. Note that A3 is shown
to the left of the map so that any term containing A3 maps to the bottom
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A2 A2 A2 A2 A2

A3

I i §
D

D

D
A3

i •
-A2B

(a) A\ (b) A\

Fig. 7.13. Map showing (a) don't care states, (b) simplification of A2- B.

half of the map and any term containing A3 maps to the top half. By also
noting that B maps tojhe middle two rows (it is shown on the other side
of the map), so that B is at the top and bottom of the map, the input
definition is the same as in fig. 7.11 but it is much quicker to write. A\ and
A2 are shown at the top and bottom of the map.

In fig. 7.12(6), Lhas been mapped. If it had been less than half the area,
or some simple shape, or containing some term that is already required
for another logic purpose, then it might be advantageous to construct a
circuit to give L and follow it by an inverter. To map to areas that' add up',
then the terms are 'orred' together: the reader may care to check that
Z = B+A3 • A2 + A1 • A3. It does not matter that some squares are mapped
more than once.

(d) Step 4. Further considerations. Two squares which are touching but
on a diagonal are mapped by an Exclusive-OR gate. The reader is left to
check this. Finally, the constraints of how many gates come in each package
also feature in a designer's choice - thus a design needing a single inverter
and having a spare 2-input NAND or NOR gate in a package can be made by
joining the gates' two inputs together when either works as an inverter
(other connections are also possible).

Now let us finish the example which was set at the start of this section:
it is asked 'if A2 failing while A\ works is a "don't care" state, can the
logic be simplified ?' Fig. 7.13(a) shows the original map and A2-AI, which
is equivalent to the new condition, maps to the right-hand column as
shown by the squares marked D. These squares can be included or can be
left out of the conditions recognised, just as we wish. With a little practice,
a designer will recognise a new 4-square block being formed because the
two outside columns are recognised by A2 and the centre two rows are
recognised by B. So Al- B is shown separately in fig. 7.13(6) in the shaded
squares. It can be considered that the map could be rolled round so that
the edges touch - all adjacent squares in the map just differ by a single
variable and X- 7 + X- Y = X is the equation that supports the statement
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that two neighbouring squares give a shorter logic expression than either
on its own. (The reader is left to consider how B • A1 and B • A2 appear - the
latter maps to the four corner squares which again become a 2-variable
logic expression!) So the new expression wanted for L is A2-B+A3-B.
Algebra and De Morgan can be used to simplify it if it is to be built with
the fewest NAND gates as

L = (A2 + A3)-B = (A2-A3)-B

which uses only NAND or AND functions.
An example is given at the end of the chapter which completes a design

by putting it into gate form.

t7.8 Hazards and their elimination (using the Karnaugh map)

A hazard is the production of a spurious short pulse at the output of a
logic circuit just as the inputs are changing. If the logic is followed by a
faster counter, then a wrong count will result as the short pulse will
register as an added event.

Consider the logic shown in fig. 7.14 (a) (ignoring the broken part of the
circuit) which yields an output X = AB+A-C mapping to the squares
shown shaded in fig. 7.14(6). Note the simpler map which is needed for
three variables. The terms map to areas touching but not intersecting with
each other; this is the condition which gives a hazard. To explain it,
consider the voltage levels A,B,C plotted against time in fig. 7.14(c). A and
C are both HIGH at the start so that the lower AND gate will give an output
which will be passed through the OR gate to give X HIGH. At a time tl9

A changes from HIGH to LOW. It will take a finite time, perhaps only a
fraction of a microsecond, for the inverter to change its output which is
shown as the period between tx and t2 on the figure. For this time, both the
AND gates will be getting one LOW input and so neither will give an output,
and the output as shown will fall briefly to LOW. After t2, the correct output
is again generated.

How is this hazard overcome? First it is noted that it only occurs when
both B and C are HIGH on the changeover of A. Thus B- C must be recog-
nised by another simple 2-input AND gate and be corrected as shown
'broken' in fig. 6.14(a). The term B- C now intersects the two areas which
were mapped before - this is the criterion to be used to make the logic
hazard free.

A designer does not always have to add such gates. It is only necessary
if the circuit output goes to fast acting memory or fast counting circuits.
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Fig. 7.14. Hazards: (a) circuit, (b) map, (c) voltage-time waveforms.

Most outputs such as alarms, warning lights, actuators, heaters would
not have the speed to respond to such a short event. So the expense of the
added gate may often be avoided.

7.9 Memory - two inverting gates with feedback
If two inverting gates are connected in sequence with a signal from the
output of the second gate being taken back as an input to the first, as
shown in fig. 7.15 (a), then the simple relations of Boolean algebra will
indicate conflicting conditions for the output. The circuit becomes a
memory. This is a fundamental step which develops a logic circuit into one
which can compute by remembering past events. Intercomparison of past
and present events is the basis of all decision making in computing.
Memory is also a necessary start to counting.

In the circuit of fig. 7.15(6) the two NAND gates again have feedback and
this is the way that memory or bistable circuits are usually constructed.
A bistable is a circuit which has two separate stable states which can be
maintained indefinitely in time. A monostable has only one such state and
an input makes it change to another state; after an interval, it relaxes to its
stable state again. An astable circuit also has two possible states but it is
continually interchanging states between one device which is on and
another which is off: it is often called a flip-flop. In fig. 7.15(6), the two
inputs are S and R and the outputs are Qx and Q2. All other lines are
marked with the signals expected. Using De Morgan's law the outputs are:
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"NAND
R+Ql

(a)

Fig. 7.15. Memory circuits: (a) basic two inverting gates with feedback,
(b) Set-reset bistable.

The equations show that the outputs are opposite to each other if S = R = 0.
If S = 1 then Qx becomes 1, even if it hasn't been before, from the first
equation. The second equation then defines Q2 as 0 and now S can revert
back to zero as Q = 1 in the upper equation is now maintained by the
second term, namely Q2, which is the memory action. (This can be con-
sidered in other ways also.) S is called the Set input as S HIGH sets Qx HIGH.

A similar analysis shows R HIGH makes Q2 HIGH followed by Qt LOW; SO R

is called the Reset input.
The S = R = 1 state gives a complication since it defines both outputs

to be high: when S = R = 0 again it is not defined whether Qx or Q2 stays
high. It depends on the speed of the two NAND gates (which is pure chance)
and the faster gate will revert to 0 while the slower one will stay high. This
is an input condition to be avoided (as illustrated in the circuits described
in § 8.2).

t7.10 Realisation of gates with MOS or bipolar devices -
3-state or open collector devices

CMOS (complementary MOS) and TTL (transistor-transistor logic, made
with bipolar devices) are the most popular logic families. Fig. 7.16 (a)
shows a CMOS AND gate and a brief consideration of its operation will help
the reader to understand its main performance features which are described
in the next section. All the transistors are enhancement mode devices and
fig. 7.16(6) shows a cross-section of the silicon integration. The gate has to
overlap the source and drain connections to give a low resistance channel
when the gate voltage exceeds about half the supply voltage: this unfortu-
nately gives appreciable input capacitance to the circuit which limits its
speed.

When both the inputs A and B are HIGH (or greater than half the supply
voltage), 7\ and T2 will both be able to conduct whereas the comple-
mentary devices T3 and TA will not conduct. Any charge existing at X is
promptly discharged so X is LOW; this makes TB conduct and T5 not
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Inverter

(a)
Fig. 7.16. (a) CMOS AND gate, (b) cross-section of metal gate CMOS inverter.

conduct so a HIGH output is given. Next consider either of the inputs A or
B to be LOW so that either Tz or T4 will conduct. As they are in parallel,
X will be charged to the supply potential (7\ and T2 are in series and one
of them is high resistance). X HIGH will define a LOW output. So the circuit
is an AND gate.

The devices in the circuit act as switches. The connection from the supply
to ground can be traced through an ON transistor in series with an OFF
transistor in all the modes mentioned. So no steady current is drawn by the
circuit in either of its usual states but there is a pulse of current during
each changeover. It charges up the point X or any output loads. So a CMOS
circuit runs with no supply power taken when static but the rate of charge
taken increases with the rate of switching up to a level close to that of TTL
circuits at the maximum switching rate of the circuit. This is why calcu-
lators with CMOS circuits are switched to a standby mode to save power if
no entry is made, say for 30 seconds.

The circuit of a simple TTL NAND gate is shown in fig. 7.17. The input
npn transistor Tx has a double emitter which achieves the AND function,
T2 inverts the signal and TZ9 T± form the output stage in which one or other
of the two transistors conducts. When Tz conducts, the output becomes
about 3.6 V (5 V less the voltage drop in two diodes). However, if no input
circuit is connected, no current flows in the inputs but a path from 5 V
through the 4 k base resistor takes the base-collector p-n junction into
conduction which is followed by the base-emitter junctions of both T2 and
r4. So r4 is turned on; T2 which is passing current through the 1.6k load
makes the base voltage of Tz low and the added diode in series with the
emitter of Tz keeps it off. So floating inputs are equivalent to both inputs
being HIGH; they define a LOW output.
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+5 V

~ = - = - TTL ~ =

Fig. 7.17. TTL NAND gate.

When both inputs are HIGH (at say 3.6 V or more), Tx with its n 'emitter'
regions more positive than its n-type 'collector' region acts in an inverted
mode (of low gain only as the lightly doped collector is not a good emitter).
Because of the appreciable base current through the 4 k resistor, current is
passed into T2 and TA bases as before so again the output is LOW.

Lastly when either one (or both) of the inputs is LOW, TX will act in a
normal mode - the emitter at ground and base current through 4 k makes
the device conduct as needed to discharge the base of T2 to a low potential
of 0.7 V or less. This is not enough to turn T2 on: the 1.6 k collector resistor
of T2 now only feeds base current to Tz to turn it ON and this makes the
output HIGH. This can be seen to be the NAND operation.

Logic circuits can be bought with a different output circuit called open-
collector or 3-state output. In § 7.6, it was mentioned that the OR function
could be achieved by having such gates which have essentially TTL circuits
as in fig. 7.17, but with Tz omitted; or CMOS circuits, as in fig. 7.16, but with
r6 omitted. Several gates can then be connected together and an added
resistor of the order of 1 k to the 4- supply will complete the 'wired-OR'
circuit.

The use of such circuits is fundamentally necessary in 'bus driving*.
(A bus is a group of wires which can be' written to' or' read from' by many
circuits connected to it and with only one device being 'enabled' to 'write
to' a line at any time and so to define its voltage.) The inexpensive, practical
way to do this is with a wired-OR circuit but it has the disadvantage of slow
speed as the finite resistor only charges up the line exponentially to high
after being low. This is slower than a conducting transistor. A TTL package
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Fig. 7.18. Open collector 3-state gates.

to do this would have the circuit of fig. 7.17, with Tz omitted, as mentioned,
and with an extra emitter connection on 7\ labelled 'enable'. With this
input held LOW, the other inputs are ignored and T2 and T4 are off; then
other gates could define the output level. With the enable input HIGH, the
gate would work normally. Open collector gates may have the usual gate
symbol with an asterisk or OC beside them as shown in fig. 7.18 (a).

The same effect can be achieved better by 3-state logic. The name is
misleading and what it means is that the output is HIGH, LOW, or floating
so it can be defined by other circuits connected to it. Such circuits have
both transistors in their output circuit so, when 'enabled', the output can
be defined HIGH or LOW at full speed. Fig. 7.18(fe) and (c) show their
symbols and a truth table. The reader interested in the circuit details
should look at more advanced texts.

7.11 Comparison of logic families
The advanced texts and journals have tables and graphs comparing the
features of all types of logic. With new types of circuit design and device
construction being introduced every year or two,, these go quickly out of
date.

TTL (transistor-transistor logic) or CMOS (complementary MOS) should
satisfy most users' needs except where the ultimate in speed is needed when
emitter-coupled logic (ECL) should be chosen. Many types of TTL circuits
are available and at present the best type for most applications is the low-
power Schottky variety specified by the letters LS appearing somewhere in
the code for the circuit, e.g. 74LS00 is a package containing four 2-input
NAND gates, and many makers use this code, CMOS gates are now available
in a 74C...series which are functionally similar to the TTL series and these,
and the 4000 series from RCA, the original makers of CMOS, are the main
circuit ranges.
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The features of TTL and CMOS may be summarised as follows: TTL
is the best choice where speed is important, CMOS imposes fewer restraints
on the power supply (3 V to 18 V at very low currents) and it has a good
noise rejection when a supply voltage of 10 to 18 V is chosen, the threshold
between HIGH and LOW can be at half the supply level.

In more detail, the differences between the two families of gates are:
Supply voltage. TTL requires + 5 V ± 5 per cent, CMOS operates with a

wide voltage range, of which + 5 V and +12 V are popular choices and the
currenttaken is much lower.

Inputs. A TTL input must be held LOW when typically 1 mA flows out of
the gate circuit into whatever input is connected to ground. This is satis-
factory when one TTL gate is wired to another since each output is good
at sinking current. The TTL logic threshold is equivalent to the voltage
acrdss two diodes (about 1.4 V) above ground, CMOS, in comparison, draws
no input current and has a threshold at about half the supply level. It is
normally bought with its pins pressed into conducting foil or conducting
foam as the circuit can be damaged by static charge picked up during
handling or from a defective soldering iron. Both TTL and CMOS should
have unused inputs connected either to high or to low to avoid spurious
signal pickup and not left floating.

Outputs. TTL output is a saturated transistor connected between supply
and ground in the LOW state where it can sink several tens of milliamps.
It is an emitter follower in the HIGH state with a level about two diode
voltage drops below the 5 V supply. There are problems in interfacing
TTL to CMOS circuits because of the low value of the HIGH level, CMOS
output is an ON MOSFET either connected to ground or to the supply in its
LOW and HIGH states respectively. This symmetry of operation helps in
noise rejection. Both TTL and CMOS outputs can drive at least ten inputs of
similar circuitry. This is termed a 'fan-out' often.

Speed and power. TTL is faster. The LS series of gates have a maximum
propagation delay of 15 ns, and have an average current consumption per
gate of 0.4 mA. The figures are 5 ns and 4 mA/gate respectively for the
faster S (Schottky) series, CMOS gates have a typical propagation time of
about 40 ns but have negligible quiescent power dissipation. However, the
power taken increases with increasing frequency of input and CMOS dissi-
pates nearly as much as TTL at its upper frequency limit.
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Fig. 7.19. Circuit for worked example 1.

7.12 Worked examples
7.12.1 Analysis of address decoder
A microprocessor uses eight address lines, Lo to L7 in a bus to define its memory
locations. Check that the logic circuit, shown in fig. 7.19, connected to the lines
will give an output X to detect the two addresses 1111 0000 and 1111 0001
(Lo first and L7 last).

Solution. By inspection of fig. 7.19, we can write down {LQL^L^L^ as
the signal out of the upper AND gate and (L4+L5+L6) as the signal out of
the NOR gate. Hence we can write

Output, X = (L0-L1-L2-L3)-(L4+L5+L6)
= Lo • Lx L2L3LlL^L^ (using De Morgan's Law)

Note that in the addresses we needed to detect, the condition of L7 did not
matter so the logic is suitable.

7.12.2 Synthesis of a month-length detector
A binary counter having four output lines Z>3, D2, Dx and Do (Do least significant)
is set up to count the months of the year with Dz to Do = 0001 for January, 0010
for February and so on. What logic using NAND gates and inverters could be
connected to the four counter lines to give an output S for short months of the
year of less than 31 days? The counter will be reset after 1100 for December to
0001 for January so higher counts and 0000 are 'don't-care' states (and can be
either included or excluded on a map in making simple blocks).

Solution. First we must list the input codes that must be recognised on
the four counter lines; these are shown in fig. 7.20(a). One by one the
short months are put into the map fig. 7.20(b). Thus 0010 for February is
in the top right corner and is marked 2 (the decimal for short), April is
marked 4, etc. Then 0000 and the other 'don't care' squares are marked D.
On the map, squares 9 and 11 with the two D squares above them yield
a simple block. Noting the labelling round the map which is for when each
state is high, this square is DZDO. Next the 2, 4, 6 squares and the top left
D square yield another simple block, and Dz- Do maps into the top half of
the map (Z>3) and into the outside columns (25O), and is the required term.
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Name

February

April

June

September

November

Don't care

Decimal

2
4
6
9

11

0
13
14

.15

Binary

0
0
0
1
1

0
1
1
1

0
1
1
0
0

0
1
1
1

1
0
1
0
1

0
0
1
1

Do

0
0
0
1
1

0
1
0
1

(a)

Fig. 7.20. Solution of worked example 2: (a) list of inputs, (b) map, (c) circuit.

Lastly, De Morgan's law gives the expression for S, the short months, as:

s = zv A>+Ar A> = (ZVA>)(ArAi) = A^etc.

This is made using NAND gates repeatedly as shown in fig. 7.20(c). Note that
only two lines from the counter are used. It may be of interest to note that
a single gate, known as a parity gate, would do exactly what is required to
yield S - it has two inputs and gives a HIGH output when both its inputs
are HIGH and when both inputs are LOW.

7.13 Summary

A digital signal can either be an output on a single wire from some logic
arrangement that detects a required set of conditions, or a group of wires
(a bus) can carry a set of signals, perhaps arranged in a binary code, to
represent an analogue signal. Expressions are written in Boolean algebra
to express logic statements, and the statements are simplified with the
algebra or with a map by designers of systems. An alternative approach is
to use particular large scale integrated circuits (LSI) (see next chapter) to
give economic solutions.

Two inverting gates with overall feedback give the very special property
of memory in electronics. The circuit is called a bistable circuit and its
various applications follow in the next chapter.

A designer of circuits has the choice of using CMOS or TTL or other
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families of gates. The main features of these are compared in the chapter
and capabilities of future types of circuits should be added by the reader
to continue the comparison.

7.14 Problems

1. (a) A logic circuit has four inputs A, B, C, D and one output X. The output is
to be at logical 1 if any three or all four inputs are at logical 1. For other conditions
the output is to be 0. Devise a logic circuit using simple AND and OR gates which
satisfies this requirement.

(b) What is the simplest way to satisfy the requirement if either NAND gates
only or NOR gates only are to be used ?

2. (a) The circuit in fig. 7.21 (a) does not make efficient use of logic gates. Write
a Boolean expression for Z and hence show how Z can be realised more simply.

(b) Fig. 7.21 (b) shows an arrangement of switches and a relay with two
contacts D. Write conditions for the output to be equal to the battery volts; hence
qualitatively explain how this circuit contains an element of memory.

Write a Boolean expression for the output and, by using De Morgan's law,
show how the logic can be made with NAND gates only. (In this arrangement you
should have feedback across two stages of inverting gates which gives memory.)

3. (a) Simplify the Boolean expression

Z=

How can Z be realised from inputs A, B, C (but not their complements) using
a single quadruple 2-input NAND gate?

(b) Using a Karnaugh map, write simple sum-of-products expressions for
F and F, where

F = AD + B'C+AB'C'D

and A'S-CD is a 'don't-care' state.

4. (a) Using a Karnaugh map, write simple sum-of-products expressions for
FandF.where F A

and A'B'C'D is a 'don't-care' state.
(b) Fig. 7.22 shows a circuit (the half-adder) for adding two binary digits

A and B. Express the sum S and carry C as functions of A and B. Using De
Morgan's law or otherwise show how this circuit can also be implemented in
NAND gates only. Draw a diagram of such an implementation.

Show how two circuits of this type can be combined with a 2-input OR gate to
form a full-adder circuit with inputs A, B and C (carry-in) and outputs S and Co
(carry-out).

(Cambridge University: Second year)
5. For the circuit shown in fig. 7.23, write a Boolean expression for the function
Fand minimise it using a Karnaugh map. What arrangement could be used to
realise Fusing NAND gates only?

What are the general advantages to be gained in making a logic circuit with
one type of gate only?

(Cambridge University: Third year)
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(a)

Fig. 7.21. Circuits for problem 2.

A O
B O

Fig. 7.22. Circuit for problem 4.

OC

Fig. 7.23. Circuit for problem 5.

6. (a) Construct truth tables for the following expressions

(1) X= A + B
(2) Y= A-B

Hence state the relationship between X and Y.
Using the basic laws of Boolean algebra show that

B(A+A) = B+A-A.

By plotting the left-hand side of this expression on a Karnaugh map, state and
demonstrate the principle of Karnaugh map reduction.
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(b) An output function Z is true for the binary-coded-decimal (BCD) numbers
2, 4, 5, 6, 8, 9, 10, 11, 13 or 15. Design the minimum circuit for the realisation
of Z using 3-input NOR gates only, (complemented inputs are available).

(c) Explain what is meant by a hazard in a combinational logic circuit and
determine the conditions under which a hazard exists in the expression:

Y = A ' B ' C + A ' C ' D + A B D

Suggest a modification to the expression to eliminate the hazard.
(Royal Naval Engineering College: Third year)

7. Each of four people, members of a television panel game, has an off-on switch
(A, B9 C, D) that is used to record their opinion of a certain pop record. It is
required that a Scoreboard shows a 'hit' when a majority is in favour by lighting
a lamp H9 and a 'miss' when against by lighting a lamp M. Provision must also
be made to indicate a 'tie' by lighting a lamp T.

Explain and prove the Boolean statement

H= AB(C+D) + CD(A + B).

Obtain a similar expression for M, and show how these statements can be changed
to use the NAND operation only. How many packages would be required to
realise H and M if only NAND gates are available and if each package can contain
either two 4-input or three 3-input or four 2-input gates ? Assume that the switches
are not wired to give signals /?, 5 , etc.

Explain how the tie condition can be obtained easily and show what NAND
gates are needed to light the lamp T.

(Cambridge University: Third year, part question).

8. Two functions,/i and/2, are described by the truth table shown below. Draw
a Karnaugh map for the two functions and show on a circuit diagram how the
functions may be implemented using the smallest number of NAND gates only.

What would be the minimum number of quadruple 2-input NAND gate packages
required to implement/! alone?

A
0
0
0
0
1
1
1
1

B
0
0
1
1
0
0
1
1

c
0
1
0
1
0
1
0
1

fx
0
0
1
1
1
1
0
0

h
1
0
1
1
1
1
0
1

(Cambridge University: Third year, part question)
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Digital circuits and applications

8.1. Introduction
A simple memory element, made of two inverting gates and also called a
bistable circuit, leads to applications such as switch debounce circuits and
counters are made of memory elements suitably connected. A counter,
apart from its clear application in counting events, data logging and
frequency metering, can lead to a powerful way of converting analogue
signals into a digital code. This is analogue to digital conversion (ADC)
and is a useful 'interface' in applying digital circuits to the wide field of
measurements.

The memory, or bistable circuit, suitably connected, also forms accumu-
lators and registers on which a computer does its arithmetic. In this chapter,
the principles are explained but, for details, the reader is referred to texts on
microcomputing or computer science. One important application of a
register is to convert a many-bit code into a voltage waveform suitable for
passing down a single pair of wires as a cheap form of communication:
this is called parallel to serial conversion. A register can also be used to
form random signals which can be useful test signals or can simulate noise.

All these applications build on the basic knowledge of gates, Boolean
algebra, and the basic memory element.

8.2 Bistable circuit (S-R type, latch, J-K, Af-S and
clocked types)

The bistable circuit described in § 7.9 was called a Set-Reset (S-R) bistable.
To understand its mode of operation and to see it in an elegant and useful
application as a 'latch', consider the circuit shown in fig. 8.1 (a). Starting
at the input where the switch is shown at the 'set' position, the voltage at
point A is 0 and it only goes HIGH when the switch is taken away from the
'Set' position: so the A line connected to the gate is marked S to denote
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.+Supply A

Set Q O Reset

(a) (b)

Fig. 8.1. Circuit and waveforms of bistable used for switch 'debouncing'.

this inversion that is taking place. Similarly the B line is HIGH when Reset
is not selected so it is marked R. Now algebra gives:

Qi = J^2

These are identical equations to those derived in § 7.9. In particular, if
Qi is LOW when the switch is put to Set, the equation for Qx makes it HIGH.

The equation for Q2 defines it as the inverse of Ql9 and the second term in
the equation for Ql9 namely Q^9 defines Qx to be HIGH even if S disappears.
This is exactly what happens in all but special switches. For perhaps a
millisecond, the contacts bounce after they first touch so the voltage
on line A, Fig. 8.1 (6), is first defined LOW as the switch moves to set but will
revert to HIGH several times before settling. The output Qx takes no notice
of those changes and is only reset LOW when the line B is taken LOW and
this again is 'debounced'. Note that the switch doesn't bounce back to its
alternative position but the contacts become open circuit and the resistors
connected to + 5 V then define the input as HIGH.

This memory capability is used in computer circuits in the 'latch', which
is just an S-R bistable as described here. It holds the output, which may be
data to be defined on a line, until the next piece of data is to be defined on
that line.

A useful variation of the S-R bistable or flip-flop is the clocked type.
The circuit is shown in fig. 8.2. Instead of having inverters on the input,

0
0
1
1

R

0
1
0
1

a.+i

Qn
0
1

Uncertain

(a) (b)

Fig. 8.2. S-R clocked flip-flop: (a) circuit, (b) truth table.
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J

0

0
1
1

K

0

1
0
1

Qn + 1

Qn
0
1

On

(a) (b)

Fig. 8.3. / - # flip-flop: (a) circuit, (b) truth table.

the S and R lines are only connected through to the output gates when the
clock input is HIGH. This condition is shown in the truth table where the
right-hand column for output is Qn+1 meaning after the clock pulse before
whose start the state was Qn at the output. Thus S = R = 0 is the state for
no output change, i.e. Qn+1 = Qn: S = 1 makes the output set to 1 after
the clock and so on. Note that S = R = 1 is a combination of inputs
which should be avoided. This is done in the following two types of flip-
flops which are generally more useful than the S-R type.

The ZMype flip-flop is similar to the S-R type of fig. 8.2(0) except that
it has only one input D connected to the S or set line. The R line is con-
nected to S through an inverter. When D = 1 the output is 1 after the
clock pulse: when D = 0 the output is 0 after the clock pulse. Hence the
name of the circuit is D or data flip-flop as it is used for transferring data
from input to output at each clock pulse.

The second improved type is the J-K flip-flop where the condition for
both inputs being HIGH is given a useful purpose. Consider the circuit shown
in fig. 8.3(a): the input gates now have a connection to the output of the
circuit. As before, the inputs, now called/and K, are only 'enabled' when
the clock line is high. If, however, both the inputs are HIGH, the cross-
connection to the output of the circuit means that the flip-flop will always
change state on receipt of a clock pulse - e.g. if Q has been 0, then Q = 1
will be connected to the upper input gate so, on the reception of a clock
pulse, this gate is * enabled' to set Q to 1. The circuit * see-saws' or * toggles \
The truth table in fig. 8.3 (b) shows the additional state.

This simple circuit has one major problem - it will only work properly
with very short clock input pulses to just toggle once when J = K = 1.
A race develops; if the clock input stays high for long, then the output
change (after 20 ns or so which is a typical gate delay) is fed back to the
input. The opposite input gate now receives all inputs HIGH and so changes
its output, and so on. There are three solutions to this problem:
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Output
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— 0
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— Next

Input
/ K

0 D
1 Z)
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D 0

(a)
state

(b) (c)

Fig. 8.4. (a) Master-slave (MS) J-K flip-flop, (b) characteristic (excitation) table,
(c) circuit symbol.

(a) to use very short clock pulses, but this is satisfactory only in theory,
since wiring capacitances delay these short pulses and timing errors result;

(b) to use an edge-triggered flip-flop (see fuller texts for details), but the
effect is similar to (c);

(c) to use a master-slave arrangement: the circuit shown in fig. 8.4(#)
looks complicated but it is usually available at little extra cost in the com-
mon ranges of integrated circuits.

The master-slave circuit works as follows:

(a) During the time that the clock input is HIGH, the J and K inputs set
up the first flip-flop. The second flip-flop, whose connection to the clock
is through an inverter, does not respond at this time. Note that the input
gates again have a 'steering' connection to the output of the whole circuit
to resolve the / = K = 1 condition.

(b) When the clock signal goes LOW again, no more changes can be read
into the left-hand flip-flop but the right-hand one now has a HIGH clock
and so it becomes a 'slave' and passes on the state of the input flip-flop.
This state will be maintained until the next time the clock makes a tran-
sition from HIGH to LOW, when again the state of the master (or left-hand)
flip-flop will be passed to the output.

Fig. 8.4(6) shows a variant of the truth table of fig. S.3(b) which is useful
in circuit design. In the left-hand column are listed the four ways that the
circuit can respond to a clock pulse, Qn being the state before and Qn+i
being the state after. Looking at the middle two lines first, a 0 to 1 tran-
sition is caused by / = 1 and it doesn't matter what Kis; 1 to 0 is caused
by K = 1: so the circuit works like a Set-Reset circuit with / = Set, etc.
The top line of the table shows that for the 0 to remain 0, we need not set
the circuit, i.e. / = 0 and AT is again 'don't-care'. Lastly for a 1 to remain 1,
we need not reset so K = 0. This table will be used often in the designs
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that follow and it is a most useful variant of the truth table. It is called
a transition or excitation table.

Lastly the symbol for the circuit most usually seen in makers' data books
is shown in fig. 8.4(c). A little circle, meaning inversion, is shown on both
the Clock (CK) and Reset (JR) inputs. Thus the circuit changes its output
as the clock goes LOW and the small triangle is a convention for an edge-
trigger. The circuit is reset by making R = 0; this does not mean that a
user can leave it unconnected. It has to be joined to the + supply if the
Reset is never used, or connected to 0 V when the output will be reset to
LOW regardless of the presence of a clock pulse. With many applications,
it is desirable that the circuits all start from the Reset state so a capacitor-
resistor circuit is often used to give a short delay. It is connected to all the
Reset lines of the flip-flops in an equipment.

8.3 Counters - ripple and synchronous types

Some circuits using flip-flops are simple enough to need little design theory
to understand or use them. Such circuits are ordinary counters and
registers which are described in this and the next section. However, a design
method using 'state diagrams' is important for many designs and this will
be described in §8.5.

Most counters use the 'toggling' action of flip-flops. By considering the
circuit of fig. 8.5 (a), where the Q output of each flip-flop is joined to the
clock input of the next one, each stage makes a 'divide by 2 ' or binary
counter. Note that all the J-K flip-flops are used with J = K = 1 which
causes each flip-flop to change to its opposite state (toggle) as its input
clock pulse goes from 1 to 0. The figure shows just the first three stages of
possibly many, if a counter for large numbers is needed.

Consider the state of the counter as shown in fig. 8.5(6), with

Go = 0 i = 02 = 0

initially. The input pulse train /, which is to be counted, starts; at each
change from 1 to 0, the first bistable will be ' toggled' so Qo goes 0 10 1
as shown. Note that Qo is switching at half the rate of/; hence the name
'divide by 2 ' counter is used. But Qo is also connected to the next bistable
which will toggle (and divide by 2) so Ql9 and later Q2 are switched on each
1 to 0 transition. Suppose that, at a time tl9 the state of the counter is
examined, Q2QiQo will be 1002 which is 410. Note the simplicity of the
circuit - it does not have to be wired up from separate J-K packages as
4-bit and 5-bit counters are commonly available as integrated circuits with
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(a)

Start

Fig. 8.5. Simple 3-bit counter: (a) circuit, (b) timing diagram.

added inputs to clear the count to 0 and even to preset in a desired start
state. Packages are also available that will count down as well as count up.

The simple counter shown is called a 'ripple' counter. This is because of
the way that the bistables respond to input. Consider the time marked t2

at the end of the fourth pulse on /. A small but finite time will be taken for
the change / to give the change Qo at the output of the first bistable and
then there is a delay until Qx changes. In its turn, this change is the right
one to make the next bistable toggle and so the change 'ripples' through
the circuit. If there are n stages each with propagation time tV9 nxtP will be
the delay before the correct count is set up. If some logic is waiting to
decode the state to signal that the count is complete, then the delay may
be serious particularly if the input / is of high frequency (tv is typically
20 ns): this delay is one of the disadvantages of the ripple counter. The
other disadvantage is that spurious outputs can be read if the counter is
examined during a 'ripple' of changeover.

The synchronous 4-bit counter, whose schematic diagram is shown in
fig. 8.6, overcomes the two disadvantages of the ripple counter. The four
output lines and the clock-up input at the top left could be expected on a
simple counter. (Note the triangle on the clock input line, but no circle,
meaning that the output changes at each edge going HIGH.) The 'carry'
output will be signalled when the full counter is resetting back to 0 which
allows counter chips to be 'cascaded' to get higher counts. The four 'load'
inputs can have any desired binary code connected to them which will be
entered regardless of the state of the counter when the load input is taken
LOW which allows the count to be started from other than the 0000 state
(achieved by Reset). Furthermore, by switching the 'clock input' to the
DOWN line, the counter will decrement its state and the 'borrow' output will
change when the 0000 state changes to 1111, again allowing stages to be
cascaded. A similar chip gives BCD outputs which are useful for decade
counts direct to displays.
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Outputs

Clock
input

Load inputs

Fig. 8.6. 4-bit synchronous up/down counter (74 LS 193).

A feature often wanted in counters is to make them count to some
number other than the usual 10, 16, 64, etc. For example, 12 or 50 may be
a desired number to be recognised. There are three ways of doing this, and
the methods are described for a binary TV-bit counter which would count
to 2" but where an arbitrary number X is to be recognised :

(a) Load (2n- X) into the counter at the start and recognise the counter
as full from the 'carry' output: this achieves the desired shorter count but
the numbers in the counter do not mean much.

(b) Load X into the counter and count down and recognise the end by a
'borrow' being signalled: the state of the counter is now quite useful as a
display and this is easy to implement.

(c) Recognise the count X on the output lines using a suitably designed
gate circuit: there is some cost and effort involved in the added design but
again the display is useful.

So solution (b) has much to recommend it.

8.4 Registers, accumulators and arithmetic ICs
Consider a number of flip-flops, connected as shown in fig. 8.7 (a) where
the outputs of each stage, Q and Q, are connected to the / - # inputs of the
next stage. All the clocks are driven together, so that at each pulse on this
line, the state of the register shifts to the right, with data entering from the
'data input' on the left. Thus a waveform, consisting of a series of N HIGH

or LOW states, can be 'clocked into' the register and after Npulses it will be
set up in the N bistables. This is called serial to parallel transformation,
where N bits on one line are converted to data on N parallel lines.

Shift registers can also be 'loaded' with N bits of data, one in each
bistable and then the data 'clocked-out' at the right-hand bistable; thus
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Fig. 8.7. Shift registers: (a) basic circuit, (b) typical 8-bit package.

achieving parallel to serial transformation. The two sorts of shift registers
are much used in communication links where data of many bits are to be
passed into a single line. Fig. 8.7(6) shows a typical register where an
8-bit code is accepted into the chip when the load line is taken HIGH. It can
be clocked out in serial form when the shift line is given eight pulses.

An accumulator is a shift register on which arithmetic can be done. An
(N+ l)-bit shift register with the first bit at 0 and the remaining ones set
up with data is one of the conventions for a positive N-bit number. If all
the bits are complemented, including the first, and 1 added to the least
significant bit (with carry up if necessary), then we have one of the most
powerful ways of treating negative numbers. (Computing Science texts
should be consulted for more information.) Multiplication by 2 is achieved
by shifting a binary number one place up a register towards the more
significant end: division is by shifting the other way. An accumulator has a
'load' input line which transfers the data on eight input lines into the
register, so wiping out the original state. It also has an 'ADD' input line
which takes data on eight input lines and adds it to the data already in the
register. Clearly there are 'carry' steps involved, but extra gates in the
package organise this so that within a little more time than the time to set
up one flip-flop, the correct output is achieved.

A microprocessor contains several accumulators and registers and has
the ability to do a wide range of arithmetic on data; all but the simplest
processes tend to use a microprocessor. § 8.11 gives an introduction to the
uses and capabilities of microprocessors.

t 8.5 State diagrams and sequential design
Some circuits using flip-flops, such as counters and registers, are so simple
that no design theory is needed for their understanding and use.' Sequencers'
which generate a number of states in a given order, need some theory to
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Fig. 8.8. (a) State diagram for given problem, (b) state allocation.

help in their design - one of the most popular methods is the use of the
state diagram.

Consider the design of a circuit to control the sequence for safely turning
on and off an engine under test. To go from state 0, the OFF state, safety
interlocks /have to be complete and a 'check instruments' button C must
be pressed: this new state (state 1) has to be maintained as long as the
button C is pressed (so that fuel levels, temperatures, oil levels can be read
from instruments powered by the circuit). On releasing C, a new state
(state 2) will result where the instrumentation is not powered but the circuit
gives a signal to start and run the motor. If C is pressed again, the motor
runs and the instruments are energised so that they can be read (state 3);
on release of C, the state 2 is resumed. At any state, an incomplete inter-
lock circuit, say /, results in a return to state 0. (An OFF switch can be
wired in series with the interlocks.) One can imagine further states for
operating a real system, but these few will illustrate the method, which
has the following steps:

(a) Draw the state diagram. This is shown in fig. 8.8(0). Each block
represents a state, the lines between blocks have a direction marked to-
gether with the signals that will initiate the move between states. Thus
/ AND C are needed to move from state 0 to state 1 whereas / will reverse
this. State 0 is maintained while C is not pressed OR the interlocks com-
pleted; state 1 is maintained while CI exists; and these circular paths out
and back to each state are important. The reader can check the other states
and the signals on the lines between them for himself. It is important to
read the statement of the problem very carefully at this stage so that the
right situation is analysed.
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Present state

SO
SO
SI
SI
SI
S2
S2
S2
S3
S3
S3

Inputs

T+C
CI
CI
7

CI
CI
7

CI
CI
7

CI

Next state

SO
SI
SI
SO
S2
S2
SO
S3
S3
SO
S2

Fig. 8.9. State table.

(b) Bistable allocation. If there are X states, then a series of N bistables
(like a binary count) can define 2^ states so a number N is required where
2N > X. In this problem, two bistables are enough to represent the four
states and a possible allocation of the outputs of the bistables A and B is
shown in fig. 8.8 (b). A little thought has been given to the choice: in state 1,
the high output of bistable A can directly energise the instrumentation, and
in state 2, A if off and B can directly start the machine by energising a relay
with suitable contacts to connect to a starter circuit. Some experience helps
to select a set of codes which is economical. For a more complicated
problem, it may be better to select a sequence for the bistables which is
a binary sequence and to get on with the design. (A little logic may be
necessary to decode the states at the end.)

(c) Drawing a state table. A state table, sometimes called a transition
table, lists each state of the system on the left, its possible next state on the
right and, in a centre column, the input conditions associated with the
change. Fig. 8.9 shows the table for the example being considered. Again
it is important that all the state changes, shown by lines in the state
diagram, are entered.

The state table is now expanded for the particular bistable allocation and
bistable type to be used. Fig. 8.8(6) gave the bistable allocation so fig. 8.9
can be developed to fig. 8.10(6), where in the left-hand column, SO (state 0)
is replaced by 00 for the bistables A and B which are to represent it. In a
similar way all the entries in the left-hand column and in the next state
column are made (carefully using the agreed allocations).

Adding the excitation column to the state table. Sequencer design is

t A first-time student of logic may well skip quickly through this section and the next
one looking at the idea rather than the detail.
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Fig. 8.10. (a) Excitation table for J-K flip-flop, (b) full state
or excitation table for the problem.

most satisfactorily accomplished by using J-K master-slave flip-flops and
its excitation table, discussed earlier, is repeated for clarity in fig. 8.10(#).
Consider the similarity of the present state, next state and inputs column
headings in both figs. 8.10(tf) and 8.10(6). D stands for 'don't care' in
fig. 8.10(tf), so only / = 0 is needed for a 0 state to stay 0 after a clock
pulse. This is exactly the condition that bistable A has to follow in the top
line of fig. 8.10(6) and it is shown shaded together with the input JA = 0,
KA = D which can be written into the right-hand column, again shown in
a shaded area. By chance, the present to next state conditions for A in the
top four lines of Fig. 8.10(6) are nearly the same as those in the J-K flip-
flop excitation table and again they are shown shaded. Flip-flop B stays
unchanged in the 0 state and JB = 0, KB = D is therefore entered in the
top four lines of the right-hand column. In line 5, B changes from 0 to 1
for the first time (shaded), so a JB = 1, KB = D entry for the inputs is
made. The reader is left to go through the rest of the table - it is easier to
go right down the A bistable columns and complete the rest of the JA and
KA inputs needed rather than go from one bistable to the other.

(e) Drawing maps for each bistable input. Four maps are needed as there
are two bistables each with / and K inputs. Taking JA first, the top line of
fig. 8.10(6) shows that JA must be 0 for AB = 00 and / + C = 1. AB = 00
maps to the left-hand column of the map in fig. 8.11 and / + C map to the
three squares shown as 0. The rest of the data in fig. 8.10(6) are put in line
by line for JA to complete the JA map which is then examined to determine
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Fig. 8.11. Maps for the flip-flop inputs.

KR=I

simple large blocks to cover the squares marked 1 and including as many
D or 'don't care' states as desired. The shaded area is the best solution so
JA = C ' / i s the logic needed.

The reader is left to complete the other maps. Each map in fig. 8.11 is
shaded to indicate the simplest Boolean relation to yield the four flip-flop
inputs, JA, KA, JB and KB, and the appropriate expressions are written
under each map.

/Check and run button

C

Safety
interlock s w i t c h

micro-
switches

Clock I Supply

p f Machine

Instrumentation

Fig. 8.12. Solution of given problem.

(/) Drawing the circuit diagram. Fig. 8.12 shows the two bistables A and
B with switches on the left to yield the interlock safety signal /and check C.
The J-K bistables are connected to these lines with simple gates: the
reader is left to check that the gates shown do agree with the expressions
determined. The outputs of the bistables can be directly connected to the
instrumentation and the machine. In other cases, where the state allocation
might be different, some gates may be needed here too. This is not neces-
sarily a worse design as fewer gates may then be needed between the input
lines and the bistables. Lastly, the figure shows a broken line such as would
be used for clocked J-K flip-flops. These are not needed in this simple
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sequence design. Only if this sequence were part of a larger circuit, where
the timing of the events had to be synchronous, would a clock be used.

(g) Testing the circuit. This is an important last step - there may be
eventualities at switch-on, or after a brief loss of power that have not been
considered. It is important that the B flip-flop does not turn ON before A
when the circuit supply is first turned on. A C-R circuit connected to a
'clear' input on B should ensure that state 0 and not state 2 would be
given if the interlocks were complete at switch-on.

t8.6. Voltage level detectors, Schmitt trigger IC
To initiate most digital processes, an electrical signal which may be a
resistance change, a current or a voltage change has to be converted into
a low voltage to high voltage change (or vice versa) which happens quickly
at some pre-set level. An example is an increasing light level which gives
a rising current from a photo-detector to ring a fire-bell at a pre-set level.
This first step from a simple analogue change to a fast large voltage
level change is a vital stage in many digital processes.

Consider a resistive sensor, whose characteristic is shown in fig. 8.13(tf),
connected into the bridge which is followed by an IC-amplifier as shown
in fig. 8.13 (A). Suppose that the sensor has a value Rx at the critical level
to be sensed. In the circuit, if Rx is chosen to be of value Rx while R2 = R3,
then the bridge circuit will be balanced so that the two inputs of the
amplifier are at the same level at the critical level to be sensed. If the sensor
resistance decreases, then the voltage at the non-inverting input to the
amplifier, given by R3l(Rs + Rz), rises and the gain of the amplifier, which
may be 50,000 or more without feedback, quickly takes the output Vo close
to the supply level and the level change is signalled. If the sensor resistance
increases from the level at the bridge balance state, then Vo will be close to
the no-signal or earth level. A fraction of a millivolt unbalance in the
bridge will be enough to effect the changeover.

Fig. 8.14(tf) is a graph of the sensor output change against time and
shows how the output voltage would be affected. (If a sensor of positive
coefficient, and not negative as shown was used, then Rx and Rs would
have to be interchanged in the circuit.) From the graph an important
defect of this simple circuit can be seen. Suppose that the value of the
sensor does not change smoothly with time and there may even be noise or
AC supply voltages picked up in the leads from the sensor to the circuit.
This causes an extra output change as shown at X in fig. 8.14(a). If the
number of changes in the sensor are being counted, then spurious extra

251



Digital circuits and applications

Sensor
resistance, Rs

Rx -2

Level to
be detected

Temperature
or

light level

(a) (b)

Fig. 8.13. (a) Sensor characteristic, (A) level detector circuit.
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Fig. 8.14. Voltage-time waveform for level detector circuits:
(a) simple, (b) with hysteresis.

events may be registered if the level detector is used in this simple manner.
The difficulty is overcome if a single high value resistor, shown broken in
fig. 8.13 (ft), is connected between the output of the amplifier and the
non-inverting input. This gives a little positive feedback. The actual value
of RA needed to make the circuit change over when the sensor output is a
few per cent beyond the normal changeover may be determined better by
experiment than by calculation. Initially, with Vo LOW, the circuit of R3,
Rs and i?4 has to go beyond the condition for bridge balance for the change
over to take place at the level (1). Later, with Vo HIGH, the change again
takes place beyond the normal condition for changeover, now at level (2).
The difference between levels (1) and (2) is shown as H or the hysteresis -
or dead-band. Consider again an erratic change in the sensor value at X\
with the circuit output at the HIGH state, level (2) must be reached, and not
just level (1) exceeded, to give spurious switching. A small hysteresis band
makes the circuit proof against spurious switching when the sensor
changes value slowly with time while large amounts of hysteresis are useful
in noisy environments.

In many cases, an IC package called a Schmitt trigger is useful as a level
detector with hysteresis. It used to be made of discrete devices connected

252



Voltage level detector, Schmitt trigger IC

Supply

j Out

y
v out

V V
(a) (b) (c)

Fig. 8.15. Schmitt trigger: (a) circuit, (b) symbol, (c) input-output characteristic.

in the circuit of fig. 8.15 (a) in which it is apparent that the common
emitter connection of the two transistors gives feedback and hysteresis.
It is now available in the common TTL range of circuits to run from a
5 V supply (7413) or in the CMOS range to run from widely varying supply
voltages. The package symbol is shown in fig. SA5(b). The input-output
relation for the TTL device, fig. 8.15(c), shows that when the input voltage
rises to 1.8 V the output changes to within 1 V of the supply and when it
drops again below 0.9 V the output changes low again.

The main uses of a Schmitt trigger circuit are: (a) as a level detector to
detect when some input voltage has reached a given level, (b) as a 'repeater',
to amplify a digital sequence of low and high voltages which may be
attenuated by wiring resistances (noise will be eliminated at the same time),
and (c) to make clocks.

The last use is interesting enough to be worthy of a brief explanation.
A Schmitt trigger package can be bought as a non-inverting circuit, as
indicated by the input-output relation in fig. 8.15(c), or as an inverting
circuit as shown in fig. 8.16(#). Here the output voltage is high until the
input gets to a level V2 when the output drops sharply. By using the circuit
shown in fig. 8.16(&), a clock is made which generates abrupt voltage
changes at fairly well defined periods. At switch on, the capacitor C is
discharged so with input LOW, the output is HIGH. Tb*'s causes C to charge
up through R until at a level F2, the switchover occurs and the output
beomes LOW and close to 0 V. This causes C to discharge until the lower
threshold Vx is reached when the whole process starts again. The discharge
voltage follows the well-known exponential law that V = V2 exp ( — t/CR)
so the period of discharge from V2 to Vx is CR loge V^jVv The charge-up
follows a similar exponential law and the reader can prove that the charge-
up period is CR loge ( F 3 - V^j{V^- F2), where F3 is the output of the
trigger when it is high.
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Supply

(a) (b)

Fig. 8.16. Inverting Schmitt trigger: (a) characteristic, (b) circuit to make
a simple square wave generator.

Period of clock = Cfl(loge VJV^log, (V3- VJI(VZ- V2)) s. For typical
values of V3 = 4V, V2 = 2V, Vx = 1 V, the period approximates to
l.2CRs.

8.7 Digital to analogue converters (DACs)
These circuits convert a binary (or BCD) number in a register into a
voltage or current proportional to the value of the digital number. The
three most popular ways of making a converter are:

(a) scaled resistors into a summing IC amplifier,
(b) R-2R resistor ladder and amplifier, and
(c) pulse width or pulse ratio methods.

An engineer usually has the problem of choosing the best type of con-
verter for a particular purpose, rather than building it: so the performance
of each circuit is indicated after a brief description of its mode of operation.

The scaled resistor circuit shown in fig. 8.17 (a) is the most straight-
forward to understand. A digital number, say 101 ... in the register would
make QA and Qc HIGH and QB LOW. Since Qc is connected to the summing
junction of the IC amplifier through a resistor four times higher than QA, its
weighting will be four times less. Note that for the same overall accuracy
the tolerance on the larger value resistors can be less. The 10 k resistor from
QA and the feedback resistor R2 have to be the most accurate components
in the circuit: if their tolerance is 1 per cent, there will be a ± 2 per cent
tolerance at least for Vo. R2 is chosen to scale the output to any amount
desired. Suppose a level of about 8 V is wanted when all the levels of
QA, QB, etc. are HIGH, and a HIGH output for the register is +4.5 V: then
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Fig. 8.17. Circuit diagrams of digital analogue converters (DACs): (a) scaled resistor
type, (b) R-2R network type.

QA HIGH alone should give a 4 V output and, using the usual expres-
sion,

then

c. . ,.„ feedback resistance
gain of inverting amplifier = : r-

^ input resistance

R2 = 104x 4/4.5 = 8.89k

R2 might be made up with an 8.2 k resistor in series with a trimmer. This
circuit is not easy to build in integrated form as resistors with a range of
1: 2N have to be fabricated for an TV-bit converter and high values are
undesirable. However, for simple converters of no more than eight bits,
that a user may wish to wire up say with a power IC amp, to use as a
heater, its simplicity is its chief benefit. For better accuracy, the ill-defined
digital output of the register would not feed directly into the scaled resistors
but the register would drive reed or f.e.t. switches which would connect the
resistors to a stable voltage source.

The R-2R network converter of fig. 8.17(6) allows easier IC fabrication
as all the resistors can be chosen to be well matched and not too bulky.
The mode of operation is as follows: consider the right-hand end of the
resistor network with 2R connected to earth through the least significant
switch in parallel with the two resistors in series of value R connected to
earth. This is equivalent to resistance R between node Z and earth when the
least significant switch is at 0; this resistance added to R gives 2R between Y
and earth which is connected via the 2R path to the next input. From the
symmetry of the circuit, if all the switches are closed except the most
significant one, as shown in fig. 8.17(Z>), there will be two paths at the point
W of resistance 2R. One is to the right and goes to earth and one up to the
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Fig. 8.18. Waveforms of pulse-width converters: (a) simple, (b) improved waveform
to lessen filtering problem.

most significant switch. This will mean that Wis at half the potential of the
stable voltage Vx and this is fed to the non-inverting IC circuit of unity gain
and will make V2 = 0 . 5 ^ .

Consider the circuit when the most significant switch is changed over
and the next most significant connects a resistor of 2R to Vv The potential
of X is defined by path 2R to Vl9 another 2R to the right to earth, and 3R
through W to earth. The amplifier input voltage is two-thirds of that at X
and with a little analysis it is shown to be 0.25 Vv Thus closing the switches
will change the output V2 in a way that has a binary weighting. This circuit
is used widely for integrated construction of DACs.

In practice, where converters of high accuracy are needed, a combination
of the two circuits described so far may be used.

The third way of converting a digital input to an analogue output is to
make the input control a train of pulses of fixed frequency but with period
proportional to the input count. These pulses are taken to a simple low-
pass filter which will generate an output voltage proportional to the
average time spent in the high state. Fig. 8.18 (a) shows the pulse form that
would be generated if a 3-bit binary system was converting 101 or decimal
5: the waveform would need to spend five out of. its eight periods in the
HIGH state. The presence of the filter causes a problem as it must have a
large time constant to average the pulses and yet it must respond quickly if
the digital input changes to new levels. Among the solutions to this problem
is one which complicates the digital system somewhat so that the five HIGH

and three LOW states of the pulse are generated as shown in fig. 8.18(6):
the periods spent in the HIGH and LOW state are 'broken up' as much as
possible so the filter time constant can be shorter. In accurate converters of
12 to 16 or more bits, the benefit of using the more complicated pulse
generator is very great. It should be noted that no stable resistor chains
are needed for this system and that it will be perfectly monotonic which

256



Digital to analogue converters

means that, for a smoothly rising binary input, when the most significant
bit is used for the first time, the converter output will not have a change
other than that expected. In converters which use scaled resistors, such as
shown in fig. 8.17(tf), monotonic behaviour is not assured and if the 10 k
(most significant) resistor drifts a little high, the system output can be the
same for a digital input of 1000 ... 00 as it is for 0111 ... 11.

The three examples given of DACs show some of the techniques that
can be used. The user needs to think carefully about the stability, cost and
speed of conversion that he desires and to study carefully the component
data sheets for converters before making a selection.

8.8 Analogue to digital converters (ADCs)
As in the last section, three of the most used techniques will be described
to show the features of these converters. They are as follows:

(a) the successive approximation method,
(b) voltage to frequency method, and
(c) dual-ramp method.

The successive approximation ADC follows the classical balancing or
potentiometer method and it is shown in outline in fig. 8.19(a). At its heart
is a DAC which feeds an analogue signal to a coniparator which compares
it to the input which is to be measured. At first, the MS (most significant)
bit of the counter (which is the DAC input) is set HIGH and all the other
inputs are LOW, and the comparator indicates whether the DAC output is
higher or lower than the analogue input. If the DAC output is higher, then
the logic sets the MS bit DAC input LOW and the next significant bit HIGH

and the comparison proceeds: if the DAC output is lower, then the logic
keeps the MS bit input HIGH and sets the next bit HIGH too. If the DAC is of
N bits it will take N cycles to match the analogue input as well as possible.
At this moment, when the LS (least significant) bit has been set the logic
also 'enables' the output register to set up and to hold the binary count,
which is a digital conversion of the input, while the measurement process
is repeated and the output updated regularly.

Special features of the successive approximation ADC are that it is
relatively accurate and fast: conversion times range from 1 to 50 /is with
accuracies of eight to twelve bits commonly available.

The voltage-to-frequency ADC continuously produces a train of pulses
whose frequency is proportional to the unknown input voltage. At its heart
is an integrator where the input Vx causes the integrator's capacitor to
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Fig. 8.19. Circuit arrangements of analogue to digital (A to D) converters:
(a) successive approximation type, (b) voltage to frequency type.

charge. When the integrator output reaches a defined level, the gate opens
and allows the clock to trigger the pulse generator whose output is a pulse
closely defined in amplitude and length. This brief pulse sets the integrator
away from its previous level and the capacitor starts charging again. The
loop adjusts itself so that the pulse frequency gives the correct feedback to
balance the input. The method does not depend vitally on the stability of
the integrator and its capacitor as this is a balancing method. Furthermore,
drifts in the clock frequency can be made of secondary importance if it is
also divided down and used to gate the counter. If the clock runs fast, more
pulses will come out of the counter but this will be corrected by counting
them up over a reduced period.

Features of the voltage-to-frequency ADC are tnat the process is
continuous, unlike a successive approximation method, and the pulse
frequency follows all changes in the voltage input. The reading obtained is
the mean for the duration of the count period. If this period is made equal
to a multiple of the mains frequency, any mains interference on the input
signal will be averaged out. Also the sensitivity (the count size for a given
input) can be increased by letting the output counter run for a longer
period, which is easy to arrange. Lastly, small pulse transformers can be
used to communicate between the converter and other parts of the instru-
ment: thus the input circuits can be floating and high voltage isolation is
readily achieved.

The third most common ADC uses the dual ramp technique in which the
unknown input voltage is used to charge a capacitor for a fixed time as
shown in fig. S.20(a). Next, with the unknown voltage removed, a reference
voltage is used to discharge the capacitor. The time taken to discharge is a
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Fig. 8.20. Dual ramp ADC: (a) waveform, (b) schematic circuit.

measure of the voltage of the unknown. To ensure that the charge and
discharge are linear an integrator is used. To ensure high accuracy, the end
of the ramp when the voltage returns to zero must be detected carefully.
A schematic circuit is shown in fig. 8.20(6): it is arranged that the voltage
reference is of opposite polarity to the input and switching for both polarity
inputs is achieved by adding a unity gain inverter to the reference so that
it is switched too.

Features of the dual ramp converter are that most of the problems
encountered with integrators and capacitors are reduced as it is used both
in charge-up and discharge. Again, clock frequency drift is of no conse-
quence as it defines the ramp-up time as well as being used to time the
ramp down. Also, if the ramp-up time is a multiple of the mains period
there is an inherent rejection of mains interference. Lastly the circuit permits
very thorough isolation of the input circuits of the converter from the
output and display. So the dual ramp method is used extensively in precision
digital multimeters of 10-bit to 18-bit resolution where good accuracy and
stability at low cost are desired but measurement speed is not important.
The digital output codes are strictly monotonic with increasing input (no
missing or duplicated codes as found in methods where weighted resistors
might be used).

8.9 Memories; RAM, ROM, EPROM

In digital instruments, as in computers, instructions or numbers are stored
in an arrangement of bistables or flip-flops, each capable of storing one bit
of information. In read-and-write memory (RAM) data can be stored (or
written) into the memory as well as read out. RAM originally stood for
random access memory which allowed the different pieces of data to be
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Fig. 8.21. Memories: (a) general mxn-bit RAM, (b) 2k-bit ROM package.

read or rewritten at any time just by selecting the address of the stored bits:
RAM is now also taken to mean read-and-write memory. In read-only-
memory (ROM), data are permanently stored by the manufacturer or user
and data can only be read later, and the stored data are not changed when
the circuit is switched off. EPROM or electrically programmed read-only-
memory (or erasable programmable ROM in some books) allows a user with
the required equipment later to change the stored data. In use, such
memories only have data read from them.

The size of a memory circuit is given in terms of the number of bits of
data it can store. Since most instruments use the bits as a group or word
of data, it is worth spending a moment on how a memory is organised.
Fig. 8.21 (a) shows a general RAM with data input lines to the left and the
'write' input below. When the latter goes HIGH, the data on the input lines
will set up n bits of the memory at the section specified by the address lines.
The k address lines can specify 2k such sections, each of n bits, so the total
number of elements in the memory is 2k x n bits. For instance, a memory
of 256 x 8-bit size would deal with 8-bit data words, it Avould have eight
address lines as 28 = 256 (suitably decoded inside the chip) and it would
be called a 2K memory chip. On the right of fig. 8.21 (a) are the n output
lines for data on which data at a specified address can be read out when the
'read' line is taken HIGH.

The enable line allows groups of memory chips to be operated together
or separately. Imagine that a 16-bit word is needed in a certain circuit, then
two 8-bit or four 4-bit memories could have their enable lines joined
together so that the output or input lines from all the chips would give data
together. The enable line can also be used as an extension of the address
lines. Many microcomputers have sixteen address lines with perhaps eight
of these lines joined to all the memory chips, the remaining address lines
are decoded by separate gates whose signal is then connected to 'enable'
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the particular memory chips desired. Memory can be realised by bipolar,
MOS or CMOS fabrication methods. The relative merits of these were men-
tioned in § 7.11. More advanced texts will have to be consulted for more
details: some are listed in appendix A. Fig. 8.21 (b) shows the lead arrange-
ment of an actual memory chip, the Intel MOS 8702A 2K EPROM. There are
six supply leads, eight address inputs (Ao to A7), eight data outputs (Do to
D7), a chip select pin CS and a program pin. As supplied, the 2048 bits are
all 0. Information is stored by setting the desired word on the data lines for
the address set up on the eight address lines and then applying a high
current pulse to store the eight bits simultaneously. To erase the program
(or memory contents), the chip, which has a transparent lid, is exposed to
bright ultraviolet light for about ten minutes.

8.10 Applications

It is not within the scope of an introductory textbook to do more than hint
at the extent of the applications of digital circuits. The reader should be
prepared for requirements which are satisfied by a mixture of sequential
and combinational techniques. Also the practical merits of compactness
and good reliability often accrue from the use of }ust part of the facilities
in a large-scale integrated circuit. Lastly, where the requirement is at all
complex or where design changes may be needed in the future, the use of a
microprocessor is ideal as it can be 'reprogrammed' as and when desired;
its capabilities are described in § 8.11.

t8.10.1 Use of LSI (large scale integration) circuits as combi-
national logic elements

Consider the 256-bit ROM shown in fig. 8.22(a) and arranged as a
32 x 8-bit memory. One can consider it, in essence, as being an array of
32 lines horizontally (that one can address) crossing a grid of eight output
lines vertically which will give an 8-bit word sequence of 1 and 0. A chip
enable (CE) input line is provided which makes all eight outputs go high
when this input is high. When the CE input is low, the eight output lines
take up the 8-bit word that is programmed into whichever line is being
addressed by the Ao to AA input lines. Suppose that all of the input lines
are0, then the 0 word is addressed and as shown diagramatically aOHOlOlO
word appears on the Bo to 2?7 output lines.

But how is this package used for logic? Imagine that we want to generate
a single output which is a logical expression with five variables such as

output, £0 = Z-B'C-D-E+A'B-C-D+...
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Fig. 8.22. 32x 8-bit ROM: (a) circuit arrangement, (b) typical package.

Consider fig. 8.23 which shows part of the blank order form which a user
sends away to get the memory programmed. The left-hand side of this
shows how the 32 words are addressed by a binary sequence in the A± to Ao

input lines (with A± most significant). Now if we connect our five variables
to the five input lines, A to Ax, B to A3, etc., the first term ABC- D-E will
be 00001 or word 1. As we want this term to be in the output, we want a 1
specified in the right-h&nd column for the outputs, as shown. Now the next
term, ABC-D is only four variables and so does 'not care' about the
condition of E, thus specifying 00100 and 00101 or the fourth and fifth
input words. So we want 1 specified in two places in the Bo column in
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Fig. 8.23. Order form for programming a 32 x 8-bit ROM.
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fig. 8.23 to yield this one term. By a similar process one completes the order
form for the logical expression wanted. A three-variable term requires four
places in the Bo column to be 1, a two-variable term requires eight places
and so on.

It is usually not economic to order fewer than 100 identical memories
and the price falls if higher production numbers are expected. The reali-
sation in one 16-pin package of eight separate combinational signals corre-
sponding to any combination of five input variables is most attractive.

Another such LSI package is the Programmable Logic Array (PLA).
For any requirement needing ten or more gates many designers will use
such circuits and much of the reduction in the chip count of recent micro-
computers is the result of replacing discrete gates with PLA packages. The
reader is referred to other texts for their description - see appendix A.

18.10.2 Multiplexers and transmission gates

The digital multiplexer or selector acts very much like the selector
switch S shown in fig. 8.24(a). Strictly, since the selector switch can handle
analogue signals of any voltage level, its equivalent is a transmission gate,
which contains basically MOSTS whose channels can be made low resistance
to connect a particular signal through from input to output. Packages in the
common CMOS 4000 series are called analogue transmission gates and do
just this. The digital multiplexer is different in that only HIGH or LOW

inputs are expected, and not the levels in between; selection of which one
of several inputs is connected to the single output is determined by the
'address' on the data select lines.

Fig. 8.24(Z>) shows such a digital multiplexer. It has three address lines on
the left which allow any one of the eight inputs to control the output.
Another input marked strobe covers the uncertainty at the instant when
the select addresses are being changed. When this is HIGH none of the data
inputs control the output; the output is only controlled when the strobe is
LOW and this inverting mode is denoted by the circle on the line to the
package.

Let us consider how the multiplexer can be used to realise logic functions.
We can write the output Y'm terms of the data inputs Do, Dl9 Z)2, etc. and
of the data select inputs A, B, C as

Y = D0-A-B-C+D1-A-B-C+D2-A'B-C+....

There are eight terms in this equation for Y if it is written out fully. We
now use the lines A, B, C for the logic input and make lines Z)o to D1 equal
to 1 where we want that particular term to be present. For example, if we
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Fig. 8.24. 8-way multiplexer: (a) equivalent selector switch, (b) typical digital package.

want to make a logic function Y = ABC+ABC!+AB'C we make
data lines Dl9 D2 and Z)7 all equal to 1 and the rest 0 (note A is least
significant and C is most significant, so D1 is addressed by 001 which is
CB A, etc.).

However, we can do better than this because we can either make the data
lines 1, or 0 or we can put a fourth variable D onto them. So the digital
multiplexer can be made to realise a logic expression with one more term
than the number of data select uses: in the present example a combinational
circuit of four inputs and one output can be realised with the chip and a
single inverter.

8.10.3 Random and pseudo-random sequences

With an TV-bit shift register, it is possible to generate a repetitive sequence
2^-1 clock periods long which is in a HIGH output state for a nearly equal
time to that in which it is in the LOW state. As N gets larger, it can resemble
noise and can become as a system test signal as it contains a mixture
of 'high frequency' 01010 sequences and 'low frequency' 0001111100
sequences.

Fig. 8.25(a) shows the sequence obtained from a 5-bit shift register
connected as shown in fig. 8.25 (b). The sequence is generated by feedback
through a single Exclusive-OR gate whose inputs are obtained from the last
register stage (always) and one other stage. The number of this intermediate
stage M for a shift register length N is:

M 2 3 3 5 6 5 7
N 3 4 5 6 7 9 10

Feedback from other stages of the register will give other sequences but
they will not be of maximum length - only feedback from the (N-M)th
stage will do equally well. The proof of this is in more advanced texts.
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Fig. 8.25. Pseudo-random sequence generator: (a) waveform of 31-bit sequence,

(6) circuit, (c) Exclusive-OR truth table, (d) truth table for generator.

Fig. 8.25(d) shows how the sequence is developed assuming that all the
register stages are HIGH at the start. The right-hand column shows the
output of the Exclusive-OR gate which is 0 in the present case with its two
inputs Qc and QE equal. Fig. 8.25(c) shows the truth table for such a gate.
On receipt of a clock pulse, the 0 at data-in sets QA to 0 and all the other
states in the register are shifted. The reader is left to develop the rest of the
sequence which can be started in the way shown in fig. 8.25(d). The
sequence is then read looking down any one column of the table to
examine the successive states of one stage of the register.

It may be asked why it is a (2iV-l)-length sequence when a 2N count is
possible in an iV-stage register. This is because a 0 in every register stage
will develop a 0 as feedback and the circuit will not be a generator: it will
be stuck with a LOW output continuously. So one condition from all those
possible is missing.

8.11 Capabilities of microprocessors
The IC amplifier is at the heart of most modern analogue electronics and
its manufacture revolutionised the way that measurements could be done
well and cheaply. Gates, memory circuits and the digitising of data have
now extended the capability of electronics immensely. A further advance
which is just as great is the increasing use of microprocessors. In real cost
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Control wires

Power supply wires

Fig. 8.26. (a) A simple microprocessor system, (b) some parts
of the microprocessor chip.

terms, they are much the same in price as the early IC designs for other
circuits. But they allow almost complete flexibility in the design of equip-
ment. By changing one chip, a PROM which holds the program on which the
microprocessor operates, the function of the circuit can be radically
changed without any wiring changes. This is a subject for whole books:
just a few paragraphs of introduction will be given here to whet the reader's
appetite and introduce him to a few of the terms.

In fig. 8.26, a typical microprocessor chip A is shown connected to read-
only memory B, in which the program on which the system operates will
be set up and stored. It is connected by eight data wires, for an 8-bit
system, often called a bus as these wires are routed close together and
parallel to each other from chip to chip across the circuit board. Sixteen
address wires are also connected from chip to chip so that a program that
has to be drawn from the ROM step by step is achieved by changing the
address step by step; during each step the read-write control wire is set to
'read' so commanding the instructions to be put onto the data wires and
so presented to the microprocessor. The read-write memory, RAM, for
holding intermediate calculations or data, as well as the input-output chips
are also connected in the same way. Such a system is said to be memory
mapped. Certain address numbers are allocated to each chip, thus addresses
0 to 1000 may be allocated to ROM, 4000 to 8000 to RAM and 9000 to 9500 to
the input-output chips. There is no ambiguity then about which circuit sets
up the signals on the eight data lines.
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Inside the microprocessor are accumulators which are registers on which
arithmetic or logical operations can be done quickly. In fig. 8.26(6) two
such accumulators are shown and commands such as those below may be
in the instruction set for a given chip.

LOAD A (with a number)
LOAD B (with a number) ,
OT^T^T- A /• i x / long instructions
STORE A (into a memory location) '
STORE B (into a memory location)

ADD B to A
SUBTRACT B from A
MULTIPLY B to A
COMPARE B to A , . .
nTTnn J j * r n n - ,. } short instructions
PUT A AND B into A
PUT ,4 OK £ into A
INCREMENT A
CLEAR ^ to ZERO

The first four instructions are longer than those below because each
8-bit command is followed in the program by the memory address that
a number has to be drawn from or by the number itself if it is a constant
that can be specified in the program. The later instructions are complete in
themselves and just eight bits long: they perform actions on the data that
are assumed to be in the accumulator. These actions may typically only
take a microsecond or two to complete, whereas the long instructions are
slower. There, several pieces of 8-bit data have to be read to complete the
memory instruction, and the action commanded may then involve several
steps; even so, the longer operations may only take about ten micro-
seconds. Thus one can do a lot of calculations, comparison of data, input-
ting of data and outputting of results in just one second. This is the great
merit of any computer: it is quick although inflexibly bound to the pro-
gram it has to follow. Writing microprocessor programs starts with the
tedious step of having to observe (and learn) the instruction set of the
processor being used. Then, by breaking down a problem into the most
basic steps and using a flow chart, program design should involve designing
for all expected eventualities. This approach will yield 'user friendly'
systems which should be the aim of all engineers designing with
microprocessors.

Engineers of the future can expect to need skills in programming as well
as in wiring up and testing the equipment that they make.
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8.12 Summary

The basic bistable gate or flip-flop yields electronic memory which is

applied usefully in counters, registers, and various digital converters. Many

circuits which are widely needed are available as LSI chips and, in par-

ticular, the microprocessor is revolutionising electronic design and will

replace in the future most logic systems which use more than ten or so

discrete circuits.

The design of sequencers is aided by state diagrams and the design of

microprocessor programs is aided by the flow chart. There is no short cut

to developing skills in these fields; practice and good support facilities,

practical experience and discussions with colleagues and teachers is

essential.

8.13 Problems

1. (a) Explain briefly the principle of operation of the ripple counter. Give an
expression for the maximum number of available states from such a counter.
State the modifications necessary to use this counter:

(i) with a sequence of less than the maximum states used,
(ii) in the 'count down' mode.

Identify the major disadvantage of the ripple counter.
(b) Derive the characteristic equation for a J-K flip-flop; hence or otherwise

design and sketch the logic diagram of a divide-by-5 synchronous binary

(Royal Naval Engineering College: Second year)

2. A rotating shaft on a piece of machinery is to be made to provide an accurate
0 to 5 V short duration pulse once each revolution to operate an electronic
counter. The shaft already carries a gear wheel with 24 teeth on it; the toothed
edge of this wheel is all that is exposed.

What main components could be used to achieve the given aim? Explain
briefly what type of integrated circuit packages could be used and explain any
reset connections on them that would be needed.

(Cambridge University: Third year, part question)

3. The excitation table for the J-K flip-flop is:

0
0
1
l

Qn+l

0
1
0
1

J

0
1
X

X

K

X

X

1
0

where x indicates a 'don't care' state.
What are the corresponding tables for the rand D flip-flops?
Design one decade of a synchronous, BCD counter using 8421 code with
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Fig. 8.27. Shift register circuit for problem 6.

J-K flip-flops and AND gates. Include a carry output on the nine to nought
transition to drive further decades.

4. Make a sequential circuit with two inputs (5 and Clock) that will give a logic
1 output if input S is 0 for more than ten clock pulses. The output should then
stay at 1 until S is 1 again (digital alarm if no data). Assume that a MSI 4-bit
binary counter package is available which has two inputs; 'count' on each
negative edge and 'reset to zero' for logic 1 in. It has four outputs, A, B, C, D
(least significant to most significant bit). How many NAND gates, J-K flip-flops
and inverters are needed also?

5. Design and implement, using the minimum number of gates, a three-stage
synchronous counter, using J-K flip-flops with the following BCD sequence:

4, 0, 1, 3, 2, 6, 7, 5.

(Royal Naval Engineering College: Second year)

6. Fig. 8.27 represents a feedback shift register using four J-K flip-flops. Feed-
back from C and D to A is via an Exclusive-OR gate which is constructed from
four NAND elements. If the circuit is used as a Pseudo Random Number generator
a sequence of fifteen numbers in a major loop should be obtained. However,
with a fault in the Exclusive-OR logic the following part sequences are obtained:

(a) 8 , 4 , 2 , 9 , 4 , . . . ,
(b) 12 ,6 ,11 ,13 ,14 , . . . .

Suggest a possible circuit fault or faults.
(Royal Naval Engineering College: Second year)

Fig. 8.28. Digital to analogue circuit for problem 7.
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7. In the circuit of fig. 8.28 the voltage sources Et (i = 1, ..., 4) are controlled
by the digits in a 4-bit binary number. (E{ = 5 V for 1 and 0 V for 0). Show that
the circuit acts as a DAC and determine suitable values for R, R2 and R3 if the
output voltage range is to be 0 to —7.5 V. Ignore effects due to amplifier offset
currents and voltages.
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A list of useful textbooks
J. Millman: Microelectronics; digital and analog circuits and systems. McGraw-

Hill, 1979.
P. Horowitz and W. Hill: The art of electronics. Cambridge University Press,

1980.
D. L. Schilling and C. Belove: Electronic circuits, discrete and integrated.

McGraw-Hill, 1979.
A. B. Glaser and G. E. Subak-Sharpe: Integrated circuit engineering. Addison-

Wesley, 1977.
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Device data and characteristics

Type 2N3819 n-channel planar silicon field-effect transistor

* Absolute maximum ratings at 25 °C free-air temperature {unless otherwise noted)

Drain-gate voltage 25 V
Drain-source voltage 25 V
Reverse gate-source voltage - 25 V
Gate current 10 mA
Continuous device dissipation at (or below) 25 °C

free-air temperature (see note 1) 200 mW
Storage temperature range - 55 °C to 150 °C
Lead temperature -^s m c n fr°m c a s e f°r 10 seconds 260 °C

* Electrical characteristics at 25 °C free-air temperature (unless otherwise noted)

Parameter

V(mi) ass Gate-source
breakdown voltage

IGSS

IDSS

VGS

VGSinff)

Gate cut-off current

Zero-gate-voltage
drain current

Gate-source voltage

Gate-source cut-off
voltage

Small-signal
common-source
forward transfer
admittance

Small-signal
common-source
output admittance

1G=-

VGS =

VGS =

VDS =

vDS =

VDs =

VDS =

VDS =

Test

\/iA,

- 1 5 V,
- 1 5 V,

15 V,

15 V,

15 V,

15 V,

15 V,

conditions

VDS = 0

VDS = 0
VDS = 0,

VGS = 0,

TA = 100 °C

see note 2

ID = 200/I A

ID = 2 nA

VGS = 0,

VGS = 0,

/ = 1kHz,
see note 2

/ = 1kHz,
see note 2

Min.

-25

2

-0.5

2000

Max.

- 2
- 2

20

-7.5

- 8

6500

50

Unit

V

nA
M
mA

V

V

MS
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Parameter Test conditions Min. Max. Unit

Cin Common-source VDS = 15 V, VGS = 0, / = 1 MHz — 8 pF
short-circuit
input capacitance

CrM Common-source VDs = 15 V, VGs = 0, / = 1 MHz — 4 pF
short-circuit reverse

transfer capacitance

\yu\ Small-signal vDS=\5\y VGs = 0, / = 100 MHz 1600 — /*S
common-source
forward transfer
admittance

Notes: 1. Derate linearly to 125 °C free-air temperature at the rate of 2 mW/degC.
2. These parameters must be measured using pulse techniques. PW « 100 ms, duty cycle

^ 10 per cent.
* Indicates JEDEC registered data.

2N3819 Output characteristics (measured mean of ten samples)

o

^ 6
<

1 4
3
c

Q
2

1 jVf
T
1/
/

1/ 1 >
• • e s

• s d

• H i

— —

- 1 ' •

• > • •

——

• I -

•BBS

• •

• • • •

• — •

—

——

•

• i

i -

• —

— —

• •
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• • •
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• •
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0..

1.0

V

v-

_ 1 S V
—H

2.0 V

10 20
Drain-source voltage VDS (volts)
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Type BC107 silicon npn planar epitaxial transistor
npn silicon planar epitaxial transistors in TO-18 encapsulation.
The BC107 is primarily intended for use in audio driver stages

and television signal processing circuits.

Quick reference data

VCES max.
VCEO max.
I CM max.
Ptot max. (Tamb ^ 25
Tj max.
hfe {Ic = 2 mA, VCE

fr typ. (/c = 10 mA,

°C)

= 5 V, /"= 1 kHz)
VCE = 5 V)

50 V
45 V

200 mA
300 mW
175 °C
125-500
300 MHz

Ratings

Limiting values of operation according to the absolute maximum
system.

Electrical
50 V
50 V
45 V
6.0 V

100 mA
200 mA
200 mA
200 mA

25° C) 300 mW

VCBO max.
VCES max.
VCEO max.
VEBO max.
Ic max.
ICM max.

- 1 EM max.
IBM max.
Ptot max. (Tamb

Temperature
Tstorage mill.
Tstorage max.
Titian max.

Thermal characteristics
Rth(j.amb)

- 65 °C
175 °C
175 °C

0.5 deg C/mW
0.2 deg C/mW

h-parameters {common emitter)
Measured at Ic = 2.0 mA, VCE = 5.0 V,f= \.0kHz

Min. Typ. Max.

hie Input impedance
hre Voltage feedback ratio
hfe Small-signal forward current

transfer ratio
hoe Output admittance

1.6 kQ
—

125

3.6 ka
1.8 xlO"4

280
24 /<S

8.5 ka
—

500
60 /iS
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BC 107 Typical characteristics (7, = 25 °C)
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Integrated circuit operational amplifiers

Key features

Input offset voltage max. (mV)
Input offset current max. (nA)
Input bias current max. (nA)
Minimum voltage gain (V/mV)
Operating supply voltage range: min. (V)

max. (V)
Unity gain bandwidth (MHz)
Slew rate ACL = 1 (V///s)

ACL=-1 (V///S)
ACL = 10 (V//*s)

Input voltage range (V)
Differential input voltage (V)
Temp, coefficient of input offset voltage

(//V/degC)
Internal compensation
Offset adjust
Input protection
Output protection
Input resistance: minimum

typical
Output resistance: typical
Common-mode rejection ratio: typical

minimum

M709

General
purpose

7.5
500

1500
15

±9.0
±18

5.0
0.3
0.3
3.0

±10
±5.0

10

x

50 kU
250 ktt
150 Q
90 dB

65

//A740

F.e.t.
input
High

slew rate

100

2.0
25

±5.0
±22

3.0
6.0
6.0
6.0

±15
±30

20

x
x
X

X

—

1012 Q

15 il
80 dB

—

/<A741
Internally
compen-

sated
general
purpose

6.0
200
500
20

±5.0
±18

1.0
0.5
0.5
0.5

±15
±30

7.0

X

x
X

X

300 kQ
2MU
75 n
90 dB

70
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Data for //A741

o

Open loop voltage gain
as a function of frequency

105

104

103

102

10

1

lO"1

1 10 100 1 10 100 1 10
k k k M M

Frequency (Hz)

Input resistance and input capacitance
as a function of frequency

10 M i i MI i i MI I I MI i i in 1100

\

\

\

Vs~-

\

= ±15 V
= 25

\

\

1 M

100 k

10 k

R

c

IN

IN

ex

10 |

1 Z>
exc

100 Ik 10 k 100 k

Frequency (Hz)

0.1
1M

- 4 5

- 9 0

- 1 3 5

- 1 8 0

600

500

400

300

ex

JS O

200

100

Open loop phase response
as a function of frequency

KS=±15V
7̂  = 25 °C

\

1 10 100 1 10 100 1 10
k k k M M

Frequency (Hz)

Output resistance
as a function of frequency

V
T

+
, = 25

IS
°C

/

V

i

/

100 Ik 10 k 100 k 1 M

Frequency (Hz)
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Data for //A 709: Frequency compensation curves (for all grades)

CO

O
O

Open-loop frequency response for
various values of compensation

100

-20
Ik 10 k 100 k 1 M 10 M

Frequency (Hz)

B
o
>
O
o

80

60

40

20

Frequency response for
various closed-loop gains

- 20

= 10pF, /?t = 0

, = 100pF, /?,= 1

- l - h

, = 5000pF, /?, =

2 = 20pF
Mil I II

C2 = 200pF

r4 = 25 C

100 Ik 10 k 100 k 1 M
Frequency (Hz)

10 M

Output voltage swing
as a function of frequency

for various compensation networks
32

1 k 10 k 100 k 1 M
Frequency (Hz)

10 M
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Device data and characteristics

Protection circuits

Output short-circuit
protection Input breakdown

protection

Supply over-voltage protection
V

D,
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Answers to problems

Chapter 1 (p. 33)

1. 1 Mi>, 80, 1 kl>.

2. /4 = IR5I(R^R5\ Rb > 99tf4, R5 = R3, I = AvjR3.

3. 63.8, 90, 63.1, 1 Hz to 1 MHz.

4. /2/?5
2/?4(/?5+/?4)-2, R5 = K4, 1012, 10 mV RMS, 270//Ff.

5. C->£-> /4 , 5.2 W.

6. 2 stages, 110 Qf> 300 /zF| shunting the output.

Chapter 2 (p. 70)

1. Drain load = 12 k£2, source bias resistor = 1 k!2, —21.8.

2. 20 k£>, 3 mS.

3. 26.7, 24.3.

4. 28 dB, 318 Hz, 1.27 MHz.

5. 15.7 V, 1.25 V, 19.7 dB.

4X 10~3jw/?/?3C l
6. oRzC)(\ +yoRCl)+yoRC

1

I1+j2.5x10*) I1 +j3.5x10*) (! +j4.5x10*)
7. Drain load = 4.7 k£2, bias resistor = 18012, by-pass capacitor

8. (1 -f G) Y, (Y+g0) (where g0 is the output conductance of the voltage
amplifier), 34.7 dB, 159.6 kHz.

Chapter 3 (p. 111)

1. 398 12, 93 ki2, - 2 2 3 , 973 12, - 9 0 , 2 x 104, - 8 0 .
2. - 5 4 5 .

t Nearest commonly available component.
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3. -7.7, - 40 , 0.99 MHz, 79.6 Hz.
4. Same as problem 1.

5. 0.88,0.80, 14512, 657 12.

Chapter 4 (p. 158)

1. - 10 , 51, Rt = 0.91 k!2, R2 = 0.98 k!2.

' l ~~ P D _i_ D D i D D ' /J2 ~~ 71

/?,, > 540 12, /?s < 175 k£>, 0-3 MHz, 0-1.8 MHz.

4. 28.7.

5. Ri = i*2 = 1 Mft, R3 = RA= 18 kQ, i?5 = 13.5 kQ, 12.1.

6. RE = 14.4 kQ, /?2 = 1.76 kQ, J?8 = 1.9 kQ, vo = 640V2-630VJ.

Chapters (p. 187)
1. -9.9, 50.5 M£2.

2. (R + Ay)l(\+Afi),ylfi.
3. 100.7, 16 kHz, 1.6 MHz.

4. 50, 0.08.

5. 10kti+ll/*2 ^ 0.01 R4.

6. (a) -0.0096, 100 to 103. (b) -0.08, 100 to 123.

7. (a) -0.004, 2 per cent, (b) -0.008.

Chapter 6 (p. 209)

1. \/2nCR, 3180 Hz.

2. 1 k£2, 16k!2, 1 juF.

3. 5010 pF, 10 pF.

4. 9, (y!5)l4nTHz.

Chapter 7 (p. 236)

1. (a) X = 4-2?-C+i4--»-Z) + 4-C-Z) + # - C - A four 3-input AND gates
+ one 4-input OR gate.

(b) Five NAND gates (four 3-input, one 4-input), seven NOR gates (six
2-input, one 6-input).

2. (a) Z = (ABC+A) + B; simplifies to A + B, one gate.

(b) D = y4(5-C+5-C+Z)) = i 4 - ( ( ^ T ) - ( F c ) - 5 ) = output HIGH.
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3. (fl) Z = A + B~C. _
(ft) F= AD + BC+AC,

F= AB+CD.

4. F= BC+BD,F=B+CD.

5. F= AB+AD+BCD.

6. (a) X = 7; (c) hazard on changeover of C if AB- D = 1, add Z-5- D

to r.

7. M = J-5-(C+5) + C-5-(J+5), three packages, T = 77-A/.

8. y; = J -5+^-5 , / 2 =/ a + C-5+C-A, one package.

Chapter 8 (p. 268)

1. (b) JA = KA = Qc; JB = KB=QA;JC= QBQAI KC = Qc-
2. 5-bit counter with reset to middle stage to count 8 short.

3. J, = K, = 1; J2 = & • & ; / 3 = ^ ^ j /4 = a-fi .-G,, ^
^3 =21-22,^4 = ft-

Carry = Q^-Qi (normally also gated with clock).

4. Inverter, flip-flop, 2-input NAND; one of each.

5. /x = BC,KA = 5 ; / B = C,/STB =

6. Feedback only C, feedback C+ £>.

7. /{ say 10k, R2 = 3.2R, R3 = 0.76/?.

Quiz 1 (p. 74)

1. (b). 2. (b). 3. (6).

4. (ft), (a) is also correct but not because of R-C coupling.

5. (a). 6. (A). 7. (a). 8. (c). 9. (a).

10. (a). 11. (r). 12. (a). 13. (a), (ft). 14. (</).

Quiz 2 (p. 162)

1. (b). 2. {b), (e). 3. (b), (c). 4. (ft). 5. (a), (c).

6. (c); (e) and (/) are older units.

7. (a), possibly (b), (c).

8. (c) 9. (ft). 10. (b), (d). 11. (a).
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Quiz 3 (p. 212)

1. (b), (d). 2. (d). 3. (c). 4. (a). 5. (b). 6. (a).

7. (c). 8. (a), (b), (d). 9. (b), (d). 10. (c). 11. (b).

12. (c), (e). 13. (*).
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Index

AC coupling, 13, 57, 69, 104
accumulator, 245
adder circuit, 236, 246
address lines, 260
algebra, Boolean, 220
alpha, a, for transistor, 79
amplification principles

current, 8
frequency response, 11, 20
time response, 12
trans-conductance, 177
trans resistance, 177
voltage, 3, 7

amplification factor, see gain
amplifiers

applications of, 128-37
bandwidth, 138; and see frequency

response
cascaded, 5, 104, 192
common-emitter, 80, 88, 96, 106

mid-band gain, 97; gain at high
frequency, 99; graphical estimate of
gain, 88

common-source, 49, 54, 68; gain at
high frequency, 59; gain at low
frequency, 57; gain at midband, 55;
graphical estimate of gain, 51

complementary, 66
differential, 115, 125, 140, 145, 168,

192, 205
distortion, 88,91, 173
emitter follower, 100
feedback, see feedback, negative feed-

back and positive feedback; ideal, 114
operational, see operational amplifier
phase response, 139, 182
principles, 1; and see amplification

principles

284

R-C coupled, 57, 69, 104
selective, 134
source follower, 60
transformer-coupled, 89
voltage sensitive, 203, 204

amplifier model, 3, 57, 98, 114, 120,
165

amplitude distortion, 2, 173
analog signal, 251
analog-to-digital converter, 257
AND gate, 216, 220, 230
arithmetic logic unit, 246, 267
astable circuit, 228
attenuation, 16, 21
automatic biasing, see bias
avalanche breakdown, 37, 82

B (feedback), 165, 168, 170, 178, 198
bandwidth

of bipolar stages, 99
of f.e.t. stages, 57, 59
half power, 21, 172

barrier, at p-n junction, see diode
base-spreading resistance, 92, 94
base width, 78
beta, fi, for transistor, 78, 92, 96
bias

bipolar transistor, 85
f.e.t., 49, 55
for integrated circuits, 146
forward, 39, 81
reverse, 39
stability, 85

binary-coded decimal, 219
binary counter, 243
binary number system, 218
binary-to-decimal conversion, 218
bipolar transistor, 76



Index

amplifier, see amplifiers
equivalent circuits, 91; see also

models
manufacture, 106
symbol, 77

bistable
allocation, 248
circuit, 239

Bode plots, 16, 20, 172
bond, covalent, see semiconductors
Boolean algebra, 220
buffer, unity gain, 129
bus, 219, 231

data, 266

capacitance
barrier, see diode
input, amplifier, 18, 59, 99

capacitor
coupling, 57, 69, 104
decoupling, 56, 108

carriers in semiconductors, see majority
or minority carriers

cascaded amplifiers, see amplifiers
cascode amplifier, see amplifiers
characteristic curves

bipolar transistor, 80, 275
diode, 39, 41
f.e.t., 44, 47, 273
integrated circuit amplifiers, 277
MOST, 65

clock, 253, 258
CMOS 66, 229, 232

Colpitts oscillator, 198
combinational logic circuit, 214, 220
common-collector stage, see emitter

follower
common-drain stage, see source follower
common-emitter stage, see amplifier,

common-emitter
common-mode gain, 142
common-mode input, 127
common-mode rejection ratio, 143, 144,

276
common-source stage, see amplifier,

common source
complementary pairs of transistors, 83
computer architecture, 265
converter, analog/digital, 257
counter

ripple, 243
synchronous, 244

coupling
between current amplifiers, 8, 104,
between voltage amplifiers, 3, 25, 28,

57, 69, 89, 104
frequency characteristics, 11, 18, 57

coupling circuits containing inductors,
196

crystal, see quartz crystal
current gain

bipolar transistor, 77, 78, 82, 98
effect of feedback, 169

data latch, 239
dB (decibel), 6, 16, 20, 21, 144
DC coupled amplifiers, 13, 105, 142
decimal-to-binary conversion, 218
decoder, address, 234, 260
De Morgan's theorem, 221, 222
depletion mode, 45
depletion region, 39, 40, 81
difference amplifier, see differential

amplifier
differential amplifier, 114, 126, 140, 168

192, 205
differentiator, 28, 131
diffusion, 39
digital/analog converter, 254
digital voltmeter, 259
diode, 36

avalanche, 37
capacitance, 40
characteristics, 39, 41
dynamic resistance, 43, 81, 93, 96
equation, 40
p-n junction, 36
reverse current, 43
voltage limiting, 216

divide-by-M counter, 245
donor, see semiconductor
Don't-care state, 226
drain, 44
drain resistance, 53
dual-in-line package, 215
dual ramp convenor, 258
duty cycle, 23

emitter, 76
emitter-coupled logic (ECL), 232
emitter follower, 100

gain, 102
input resistance, 103
output resistance, 102
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Index

enhancement mode, 46
equality comparator, 218, 235
equivalent circuits, for:

f.e.t., 53
bipolar transistor, 91
hybrid-77, 95
hybrid parameter, 93
T-network, 92

Exclusive-OR gate, 217, 226

fan-in, fan-out, 233
feedback, advantages of, 171, 172, 173,

185
application to amplifiers, 201
current, see negative current
definitions, 164
degenerative, see negative current;

negative voltage
effect on bandwidth, 172, 185
effect of disturbances, 173
effect of noise, 174
factor, B, 166, 168, 170, 178, 193, 198
gain margin, 184
loop gain, 165, 177, 182, 190
negative current, 169; circuit for, 171,

176, 180; effect on input and output
impedances, 174, 176

negative voltage, 167; circuits for, 167,
168, 175, 180, 185, 201, 203; effect
on input and output impedances,
174, 175, 185

over several stages, 180
positive, 190, 206
conditions for oscillation, 190, 201;

phase-shift networks, 193, 194, 195
196, 207 sinusoidal output, see
oscillator; stability of oscillation,
192,199, 200; unintentional, 164, 181

regenerative, see positive
stability of gain, 171, 180, 184
voltage, see negative voltage

f.e.t., see field-effect transistor
field-effect transistor, 36, 43

biasing, 55
channel, 44, 63
characteristics, 47, 273
common-drain amplifier, 60
common-source amplifier, 48, 54, 57,

68, 198: see also amplifier, common-
source

depletion, MOST, 62
enhancement, MOST, 65
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equivalent circuits, 49, 53
insulated gate, see MOST
principles of operation, 43
safe operating point, 49
small-signal model, 53
source follower, 60
symbol, 46
as a voltage variable resistor, 204

filters, active, 134
flip-flop, 239, 259

A 241
J-K9 241
MS, 242
S-R, 228, 239

flow chart, 268
follower circuits, see source or emitter

follower
frequency

compensation, 139, 278
lower half power, 21, 58, 68
lower turnover frequency, 15, 19, 58
upper half power, 21, 186
upper turnover frequency, 19, 99,

138, 172
frequency response, 20, 58, 62, 99, 137,

150, 172, 134
frequency stability of oscillator, 192, 199

gain, 1
adjustment, 119
current, 79, 82, 169
graphical estimates of, 51, 88
logarithmic, 6
loop, 165, 177, 182
midband, 13
non-linear, 2
power, 7, 31, 106
voltage, 1, 7, 116, 128, 195; and see

voltage gain
with negative feedback, 165, 171, 180

gain-bandwidth product, 138, 173
gate (field, effect transistor), 44
gate current, 272
gate logic, 214
graphical estimate of gain, see gain

half-power bandwidth, 21, 172
half power points, upper and lower, 58,

60
Hartley, 198
hazards, 227
hexadecimal numbers, 218
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holes, 37, 77
hybrid parameters, 93

conversion, 96
hybrid-7r equivalent circuit, 95
hysteresis, 252

ICBO, 80

I-Vcharacteristics of diode, 38, 40
impurities, donor, 37
inductance simulation, 132
input admittance, 56, 58, 60, 62
input impedance, 2

bipolar transistor, 81, 103
common-mode, 126
effect of feedback on, 174
f.e.t., 56, 60
MOST, 65

operational amplifier, 121, 125
voltage follower, 129

insulated gate f.e.t., see MOST
instability, 181
integrated circuit, 114

advantages, 114, 152
comparison of design concepts, 153
construction, 152, 229, 255
hybrid, 152
linear, 152
monolithic, 152
properties, 115, 120
size, 152
symbol, 116
terminology, 115
transistors, 153

integrator, 28
op amp, 131

inverter 214, 230
inverting amplifier, 117

input, 116

junction capacitance, 40, 59, 62, 99
junction diode, see diode, p-n junction
junction transistor, see bipolar transistor
junction voltage, 39

Karnaugh map, 224, 249
KirchhofTs laws, 4
knee voltage, 82

ladder phase-shift network, 194
large-scale integration (LSI), 261
latch, data, 240
leakage current, 79

linearity of gain, 2, 88, 91, 173
load line

for AC load dynamic, 89
for bipolar amplifier, 85, 88
for f.e.t. amplifier, 49

logic, three-state, 231
logic circuit

analysis, 220, 224, 234
design, 223, 227
syntheses, 226, 234, 246-51, 261,

263
long-tailed pair, see differential

amplifier
loop gain, 165, 177, 182

variation with frequency, 182

majority carriers, 37
mark-to-space ratio, 23
matching load, 10, 91, 108
memory, 228, 239

erasable, 260
microcomputer, 266
MOS RAM, 261
random-access, 259
read-and-write, 259
read-only, 259, 261

microprocessor, 265
minority carriers, 34
Miller capacitance, 60, 99
model, for f.e.t., 53, 59

hybrid-7r, 95
hybrid-parameter, 93
T-networks, 92

monostable circuit, 228
MOSFET, 62

biasing, 65
MOST, 62

characteristics, 65
insulated gate, 63
symbol, 63

multiplexer, 263
multistage amplifiers, 104, 156, 173
mutual conductance, 52, 95

NAND gate, 216, 231
TTL, 229, 232

negative feedback, see feedback
noise reduction by feedback, 174
non-inverting input, 116
Norton's theorem, 8
Nyquist diagram, 182, 183

interpretation, 183
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offset adjustment, 149
offset current, 149, 276
offset voltage, 129, 148, 276
open-collector gate, 223, 229
open loop frequency response, 182
open loop gain, see gain
operating point

choice of safe point, 47, 50, 80, 83, 89
stability, 85

operational amplifier, 114, 117
adder, 129
adding/scaling, 130
circuits, 128
differential-mode, 126, 149, 145
differentiating, 131
frequency response, 137, 150
gain when inverting, 117, 119, 121, 168
gain when non-inverting, 123, 156, 168
input impedance, 121, 125
integrating, 131,206
inverting, 117
offsets, 146
output impedance, 121, 123
protection circuit, 152
slewing rate, 150
virtual earth, 118
voltage follower, 128, 156

oscillator, 190, 202, 207
amplitude stability, 200, 207
Colipitts, 198
crystal, 198, 200
frequency stability, 192, 199
Hartley, 198
phase-shift, 193
sinusoidal conditions for, 192, 200,

207
tuned circuit, 196
using integrators, 206
Wien network, 195, 202, 207

output admittance, 103
output impedance,

of common-emitter stage, 98, 200
of common-source stage, 56, 200
effect on feedback, 174
of emitter follower, 102
operational amplifier, 121
voltage follower, 128

p-n junction see diode
parameter, field-effect transistors, 52,

272
hybrid, 93, 274

288

hybrid-^, 95
T-equivalent, 92

phase-frequency relation, 15, 139, 182
191, 193, 199

phase margin, 184
phase-shift networks, 193, 194, 195, 196,

207
pinch-off locus, 45
pinch-off voltage, 44
planar transistors, 106
positive feedback, see feedback, positive
potentiometers, 4
power

condition for maximum power output,
10

maximum power output, 9, 108
power gain, 6, 109
power limitation, working point

bipolar transistor, 83
f.e.t., 47

power output stage, 134
propagation delay, 227, 233
programming, microprocessor, 267
pul»e, 22, 256
pulse response, 24
protection circuits, 279

Q for parallel LCR circuit, 197, 200,
133

for crystal, 198
quartz crystal, 198, 200
quiescent point, see operating point

R-C coupling of amplifiers, 68, 104
random sequences, 264
ratings

bipolar transistor, 274
field-effect transistor, 272
integrated circuits, 276

read and write memory, 259, 266
read-only memory, 259, 261, 266
regions, depletion, 39
register, 245

shift, 245, 264
resonant, circuit, see tuned circuit
reverse bias, 39
reverse current, 43
reverse voltage, 41

breakdown, 37
rise-time, 12

saturation current, in f.e.t., 45
Shottky gates, 232
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Schmitt trigger, 251
self-biasing, see bias
semiconductors

diode, 36
donor impurities, 37
majority carriers, in 37
minority carriers in, 38

sequencer, 246
sequential logic circuits, 220, 239
short circuit current gain, see current

gain
shunting capacitors, 19
signal handling, 2, 3, 5, 8, 9, 156
signal to noise ratio, 174
sine-wave oscillators, see oscillators
slewing rate, 150, 276
small-signal models, see models
source (of field-effect transistor), 44
source follower, 60
specifications see data
square-wave testing, 24
stability

of amplitude of oscillators, 200
of feedback amplifiers, 166, 171, 181
of operating point, 85, 171
of frequency of oscillators, 192, 199

state diagram, 246
state table, 248
static characteristics, see characteristics
step response, 24, 28
stray capacities, 18
summing amplifier, see amplifier
synchronous counter, 243

T-equivalent circuit, see model
thermal resistance, 84, 109
thermistor, 203
Thevenin equivalent circuit, 57, 86, 103
threshold voltage, 233, 252
time constant, 14, 24
transconductance amplifier, 177
transformer-coupled load, 89

transistors
bipolar, see bipolar transistor
complementary pairs, 83
field-effect, see field-effect transistor
insulated gate, see MOST
metal oxide semiconductor, see MOST

transistor switch, 67, 214
transistor-transistor logic, TTL, 229, 232
transresistance amplifier, 177
tuned circuits, 196, 198

unipolar transitor, see field-effect tran-
sistor

unity-gain amplifier, see voltage follower

virtual earth, 118
voltage amplification, see amplification

principles
voltage controlled resistor, 204
voltage divider, 4
voltage follower, 128, 156
voltage gain

of common-emitter stage, 98
of common-source stage, 55
of emitter follower, 102
of inverting amplifiers, 119, 121
of non-inverting amplifiers, 117, 119,

123,125
with negative feedback, 167

voltage level detector, 251
voltage to frequency convertor, 257
voltage sources, 3, 5
voltage supply, internal impedance, 54,

97, 101

waveform distortion, 201
Wien bridge oscillator, 195
Wien network, 195, 202, 207
working point, see operating point

Zener breakdown, 37
Zener diode, 207
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