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Foreword

It is a great honor to me to write a foreword for this book on "Next Generation
Data Technologies for Collective Computational Intelligence". With the rapid
development of the Internet, the volume of data being created and digitized is
growing at an unprecedented rate, which if combined and analyzed through a
collective and computational intelligence manner will make a difference in the
organizational settings and their user communities.

The focus of this book is on next generation data technologies in support of col-
lective and computational intelligence. The book distinguish itself from others in
that it brings various next generation data technologies together to capture, inte-
grate, analyze, mine, annotate and visualize distributed data — made available from
various community users — in a meaningful and collaborative for the organization
manner.

This book offers a unique perspective on collective computational intelligence,
embracing both theory and strategies fundamentals such as data clustering, graph
partitioning, collaborative decision making, self-adaptive ant colony, swarm and
evolutionary agents. It also covers emerging and next generation technologies in
support of collective computational intelligence such as Web 2.0 enabled social
networks, semantic web for data annotation, knowledge representation and infer-
ence, data privacy and security, and enabling distributed and collaborative para-
digms such as P2P computing, grid computing, cloud computing due to the nature
that data is usually geographically dispersed and distributed in the Internet envi-
ronment.

This book will be of great interest and help to those who are broadly involved
in the domains of computer science, computer engineering, applied informatics,
business or management information systems. The reader group might include re-
searchers or senior graduates working in academia; academics, instructors and
senior students in colleges and universities, and software developers.

Dr. Maozhen Li
Brunel University, UK



Preface

Introduction

The use of collaborative decision and management support systems has evolved
over the years through developments in distributed computational science in a
manner, which provides applicable intelligence in decision-making. The rapid de-
velopments in networking and resource integration domains have resulted in the
emergence and in some instances to the maturation of distributed and collabora-
tive paradigms such as Web Services, P2P, Grid and Cloud computing, Data
Mashups and Web 2.0. Recent implementations in these areas demonstrate the ap-
plicability of the aforementioned next generation technologies in a manner, which
seems the panacea for solving very complex problems and grand challenges. A
broad range of issues are currently being addressed; however, most of these de-
velopments are focused on developing the platforms and the communication and
networking infrastructures for solving these very complex problems, which in
most instances are well-known challenges. The enabling nature of these technolo-
gies allows us to visualize their collaborative and synergetic use in a less conven-
tional manner, which are currently problem focused.

In this book, the focus is on the viewpoints of the organizational setting as well
as on the user communities, which those organizations cater to. The book appreci-
ates that in many real-world situations an understanding — using computational
techniques — of the organization and the user community needs is a computational
intelligence itself. Specifically, current Web and Web 2.0 implementations and fu-
ture manifestations will store and continuously produce a vast amount of distrib-
uted data, which if combined and analyzed through a collective and computational
intelligence manner using next generation data technologies will make a differ-
ence in the organizational settings and their user communities. Thus, the focus of
this book is about the methods and technologies which bring various next genera-
tion data technologies together to capture, integrate, analyze, mine, annotate and
visualize distributed data — made available from various community users — in a
meaningful and collaborative for the organization manner.

In brief, the overall objective of this book is to encapsulate works incorporating
various next generation distributed and other emergent collaborative data tech-
nologies for collective and computational intelligence, which are also applicable
in various organizational settings. Thus, the book aims to cover in a comprehen-
sive manner the combinatorial effort of utilizing and integrating various next
generation collaborative and distributed data technologies for computational intel-
ligence in various scenarios. The book also distinguishes itself by focusing on
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assessing whether utilization and integration of next generation data technologies
can assist in the identification of new opportunities, which may also be strategi-
cally fit for purpose.

Who Should Read the Book?

The content of the book offers state-of-the-art information and references for work
undertaken in the challenging area of collective computational intelligence using
emerging distributed computing paradigms. Thus, the book should be of particular
interest for:

Researchers and doctoral students working in the area of distributed data
technologies, collective intelligence and computational intelligence, primarily as a
reference publication. The book should be also a very useful reference for all re-
searchers and doctoral students working in the broader fields of data technologies,
distributed computing, collaborative technologies, agent intelligence, artificial in-
telligence and data mining.

Academics and students engaging in research informed teaching and/or
learning in the above fields. The view here is that the book can serve as a good
reference offering a solid understanding of the subject area.

Professionals including computing specialists, practitioners, managers and
consultants who may be interested in identifying ways and thus, applying a num-
ber of well defined and/or applicable cutting edge techniques and processes within
the domain area.

Book Organization and Overview

The book contains 22 self-contained chapters that were very carefully selected
based on peer review by at least two expert and independent reviewers. The book
is organized into four parts according to the thematic topic of each chapter.

Part I: Foundations and Principles

The part focuses on presenting state-of-the-art reviews on the foundations, princi-
ples, methods and techniques for collective and computational intelligence. In
particular:

Chapter 1 illustrates the space-based computing paradigm aiming to support and
facilitate software developers in their efforts to control complexity regarding con-
cerns of interaction in software systems.

Chapter 2 presents a state-of-the-art review on ant colony optimization and data
mining techniques and focus on their use for data classification and clustering.
They briefly present related applications and examples and outline possible future
trends of this promising collaborative use of techniques.
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Chapter 3 offers a high-level introduction to the open semantic enterprise architec-
ture. Because of its open nature it is free to adopt and extend, yet retains a root
commonality to ensure all participating agents can agree on a common under-
standing without ambiguity, regardless of the underlying ontology or logic system
used.

Chapter 4 discusses and evaluates techniques for automatically classifying and co-
ordinating tags extracted from one or more folksonomies, with the aim of building
collective tag intelligence, which can then be exploited to improve the conven-
tional searching functionalities provided by tagging systems.

Chapter 5 provides an overview of the current landscape of computational models
of trust and reputation, and it presents an experimental study case in the domain of
social search, where it is shown how trust techniques can be applied to enhance
the quality of social search engine predictions.

Part II: Advanced Models and Practices

The part focuses on presenting theoretical models and state-of-the-art practices on
the area of collective and computational intelligence. These include but not limited
to the application of formal concept analysis; classifiers and expression trees;
swarm intelligence; channel prediction and message request; time costs and user
interfaces. In particular:

Chapter 6 presents the formal concept analysis; a proposed data technology that
complements collective intelligence such as that identified in the semantic web.
The work demonstrates the discovery of these novel semantics through open
source software development and visualizes data’s inherent semantics.

Chapter 7 focuses on constructing high quality classifiers through applying collec-
tive computational techniques to the field of machine learning. Experiment results
confirm gene expression programming and cellular evolutionary algorithms when
applied to the field of machine learning, can offer an advantage that can be attrib-
uted to their collaborative and synergetic features.

Chapter 8 deals with the load-balancing problem by using a self-organizing
approach. In this work, a generic architectural pattern has been presented, which
allows the exchanging of different algorithms through plugging. Although it pos-
sesses self-organizing properties by itself, a significant contribution to self-
organization is given by the application of swarm based algorithms, especially bee
algorithms that are modified, adapted and applied for the first time in solving the
load balancing problem.

Chapter 9 presents a new scheme for channel prediction in multicarrier frequency
hopping spread spectrum system. The technique adaptively estimates the channel
conditions and eliminates the need for the system to transmit a request message
prior to transmit the packet data.
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Chapter 10 discusses a theory on process for decision making under time stress,
which is common among two or bilateral decision makers. The work also pro-
poses a formula on strategic points for minimizing the cost of time for a certain
process.

Chapter 11 presents a model for amplifying human intelligence, utilizing agents
technology for task-oriented contexts. It uses domain ontology and task scripts for
handling formal and semiformal knowledge bases, thereby helping to systemati-
cally explore the range of alternatives; interpret the problem and the context and
finally, maintain awareness of the problem.

Part III: Advanced Applications

The part focuses on presenting cutting-edge applications with a specific focus on
social networks; cloud computing; computer games and trust. In particular:

Chapter 12 investigates the use of a proposed architecture for continuous analytics
for massively multi-play online games, to support the analytics part of the relevant
social networks. The work presents the design and implementation of the plat-
form, with a focus on the cloud-related benefits and challenges.

Chapter 13 studies feature extraction and pattern classification methods in two
medical areas, Stabilometry and Electroencephalography. An adaptive fuzzy infer-
ence neural network has been applied by using a hybrid supervised/unsupervised
clustering scheme while its final fuzzy rule base is optimized through competitive
learning. The proposed system is based on a method for generating reference mod-
els from a set of time series.

Chapter 14 analyzes a service oriented architecture based next generation mobility
management model. In this work, a practical case, e.g., a “mobile messaging” ap-
plication showing how to apply the proposed approach is presented.

Chapter 15 creates a set of metrics for measuring entertainment in computer
games. Specifically, the work here uses evolutionary algorithm to generate new
and entertaining games using the proposed entertainment metrics as the fitness
function. A human user survey and experiment using the controller learning ability
is also included.

Chapter 16 investigates the problem of knowledge extraction from social media.
Specifically, the work here presents three methods that use Flickr data to extract
different types of knowledge namely, the community structure of tag-networks,
the emerging trends and events in users tag activity, and the associations between
image regions and tags in user tagged images.

Chapter 17 presents an anonymity model to protect privacy in large survey rating
data. Extensive experiments on two real-life data sets show that the proposed slic-
ing technique is fast and scalable with data size and much more efficient in terms
of execution time and space overhead than the heuristic pair-wise method.
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Part IV: Future Trends and Concepts

Finally, this part focuses on presenting future concepts and trends using either real
or realistic scenarios. In particular:

Chapter 18 focuses on the next generation network and how underlying technolo-
gies should evolve and be used to help service providers remain competitive.
Within this context, a migration strategy is proposed and explored enabling the
development of a capable concept of how the structuring of networks must be
changed, and in doing so taking into consideration the business needs of diverse
service providers and network operators.

Chapter 19 discusses how next generation emerging technologies could help coin
and prompt future direction of their fit-to-purpose use in various real-world sce-
narios including the proposed case of disaster management. Specifically, it re-
views their possible combination with intelligence techniques for augmenting
computational intelligence in a collective manner for the purpose of managing
disasters.

Chapter 20 presents novel technologies for exploiting multiple layers of collective
intelligence from user-contributed content. The exploitation of the emerging re-
sults is showcased using an emergency response and a consumers social group
case studies.

Chapter 21 offers a review of mobile sensing technologies and computational
methods for collective intelligence. Specifically, the work presented discusses the
application of mobile sensing to understand collective mechanisms and phenom-
ena in face-to-face networks at three different scales: organizations, communities
and societies. Finally, the impact that these new sensing technologies may have on
the understanding of societies, and how these insights can assist in the design of
smarter cities and countries is discussed.

Chapter 22 outlines the key social drivers for dataveillance and illustrate some of
the roles emerging technology plays in it. Within this context, the work presents a
social ecological model of technology cooption. The proposed model provides a
middle range theory for empirical analysis by identifying the key elements of
technology cooption and their proposed links and the role of the stakeholders in
such cooption.

Professor Nik Bessis
University of Derby, UK
University of Bedfordshire, UK

Professor Fatos Xhafa
Universitat Politecnica de Catalunya, Spain
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Chapter 1
Coordination Mechanisms in Complex
Software Systems

Richard Mordinyi and Eva Kiihn

Abstract. Software developers have to deal with software systems which are usu-
ally composed of distributed, heterogeneous and interacting application compo-
nents representing higher-level business goals. Although the message-passing
paradigm is a common concept allowing application components to interact with
each other in an asynchronous manner, the technology is not entirely suitable for
complex coordination requirements since the processing and state of coordination
have to be handled explicitly by the application component. Data-driven frame-
works support the coordination of application components, but have a limited
number of coordination policies requiring from the software developer to imple-
ment coordination functionality that is not directly supported by the coordination
framework. We illustrate the Space-Based Computing (SBC) paradigm aiming to
support and facilitate software developers efficiently in their efforts to control
complexity regarding concerns of interaction in software systems. Major results of
the evaluation in this context are improved coordination efficiency accompanied
with reduced complexity within application components.

1 Introduction

Complex systems are systems [1, 2] whose properties are not fully explained by an
understanding of their single component parts. Complex systems (e.g., financial
markets, bacteria life cycles) usually consist of a large number of mutually inter-
acting, dynamically interwoven, and indeterminably dis- and reappearing compo-
nent parts. The understanding often is that the complexity of a system emerges by
interaction of a (large) number of component parts, but cannot be explained by
looking at the parts alone. Software systems, especially software-intensive sys-
tems [3], can be interpreted as complex systems as well, because they usually
interact with other software, systems, devices, sensors and people. Over time these
systems become more distributed, heterogeneous, decentralized and interdepend-
ent, and are operating more often in dynamic and frequently unpredictable

Richard Mordinyi - Eva Kiihn

Vienna University of Technology, Institute of Computer Languages,
Space-Based Computing Group, Argentinierstrasse 8, 1040 Vienna, Austria
e-mail: {richard.mordinyi, eva.kuehn}@tuwien.ac.at

N. Bessis, F. Xhafa (Eds.): Next Generation Data Technologies for CCI, SCI 352, pp. 3
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



4 R. Mordinyi and E. Kiihn

environments. Therefore, software developers have to deal with issues like
heterogeneity and varying size of components, variety of protocols for interaction
with internal and external components, or with a number of potential incidents,
like crashed or unreachable components in distributed environments. In the course
of developing distributed software systems, software developers cannot avoid cop-
ing with these complexity issues. Today’s software systems typically consist of
mainly distributed application components representing higher-level business
goals and a middleware technology abstracting the complexity concerns related to
network and distribution. However, software developers still have to deal with the
interaction of application components.

The message-passing paradigm is a common concept allowing application
components to communicate with each other. The message-oriented middleware
[4, 5], prominent representative is the Enterprise Service Bus (ESB) [6], provides
synchronous and asynchronous message-passing properties and promises to inter-
connect application components in a loosely coupled manner. Since message-
oriented middleware is only capable of transmitting and transforming messages
between application components, it lacks support for complex interaction re-
quirements which involve the participation of several application components for
decision making, like in the telecommunication domain [7]. The software devel-
opers have no other choice but to take into account both, the application logic rep-
resenting the business goal and additional coordination logic needed to fulfill the
specific coordination requirement. Such logic for instance may contain implemen-
tation matters related to synchronization problems. Furthermore, it may include
logic for the management and supervision of the latest state of the coordination
process itself otherwise the application may get “lost” and the common business
goal cannot be reached. Additional management is needed in case the coordinating
component crashes and after recovery the failed application component still wants
to be part of the running coordinating process [8]. These additional issues intro-
duce potential sources of error, decrease the efficiency of the system, and increase
the cognitive complexity [9, 10] of the application component. However, the re-
sponsibility of the software developer should focus on the application’s business
goals and not on concerns related to distribution or coordination.

A framework that has been explicitly designed for coordination purposes is the
so called tuple space, based on the Linda coordination model of David Gelernter
[11]. It is a data-centered, blackboard based, architectural style that describes the
usage of a logically shared memory, the tuple space, by means of simple opera-
tions as interaction mechanisms. The approach promotes a clear separation be-
tween the computation model, used to express the computational requirements of
an algorithm, and the coordination model, used to express the communication and
synchronization requirements. The state of coordination is not embedded in the
coordinating process itself but in the space [12]. The state of the coordination in-
formation on the blackboard determines the way of execution of the process. By
means of this coordination model the application may entirely focus on business
goals since the model “gives application builders the advantage of ignoring some
of the harder aspects of multi-client synchronization, such as tracking names (and
addresses) of all active clients, communication line status, and conversation
status” [13]. The Linda coordination model uses template matching with random,
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non-deterministic tuple access to coordinate processes (see Sect. 0) supporting one
coordination model only that can be considered a restriction limiting the benefit of
using such a communication abstraction. Therefore, with respect to more complex
coordination requirements the software developer still needs to implement coordi-
nation functionality not directly supported by the coordination framework within
application components. Consequently, this increases the complexity of the appli-
cation component, decreases performance due to additional implementation logic,
and leads once again to an unclear separation between computation model and co-
ordination model.

Taking into account the previously mentioned issues regarding interaction in
software systems, we illustrate the so called Space-Based Computing (SBC) para-
digm [14] supporting and facilitating software developers efficiently in their ef-
forts to control complexity concerns in software systems. SBC extends and
strengthens the clear separation between computation and coordination logic by
allowing the selection and injection of scenario specific coordination models.
From the application’s point of view the SBC paradigm is comparable to the
blackboard architectural style, orientated on the Linda coordination language. In
contrast to traditional Linda coordination frameworks, we define the SBC para-
digm to extend the Linda coordination model by introducing exchangeable me-
chanisms for structuring data in the space using special ordering characteristics
and reducing dependencies between application components and coordination
models. SBC explicitly embeds sophisticated coordination capabilities in the ar-
chitectural style, and thus makes the style itself dynamic with respect to the sce-
nario’s coordination problem statement. This means that SBC is capable of
abstracting coordination requirements and changes from the application. Since co-
ordination requires and thus inherently consists of communication, consequently
the abstraction of coordination also means that SBC abstracts communication re-
quirements as well.

We evaluate the Space-Based Computing (SBC) paradigm using an industrial
use case from an assembly workshop of a production automation system. The
evaluation will demonstrate SBC’s coordination and recovery capabilities focus-
ing on aspects like feasibility, effort, robustness, performance, and complexity.
Major results of the evaluation are higher coordination efficiency accompanied
with minimized complexity within application components.

The remainder of this chapter is structured as follows: Section 2 summarizes
related work on coordination models and platforms. Section 3 describes the indus-
trial use case while Section 4 concentrates on the conceptual details of the Space-
based Computing paradigm. Section 5 presents the evaluation whereas Section 6
discusses the advantages and limitations of SBC. Finally, Section 7 concludes the
chapter and provides further research issues for future work.

2 Related Work

Since significant characteristics of complex systems refer to the interaction be-
tween components of complex systems, coordination between these components is
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an important issue to be investigated. This section summarizes related work with
emphasis on coordination theory by giving a definition of coordination, describing
coordination models, and presenting technologies built for supporting coordination.

2.1 Coordination Theory

Coordination [15] is the additional organizing activity (like information process-
ing) that is needed in case multiple actors pursue the same goal, that a single actor
would not perform. In a more general perspective [16], coordination refers to “the
act working together harmoniously”. However, it can be derived that coordination
itself consists of different components, like actors performing some activities
which are directed to a goal. Therefore, the definition implies that activities are
not independent and thus coordination can be seen as “the act of managing inter-
dependencies between activities performed to achieve a goal”. Later, Malone and
Crowston [17], the founders of interdisciplinary science of coordination theory,
describe their definition in a refined form just as “managing dependencies be-
tween activities". It has to be pointed out that coordination makes only sense if
tasks are interdependent. If there are no interdependencies, there is nothing to co-
ordinate either. Given the unavoidable existence of dependencies, a detailed char-
acterization of different sorts of dependencies is given in [17, 18].

2.2 Coordination Models

A coordination model [19] is either a formal or a conceptual framework to model
the space of interaction. A formal framework expresses notations and rules for the
formal characterization of coordinated systems, as used in the frameworks listed in
[20] and [21]. A conceptual framework is required by software developers to
manage inter-component interactions, since it provides abstraction mechanisms. In
general, the emphasis is on the expressiveness of the abstraction mechanism of the
coordination model, and on its effectiveness helping software developers in man-
aging interactions.

From a functionality point of view distributed systems are typically divided into
the following three concerns:

e Computational logic (i.e. business logic) performs calculations representing
the main intention of the system (i.e. business specific goals)

e Communication responsible for sending and receiving data between
components to be further processed.

e Coordination or dependency management responsible to execute tasks in a
way where no dependencies are violated and the common coordination goal is
achievable.

Sancese et. al. [22] argue that a clear separation of the three parts leads to a reduc-
tion of complexity of the entire systems also enabling a reliable and more stable
implementation. The process of coordination follows a certain coordination model
for which Ciancarini [19] defines a generic coordination model as a triple of
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{E, M, L}. In the model, {E} stands for either physical or logical entities to be co-
ordinated. These can be software processes, threads, services, agents, or even hu-
man beings interacting with computer-based systems. {M} represents the coordi-
nation media (i.e. communication channels) serving as a connector between the
entities and enables communication, which is a mandatory prerequisite for coordi-
nation [18, 23]. Such coordination media may be message-passing systems, pipes,
tuple spaces [11] etc. {L} specifies the coordination laws between the entities de-
fining how the interdependencies have to be resolved and therefore, semantically
define the coordination mechanisms. According to [12], existing variations of co-
ordination models and languages can be mainly divided into two categories: con-
trol-driven (or task- or process-oriented) or data-driven coordination models, as
described in the following sections.

2.2.1 Control-Driven Coordination

In control-driven coordination models [12] processes are treated as black boxes
and any data manipulated within the process is of no concern to other system
processes. Processes communicate with other processes by means of well defined
interfaces, but it is entirely up to the process when communication takes place. In
case processes communicate, they send out control messages or events with the
aim of letting other interested processes know their interest, in which state they
are, or informing them of any state changes.

From a stylistically perspective, in the control-driven coordination model it is
easy to separate the processes into two components, namely purely computational
ones and purely coordination ones. The reason is that “the state of the computation
at any moment in time is defined in terms of only the coordinated patterns that the
processes involved in some computation adhere to” [12] and that the actual values
of the data being manipulated by the processes are almost never involved enabling
a coordination component written in a high-level language. Usually, a coordinator
process is employed for executing the coordination code. The computations are
regarded as black boxes with clearly defined input and output interfaces which are
plugged into the coordination code, i.e. they are executed when the program
reaches a certain part of the coordination code. In which way (e.g., RPC [24], RMI
[24], messaging [5, 6], publish/subscribe [25-28]) events are transmitted to the
consumers is up to the middleware technology used in the given context. Exam-
ples for control-driven coordination languages include WS-BPEL [29], Manifold
[30], CoLaS [31], or ORC [32].

2.2.2 Data-Driven Coordination

In contrast to control-driven coordination models, the main characteristic of the
data-driven coordination model is the fact that “the state of the computation at any
moment in time is defined in terms of both the values of the data being received or
sent and the actual configuration of the coordinated components” [12]. This
means that a coordinated process is responsible for both examining and manipulat-
ing data as well as for coordinating either itself and/or other processes by invoking
the coordination mechanism each language provides. A data-driven coordination
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language typically offers some coordination primitives which are mixed within the
computational code implying that processes cannot easily be distinguished as ei-
ther coordination or computational processes.

Carriero and Gelernter define in [33] that “a coordination model is the glue that
binds separate activities into an ensemble”. They express the need for a clear
separation between the specification of the communication entities of a system
and the specification of their interactions or dependencies; i.e. a clear separation
between the computation model, used to express the computational requirements
of an algorithm, and the coordination model, used to express the communication
and synchronization requirements. They explain that these two aspects of a sys-
tem’s construction may either be embodied in a single language or, as they prefer,
in two separate, specialized languages. Such a coordination language is e.g., the
Linda coordination model (see Sect. 0). In this data-driven coordination model,
processes exchange information by adding and retrieving data from a so called
shared dataspace.

2.3 Linda Coordination Frameworks

The Linda coordination model [11] was developed in the mid-1980's by David
Gelernter at Yale University. It describes the usage of a logically shared memory,
called tuple space, together with a handful of operations (out, in, rd, eval) as a
communication mechanism for parallel and distributed processes. In principal, the
tuple space is a bag containing tuples with non-deterministic rd and in operation
access. A tuple is built-up of ordered fields containing a value and its type, where
unassigned fields are not permitted, e.g. a tuple with the three fields <“index”, 24,
75> contains “index* of type string and 24 resp. 75 of type integer.

The defined operations allow placing tuples into the space (ouf) and querying
tuples from the space (rd and in). The difference between rd and in is that rd only
returns a copy of the tuple, whereas in also removes it from the tuple space. Both
operations return a single tuple and will block until a matching tuple is available in
the tuple space. There are also non-blocking versions of the rd and in operation,
called rdp and inp, which return an indication of failure instead of blocking, when
no matching tuple is found [34]. The eval operation is like the out operation, but the
tuple space initiates a single or several threads and performs calculations on the tu-
ple to be written. The result of these calculations is a tuple that is written into the
space after completed evaluation and that can then be queried by other processes.

The Linda model requires the specification of a tuple as an argument for both
query operations and thus supports associative queries, similar to query by exam-
ple [35]. In such a case, the tuple is called template that allows the usage of a
wildcard as a field’s value. A wildcard declares only the type of the sought field,
but not its value, e.g. the operation rd( “index* ?x, ?y) returns a tuple, matching
the size, the type of the fields and the string “index*. A tuple containing wildcards
is called an anti-tuple. If a tuple is found, which matches the anti-tuple, the wild-
cards are replaced by the value of the corresponding fields. The non-deterministic
rd and in operation semantics comes from the fact that in case of several matching
tuples a random one is chosen.
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Implementations that support the exact tuple matching of the Linda coordina-
tion model are: Blossom [36], JavaSpaces [37], LIME [38, 39], MARS [40, 41],
and TuCSon [42-44]. Although both MARS and TuCSoN enable the modification
of the operations' semantics by adding so called reactions, they cannot influence
the way how tuples are queried. JavaSpaces adds subtype matching to the exact
tuple matching mechanism to query objects from the space.

The drawback of exact tuple matching is that all collaborating processes must
be aware of the tuple's signature they use for information exchange. Hence, there
are several tuple space implementations that offer additional queries mechanisms,
such as TSpaces [13, 45, 46], XMLSpaces.Net [47, 48] and eLinda [34, 49-51].
TSpaces offers the possibility to query tuples by named fields or by specifying
only the field's index and a value or wildcard. Furthermore, TSpaces allows the
definition of custom queries by introducing the concept of factories and handlers.
Both TSpaces and XMLSpaces.Net support the use of XML-documents in tuple
fields and therefore enable the use of several XML query languages such as XQL
or XPath. In addition, XMLSpaces.Net uses an XML-document like structuring
for its space, which allows the utilization of sophisticated XML queries on the
space. eLinda enables the usage of more flexible queries, via its Programmable
Matching Engine (PME), such as maximum or range queries. Beside these queries
the PME also provides aggregated operations that allow the summary or aggrega-
tion of information from a number of tuples, returning the result as a single tuple.
The PME allows, like TSpaces with its concept of custom factories and handlers,
the simple definition of custom matchers [49].

The Linda coordination model exhibits the problem that access to local tuples is
tied to the built-in associative mechanisms of tuple spaces. This implies that any
non-directly supported coordination policy, like automatically reading several tu-
ples, has to be charged upon the coordinating processes. This means that processes
have to be made aware of the coordination laws increasing the complexity of the
application design and so breaking the separation between coordination and busi-
ness issues. The LuCe framework (stands for Logic Tuple Centres [52-54] and is
further development of MARS and TuCSoN) introduces the concept of tuple cen-
tres as an extended tuple space, which can work as a programmable coordination
medium. Beside normal tuples, information about the behavior of the centre is
stored in the so called specification tuples. The main difference between a tuple
space and a tuple centre is that the former supports only Linda coordination while
the latter can be programmed to bridge between different representations of infor-
mation shared by coordinated processes to provide new coordination mechanisms.
Such mechanisms are realized by reactions allowing the extension of effects from
the execution of communication operations as needed. Reactions map a logical op-
eration onto one or more system operations. Furthermore, the results of an opera-
tion can be made visible to the coordinating processes as a single transition.

LuCe extends the Linda coordination model by a dynamic coordination behav-
ior realized by means of reactions. This allows LuCe to satisfy complex coordina-
tion requirements, like handling of ordered tuples. Reactions are limited to Linda



10 R. Mordinyi and E. Kiihn

primitives only. Therefore, they are only capable of handling coordination re-
quirements which do not need the integration of other components for interaction
than tuple spaces themselves. Beside the fact that reactions cannot perform block-
ing operations, to the best knowledge they introduce accidental complexity into
the coordination framework due to missing structuring and separation of concern
mechanisms. For instance, aggregation and ordering logic has to be implemented
in one reaction. Furthermore, in case tuples need to be sorted according to a spe-
cific requirement, they have to be extended with additional information represent-
ing the current position of the tuple. This implies that every operation performed
on the space has to be adapted to the new structure of tuples decreasing the overall
performance of the system.

3 Use Case Description

The SAW (Simulation of Assembly Workshop) research project [8] investigates
coordination requirements and recovery capabilities of software agents represent-
ing functional machines in an assembly workshop. The overall goal is to increase
the efficiency of the assembly workshop. This is achieved in two different ways,
as described in the following.

The scenario from the production automation domain (Fig. 1) consists of several
different software agents each being responsible for the machine it represents.
Such an agent may be:

e a pallet agent (PA) representing the transportation of a production part and
knowing the next machine to be reached by the real pallet,

e a crossing agent (CA) routing pallets towards the right direction according to
arouting table,

e a conveyor belt agent (CBA) transporting pallets, with optionally speed
control, from one crossing agent to another,

e a machine agent (MA) controlling robots of a docking station for e.g.,
painting or assembling product parts,

e astrategy agent (SA) which, based on the current usage rate of the production
system, knows where to delegate pallets, so that by taking some business
requirements, like order situation, into consideration, a product is created in an
efficient way, or

o afacility agent (FA) which specifies the point in time when machines have to
be turned off for inspection.

Fig. 1 shows a software simulator for a production system, in the concrete case for
an assembly workshop. Such manufacturing systems are very complex and dis-
tributed. The usage of a digital simulator instead of a miniature hardware model
has a lot of advantages like, low operating costs, the easy reconfiguration and par-
allel testing.
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Fig. 1 View of a simulated Production Automation System' [55-57]

Multi-agent system (MAS) [58] is an accepted paradigm in safety-critical
systems, like the production automation. A major challenge in production automa-
tion is the need to become more flexible. The requirement is to react quickly to
changing business and market needs by efficiently switching to new production
strategies and thus supporting the production of new market relevant products.
However, the overall behavior of the many elements in a production automation
system with distributed control can get hard to predict as these elements may in-
teract in complex ways (e.g., timing of fault-tolerant transport system and ma-
chines) [59]. Therefore, an issue in this context refers to the implementation of
agents with reduced complexity of their implementation by e.g., minimizing the
communication effort to be managed by the agent.

An approach towards fast reactions may be the prioritization [60, 61] of pallets.
Some special parts of the product with higher priority have to be favored by the
agents rather than pallets with lower priority. This approach may help to a) pro-
duce a small number of products quickly, or b) to phase out products as soon as
possible in order to free resources for brand new products to be assembled. There-
fore, the aspect of priority has to be considered between all neighboring CAs and
all CBAs connecting them. In the described scenario a CA has to check first,
whether there is a pallet with high priority on one of the transporting conveyor
belts. If this is the case that particular CBA may speed up its transportation speed
as well as the CA may force the other conveyor belts to stop. This may happen by
e.g. either not handling any pallets coming from them and so forcing those CBAs
to stop, or by requesting the other CBAs to halt. So, the high priority pallet is

! Thanks to Rockwell Automation for the provision of the simulator.
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routed earlier than the other pallets, and it overtakes other pallets which may oc-
cupy machines needed by the prioritized pallet based on its production tree.

4 Space-Based Computing

Similar to the Linda coordination model, SBC? is mainly a data-driven coordina-
tion model, but can be used in a control-driven way as well (see Sect. 0). As
shown in Fig. 2, application components running on different physical nodes coor-
dinate each other by means of writing, reading, and removing shared structured
entries from a logically central space entity.

A

!

| sBC-interface | SBC-Interface | sBC-Interface | SBC-Interface |
L ] L J L ]
I &
: CEMT i SPACE - =0
Node Node Node Node

Fig. 2 High-level view of the Space-Based Computing Paradigm

An implementation of the SBC paradigm can be deployed on a physical central
server, or on several multiple nodes. In the latter case, internal mechanisms have
to make sure, that the shared data structures on the participating nodes are syn-
chronized by taking into account use case specific requirements.

The following paragraphs summarize the XVSM? reference architecture based
on the latest MozartSpaces” implementation in detail. Fig. 3 illustrates a general
overview of the XVSM reference architecture divided into an application part (left
side) and a space part (right side).

Container-Engine: As in Linda, in SBC application components coordinate each
other by means of placing and retrieving data into/from a shared “space”. In
XVSM data is stored in so called containers that can be interpreted as a bag con-
taining data entries. In XVSM multiple containers may exist at the same time and
the number of containers defines the XVSM space. The responsibility of the con-
tainer-engine layer is the creation and destruction of containers. In its basic form a
container is similar to a tuple space - a collection of entries. The main difference
to a tuple space is that a container

e extends the original Linda API with a destroy method
e introduces so called coordinators enabling a structuring of the space
e may be bounded to a maximum number of entries

2 SBC has been realized in the eXtensible Virtual Shared Memory (XVSM) reference archi-
tecture which has been implemented among others in Java (mozartspaces.org) and .Net
(xcoordination.com)
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Fig. 3 XVSM architecture with a container hosting a random-, a FIFO-, and a PRIO coor-
dinator structuring 7 entries [55]

Container-API: As in Linda (out, in, rd), a container’s interface provides a sim-
ple API for reading, taking, and writing entries, but extends the original Linda
API with a destroy operation. Similar to a take operation, a destroy operation re-
moves an entry from the container. Although a destroy operation could be mapped
onto a fake operation where the result is omitted, it is still necessary to induct this
kind of operation that does not return an operation value. The reason is that this
way a lot of data traffic is avoided since the removed data does not need to be
transferred back to the initiator of the operation.

The destroy operation is also helpful especially in the case of bulk operations
[62]. Containers support bulk operations, so that it is possible to insert multiple
entries into a container resp. to retrieve/remove multiple entries out of it within
one operation.

While Linda makes an explicit distinction between blocking (rd, in) and non-
blocking (rdp, inp) primitives, XVSM primitives are restricted to the mentioned
four basic operations. Whether an operation blocks depends on the coordination
policy a coordinator represents.

Coordinator: A container possesses one or multiple coordinators. Coordinators
implement and are the programmable part of a container. They are responsible for
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managing certain views on the entries in the container. The aim of a coordinator is
to represent a coordination policy. Each coordinator has its own internal data
structures which help it perform its task. If the business coordination context and
requirements are known beforehand, the coordinator can be implemented in an ef-
ficient way with respect to its policy. A coordination policy is represented in the
implementation of each coordinator. This implies that the semantics of two coor-
dinators may be the same, but they may be implemented in different ways; each of
them taking into account different business specific requirements. A coordinator
has an optimized view on the stored entries by taking into account scenario
specific coordination requirements. Fig. 3 shows three exemplary coordinators
(Random, FIFO, and PRIO Coordinator) referencing seven entries (E1-E7). The
Random Coordinator contains all existing entries in the container and re-
turns/removes an arbitrary entry in case of read/take, destroy operations. The
FIFO Coordinator imitates a queue. It stores in the lowest index the entry that has
been in the container for the longest time and in the highest index the entry that
has been added last. The PRIO Coordinator groups references only to specific en-
tries according to a priority defined by the software developer.

In general, whenever an operation is performed on a container, the parameters
of the operation are collected in a so called selector. Every coordinator has its spe-
cific selector which can be interpreted as the coordinator’s logical interface for the
performed operation. Comparing the relation between selector and coordinator
with OOP concepts, the selector is the interface and the coordinator the actual im-
plementation of that interface. In case of read, take, and destroy operations the
selector contains parameters (like a counter for the exact number of entries to be
retrieved) for querying the view on the managed entries. In case of a wrife opera-
tion parameters influencing the coordinator in updating its view are required.

In case a container hosts several coordinators, operations may define multiple
selectors as well. The number of specified selectors depends on the business coor-
dination requirements and is not bound to the number of coordinators in the con-
tainer. If more than one selector is used in querying operations, the outcome of the
execution of the first selector will be used as input to the second and so on [63,
64]. The sequence of selectors in read operations is non-commutative AND con-
catenated (i.e. filter style). This means that it makes a crucial difference if 10
entries are selected from a FIFO Coordinator and then a template matching is per-
formed or if the template matching is done first and then the FIFO Coordinator
tries to return ten entries.

Before explaining how operations are executed two classes of coordinators
have to be introduced. The software developer may declare a coordinator at the
time of its creation to be either obligatory or optional. An obligatory coordinator
must be called for every write operation on the container, so that a coordinator al-
ways has a complete view of all entries. An optional coordinator, however, only
manages entries if it is explicitly addressed in the write operation, while other en-
tries in the container remain invisible. The FIFO Coordinator can be used as an
obligatory one since it does not need any additional parameters.
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In the following the execution of the operations in the container-engine is ex-
plained in general. The given explanation does not consider the semantics of
XVSM operation transactions or operation timeout. Those aspects are described in
[65] in detail.

e Write: the write operation is executed on all optional coordinators for which
parameters have been specified. Afterwards, the write operation is executed on
all remaining obligatory coordinators even if the operation cannot provide pa-
rameters for those coordinators. When a write operation has to be blocked
depends on the semantics of the coordinator. A semantic may be that an opera-
tion has to block if for instance, a Key Coordinator already has a key in its
view that the write operation of a new entry uses too.

e Read: the container-engine iterates over the specified selectors of the opera-
tion and queries the corresponding coordinators. In case multiple selectors are
specified the result set of the first queried coordinator is the set the next coor-
dinator has to use to execute its query. A read operation has to be blocked in
case the query cannot be satisfied.

e Take: the operation is executed the same way as a read operation whereas the
result set of the last coordinator defines the set of entries which have to be re-
moved from the container. Therefore, before returning the result set to the ini-
tiator of the operation the container-engine asks all coordinators which store a
reference on the entries of that result set to remove the entry from their views.
Similar to a read operation, a take operation has to be blocked in case the
query cannot be satisfied.

e Destroy: the operation is executed like a fake operation without returning the
final result set to the initiator of the operation. Similar, a destroy operation has
to be blocked in case the query cannot be satisfied.

The XVSM Runtime is a layer that is responsible for executing the basic opera-
tions by concurrent runtime threads. Operations executed in the container-engine
are called requests in the XVSM Runtime layer. Beside the operation itself re-
quests contain context specific meta-information (e.g., timeout, location of the re-
ceiver of the request result). Analogously to Linda primitives that block if a tuple
does not match a specific template, the XVSM Runtime is also responsible for
managing the blocking semantics of operations. The difference to the Linda coor-
dination model is that software developers can alter the semantics of the initiated
request. This is achieved by so called aspects (see below) that are treated by the
Runtime as well.

Containers are Internet addressable using an URI of the addressing scheme
"xvsm://mamespace/ContainerName", like  “xvsm://host.mydomain.com:1234
/CName”. Every XVSM Runtime hosts several different transportation profiles
responsible for accepting requests and sending responses over the physical net-
work. Transportation profiles implement mechanisms for transporting data be-
tween nodes. The protocol type "xvsm" makes the usage of transportation profiles



16 R. Mordinyi and E. Kiihn

transparent to the application component. This means that as a transportation me-
dium for accessing that particular container one of the transportation profiles is
used without impact on the application component. The application component
may specify the properties of transportation (e.g., reliability).

Aspects: The XVSM Runtime layer realizes aspect-oriented Programming (AOP)
[66] by registering so called aspects [67] at different points, i.e. before the opera-
tion accesses the container-engine or when the operation returns from the con-
tainer-engine. Aspects are executed on the node where the container is located and
are triggered by operations either on a specific container (i.e. container aspect) or
on operations related to the entire set of containers (i.e. space aspect). The join
points of AOP are called interception points (IPoints). Interception points on con-
tainer operations are referred to as local IPoints, whereas interception points on
space operations are called global IPoints. [Points are located before or after the
execution of an operation, indicating two categories: pre and post. Local pre- and
post-IPoints exist for read, take, destroy, write, local aspect appending, and local
aspect removing. The following global pre- and post-IPoints exist: transaction
creation, transaction commit, transaction rollback, container creation, container
destruction, aspect add, and aspect delete. In case multiple aspects are installed on
the same container, they are executed in the order they were added. Adding and
removing aspects can be performed at any time during runtime.

Container Engine
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Fig. 4 Data- and control-flow in a container with three installed pre- and post-aspects [67]

Fig. 4 shows a container with three local pre and three post aspects and their
various return values. The XVSM Runtime layer accepts incoming requests and
passes them immediately to the first pre-aspect of the targeted container. The
request passed to and analyzed by the aspect contains the parameters of the opera-
tion, like entries, transaction, selectors, operation timeout, and the aspect’s con-
text. The called aspect contains functionality that can either verify or log the
current operation, or initiate external operations to other containers or third-party
services. Aspects can be used to realize security (authorization and authentication)
[68], the implementation of highly customizable notification mechanisms (see be-
low), or the manipulation of already stored incoming or outgoing entries.
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The central part of a container is the implementation of the container’s business
logic, i.e. the storage of the entries and the management of coordinators. A request
is successful if it passed all pre-aspects, the container-engine, and all post-aspects
without any errors. However, an aspect may return several values by which
the execution of the request can be manipulated. The following return values are
supported:

e OK: The execution of the current aspect has been finished and the execution of
the next aspect or of the operation on the container proceeds.

e NotOK: The execution of the request is stopped and the transaction is rolled
back. This can be used by e.g. a security aspect denying an operation if the
user does not have adequate access rights.

e SKIP: This return value is only supported for pre-aspects and triggers the
execution of the first post-aspect. This means that neither any other pre-aspects
nor the operation on the container is executed.

e Reschedule: The execution of the request is stopped and will be rescheduled at
a later time. This can be used to delay the execution of a request until an
external event occurs.

Depending on the result of the last post-aspect the result of the request is either re-
turned to the initiator of the request, or the request is rolled back.

The XVSM-Application API extends the XVSM-Space API with a notify
method. It is a programming language specific implementation which communi-
cates with the XVSM-Space API. The exchange of requests between the two APIs
is performed in an asynchronous way. Fig. 5 shows the general structure of proc-
essing a notification in XVSM. In contrast to a specific notification mechanism in
e.g., JavaSpaces, the introduced notification approach is flexible, thus can be
adapted to business specific needs. In the example there is a container “X” and an
application component 3 that wants to be notified whenever container X is ac-
cessed. When that application component invokes the notify method, XVSM Run-
time registers an aspect (e.g., a so called notification aspect) on container X and
creates a so called notification container. The notification aspect intercepts the
processing of the operation on container X and writes data into the notification
container. When the operation is intercepted (pre or post) information (e.g., a copy
of the executed operation or use case specific information about the operation) is
written into the notification container, depending on the scenario. A notification
container is an “ordinary” container that is therefore capable of hosting additional
pre and post-aspects for e.g., aggregation of entries.

Beside the notification aspect and the notification container, XVSM Runtime
performs take operations on the notification container and specifies a virtual an-
swer container where the result for that take operation has to be placed. The vir-
tual answer container is addressed like an ordinary container but is bound to a call
back method of the application component specified at the time of creating the no-
tification. Therefore, whenever an entry is written into the virtual answer container
the application component receives that entry. This way an application is notified
about events on container X.
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Publishing . | Notified | | Publishing
Application Application Application
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write / take / ... write / take / ...
. Pre-A t
. Virtual g==t=aji s |
Container Answer
X . Container
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_ | Y
Post-Aspect | | write |

take / read / delete

write Notification
Container

Fig. 5 General structure of an XVSM Notification [69]

As it can be seen, the introduced notification mechanism builds on already de-
scribed XVSM architectural concepts. This allows software developers to create
domain and application specific notification mechanisms which exactly meet
given requirements. In Fig. 5 application component 2 wants to be notified in case
entries were written. Since that component is not always online, notifications are
temporarily and transparently stored in container Y [26].

The described mechanism shows several points where tuning of notification is
possible. For instance, the notification aspect can be placed either before or after
the execution of the operation on the container. If the aspect is installed as a pre-
aspect, the application component cannot be sure whether the operation was really
successfully executed on the container or had to be aborted due to errors. Further-
more, if the operation has to be blocked the application component is notified
every time that operation comes to execution. The notification aspect can be regis-
tered for any XVSM operation (read, write ...) and therefore a notification cannot
only be created when an entry is written. It is also possible to create notifications
which notify a user when entries are read, taken or deleted. Furthermore, Fig. 5
does not define where the shown containers are placed physically. It is possible
that the containers are on the same node or on different ones. The latter one en-
ables the creation of durable subscriptions [26] by placing the notification con-
tainer on a node which is always reachable. The notification events are collected
in the notification container whether or not the client is reachable. When the sub-
scribing application component is online again, the XVSM Runtime fetches the
notifications from the notification container which contains new entries written
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and optionally aggregated during its absence and pushes them via the specified
call back method to the application component.

5 Evaluation

A major challenge in production automation is the need to be flexible in order to
support a fast and efficient reaction to changing business and market needs. An
approach towards fast reactions may be the prioritization of pallets. As mentioned
before, some special parts of the product with higher priority have to be favored
by the agents to pallets with lower priority. Simplified, the scenario can be sum-
marized as the following: entries have to be ordered by means of the sequence of
writing and grouped according to the priority of the entry written. Then, the task is
to remove the entry first written from the non-empty group with the highest prior-
ity. Additionally, a conveyor belt has only a limited amount of space available de-
pending on the length of the conveyor. In the following the proposed SBC based
architecture is compared with architectures based on JMS messaging middleware
or the Linda tuple space.

5.1 Java Message Service

For communication between agents in the production automation system, JMS [4]
queues are appropriate. With respect to the described statement, Fig. 6 depicts how
queues would realize the coordination problem with three different priority cate-
gories whereas 1 is the highest priority. In contrast, Fig. 7 shows the realization
with an XVSM space container containing a PRIO-FIFO Coordinator. The PRIO-
FIFO Coordinator stores messages in a FIFO order grouped according to their pri-
ority. Additionally, both figures show the sequence to write an entry and to take
the next entry with the highest priority from the FIFO perspective.

In case of queues there are two possible implementations. In the first variant
there is one queue for each priority. In the second variant a single queue hosts all
messages (i.e. entries) whereas parameters in the message header define its prior-
ity for which so called selectors allow querying.

In the first solution, when an agent (Agent Al) wants to place an entry into a
queue it looks up its priority. Based on the entry’s priority the send operation (op-
erations 1, 2, or 3) of the proper queue is executed. This implies that the applica-
tion component has to manage three different queue connections. However, before
placing the entry into the queue the agent has to retrieve its size. If the number of
stored messages is greater than the maximum of permitted ones, then the sender
has to look for alternative routing paths. On the receiver side, the agent (Agent
A2) has two options of how to receive an entry (operations 4, 5, or 6). Either it
polls queues starting with the queue with the highest priority, or it is notified by
JMS in case an entry has been written into one of the queues. If it polls, then the
agent accesses the queue with the highest priority (Q-Priority 1, operation 4) first.
If it is empty then it accesses the queue with the second highest priority (operation
5), and so on. Once a queue has been found that is not empty it removes the entry
from the queue and processes it. If the agent is notified then messages are pushed
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to the subscribed agents. However, in this case the concepts of a queue have to be
changed from QueueSession and QueueReceiver to e.g., TopicSubscriber and
MessageConsumer triggering an update of the agent’s implementation logic. The
difference between the two approaches is mainly concerned with the question of
who controls an agent. If the agent is notified then it has to process the pushed en-
try immediately. If the agent polls a queue it can act more autonomously since it
can specify when to access a queue and according to which strategy (e.g., configu-
ration of polling rate).

Complexity of coordination with JMS-Queues
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Fig. 6 Prioritized JMS queues

In the second implementation, agents (Agent A1’ and A2’) access a single
queue. The difference to the first implementation is the usage of selectors specify-
ing the priority of entries to be accessed. This means that instead of three different
connections to a queue, three different selectors have to be used appropriately.

In the proposed SBC architecture (see Fig. 7), the usage of a “PRIO-FIFO” co-
ordinator allows the software developer to specify the coordination policy trans-
parent to the agents. A write operation needs a priority parameter and the entry.
How entries are stored in the coordinator is up to the software developer and of no
concern to the application component (coordination category). Since the coordina-
tion policy is represented in the coordinator the agent’s take operation already
reflects its semantics regarding priority restrictions. This means that the take op-
eration does not need any parameters as the coordinator already knows that the en-
try with the highest possible priority has to be returned.

The migration from a take operation to a notification of written entries does
not imply any change of concepts. The application component just executes a no-
tify operation where it specifies the callback method. As described in the previous
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section, aspects make sure that consuming notifications are pushed to the applica-
tion component. In contrast to the three queues, aspects can also help sort notifica-
tions according to the concurrently written entries’ priorities before delivering
them to the application component.

Complexity of coordination with XVSM Containers
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Fig. 7 Container with PRIO-FIFO coordinator (P..payload)

5.2 Linda Tuple Space

Fig. 8 depicts how the Linda tuple space approach would realize the coordination
problem. Additionally, the diagrams show the sequence to write an entry and to
take the next entry with the highest priority from the FIFO perspective.

For the implementation of a queue in Linda two additional tuples have to be
placed into the tuple space. One tuple that represents the first index (i.e. begin-
ning) of the queue (in-token) and one that represents the last index (i.e. end) of
the queue (out-token). Therefore, each tuple in the space has to follow a specific
structure. Either it is an index tuple containing information about its index type
(in-token or out-token), the priority of the queue representing, and the actual
value of the index, or it is a message type consisting of its type (i.e. message) and
its index in the queue. Whenever a tuple is placed into the queue the last index
tuple has to be taken out, the new tuple and an updated index tuple (i.e. index
is increased by one) written into the space. Whenever the first tuple needs to be
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read, the first index tuple has to be found, its index read, and according to this
information the tuple retrieved. Whenever the first tuple needs to be taken out, the
first index tuple has to be found, its index read, the message based on this index
taken out the space, and an updated index tuple (i.e. index is increased by one)
written into the space. If no message can be retrieved then it implies that the cur-
rent queue is empty. Therefore, the process has to be repeated until a message has
been found with a lower priority.

Complexity of coordination with the Linda Complexity of lination with C.
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Fig. 8 Prioritized queue realized with the traditional Linda approach

Listing 1 shows how to retrieve an entry based on Fig. 8 as an example setting
for stored entries in queues. It can be seen, that while the XVSM approach (see
Fig. 7) needs a single API operation to write or to retrieve an entry from the space,
the Linda tuple space approach requires three API operations: one to remove the
index tuple, one to remove/write the message, and one to write back the index tu-
ple. This is because the realization of a prioritized queue requires the agent taking
over a part of the coordination problem.

Listing 1. Retrieving a FIFO sorted entry with Linda

Nr. | Operation

1 //retrieve index of first message with highest priority 1
index = in(“in-token”, 1, ?int)

5 //retrieve message from index with highest priority 1

: message = inp("msg", 1, index, ?P )

3 // write back retrieved index tuple
out ("in-token", 1, index)

4 //retrieve index of first message with new priority 2
index = in(“in-token”, 2, ?int)

5 //retrieve message from index with new priority 2
message = inp("msg", 2, index, ?P )

5 //write back new index tuple of new priority 2
out ("in-token", 2, index+1)
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Measured times required to retrieve the next entry, with highest priority, from a
prioritized queue are shown in Table 1. A benchmark has been set up, which com-
pares the performance of a JavaSpaces (as a Linda tuple space implementation),
and a PRIO-FIFO coordinator. The benchmark demonstrates that a PRIO-FIFO
coordinator is both able to retrieve entries faster than a coordinator with Linda pat-
tern matching techniques and behaves retrieves entries in a constant access time,
as expected from a FIFO queue.

Table 1 Time in ms to retrieve a single entry using different coordinators

Entries | Linda PRIO-FIFO
10000 5,24 0,20
20000 15,15 0,20
30000 47,93 0,21
40000 58,66 0,20
50000 70,10 0,21

In order to run the benchmark the container was first filled with a specific
amount of entries (10000, 20000, 30000, 40000 and 50000 entries). After that a
take operation was issued, and the time needed to get the entry measured. The re-
sults of the benchmarks clearly show that the PRIO-FIFO coordinator is always
the fastest. The results also show that the PRIO-FIFO coordinator offers constant
access time, thus perfectly representing the coordination requirements within a
single operation call. The benchmarks were run three times on a single node using
an Intel Core2Duo T9500 with 4GB RAM to calculate the average access time.

6 Discussion

Besides XVSM the LuCe coordination framework, described in Sect. 0, offers the
possibility to enrich the semantics of coordination operations. XVSM achieves
this property by means of changeable coordinators. LuCe relies on the usage of so
called reactions. Such reactions are hidden from the application and triggered
transparently to the application whenever an entry is written or read. Reactions are
also changeable and capable of simulating any kind of coordination policies.

However, LuCe just maps a single logical operation onto one or more system
operations. This means that one operation in the application is mapped onto sev-
eral Linda operations in the system. Therefore, the complexity of coordination
policies has been just moved from the application (and consequently from the
application developer) to the coordination middleware, thus to the software devel-
oper of that platform. In contrast, XVSM also moves the complexity of coordina-
tion from the application to the coordination middleware, but allows the usage of
language specific primitives (i.e. the semantics of a FIFO coordination can be
mapped on e.g., a java.list) which shift complexity further away from the software
developer to the compiler of that language.
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For example if LuCe had to support coordination models with ordering re-
quirements, every tuple in the space had to be additionally wrapped into a tuple
managed by reactions. This extra tuple stores meta-information, like the position
in the queue, of each written tuple. Consequently, every incoming operation has to
be adapted according to the new structure of the tuples, which decreases perform-
ance. In the MozartSpaces implementation of XVSM Java specific func-
tions/libraries are used to organize entries in a queue resulting in a single and
efficient operation.

Based on the fact that reactions in LuCe are implemented by means of Linda
primitives, they cannot access other resources but the tuple space. Aspects in
XVSM are written in higher-level languages and allow therefore the integration of
other technologies, like web services or databases, into the coordination process.
Furthermore, reactions cannot execute blocking operations. The limitation may
arise due to the missing separation between reactions responsible for coordination
and reactions responsible for e.g., tuple aggregation. Reactions must be non-
blocking since strategies for synchronizations of reactions had to be implemented
which would significantly decrease the performance of the platform.

Discussing similarities and differences of XVSM and control-driven coordina-
tion models like JMS then it can concluded that the FIFO coordination model
represents the characteristics and behavior of messaging. However, in JMS the
used interface for representing the FIFO coordination model is almost strongly
coupled to underlying queuing technologies. This implies that in case of JMS the
coordination of processes is not only limited to FIFO capabilities but also to the
predefined middleware technology. On the other hand, XVMS’s interface speci-
fies only the way of coordination. Its interface is therefore capable of abstracting
heterogeneous middleware technologies [70]. It allows injecting aspects e.g., used
to coordinate services provision of a group rather than only of a single receiver.
Additionally, aspects help manage different integration strategies depending on
the used middleware technology. Adding the possibility to intercept communica-
tion methods in the XVSM platform minimizes the complexity of implementation.
Compared to traditional integration solution XVSM abstracts any kind of middle-
ware technologies. While in traditional solutions specific connectors between each
used combination of different middleware technologies need to be implemented,
the XVSM requires only the binding to the interface of the middleware adapter
only. Although the approach of a common interface is not sophisticated, the bene-
fit of it is a common interface with different transmission semantics. The semantic
of the method, e.g. reliable or secure communication, depends on the capability of
the middleware that is represented by that interface.

7 Conclusion

Today’s software systems can be seen as complex systems in the sense that they
usually interact with other software, systems, devices, sensors and people over dis-
tributed, heterogeneous, decentralized and interdependent environments while
operated more often in dynamic and frequently unpredictable circumstances.
Therefore, software developers have to deal with issues like heterogeneity and
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varying size of components, variety of protocols for interaction with internal and
external components. Those software systems typically consist of mainly distrib-
uted application components representing higher-level business goals and a mid-
dleware technology usually representing an architectural style and abstracting the
complexity concerns related to network and distribution.

The message-passing paradigm is a common concept allowing application
components to interact with each other. But even asynchronous message-oriented
middleware technologies are not suitable for complex coordination requirements
since the processing and state of coordination have to be handled explicitly by the
application component, thus increasing its complexity. Data-driven frameworks,
like tuple spaces, support the coordination of application components, but have a
limited number of coordination policies. Therefore, with respect to more complex
coordination requirements application components still need to implement coordi-
nation functionality that is not directly supported by the coordination framework.
Control-driven coordination models suit best in scenarios with point-to-point or
1:N communication requirements. Data-driven coordination models on the other
hand are effective when several processes need to be synchronized to reach a
common goal. The evaluation of the Simulation of Assembly Workshop (SAW)
project shows that Space-Based Computing (SBC) is capable of representing both
coordination models. The paradigm allows software developers to build applica-
tions being suitable for both coordination models and to switch between the
models requiring small changes (regarding operation parameters) in the imple-
mentation of coordinating processes.

In the SBC paradigm coordination requirements are reflected in so called coor-
dinators which explicitly distinguish between coordination data and payload. The
evaluation of benchmark results shows that this distinction improves the efficiency
of coordination significantly. This is due to the fact that a coordinator can be im-
plemented efficiently by taking into account scenario specific context and coordi-
nation requirements.

With respect to complexity management the provided SBC concept of coordi-
nators in containers moves the complexity of coordination requirement away from
application components to a central point in the SBC coordination framework. The
complexity of a coordination issue is concentrated at one point enabling a clear
separation between business logic and coordination logic again. Process models
comparing the number of processing steps needed to realize a coordination
requirement show that by moving the complexity into the coordinator coordination
requirements can be reduced to a single operation call on a container. Addition-
ally, since coordination inherently consists of communication, aspects of commu-
nication can be abstracted as well by reducing the number of operations to a
minimum.

Remaining future work refers to research topics such as the improvement of
evaluation strategies for complexity measurement, investigation of scenarios with
high-frequently changing conditions both of infrastructure and application re-
quirements and capabilities, and wide-scale benchmarks of the proposed reference
architecture with respect to scalability. Additionally, the proposed SBC paradigm
will be further investigated in several research projects. In the research project
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SecureSpace [68] the main issue is to develop a software platform for the secure
communication and collaboration of autonomous participants across enterprise
boundaries in the Internet and to prove its usability by means of industrial applica-
tions from the security domain. Moreover, in the research project AgiLog [71] the
aspect of mobility is investigated in the context of SBC. Industrial scenarios from
the logistics domain are used to evaluate the strengths and limitations of SBC with
respect to development, configuration, and deployment of distributed applications
running on mobile, embedded devices.
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Chapter 2
Ant Colony Optimization and Data Mining

Toannis Michelakos, Nikolaos Mallios,
Elpiniki Papageorgiou, and Michael Vassilakopoulos

Abstract. The Ant Colony Optimization (ACO) technique was inspired by the
ants' behavior throughout their exploration for food. In nature, ants wander ran-
domly, seeking for food. After succeeding, they return to their nest. During their
move, they lay down pheromone that forms an evaporating chemical path. Other
ants that locate this trail, follow it and reinforce it, since they also lay down
pheromone. As a result, shorter paths to food have more pheromone and are more
likely to be followed. ACO algorithms are probabilistic techniques for solving
computational problems that are based in finding as good as possible paths
through graphs by imitating the ants’ search for food. The use of such techniques
has been very successful for several problems. Besides, Data Mining (DM), a dis-
cipline that consists of techniques for discovering previously unknown, valid pat-
terns and relationships in large data sets, has emerged as an important technology
with numerous practical applications, due to wide availability of a vast amount of
data. The collaborative use of ACO and DM (the use of ACO algorithms for DM
tasks) is a very promising direction. In this chapter, we review ACO, DM, Classi-
fication and Clustering (two of the most popular DM tasks) and focus on the use
of ACO for Classification and Clustering. Moreover, we briefly present related
applications and examples and outline possible future trends of this promising col-
laborative use of techniques.

1 Introduction

The use of various optimization techniques has evolved over the years and a vari-
ety of methods have been proposed in order to approach the optimal solution, or a
set of approximate solutions to a range of problems in specific areas.
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Social insects like ants, perform a series of tasks as a group rather than atomi-
cally. Such behavior illustrates a high rate of swarm intelligence and classifies
ants as collaborative agents. The Ant Colony Optimization (ACO) technique was
introduced in the early 1990's by Marc Dorigo in his PhD Thesis [11] and was
mainly inspired by the ants' behavior throughout their exploration for food. The
introduction of the ACO technique [11] was followed by a number of research ef-
forts that aimed at exploiting the behavior of ants’ throughout their exploration for
food in scientific problems. Computational models which apply the swarm behav-
ior in various application areas such as finding the optimal routes (e.g. TSP prob-
lem) [13], solving hard combinatorial optimization problems (e.g. MAX-MIN Ant
System) [51], biomedical data processing and classification [4], even character
recognition [45] and many others have been presented.

Moreover, Data Mining (DM), a discipline that consists of techniques for dis-
covering previously unknown [31], valid patterns and relationships in large data
sets, has been acknowledged as a key research field and has emerged as an impor-
tant technology with numerous practical applications, due to the wide availability
of a vast amount of data. Large-scale organizations apply various DM techniques
on their data, to extract useful information and patterns [24].

The objective of this survey chapter is to briefly present these two emerging
technologies and outline the various ways that these technologies could be com-
bined. The enabling technology which is derived from the collaborative use of
ACO and DM (that has been rather recently proposed, for example in [41,42])
leads to improved algorithms and techniques with numerous usages in real prob-
lems and can be employed in next generation applications.

This chapter is organized as follows: Primarily, a short review of background
material and state-of-the-art research on ACO, DM and their collaborative use is
presented, in order to give the reader an overview of the area. Afterwards, in the
next two sections, both technologies (DM and ACO) are outlined, focusing on the
aspects that led to the collaboration of DM techniques with the ACO technique.
Emphasis will be given in the two main ways in which ACO and DM are com-
bined: data classification methods based on ACO [19,57] and ACO for data clus-
tering [6,25] which are thoroughly presented in section 5. Finally, a description of
a number of applications and examples where the collaborative use of ACO and
DM contributes in various research areas e.g. Health, Marketing, Finance, Mo-
lecular Biology is given in section 6. Conclusions and possible future trends of re-
search in this area follow.

2 State-of-the-Art
This section presents, in brief, background material and state-of-the-art research

on ACO, DM and their collaborative use. Selected methods are presented in more
detail, in the rest of the chapter.

2.1 Ant Colony Optimization State-of-the-Art

The original idea for ACO comes from observing the search of ants for food. Ants
individually have limited cognitive abilities, but collectively are able to find the
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shortest path between a food source and their nest. In nature, ants wander ran-
domly, seeking for food. After succeeding, they return to their nest. During their
move, they lay down pheromone that forms an evaporating chemical path. Other
ants that locate this trail, follow it and reinforce it, since they also lay down phe-
romone. As a result, shorter paths to food have more pheromone and are more
likely to be followed. Thus, this positive feedback eventually leads all the ants fol-
lowing a single path. ACO algorithms are probabilistic techniques for solving
computational problems that are based in finding as good as possible paths
through graphs by imitating the ants’ search for food [12,36].

ACO algorithms are inspired by the pheromone trail laying and the following
behavior of some ant species, a behavior that was shown to allow real ant colonies
to find shortest paths between their colony and food sources. Considering many
aspects of the real ants behavior, mostly their indirect communication through
pheromone trails, ACO has attracted a large number of researchers, e.g. [10,12].
During the first few years of ACO research, the focus was mainly on algorithmic
advancements, trying to make ACO algorithms competitive with established me-
taheuristic techniques. Currently, the majority of the contributions concern, on one
hand successful applications of ACO algorithms to a variety of challenging prob-
lems, while on the other hand algorithmic developments and theoretical studies for
difficult optimization problems.

In the evolving area of bioinformatics a number of interesting contributions
have been made. Among those, in [38] a novel ACO algorithm for the problem of
predicting protein functions using the Gene Ontology (GO) structure was pre-
sented. Moreover, in [35] ACO was applied to the well-known bioinformatics
problem of aligning several protein sequences. Furthermore, a number of papers,
e.g. [48,49], have appeared concerning the two dimensional hydrophobic-polar
(2D HP) protein folding problem. This problem is one of the most prominent
problems in computational biology and with the aim of an appropriate ACO algo-
rithm is successfully addressed.

A number of ACO algorithms has also been applied in industry in order to op-
timize every day’s industrial problems. An indicative work is the one by Corry
and Kozan [9], that tries to generate solid and better solutions in optimizing the
trade-off between material handling and rearrangement costs under certain envi-
ronments. Another interesting approach includes the use of ACO in scheduling
cars along a line, while at the same time, satisfying capacity constraints. This car
sequencing problem was described in [50] with the aim of using two different phe-
romone structures for the algorithm.

Additionally, a number of approaches concerning dynamic (respectively,
stochastic) problems have been presented. A few, very recently proposed, ACO
algorithms are presented here for the Traveling Salesman Problem (TSP) . In [29]
Lopez and Blum dealt with the TSP problem with time window, which arises of-
ten in logistics. In their attempt a hybrid Beam-ACO algorithm (ACO and beam
search combined) is proposed in order to minimize the travel-cost. Moreover a
generalized TSP algorithm (GTSP) was presented in [59], extending the classical
TSP problem. The algorithm introduces a mutation process and a local searching
technique which turn to be effective.
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Borkar and Das [2] introduced an ACO variant that is closer to real ants’ be-
havior than most state-of-the-art ACO algorithms. Their algorithm uses no exter-
nal supervision and the pheromone update mechanism is based only on differential
path length.

Neumann, Sudholt, and Witt [37] presented a rigorous runtime analysis for sev-
eral variants of ACO algorithms. Their work addresses the question of how long it
takes until the algorithm finds an optimal solution for a specific problem.

Furthermore, a review on the current status of Multiple Objective Ant Colony
Optimization was addressed in [1]. An extended taxonomy of ACO approaches to
multiple objective optimization problems was proposed and many existing ap-
proaches were reviewed and described using this taxonomy. This taxonomy offers
guidelines for the development and use of Multiple Objective Ant Colony Optimi-
zation algorithms.

2.2 Data Mining State-of-the-Art Elements

DM is the process of analyzing data in order to discover useful, possibly unex-
pected, patterns in data [16]. Two of the most important techniques of DM are
classification and clustering. A classification model carries out the task of assign-
ing a class label to an unknown input object after it has been trained with several
examples from a given training data set. Clustering on the other hand is the parti-
tioning of a set of input data into subsets (named clusters) so that data in the same
subset have something in common. In this subsection, we briefly refer to some of
the numerous research efforts in the area of DM. A textbook, like [16], is a more
detailed recommended informative source on DM.

DM’s contribution to scientific community is indisputable. As DM is becoming
more popular, it is gaining wide acceptance in a large number of fields such as
healthcare, biomedicine, stock market, fraud detection, telecommunication, text
and web mining and others [20,52]. In biomedical research, DM research in DNA
analysis has led to the discovery of genetic causes for many diseases and disabili-
ties as well as approaches for disease diagnosis, prevention and treatment [22,46].
Additionally, DM for business continues to expand, as e-commerce and marketing
becomes mainstream parts of the retail industry.

An approach proposed by Kargupta et al. describes the Collective Data Mining
(CDM) approach, which provides a better approach to vertically partitioned data-
sets [21].

The design of DM languages, the development of effective and efficient data
mining methods and systems, the construction of interactive and integrated data
mining environments, and the applications of data mining to solve large-scale ap-
plication problems, are important challenges for both data mining researchers and
data mining system and application developers.

2.3 ACO and DM State-of-the-Art

An interesting research area for ACO is the combination with DM methods for
classification and clustering decision making tasks. Modeling classification and
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clustering as graph search problems allows the use of ACO for finding optimal
solutions to these DM tasks. Until today, ACO has been combined with DM meth-
ods for classification and clustering in a limited number of studies. A brief de-
scription of a number of papers is presented here. The reader is encouraged to read
the rest of this chapter for more extensive descriptions and examples of the com-
bination of ACO and DM algorithms.

In [19] Jin et al. proposed a classification rule mining algorithm which was
based-on ACO. A number of improvements were implemented to intensify classi-
fication accuracy and simplicity of the rules. With these improvements, the overall
performance of the algorithm is improved and classification predictive accuracy is
enhanced.

Wang and Feng [57] proposed an improved ACO for rule mining classification
which is called ACO-Miner. The purpose of ACO-Miner is to give efficient classi-
fication rules with accuracy and a simpler rule list based on Ant-Miner. Another
interesting approach was proposed in [53] by Thangavel and Jaganathan. In this
work, an enhanced ACO algorithm, called TACO-Miner, that has as its main pur-
pose to provide classification rules with a simpler rule list and higher predictive
accuracy was presented.

Parpinelli et al. [42] proposed the ACO algorithm for discovering classification
rules with the Ant-Miner algorithm. Otero et al. [39] presented an extension to
Ant-Miner, named cAnt-Miner (Ant-Miner coping with continuous attributes),
which incorporates an entropy-based discretization method in order to cope with
continuous attributes during the rule construction process. The same research
group [40] introduced the cAnt-Miner2 for mining classification rules. The cAnt-
Miner2 is a more flexible representation of continuous attributes’ intervals and
deposits pheromone on edges instead of vertices of the construction graph. Re-
cently, Michelakos et al. [32] presented a hybrid algorithm for medical data min-
ing, combining the cAnt-Miner2 and the mRMR feature selection algorithms.

In addition to the above research efforts, data clustering techniques have also
been combined with ACO methods to discover the optimal solution to a number of
problems. The classical clustering methods can be improved when these are com-
bined with the concepts of ACO. More specific, the Ant K-Means algorithm modi-
fied the familiar K-means clustering algorithm by the probability of locating the
objects in a cluster with the use of pheromone, while the rule of this update is ob-
eying the Total Within Cluster Variance [25].

Tsai et al. [56] proposed a new ACO algorithm with a different favorable strat-
egy, namely ACODF (Ant Colony Optimization with differently favorable strat-
egy) by utilizing the main aspects of the classical Ant System. This algorithm
exploits the well-known tournament selection strategy to choose the desired path
for the clustering problem.

Chelokar et al. presented an ACO technique for clustering, using a matrix of
pheromone values as a kind of adaptive memory, which directs other ants towards
the optimal clustering solution [6]. Recently, Tiwari et al. [55] proposed two new
techniques which slightly improve the general ACO algorithm for Data Cluster-
ing. The first technique avoids stagnation by initializing the pheromone values
every 50 iterations, and the second technique, again initializes the pheromone val-
ues when there is no change on the path after 10 iterations.
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3 Ant Colony Optimization

ACO was inspired by the observation of the behavior of real ants. Ant colonies
consist of individuals ants with simple behavior, not capable to solve complex
problems. However, at the collective level, these societies are capable of solving
complex tasks, such as constructing optimal nest structure, or finding the shortest
path to food source. Building of chains of ants [26], or formation of drops of ants
[54] have been observed.

As it was briefly outlined in Section 2, when ants walking to a food source
(Figure 1, state 1) from their nest following a way X, they deposit on the ground a
chemical substance called pheromone. The pheromone deposited on the ground
forms a pheromone trail y (Figure 1, state 1) which allows the ants to find food
sources that have been previously identified by other ants and by following the
path with the greatest amount of pheromone laid upon it. Pheromone trails evapo-
rate if more ants do not come along to reinforce their strength. The ants that find
the shortest route to the food will arrive back at the nest quicker than the others
and will have laid more pheromone along this shortest path (Figure 1, state 2).
Therefore, when new ants seek to travel to the food source, since they are guided
by the amount of pheromone on the path, they will take the shortest route. It has
been observed that eventually all foraging ants converge on the shortest path to a
food source (Figure 1, state 3).

State 1 {'_ Nest | ——

State2  ( Nest ==

State 3 ( Nest ja== 7

Fig. 1 Food finding procedure followed by ants.

The French entomologist Pierre-Paul Grasse used the term stigmergy [15] to
describe this particular type of indirect communication in which "the workers are
stimulated by the performance they have achieved." The term is derived from the
Greek words stigma (mark, sign) and ergon (work, action), and captures the notion
that an agent’s actions leave signs in the environment, signs that other agents
sense and that determine and incite their subsequent actions. Researchers investi-
gated experimentally this pheromone laying and following behavior to better
understand it.
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The first ACO algorithm was published by Marco Dorigo under the name of
Ant System (AS) [12]. The algorithm was initially applied on the Travelling Sa-
lesman Problem (TSP), where a salesperson wants to find the shortest possible trip
through a set of cities on his/her tour of duty, visiting each and every city once and
only once. The problem can be viewed as a weighted graph containing a set of
nodes N representing the cities the salesperson has to visit. The cities are con-
nected by set of edges E and the goal is to find a minimal-length closed tour of the
graph.

In AS, m ants (m<n , where n is the number of the cities) build solutions to the
TSP by moving on the problem graph from one city to another until they complete
a tour.

For each ant, the transition from city i to city j at iteration ¢ of the algorithm de-
pends on:

1. Whether or not the city has been visited or not. A memory is maintained
for each ant to hold the set of cities already visited in the tour which, in
turn can be utilized to gather information about the cities that are to be vi-
sited when it is in the city i.

2. The inverse of the distance from city i to city j, n; = 1/d;, (d; expresses
the distance from city i to city j, or in other words the weight of the edge
from city i to city j) that is called visibility. Visibility is based on the local
information and represents the heuristic desirability of choosing city j
when in city i.

3. The amount of pheromone trail 7;(t) on the edge connecting city i to city
Jj- The pheromone is updated as the ant moves from one city to another
and represents the learned desirability of choosing city j when in city i.
This update is performed as follows:

7, (1-p)-7,+ D AT} (1)
k=1

where p in (0,1] is the evaporation rate of pheromone, and Az‘_’j‘_ = Lis

1 Lk
the quantity of pheromone laid on edge (i,j) by the k-th ant in the case of
the k-th ant used the edge (i,j) in its tour, otherwise this quantity equals to
0 (where L, is its tour length).

The probability that the k-th ant will choose the city j as its next travel point is de-
fined by a probability function. This function applied for ant k currently at city i
during iteration ¢ is of the form:
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Dz @1 [,V

ke A,

AGE @)



38 1. Michelakos et al.

In this expression the set A; is the currently valid neighborhood for this ant, i.e. the
set of cities not yet visited. This probability function is a combination of two com-
ponents: the first is the strength of the pheromone trail and the second is a distance
decay factor. If a=0 then the pheromone component has no impact and the prob-
abilistic assignment is based on whichever city is closest, whilst if f=0 assignment
is simply based on pheromone trail strength, which has been found to lead to stag-
nation of the solutions giving sub-optimal tours.

Fig. 2 A four city TSP problem

For example, consider the weighted graph for 4 cities as shown in Figure 2. The
distance between cities is denoted along the edge connecting two cities. The first
ant starts from city A and has to choose probabilistically one of the three remain-
ing cities to visit, as shown in Figure 2. It does so according to the transition rule
given in Equation (2). In the equation, o is set to 1, B is set to 2 and p is chosen to
be equal to 0.1 [13]. The initial pheromone is set to be equal to 1. The probability
the ant will choose the city B is:

(1/100)*

=0.293
(1/100)* +(1/125)* +(1/75)*

Py (D)=

Similarly the probabilities for choosing cities C and D are:
P, (1)=0.187
Pl.(1)=0.520

Subsequently the ant chooses to visit city C as its next station. Continuing the it-
eration, the ant completes the tour by visiting the city B and then the city D. After
completing the tour, the ant lays pheromone along the path of the tour. The
amount of pheromone added is equal to the inverse of the total length of the tour.

AT (1) = ! =0.0029
75+100+50+125
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The new pheromone levels are calculated using the Equation (1).
TLC 1 =0-0.1)-1+0.1-(0.0029) = 0.90029
and,
7 ()=(1-0.1)-140.1-0=0.9

Pheromone is updated in the same way to the other edges in the path. Finally the
pheromone is decreased along all the edges in order to simulate the pheromone
decay. You can see all the new values of pheromone level in the Figure 3. The
next ants will start from the remaining cities (second ant will start from city B etc.)
and will follow the same procedure in order to complete their tour. The phero-
mone updates will be done as earlier. The algorithm continues to find the shortest
path until a certain number of solution constructions, fixed at the beginning of the
algorithm is met. This number is also the terminating condition of the algorithm.

0.90029

Fig. 3 Pheromone values for the graph in Figure 2 after the first ant finishes a tour.

Summing up, we could say that in order to design a new ant algorithm for a
complex combinatorial problem, the problem can be modeled as a search of artifi-
cial ants for a best path through a graph. This graph consists of nodes and edges,
where nodes represent the basic elements of a solution to the problem and each
node is associated with an edge which measures the quality of a partial solution.

An ACO algorithm should have the following basic characteristics:

e an appropriate problem representation is required that allows the artificial ants
to incrementally build a solution using a probabilistic transition rule. In AS for
example the artificial ants build their solution for the TSP by moving on the
problem graph from one city to another until they complete a closed tour;

e a local heuristic provides guidance to an ant in choosing the next node for the
path it is building. This heuristic is problem dependant and for AS it is the in-
verse of the distance between two cities;
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a probabilistic transition rule which determines which node an artificial ant
should visit next. The transition rule is dependent on the heuristic value and the
pheromone level associated with an edge joining two nodes;

® a constraint satisfaction method that forces the construction of feasible rules
and in the case of AS [12], an ant must visit each city once and only once dur-
ing its solution construction;

e a fitness function which determines the quality of the solution built by an artifi-
cial ant. For the AS algorithm the ant that produces a closed tour of minimal
length has the greatest quality, and finally;

e a pheromone update rule which specifies how the modification of the phero-

mone trail laid along the edges of the graph will happen. The pheromone levels

are an essential part of the transition rule mentioned above.

Since the first publishing of the Ant System algorithm by Dorigo several versions
of the ACO strategy have been proposed, but they all follow the same basic ideas:

search performed by a population of ants

incremental construction of solutions

probabilistic choice of solution components based on stigmergic information
no direct communication between the ants

Some of the most popular variations of the ACO algorithms other than the Ant
System [12] are the Elitist Ant System [58], the Max-Min Ant System (MMAS)
[51], the Rank-based Ant System (ASrank) [44] and the Continuous Orthogonal
Ant Colony (COAC) system [17].

An ant colony system simulates the behavior of real-world ant colonies since
artificial ants have preference for trails with larger amounts of pheromone, shorter
paths have a stronger increment in pheromone and ants communicate indirectly
with other ants in order to find the shortest path. On the other hand, Parpinelli et
al. (2001) [41], showed that there are also some differences between real ants and
artificial ants, such as that artificial ants have memory, they are completely blind
and time is discrete.

4 Data Mining

The most significant reason which guided DM as a key research and practical area
in Information Technology is the wide availability of a vast amount of data. Such
data, combined with the availability of a variety of database clusters and other
storage facilities, could be utilized to extract valuable pieces of information [16],
which in turn could be used in a majority of industrial and scientific areas (e.g.
Health, Finance, Marketing etc.).

DM has attracted, throughout the last two decades, a lot of attention and a great
number of tools, techniques and algorithms, have been applied in unprocessed
data, in order to discover new association rules, predict the outcome of an event,
or describe, in convenient ways — e.g. patterns, unsolved problems.
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DM is nowadays widely acknowledged as part of the overall Knowledge Dis-
covery process (KDD) [31]. More specifically as stated in [31] the whole KDD
process consists of three main phases, the phase of data pre-processing, the phase
of data processing (DM) and the phase of data post-processing. DM process, de-
pending on the task performed, may use two data types, namely labeled and unla-
beled data. The first type of data contains a class attribute for each data item and
mainly appears in training data sets used for classification, whereas in the second
type of data no information exists about the attribute class and mainly appears in
data sets to be clustered. DM that uses labeled data is characterized as supervised
learning, contrary to DM performed upon unlabeled data which is characterized as
unsupervised learning. In the remaining part of this section, a brief description of
the two main techniques in the DM process, classification and clustering, is given.

4.1 Classification

Classification is a common task of the DM emerging field. With classification,
data is arranged into predefined groups with certain characteristics [16]. For ex-
ample you may use classification to predict whether a given patient is normal, or
suffers from breast cancer.

Classification uses labeled data for creating its model. Each data object of the
training data set has been allocated to exactly one class, which is described by a
specific attribute, the class label attribute. The classification data model that is de-
rived by considering this allocation can be in turn used to classify new data items
(without the class label attribute) and more generally, to extract useful pieces of
information, valid patterns, predict future trends, etc..

There exist numerous techniques for data classification. For more information
the reader is encouraged to study [16,31]. The main most used techniques are
briefly outlined here:

e Decision trees: A classical tree-structure flowchart, where starting from the
root node of the tree, progression is made to the internal nodes, which represent
a test on the value of one, or more data attributes. A decision is obtained, when
a node representing no test is reached.

e Association Rules: A set of rules having type «if Condition then Prediction»
where the Condition could be a conjunction of terms and the derived Predic-
tion could be a possible solution that satisfies the Condition.

e K-Nearest neighbors algorithms: The training samples are portrayed by dimen-
sional numeric attributes and with the use of the Euclidean distance between
two samples, the K samples which are closest to the unknown sample are iden-
tified, and the most common class among them is identified.

e Artificial Neural Networks: A composite modeling technique based upon the
model of a human neuron. The system made consists of simple parallel-
functioning interconnected units (artificial neurons) that form a network called
a neural network). The operations carried out by these units conclude to the
prediction of one, or more events.
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4.2 Clustering

Clustering, on the contrary, is an unsupervised learning technique, as it is per-
formed upon unlabelled data and primarily depicts a method where objects of
similar characteristics are grouped together to form clusters. Clustering mainly
aims in forming the amount of unmanaged data to manageable piles, by discover-
ing homogeneous groups. Clustering has numerous applications. For example, by
using past buying records, clustering can be used for determining groups of cus-
tomers with similar behavior, for marketing purposes. A basic discrimination of
clustering techniques is presented below:

e Hierarchical Clustering: Basic type of the clustering methods, where a tree of
classes is build, called a dendrogram. The fundamental idea for the tree is to
start with each object in a cluster of its own and merge the closest pair of clus-
ters, ending up in one cluster, enclosing everything.

e Non-hierarchical Clustering: In this type of clustering technique, classes which
are not subclasses of each other are built. The fundamental technique represent-
ing non-hierarchical clustering is the k-means algorithm. The k-means algo-
rithm uses the concept of a centroid, the median point in a group of points.
Briefly, values of k points as the initial centroids are chosen, then an assign-
ment for every object to the nearest to the centroid cluster is made, a recalcula-
tion for the centroids of the k clusters is performed and finally the last two steps
are repeated until the centroids remain unaffected.

Several algorithms have been proposed in order to perform clustering techniques
upon data. The selection of the appropriate algorithm to be used depends mainly
on the type of data which is offered, as well as, on the particular purpose or the
application that DM is applied to [16]. In [16] several clustering techniques are
exhaustively explained and paradigms of the techniques are outlined, therefore the
reader is encouraged to study further the Cluster Analysis chapter of [16], in order
to acquire supplementary details.

5 Ant Colony Optimization and Data Mining Techniques

5.1 Data Classification and Ant Colony Optimization

The basic elements of the solution to the classification rule induction problem are
the attribute terms. ACO algorithms used for classification aim to discover knowl-
edge expressed in the form of IF-THEN classification rules: IF (conditions) THEN
(class), where conditions follow the form (term;) AND (term,) AND ... AND
(term,). The class to be predicted by the classification rule is represented by the
THEN part corresponding to the rule's consequent and the IF part corresponds to
the rule's antecedent. An instance that satisfies the IF part will be assigned the
class predicted by the rule. Each term in the rule is a triple (attribute, operator,
value), such as <smoke=no>. The value is a value that belongs to the domain of
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the attribute. For example a simple rule for a weather dataset (Table 1) containing
four predicting attributes namely outlook with three possible values {sunny, over-
cast, rainy}, temperature with three possible values {hot, mild, cool}, humidity
with two possible values {high, normal} and windy with two possible values
{true, false} concerning the problem of playing outside, or not (attribute play with
two possible values {play, don’t play}) could be IF <humidity = normal> THEN
<play>.

An attribute term, fermy;, is in the form A; = Vj;, where A; is the i-th attribute and
Vi is the j-th value of the domain of A (e.g. humidity is the third attribute and nor-
mal is its’ second possible value in the above example) . Terms of a predicting at-
tribute and class attribute are called predicting terms and class terms, respectively
(e.g. <humidity = normal> is a predicting term and <play=yes> is a class term in
the above example). The process of construction of a rule is to search for a combi-
nation of predicting terms in the rule antecedent that best identifies a class term.
Therefore, in the graph of a classification rule induction problem, the nodes repre-
sent attribute terms (e.g. <humidity=normal>) and edges model the quality of the
attribute terms. An artificial ant then constructs a rule by visiting a set of possible
nodes in the graph and forms a path that ends at a class term node (e.g.
<play=yes>). A complete path is a constructed rule. The quality of the path is
assessed by a global fitness function. The quality of a node is evaluated by a heu-
ristic value and a pheromone level value associated with the node. These values
provide a guide to the ant for which node should be visited next.

Table 1 Weather dataset subset of 10 instances [47].

Outlook Temperature Humidity Windy Play

Sunny  Hot High false  Don't Play
Sunny  Hot High true Don't Play
Overcast Hot High false  Play
Rain Mild High false  Play
Rain Cool Normal false Play
Rain Cool Normal  true Don't Play
Overcast Cool Normal  true Play
Sunny  Mild High false  Don't Play
Sunny  Cool Normal false Play
Rain Mild Normal false Play
Sunny  Mild Normal  true Play
Overcast Mild High true Play
Overcast Hot Normal false Play

Rain Mild High true Don't Play
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Parpinelli et al. (2002) [42] proposed the ACO algorithm for discovering classi-
fication rules with the Ant-Miner algorithm. Starting from a training dataset, Ant-
Miner generates a set of ordered rules through iteratively finding a "best" rule that
covers a subset of the training data, adds the "best" rule to the induced rule list,
and then removes the examples covered by the rule (e.g. the rule <humid-
ity=normal> then <play=yes> covers six examples of the dataset given in Table
1), until a stop criterion is reached.

In Ant-Miner, an artificial ant follows three procedures to induce a rule from a
current training dataset. Rule construction, rule pruning and pheromone updating.
The artificial ant starts from an empty rule (no attribute terms in rule antecedent),
and selects one attribute term, at a time, adding to its current partial rule based
on the local problem-dependent heuristic value and the pheromone level associ-
ated with the term. Terms with higher heuristic value and pheromone level are
preferred, and terms whose attributes are already present in the current rule ante-
cedent are not considered. Two constraint rules must be satisfied when the ant
selects a term. The first one is that two terms that belong to the same attribute
must not appear in a rule and the second one is that a rule must cover at least a
predefined minimum number of examples. In order to satisfy the first restriction,
artificial ants must "remember" which terms are contained in the current partial
rule. The second restriction helps to avoid over-fitting and improves the generality
of a rule and should be satisfied both in rule construction and in the rule pruning
process.

The construction stops when adding a term would make the rule coverage (the
number of examples the rule covers) smaller than a user-specified threshold, or
until all attributes have been used. The local heuristic function applied in Ant-
Miner is an entropy measure of individual terms and is defined by:

k
H(CIA =V,)==Y (P(c| A =V,)-log, P(c| A, =V,)) 3)
c=1

where:

e (is the class attribute and k is the number of class values,
e A, is the i-th attribute and Vj; is the j-th attribute value of the i-th attribute,

e P(c|A; =Vj)is the probability of observing class ¢ conditional on observing A;
=V

For example, the entropy of the term "outlook = rain" in the training data in Table
1 using the Equation (3) is:

H (Play | outlook = rain) = —% -log, (%) —% -log, (%) =0.97

The higher the entropy value of a term, the more uniformly distributed the classes
are and, so, the smaller the probability that the current ant chooses this term to add
to its partial rule. However, the ant prefers to choose a term with higher heuristic
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value. It, therefore, requires a proper normalization of the entropy values, which is
handled by a normalized heuristic function:

log, k=H(C14,=V,)

n. =

ij - a b, (4)
D %D (log, k—=H(C1 A =V,))
i=l j=1

where:

e ¢ is the total number of attributes,
e x;is setto 1 if the attribute A; is not yet selected; otherwise, it is set to 0,
e b, is the number of domain values of the i-th attribute.

For example, the heuristic value for the term "outlook = rain" in the training data
in Table 1 using the Equation (4) is:

1-097
=001
(1-097)H{1=0)H1-097)-H{1—0906)-H1-081 ) H1-0BH—(1-065)+H1-0811)

The Ant-Miner [41] uses the transition rule given in Equation (5). Given an at-
tribute-value pair, the transition rule gives the probability of adding the attribute
value pair to the rule. The probability is calculated for all of the attribute- value
pairs, and the one with the highest probability is added to the rule.

n.-7.(t
Pz 0 ®)

i

5 (17,00

i=1 =l

R adecemin) =

where:

P is the probability that term;; is selected for addition to the current partial rule

antecedent with a range [0,1], #; is the heuristic value associated with term;,

7;(t) is the amount of pheromone associated with a term;; at iteration t,

a 1s the total number of attributes,

b; is the number of domain values of the i-th attribute,

x; is set to 1 if the attribute A; is not yet selected; otherwise, it is set to 0,

Once the artificial ant stops building a rule, the majority class among the examples
covered by the rule antecedent is then assigned to the rule consequent.

After constructing the rule, the artificial ant performs the rule pruning proce-
dure. The purpose of rule pruning is to increase the quality and comprehensibility
of the rule built by simplifying the rule antecedent. This is done by iteratively
removing one term at a time from the rule antecedent while the quality of the rule
is improved. The quality of a rule, denoted by Q, is defined by the following
formula:
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P 1IN
TP+ FN FP+TN

e TP (true positive) is the number of examples covered by the rule that belong to
the class predicted by the rule,

e FP (false positive) is the number of examples covered by the rule that belong to
a class different from the class predicted by the rule,

e FN (false negative) is the number of examples that are not covered by the rule,
but belong to the class predicted by the rule,

e TN (true negative) is the number of examples that are not covered by the rule
and that do not belong to the class predicted by the rule.

0= (6)

For example, the quality of a rule, IF <outlook = sunny> AND <humidity = high>
THEN <don’t play>, of the training data in Table 1 is:

P IN 3 3
TP+FN FP+TN 3+0 0+3

This fitness function evaluates the accuracy of a rule without considering rule
simplicity. The accuracy consists of both accuracy among positive examples
(called sensitivity) and accuracy among negative examples (called specificity).
The range of Q values is in [0, 1]. In each iteration of rule pruning, every term in
turn is temporarily removed from the rule, a new rule consequent is assigned and
the quality of the rule is reconsidered. At the end of the iteration, only the term
whose removal improves the rule quality most is actually left out. The rule prun-
ing process stops when the removal of any term does not improve the rule quality
or the rule has just one term. Once rule pruning is done, the artificial ant increases
the pheromone level of a term in the rule antecedent according to the rule quality
given by the following formula:

Tii(t+1)=Tij(t)+T,j(t)'Q ©)

Q:

where:

e 7,(t)is the pheromone level of the term;; at iteration ¢,
e () is the quality of the constructed rule.
e i,j belong to the constructed rule

For example, if the ant adds the rule IF <outlook = sunny> AND <humidity =
high> THEN <don’t play>, from the training data in Table 1, then the pheromone
value at these nodes is:

Tij (2) = Toutlook:sunny (1) + Toutlook:sunny (1) ’ 1 = 2

In our example the initial pheromone level, in favor of simplicity, is equal to 1 but
the actual initial pheromone level for each term is given by the type:
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7,(1=0)=

a

Sh

i=1
where:

e ¢ is the total number of attributes and
e b, is the number of domain values of the i-th attribute.

The ant then normalizes the pheromone levels of all terms (each pheromone
level is divided by the sum of all pheromone levels) which reinforces the phero-
mone levels of the terms occurring in the rule antecedent and decreases the phe-
romone levels of other terms that are not selected in the rule.

These procedures (rule construction, rule pruning and pheromone updating) by
which an artificial ant induces a rule, are repeated until every artificial ant (num-
ber of ants is a user-defined parameter) has generated a rule, or the current rule has
been generated by previous (maxRulesConvergence - 1) ants. The maxRulesCon-
vergence is a user-defined parameter for testing the convergence of ants, which
simulates the convergence of real ants to the shortest path between a food source
and their nest.

The best rule among the rules generated by all ants is added to the induced rule
set. The training dataset is appropriately updated by removing all the examples
covered by the best rule. Ant-Miner uses this updated training dataset to induce a
new rule that will be added to the rule set through the process described above.
Different training datasets are different problems, similar to different food sources
that real ants tackle, and, so, the pheromone level of terms needs to be re-initiated.
In the end, Ant-Miner stops when the number of examples in the training dataset
is smaller than a user-defined threshold (MaxUncoveredCases).

A significant difference between Ant-Miner and other ACO algorithms is the
size of the population of ants required between two pheromone updates. Ant-
Miner works with a population of a single ant. This ant constructs a rule and up-
dates pheromone levels according to the quality of the rule. Other ACO algorithms
normally require a group of artificial ants to work together, such that each ant
finds a solution and the pheromone is updated according to the best solution
among the solutions found.

Ant-Miner employs an ACO approach providing a mechanism for conducting
a global search which is more effective than those provided by traditional covering
algorithms. Analogous to the application of a genetic algorithm to classification
rule induction, Ant-Miner copes better with attribute interaction than greedy rule
induction algorithms do.

Ant-Miner, however, has some limitations. One of the limitations is that Ant-
Miner supports only nominal (categorical, or discrete) attributes where the only
valid relational operator is "=" and in a preprocessing step continuous attributes
need to be discretized using other techniques, such as the C4.5- Disc discretization
method [28].

Following the main aspects of Ant-Miner, a number of ACO variations were
proposed. They involve different pruning and pheromone update procedures, new
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rule quality measures and heuristic functions, for discovering fuzzy classification
rules, rules for multi-label classification problems and handling of continuous at-
tributes. A typical example of an Ant-Miner variation able to cope with continu-
ous attributes is the cAnt-Miner2 algorithm [40].

5.2 Data Clustering and Ant Colony Optimization

The basic model for data clustering techniques based on ideas coming from Ant
Colonies was firstly introduced by Deneubourg et al. (1990) [10]. The main idea
behind their method comprises the basic activities of an ant colony to gather items
in order to form piles e.g. cluster dead bodies and sort them discriminating among
different kind of items. The model proposed is a continuous model, where ants are
represented as simple agents, which randomly move into a two-dimensional
(square) grid, with a number of limitations in order to pile their corpses. Items dis-
tributed within such an environment could be picked-up with a probability

a . o
P = (—L—)* or dropped-down with a probability P =( f ).
a+f a,+f

In each iteration step an ant explores its neighborhood and computes the above
probabilities. Parameters a; and a, are threshold constants and their values are
compared to the value of function fthat denotes a high probability of picking up or
dropping down an item. For example, if a; is much higher than f, then P, con-
verges to 1, thus making the probability of an ant to pick-up an item quite high.
Function f is a function that encapsulates the notion of the average distance of
elements [10].

This procedure is influenced by a number of parameters, within the agents’ lo-
cal neighborhood which are set empirically and may produce more clusters than
the optimal number. Moreover, in the basic model the absence of pheromone
could be critical in a number of cases. For that reason many improvements to this
algorithm have been proposed. The main extension of Deneubourg’s model was
introduced by Lumer and Faieta (1994) [30] who use a continuous similarity func-
tion and define the idea of distance, or dissimilarity d between objects in the space
of object attributes. This technique has been called Ant Colony Clustering and a
variety of modifications have been proposed, which modify existing parameters,
or introduce the notion of pheromone in the algorithm in order to reduce the large
amount of computational time, or improve convergence of the algorithm [3,34].

A novel approach presented by Tsai et al. (2004) [56] is not only based on ideas
coming from Ant Colonies, but utilizes the classical Ant System and proposes a
new ACO algorithm with a different favorable strategy (Ant Colony Optimization
with differently favorable strategy - ACODF). This algorithm initially uses favor-
able ants in order to provide a solid solution for the clustering problem, and then it
uses simulated annealing in order to decrease possible paths and finally exploits
the well-known tournament selection strategy to choose the desired path.

The basic steps of the algorithm are summarized in the following. In the ini-
tialization phase n data points are chosen and m ants are assigned to m nodes (n
represents the number of nodes and m the number of ants). Then, a computation is
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performed concerning the number of nodes that ants should visit (initially for the
first time and later randomly for each ant in arbitrary directions). Afterwards, a
random selection of a number of trails is performed and with the aid of a selection
mechanism (Tournament Selection in this case) the algorithm finds the pheromone
trail with high quantity. In the next step this pheromone quantity of every trail is
updated and an iteration of the above steps is executed, until all trails of phero-
mone quantity reach a stable state. In the last step, clustering is performed using
the value of pheromone quantity.

Moreover, the results obtained with ACODF algorithm [56] were compared
with two other well-known approaches for data clustering, Fast Self-Organizing
Map (FSOM) combining K-means (aka FSOM+K-means) and Genetic K-means
algorithm (GKA). The comparison showed that ACODF algorithm performs better
in terms of time cost when the data sets used are data sets of 300 and 579 samples
and the clustering methods used are both non-spherical and spherical. Addition-
ally, ACODF produces a smaller number of errors (better clustering results) than
the two other algorithms.

Other approaches include the improvement of classical clustering methods
when these are combined with the concepts of ACO. The major paradigm of such
an approach is presented in [25] where the Ant K-Means algorithm is introduced,
which modifies the familiar K-means clustering algorithm by the probability of
locating the objects in a cluster with the use of pheromone, while the rule of this
update is according to the Total Within Cluster Variance (TWCV). The main dis-
advantage of techniques based on Ant K-means algorithm and its variations is that
the number of the clusters and the corresponding centroids should be known in
advance and are generated with the aim of the Ant System-based Clustering Algo-
rithm (ASCA) which was also developed by the authors.

This algorithm consists of four sub-procedures (divide, agglomerate_obj, ag-
glomerate and remove) and calculates the TWCV. The main algorithm introduced
modifies the well-known K-means algorithm in the way the location of objects in
a cluster is calculated and the probability used is modified by the pheromone (up-
dating pheromone according to TWCV). The first step of AK (Ant K-means) algo-
rithm is the initialization phase, where all the parameters including the number of
clusters and its centroid are initialized. In the second step, equal amount of phe-
romone is laid on each path, and then each ant chooses the centroid with probabil-
ity P,

)
v Gl
i = nc 5 ’
a
Zricnic
c

where i is the start point, j is the end point which the ant k chooses eventually to
move-in, ¢ is the centroid and nc is the overall number of the centroids. The next
step, is the update of pheromone by

Q

T, Tj+——,
TWCV
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where Q is a constant as described in [25]. Afterwards, a calculation of the object
Ocenter(Tr) Which is the center of all objects in T, where k=1,2,3,..nc is performed
and a recalculation of TWCV is performed, if necessary. Parameter T describes
the set which includes all used objects (maximal number is n). If TWCV is
changed, probability P is recalculated in the third step. The final step is to run the
procedure Perturbation in order to leap from the local minimal solution and if the
number of iterations is accomplished the algorithm is stopped, otherwise P is re-
calculated.

The solution proposed in [25] is analytically compared with two other methods
(Self Organizing Maps + K-means and Genetic K-means algorithms) via data sets
which are generated by the Monte Carlo simulation. Moreover, another compari-
son is performed upon real case data (suggestions formulated for the price reduc-
tion in plasma TV’s).

The list of clustering approaches using ACO incorporates one more approach,
which is described in [6]. In this approach a matrix of pheromone values is used as
a kind of adaptive memory, which directs other ants towards the optimal cluster-
ing solution. The algorithm outlines a methodology used to discover an optimal
clustering technique in order to assign N objects to one of the K clusters. The
pheromone matrix used is of size N x K, thus each object is associated with K
pheromone concentrations. The matrix is updated during each iteration depending
on the solutions produced. Initially, each ant starts with an empty solution string S
and in order for a solution to be constructed, the agent utilizes the pheromone trail
information to assign each element that resides in S to an appropriate cluster label.

During the first iteration of the algorithm each element of the matrix is initial-
ized to the same values. As the algorithm carries on, the pheromone matrix is up-
dated accordingly, depending upon the solutions produced. At each iteration, the
agents or software ants produce trial solutions using pheromone trails in order to
obtain the optimal or near-optimal partitioning of the given N objects into K clus-
ters (groups). Subsequent to the generation of the trial solutions, a further im-
provement of the solutions proposed is achieved, by performing a local search.
The pheromone probability is used in order to choose among the various clusters
and is given by

T
PR
x=1 Tic
where p;; is the normalized pheromone probability for element i that belongs to
cluster j, and j=1,2...K.

Recently, Tiwari et al. (2010) [55] proposed two new techniques which
slightly improve the general ACO algorithm for Data Clustering. In the general-
ized model, each agent initially begins with an empty solution string S and a phe-
romone matrix 7 which maintains the ant’s position in a specific cluster and is
initialized to a small value 7). As the algorithm proceeds, the agent uses the
pheromone trail information obtained during each iteration, in order to update the
pheromone matrix 7 and extend the solutions produced which show the probability
of an ant that belongs to a specific cluster. Later on, a local search is performed,
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which re-organizes the pheromone matrix depending on the quality of the solu-
tions produced. In order to optimize the solutions produced, the objective function,
which is defined as the sum of squared Euclidian distances between each object
and the center of belonging cluster, should be minimized. After a number of itera-
tions is performed, the solution which has the lowest function value is chosen as
the optimal solution. The first proposed technique in order to avoid stagnation, ini-
tializes the pheromone values every 50 iterations, and the second technique, again
initializes the pheromone values when there is no change on the path after 10 it-
erations. This solution describes the optimal partitioning of objects of a given
dataset into several groups [55].

6 Applications and Examples

Bursa and Lhotska (2007) in their work [4] describe the way clustering techniques
use ant colonies. They used the ACO_DTree method [5] (a method based on the
MAX-MIN Ant System algorithm [51]) together with Particle Swarm Optimiza-
tion as a local search method. Their study examined two types of biological
signals. Electrocardiograms (ECG) and Electroencephalogram (EEG). Electro-
cardiograms (ECG) an electrical recording of heart activity is one of the most im-
portant diagnostics techniques used in patients. Its processing consists of seven
stages: signal pre-processing, signal transfer and/or storage, digital signal process-
ing and feature extraction, clustering of the similar data, signal classification and
expert validation. From the ECG signal, eight features have been automatically
extracted [8] and two classes have been used (normal cardiac action and abnormal
cardiac action) for the above mentioned study. Electroencephalogram (EEG) is an
electrical recording of brain activity which is used in order to classify stages of
sleep. The EEG recordings used contain eight EEG channels, Electrooculogram
(EOQG), Electromyogram (EMG), Respiratory channel (PNG) and Electrocardio-
gram (ECG). All these recordings have been classified by a medical expert into
four classes (wake, quiet sleep, active sleep, movement artifact).

In the first stage of the ACO_DTree method, a population of random solutions
is generated. In each iteration of the algorithm, the population is enhanced with
new solutions driven by pheromone levels. The new updated population is evalu-
ated and only a specified number of solutions is preserved. Pheromone updating is
made by depositing a certain amount of pheromone balanced to the quality of best
individuals and afterwards by pheromone evaporation. The matrix used for the
pheromone updating procedure conforms to a full graph where nodes represent
feature indexes and edges contain pheromone representing transition from one fea-
ture to another. Only the best solutions deposit an amount of pheromone, deter-
mined by the quality of the solution, into this matrix. This process is iterated up to
maximum level of the tree and finally the trees are optimized using a local search
technique (the Particle Swarm Optimization method which is a population ap-
proach inspired by the behavior of animals with swarm intelligence).

Data from the MIT-BIH database [14] with more than 80.000 for ECG and
about 450.000 for EEG records were used for this study. The hybrid combination
of DM algorithms for data partitioning and data classification with ACO allows
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better convergence leading to increased robustness and clearer structure with bet-
ter clinical use [4].

Another interesting application presented by Kuo et al. (2007) [24] concerns a
framework which integrates both the clustering analysis and association rules min-
ing to discover the useful rules in the database through an ACO system. The first
component of the proposed method is the clustering analysis and the second one is
the association rules mining. The first stage employs the ant system-based cluster-
ing algorithm (ASCA) and ant K-means (AK) [25] to cluster the database, while
the ant colony system-based association rules mining algorithm is applied to dis-
cover the useful rules for each group. The main reason for clustering the database
is that this can dramatically decrease the mining time. In order to assess the pro-
posed method, a database being provided by the National Health Insurance Plan of
Taiwan Government is applied.

After encoding, clustering analysis was done with the two-stage clustering
algorithm, which includes ASCA and AK. The application of the algorithm gener-
ated three clusters. These clusters were chosen for DM with the ACS-based asso-
ciation rule mining algorithm.

The main target of the application was to develop a decision support system
about patient treatments that is able to extract important relationships or associa-
tion rules between diseases in order to provide an alternative way to help diagnose
the diseases and to specify treatments for them. Such a system could help the phy-
sicians pay more attention on important groups of patients and find out the hidden
relation in these groups easier.

The computational results showed that the proposed method not only can ex-
tract the useful rules faster, but also can provide more precise rules for the medical
doctors and let the researchers pay more attention on some important patient
groups and find out the hidden relation in the groups easier.

Kumar and Rao (2009) [23] proposed a use of DM algorithms for the extraction
of knowledge from a large set of flow shop schedules. In the first section of their
work they describe the ACO algorithm used and the method to generate a popula-
tion of the optimal sequences. The second section of their work deals with mining
the solutions given by the ACO algorithm in order to extract from them decision
rules. These rules are based on several attributes like processing time, position in
the job, remaining time of the job or machine loading. Finally they used a Deci-
sion Tree, (See5 classifier —a commercial version of C4.5 [47]) in order to find
their affection order of operation on all machines.

Finally, another interesting application was proposed by Phokharatkul et al.
(2005) [45]. They presented a system of handwritten Thai character recognition,
which is based on the Ant-miner algorithm. The system uses zoning for each Thai
character to determine each character and three attributes of each character in each
zone are extracted. These attributes are Head zone, End point, and Feature code
and are used by the Ant-miner algorithm in order to classify 112 Thai characters
(76 alphabet characters and 36 special symbols).

Thai characters are composed of lines, curves, circles and zigzags. The head is
normally a starting point of writing a Thai language character. It is one of the dis-
tinctive features of Thai characters and it is defined as a circle or a closed loop in a
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character [7]. The end point is the point that has only one point connected to it [7]
and finally the feature code is defined by the maximum number of points that the
referent lines pass in its zone [7]. The data used in this application were collected
from 100 persons where each person made 3 copies of a sheet with handwritten
characters providing a total data set of 33600 characters.

On the first step of the model, each handwritten character is converted to bit-
map by a scanner into a two-color bitmap file. On the next step, an algorithm [7] is
used to convert each bitmap into a character image that is only 1 pixel in width.
Afterward, each character is normalized to 128x128 pixels and segmented into 12,
9 and 15 zones with the same width and height for feature Head, Endpoint, and
Feature code. In this Feature extraction step the features of each character are ex-
tracted and saved to a file. In the next step, the Ant-Miner algorithm is used for
training the recognition system and finally, the data of 11200 samples are used in
order to classify the characters into the next five groups (lower, middle and low,
middle, middle and upper and upper characters) [45]. Finally data of each group
are classified by the Ant-miner algorithm and the induced rule list is used as the
recognition engine. The experimental results shown that the system can recognize
97% of the training set.

7 Conclusions

The audience of this chapter includes researchers, instructors, senior students and
graduates of higher education, who are interested in next generation data tech-
nologies that handle (possibly distributed) data in a collaborative manner. More
specifically, in this chapter, we reviewed a technique which is based on simple
agents that collaborate in order to solve a problem. This technique was inspired
from the physical behavior of real ants and the way they behave in order to solve
problems, like finding food or sorting broods. This technique, named ACO, and its
collaborative use with two DM techniques, classification and clustering, which are
the most widely used tasks in DM, have been outlined. The chapter has focused in
making a review of work on the use of ACO for classification and clustering pur-
poses. The enabling technology which is derived from the collaborative use of
ACO and DM leads to improved algorithms and techniques with numerous us-
ages, as presented in Section 6 by providing contemporary real-world examples of
various application areas e.g. Health, Marketing, Finance, Molecular Biology.

8 Future Trends

The heuristic function, the pheromone updating strategy and the pruning proce-
dure used in an ACO algorithm are among the basic components of an ACO algo-
rithm. These parts of the algorithm influence its performance and their fine tuning,
or correct choice could lead to better accuracy. Several papers in the literature
propose this tuning as a worthy target, e.g. [19,40]. We believe that, such a tuning,
taking into account the respective real application areas, is also important for col-
laborative ACO-DM algorithms.
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Since recently, ACO algorithms were not able to cope with continuous vari-
ables and a pre-processing step of discretization was mandatory. Otero et al. in a
recent work [40] introduced a new promising algorithm able to cope with such
variables, having the necessary discretization procedure embedded on the main al-
gorithm procedure. The encapsulation of a discretization method in the rule con-
struction process of the ACO algorithm used for classification showed that better
results can be achieved. As future research direction, it would be interesting to in-
vestigate the performance of different discretization methods in the rule construc-
tion process.

Besides their main components, ACO algorithms have a number of system pa-
rameters that influence their performance and/or accuracy [18,27]. Detailed ex-
perimentation is needed to determine the effects of these parameters, and develop
an understanding of methods that set parameters appropriately for particular prob-
lems. Michelakos et al. [33] recently studied various system parameter settings of
the cAnt-Miner2 algorithm [40]. Further experiments, to study the influence of
system parameters on the performance of ACO-DM algorithms for particular
problem areas have been planned.

Another main issue that has emerged from collaborative ACO-DM algorithms
is their computational cost [41]. This cost is extremely high when the search space
(number of predicting attributes) is large. Most of the techniques presented in this
chapter are dealing with a rather small amount of data (residing in main memory)
and mainly with a single dimension. An interesting research direction could be the
adaption of such techniques for applying on large amount of data, which (inevita-
bly) reside on disk, in transactional Databases, Data Warehouses, or specialized
disk based data structures and / or have more than one dimension. Apart from ac-
curacy of the result, the I/O and CPU performance of such techniques could be
studied.

Moreover the application of collaborative ACO-DM techniques on distributed
data, resulting from possibly heterogeneous sources, like data streams, requires
appropriate data collection and processing methods that aim at high accuracy
and/or performance. This is also considered a challenging issue.

New possibilities might result, regarding the improvement of accuracy and/or
performance, by the introduction of hybrid ACO techniques and their application
for DM tasks. In a recent study [32], a hybrid algorithm for data classification was
presented, combining the cAnt-Miner2 [40] and the mRMR feature selection [43]
algorithms. The resulting algorithm was very promising and was experimentally
compared to the (non hybrid) cAnt-Miner2 algorithm, using public medical data
sets.

Another issue that is worth researching is the appropriate (for ACO use) mod-
eling of other DM tasks, or modeling of different approaches to classification
and/or clustering [19], since such a modeling is necessary in order to apply ACO
to a problem (see Section 3). Since the accuracy of DM techniques is problem and
data dependent, the application of ACO-DM techniques to diverse problem areas
(related to current, or future applications) and their thorough comparison with oth-
er (state-of -the-art) DM techniques would be interesting. In general, a thorough
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comparison which will encompass a significant number of DM techniques already
proposed, including ACO-DM ones, would be very useful and informative.

Finally, increasing attention could be given to even more challenging prob-
lems, involving dynamic data (temporal and/or spatio-temporal data) and their
constraints. Dynamic problems are characterized by the fact that the search space
changes in the course of time. Hence, the conditions of the search, the definition
of the problem instance and, thus, the quality of the solutions already found may
change while searching. It is crucial in such situations that the algorithm is able to
adjust its search direction and follow the changes of the problem being solved, ex-
hibiting (a kind of) self-adaptation.

9 Key Terms

Ant Colony Optimization (ACO): The ant colony optimization algorithm is a
probabilistic technique for solving computational problems aiming at finding an
optimal path in a graph, based on the behavior of ants seeking a path between their
colony and a source of food.

Agent: an autonomous entity which observes and acts upon an environment and
directs its activity towards achieving goals

Ant Colony: An ant colony is an underground lair where ants live. Ants are social
insects that form colonies which range in size from a few up to millions of indi-
viduals.

Attributes: An attribute is frequently and generally a property of a property and
can be considered metadata of an object, element, or file. A specification that de-
fines a property.

Categorical (or Nominal) Attributes / Values: A categorical attribute has val-
ues that function as labels rather than as numbers. For example, a categorical at-
tribute for gender might use the value 1 for male and 2 for female.

Continuous Attributes / Values: A continuous attribute has real numeric values
such as 1, 2, 6.28, or -7. Examples of continuous attributes are blood pressure,
height, weight, age.

Classification: Classification is the assignment of a class label to an input object.
The term refers to either of the task, the problem of, and the result of such an as-
signment.

Classification Rule: IF-THEN classification rules are in the form: IF (conditions)
THEN (class), where conditions follow the form (term;) AND (term,) AND ...
AND (term,).

Clustering: Clustering or cluster analysis is the assignment of a set of observa-
tions into subsets (called clusters) so that observations in the same cluster are
similar in some sense.
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Data Mining: Data mining is the process of analyzing data in order to discover of
useful, possibly unexpected patterns in data.

Graph: Graph is a mathematical structure used to model pair wise relations
between objects from a certain collection. A "graph" in this context refers to a col-
lection of vertices or nodes' and a collection of edges that connect pairs of verti-
ces. A graph may be undirected, meaning that there is no distinction between the
two vertices associated with each edge, or its edges may be directed from one ver-
tex to another.

Learning (Supervised): Supervised learning is a machine learning technique for
deducing a function from training data. The task of the supervised learner is to
predict the value of the function for any valid input object after having seen a
number of training examples. One form of supervised learning is classification.

Learning (Unsupervised): In machine learning, unsupervised learning is a class
of problems in which one seeks to determine how the data are organized. One
form of unsupervised learning is clustering.

Optimization: Optimization refers to choosing the best possible element from
some set of available alternatives.

Pheromone: A pheromone is a chemical substance that triggers a social response
in members of the same species. Ants use pheromone in order to communicate in-
directly.

Swarm Intelligence: Swarm intelligence describes the collective behavior of de-
centralized, self-organized systems, natural or artificial. These systems are typi-
cally made up of a population of simple agents interacting locally with one
another and with their environment leading to the emergence of "intelligent"
global behavior, unknown to the individual agents.

Stigmergy: Stigmergy is a mechanism of indirect coordination between agents. It
is derived from the greek words stigma (mark, sign) and ergon (work, action), and
captures the notion that an agent’s actions leave signs in the environment, signs
that it and other agents sense and that determine and incite their subsequent
actions.
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Chapter 3
OpenSEA: A Framework for Semantic
Interoperation between Enterprises

Shaun Bridges, Jeffrey Schiffel, and Simon Polovina

Abstract. The modus-operandi for information systems is shifting. Agility and
adaptability will be the kingmakers in the decentralising enterprise architecture
where on-premise and cloud systems have to be combined seamlessly. At the
same time the wealth of data available to organisations needs to be understood and
interpreted so as to provide information and inferences needed to generate the
knowledge that drives competitive advantage. This chapter offers a high-level
introduction to OpenSEA, a framework that combines the open semantics of
TOGATF with the open syntax of ISO 24707:2007 Common Logic to provide an
Open Semantic Enterprise Architecture. Because of its open nature it is free to
adopt and extend, yet retains a root commonality to ensure all participating agents
can agree on a common understanding without ambiguity, regardless of the
underlying ontology or logic system used.

1 Introduction

A new frontier in enterprise architecture is being explored. This new frontier is the
realisation of a distributed enterprise architecture. Like all frontiers it brings the
possibilities of explosive growth and exploitation but also brings the undeniable
fact that for every winner there will be a number of losers. Frontier dynamics were
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described by Pascale (2000), who likens organisations to organisms that need to
adapt to survive or thrive. Pascale stated that evolutionary pressures are high
where the surrounding environment shifts or opportunities to grow are offered in
new environments. “A fish takes for granted the water in which it swims; when it
learns about the land it is usually too late” (Pascale 2000, p.25).

So what can enterprises do to take advantage of this decentralised model?
Organisations need to be able to respond rapidly to new offerings and to find and
consume data, processes and services from other organisations. Such an
undertaking requires protocols and common understanding. A number of new
ontologies and definitions are being created to bring common semantics to the
cloud architecture including a unified ontology of cloud computing (Youseff et.
al., 2008) and a whitepaper on the taxonomy of cloud computing from the Cloud
Computing Use-Case Discussion Group (2010).

It could be argued that this new architecture builds on Service Oriented
Architecture since the web services that provided the foundation for SOA are now
complemented by the XaaS services providing Infrastructure as a Service (e.g.,
Amazon Web Services), Platform as a Service (e.g., Force.com) and Software as a
Service (NetSuite, SalesForce, Business By Design). The International Research
Forum of 2008 explored the issues facing enterprises as they look to exploit this
newly evolved Service Oriented Architecture and identified that service discovery
is inefficient and that web services are too granular to be of value and need to be
extended to provide functionality. They also described an ‘integration debt,” where
services are created in their own domains and data models. “The stack must rest
on a firm architectural foundation and share a common language” (p. 57).

At the same time enterprises are reliant on data from within their own
boundaries and data from the larger market place. Consuming and interpreting this
wealth of data, i.e., drawing information from it, is central to an enterprises
operation. Dashboards offer CEOs snapshots of every conceivable metric.
The time relevancy of the data has created In Memory Databases, such as that
used by SAP’s High Performance Analytics Appliance (HANA) to provide up
to the second accuracy in data. But without a reliable understanding of what the
data means it is of little value. Beyond information and data, knowledge is the
driving force that creates competitive advantage. Taking data, extracting its
meaning, and then using rules and inferences to derive new knowledge will allow
an enterprise to predict where it needs to be rather than responding to the current
situation.

Boisot and Canals (2007, p. 39) described knowledge agents as being able
to use models and information to act on the prevailing environment. If an
enterprise can be confident of the models that drive its knowledge agents, and of
the value of the information fed to the agent, then it can be reasonably confident
that it is acting in the best way to exploit its environment and explore new
opportunities.
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Logic systems must be able to accurately filter out data from noise and combine
these units of datum to draw the information. To achieve this the data may need to
be annotated in such a way that the system can understand what the data ‘means,’
or information needs to be traded between different knowledge agents in a format
that be used by both agents. Unfortunately, the wealth of different logic systems,
and the lack of integration between them, means that different systems have to
operate in isolation. As Sowa (2009) put it, “The proliferation of incompatible
semantic systems is a scandal that is strangling the growth of the entire field”
(p-119).

The International Research Forum also identified the need for semantic systems
to be part of the future of Service Oriented Architecture including actions such as
moving service discovery away from key words and domain specific ontologies,
semantically enriching services (going beyond web services to include the XaaS
offerings) and describing services in a holistic manner. This move towards adding
meaning to data and combining different applications is a significant step towards
Web 3.0. Google CEO Schmidt described Web 3.0 as “applications that are pieced
together” (MacManus, 2009). Cap Gemini CTO Mulholland referred to the Web
3.0 Conference on his blog of July 2009 (Mulholland, 2009), noting the apparent
shift in emphasis from machines to users as consumers of Web 3.0:

The goal of Web 3.0 is to reorganize information so users can capture what
things are and how they are related. This seemingly simple concept will have a
profound effect at every level of information consumption, from the individual
end user to the enterprise. Web 3.0 technologies make the organization of
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information radically more fluid and allow for new types of analysis based on
things like text semantics, machine learning, and what we call serendipity — the
stumbling upon insights based on just having better organized and connected
information.

In summary, if data is to be annotated in a meaningful way it should be
expressed in a format that is equally consumable by machines and humans alike.
The links and relationships should allow discrete snippets of data or sources of
information (including those from unstructured data such as web sites or
documents), to become part of a web of information, processes and services where
inferences can be drawn, new knowledge gleaned and services provided and
consumed at all levels of the XaaS stack.

1.1 OpenSEA

We have noted that SOAs need to evolve to include the XaaS landscape.
Integration and interoperation are key to this new SOA and ideally it should be
capable of including semantic systems within this integration. OpenSEA proposes
that any approach needs to be based on open standards in order that enterprises are
not divided by proprietary lock-in. The approach needs to be abstract and capable
of extension and specialisation to allow different domains to be able to adapt it to
their needs. And it needs to combine a common language of business with a
common syntax for logic. In the next sections the case will be made for using The
Open Group Architecture Framework as the abstract business language, and using
1S024707:2007 Common Logic as the abstract syntax.

Generic Stable

Upper-Ontology for Enterprise
e.g. TOGAF

Ontology for Vendor or
Vertical/Horizontal Markets
;}’B ;b Q% e.g. SAP-EAF, HR, Manufacturing
/A }A Ontology for Specific Enterprise
i Highly Specific Domain Ontology

e.g. team ontology, software
A ontology etc

Specific Agile

Fig. 2 Specialisation of The Upper Ontology in OpenSEA (from Bridges, 2010).
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Figure 2 shows how the upper ontology created by TOGAF is generic yet stable
and can be extended and specialised by vendors, markets or enterprises which can in
turn be specialised. The different ontologies show how different domains only take
the terms that are of use to them and may take them from one or more domains. By
retaining a chain of generalisation/specialisation a common generalisation can be
found between any two terms/definitions in different domains.

1.2 TOGAF - The Upper Ontology for OpenSEA

TOGAPF9 is an open and freely licensed framework that is vendor neutral and
sector neutral. It was developed by over 300 Architecture Forum members and
companies from highly respected IT customers and vendors. It provides a
framework for enterprises to extend and specialize, and provides a set of
commonly used terms and definitions in the process. Some are formally
represented as specific concepts and relations, others as textual descriptions. For
example, TOGAF defined ‘Enterprise’ as “any collection of organizations that has
a common set of goals. For example, an enterprise could be a government agency,
a whole corporation, a division of a corporation, a single department, or a chain of
geographically distant organizations linked together by common ownership” (The
Open Group, 2009, p. 5) This abstract definition fits within the broad remit of
providing an upper ontology that is loose (i.e., general) enough to be meaningful
to entire markets, corporations, public bodies, and societies or groups working
within these bodies. The Open Group also defined the purpose of Enterprise
Architecture in such a way as to meet the requirements of ‘enterprises’ exchanging
information openly and meaningfully “to optimize across the enterprise the often
fragmented legacy of processes (both manual and automated) into an integrated
environment that is responsive to change and supportive of the delivery of the
business strategy” (p. 6). Enterprise architecture should therefore provide the
platform for innovation and interoperation within and between units of operation
of all sizes. It is not limited to information systems. As Tolido (2009) (Vice
President of Cap Gemini Netherlands) pointed out Oracle OpenWorld 2009
focused heavily on innovation and being able to reuse existing resources
effectively. Indeed, innovation, efficiency, collaboration and cooperation may all
be born out of necessity in the cooler economic climate of the early 21st Century.

Because OpenSEA proposes to be a ‘framework’ for interoperation across and
within enterprises, it is important to examine how The Open Group (2009) defined
an ‘Architecture Framework’:

a foundational structure, or set of structures, which can be used for
developing a broad range of different architectures. It should describe a
method for designing a target state of the enterprise in terms of a set of
building blocks, and for showing how the building blocks fit together. It
should contain a set of tools and provide a common vocabulary. It should
also include a list of recommended standards and compliant products that
can be used to implement the building blocks (p. 7).
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The key points to note here are the common vocabulary and building blocks,
which are fundamental components for a semantic market place or semantic
interoperation between different enterprises. Note again the convenience of
redefining the ‘enterprise’ to go beyond the individual corporations to the concept
of a group of corporations trading together within the defined boundary of a
market-place. Finally, one of the underlying aims of the TOGAF9 framework is to
allow for enterprises to communicate without boundaries. Again, at its heart is the
aim to breakdown silos and barriers between discrete units to promote
communication and interplay. Information systems operating within architectures
that have been guided by TOGAF should therefore experience ‘boundaryless’
information flow. ‘Boundaryless Information Flow’ is a trademark of The Open
Group, and represents "access to integrated information to support business process
improvements," representing a desired state of an enterprise's infrastructure specific
to the business needs of the organization” (The Open Group, (2009, p. 27).

To summarise, The Open Group Architecture Framework has, at its core, many
of the implicit semantics required for the integration of disparate and distinct
domains. It provides the broad terms and definitions aimed to provide
‘Boundaryless Information Flow’ without specifying any prerequisites or
restrictions based on size or market.

1.3 ISO 24707:2007 — The Meta-ontology for OpenSEA

Uschold (2003) identified the major evolutionary paths of the Web as finding
resources in an ever growing pool, redefining the Web for human and machine
consumption, changing the Web from a pool of resources to a pool of services and
semantically enriching those resources. Semantic systems should provide the
capability to recognise, represent and react to the meaning of data in the context of
the goals of the user (Sowa, 2009, p. 33). Types of semantic systems include
deductive databases, expert systems, knowledge based systems and the Semantic
Web and its associated applications. However, they can be built on any one of a
number of logical languages or formats and interoperation between different
systems using different semantic structures or different ontologies can be difficult
or impossible. Two legacy systems can be brought to interoperate better than two
new, semantically-enabled systems that use different ontologies (Sowa 2009).

As systems start to interact with other systems and corporations look to operate
seamlessly with other organisations in an ‘extended enterprise’ (Kuhlin &
Thielmann, 2005) this problem becomes global in scale. Common Logic (referred
to as CL throughout the Chapter) proposes a standardized approach to develop
interoperation between systems using different formalisms and representations.
The CL standard outlines its aims as, “The intent is that the content of any system
using first-order logic can be represented in this International Standard. The
purpose is to facilitate interchange of first-order logic-based information between
systems” (ISO/IEC 24707, 2007). It provides a standard for a logical framework
for the exchange of data and information across networks, including open
networks such as the Internet.
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CL dialects must be compliant with the semantics of First Order Logic but CL
does not impose any formal syntax, rather it provides an abstract syntax and
thereby allows for the reliable translation between languages. The three dialects
that currently support CL are;

e CGIF - Provides a serialised representation for conceptual graphs.

e CLIF — A syntax similar to the Knowledge Interchange Format which has
become the de facto standard notation for many applications of logic

e XCL — An XML notation for CL that is the intended interchange language for
communicating CL across networks.

1.3.1 Common Logic and RDF

ISO/IEC24707:2007, section 5.1.2c, states that “The syntax should relate to
existing conventions; in particular, it should be capable of rendering any content
expressible in RDF, RDFS, or OWL.” This has been demonstrated by Pat Hayes
in the following example (Hayes, 20006).

<owl:Class rdf:id="#ChildOfUSCitizenPost1955">
<owl:intersectionOf rdf:parseType="Collection">
<owl:Restriction>
<owl:onProperty rdf:resource="#parentOf" />
<owl:allValuesFrom>
<owl:Restriction>
<owl:onProperty rdf:resource="#isCitizenOf" />
<owl:hasValue rdf:resource="#USA" />
</owl:Restriction>
<owl:Restriction>
<owl:onProperty rdf:resource="#dateOfBirth" />
<owl:allvaluesFrom rdf:resource="#YearsSince1955" />
</owl:Restriction>
</owl:intersectionOf>
</owl:Class>

Maps to
(= ChildOfUSCitizenPost1955
(And (AllAre parentOf (MustBe isCitizenOf USA))
(AllAre dateOfBirth YearsSince1955) )

A further possibility, however, was provided by Hayes (2009) in his keynote
speech to a recent International Semantic Web Conference 2009, in which he
showed that RDF is almost Peircian in notation, and how RDF Redux theme could
become a fully expressive CL dialect. Doing so would allow integration with other
CL compliant dialects and greatly simplify the semantic stack (or ‘layer cake’).
Figure 3 shows how RDF simplifies the semantic stack of tools and protocols.



68 S. Bridges, J. Schiffel, and S. Polovina

User Interface & Applications l User Interface & Applications l

Trust | Trust '

Ontology:
g | o] e | S roF 2
ROFS | 3 — 5
Data interchange:
RDF — ' T
URI/IRI | URI/IRI | 1

Fig. 3 Hayes’ Vision of RDF within Common Logic (Hayes, 2009).

1.4 OpenSEA — Developing an Upper Ontology with CL

By expressing the terms and definitions used by TOGAF in a CL compliant
format, and allowing these definitions to be extended and specialized freely,
OpenSEA aims to create the abstract framework required for different domains to
exchange information without requiring a rigid ontology nor a specific system or
language.

In this chapter we use Conceptual Graphs which can be expressed in a CL dialect
CGIF. Graphical notation is used as the primary representation to express how full
logic can be portrayed in a format that is readily consumed by human agents yet can
also be expressed in a compact linear notation that can be converted to any
other CL compliant dialect without loss of meaning. The graphs were developed
using CharGer (sourceforge.net/projects/charger), Amine (sourceforge.net/projects/
amine-platform) and CoGui (www.lirmm.fr/cogui/).

1.5 Interlinked Domains

Key to the framework is the need for a chain of generalization or specialization in
order for two disparate domains using different ontologies to come to an common
understanding. one can imagine the chain as one of simple ‘IS-A’ relationships
where all concepts and relations ultimately link back to a definition in the upper
ontology as provided by TOGAF. The approach is similar to the idea of the
Domain Naming System which relies on lookups and, at its heart, has the ‘.’
domain above all others to provide the link between top level domains.

John Sowa (via email private correspondance) has provided the following
examples of linear expression for this generalisation/specialisation concept, as
shown below.



OpenSEA: A Framework for Semantic Interoperation between Enterprises 69

CLIF:
(forall ((R1 MonadicRelation) (R2 MonadicRelation) (x) (y))
(if (and (GeneralizationOf R1 R2) (R2 x y)) (R1 x y)))

CGIF:

[MonadicRelation @every *R1] [MonadicRelation @every *R2]
[Entity: @every *x] [Entity: @every *y]

[If (GeneralizationOf ?R1 ?R2) (#?R2 ?x ?y) [Then (#?R1 ?x ?y)]]

This says that for all monadic relations R1 and R2 and any x and y, if Rl is a
generalization of R2 and R2(x,y), then RI(x,y). Once the GeneralisationOf
statement is made then the type hierarchy can be listed as a simple collection of
assertions:

CLIF;

(and (GeneralizationOf Architect Business_Analyst)
(GeneralizationOf Architect Information_Analyst)
(GeneralizationOf Information_Analyst Data_Analyst)
(GeneralizationOf Information_Analyst Technical_Analyst))

For example, in TOGATF the relation ‘Performs Task In’ is formalized as a canon
(common usage) as relating an ‘Actor’ to a ‘Role’. Suppose a health-specific
domain specializes the term ‘Actor’ to cover the concepts of ‘Doctor’ and
‘Patient’ whilst a Sales and Distribution domain specializes the same term to
concepts such as ‘Salesperson’, ‘Lead’ and ‘Customer’. If the domains were
required to interact, for example a pharmacy needed to purchase drugs, the two
domains could agree on the fact that a ‘Doctor’ and a ‘Salesman’ share some
commonality in that they both perform tasks in their respective roles.
This example can be expressed as follows:

TOGAF:

[Actor: @every *t]

(PerformsTaskIn ?t [Role])
HealthCare

(GeneralizationOf Agent Doctor)
(GeneralizationOf Role Healthcare)
Sales

(GeneralizationOf Agent Salesman)
(GeneralizationOf Role Sales)

that we can translate to the CLIF form:

CLIF:

[Doctor: @every *t]
(PerformsTasklIn ?t [Healthcare])
And

[Salesman: @every *t]
(PerformsTaskln ?t [Sales])
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Any logic or inferences that can be made in the TOGAF domain would be equally
expressed in both the sub domains and any knowledge farms that can make those
generalised rules has the capacity to gather new information from data collected
from disparate domains.

It is worth noting that unlike DNS, OpenSEA relies on the fact that the
specialization and generalization is not a simple hierarchy but allows for concepts
to be specialisations of one or more ‘master’ concepts. The classic example is
ANGEL (Sowa, 1984, p. 408) where ANGEL is a specialisation of both
ANIMATE and MOBILE-ENTITY. This example also includes the specification
that ANGEL < -PHYSOBJ ie an angel is not a physical object, the IS-NOT
specification being a powerful tool for future developments of OpenSEA.This
notion of specialisation extends from concepts to instances. For example, Doctor
Bob Smith is a keen motorsport fan. Within the health domain a patient is unlikely
to be interested in which team Dr Smith follows so the information is superfluous.
Yet a domain specializing in providing executive travel to Formula 1 events may be
very interested in the fact that the instance ‘Bob Smith’ IS-A ‘Doctor’ and Bob
Smith ‘IS-A’ ‘McLaren fan’ if they have an inference engine that could deduce that
‘if a fan performs tasks within certain roles then the fan has disposable income’.

% Upper Ontology

Health Care
Domain Ontology

Formulal Domain
Ontology

Specific Instances

Fig. 4 Simple example of An Instance Being A Specialisation of Different Concepts

2 Developing an Upper Ontology from TOGAF

This section draws on the research of (Bridges, 2010; Bridges & Polovina, 2010).
One of the problems faced was the task of viewing terms abstractly, even if they
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are as well defined as those in the TOGAF9 material. Bridges observed the
problem lay with disengaging from the precepts that any individual holds and the
assumptions that shape how an individual perceives the world.

2.1 Sowa’s Conceptual Catalogue

Bridges referred extensively to the conceptual catalogue created by Sowa (1984,
pp. 405-424) (herein referred to as SCC) which provides a number of ‘canons’
(i.e., common meanings) for a broad range of terms. However, the real value of
the catalogue is in what has been canonised as well as how it has been described.
It is possible to see how a few high level concepts and relations can provide a
broad range of conceptual structures and move towards an unbiased and abstracted
definition (or canon) for terms that are so common they are hard coded into the
mind of the individual without any clear and logical structure.

By reusing the SCC OpenSEA adheres to the principle advocated by Berners
Lee and Kagal (2008) to not reinvent the wheel and to use existing ontologies
wherever possible. It is also hoped that using something as established as the SCC
would provide some base commonality with other ontologies that have also been
influenced by it.

The broad concepts of many enterprise architectures (What, Where, When,
How, Why and Who) provide a useful approach to determining upper level
concepts as high level contexts. This is mirrored to some extent in the SCC. For
example, the context of ‘What’ could map to Sowa’s ENTITY concept and
specialisations of this concept would all have a common general meaning, whether
they are Data Entities or Abstract Objects.

Similarly, a high level concept of ‘how’ could provide the specialisations of
Process, Business Function, Business Service, Information System Service etc
(again, examples taken from the TOGAF9 definitions).

This approach is shown in Figure 5 as part of an initial concept type hierarchy.

Fig. 5 An Initial Type Hierarchy for TOGAF Terms (Bridges, 2010)

TOGATF describes Data Entity as, “an encapsulation of data that is recognized
by a business domain expert as a thing. Logical data entities can be tied to
applications, repositories, and services and may be structured according to
implementation considerations” (The Open Group, 2009).
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In other words, it too is covered by Sowa’s canon of ‘physical objects as well
as extractions’. If we continue to focus on the elements of an enterprise, resources
and agents can be seen as specialisations of ENTITY within the SCC. Events are
also present within the SCC. Events could be seen as being part of a process
involving different states (another SCC concept) and it is easy to see how ‘who’,
‘how’ and ‘when’ could be linked to a process.By including the concept of ‘why’
the business goals and objectives from TOGAF9 are brought within the
Architecture framework.

Figure 6 builds on the basic concepts of Figure 5 by adding the EVENT
concept. It also adds STATE as this is an integral part to a process that should be
involved with changing the state of an entity.

Fig. 6 Development of the Type Hierarchy.

Within the SCC Sowa described ‘CHARACTERISTIC’ (a specialisation of the
concept ATTRIBUTE) as being ‘essential in nature’. By this canon the object
attributes shown in Table 1 can also be seen as characteristics, a confusion that
needs to be addressed in the ontology if the SCC is to be used to any extent.

Table 1 TOGAF Attributes for all Metamodel Objects

Metamodel Attribute Description

ID Unique identifier for the architecture object.

Name Brief name of the architecture object.

Description Textual description of the architecture object.

Category User-definable categorization taxonomy for each
metamodel object.

Source Location from where the information was collected.

Owner Owner of the architecture object

Attributes that are essential could be linked to their associated objects by a
‘chre’ relation to denote the fact that they are essential in describing individuals of
those concepts and could provide a very useful means of defining individuals
within a global market place. For example, all metamodel objects within an
enterprise must have the attributes of ID, Name, Description, Category, Source
and Owner (Table 1). These same attributes could be used to provide the
information needed to help identify resources, services, processes etc within an
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Fig. 7b A Conceptual Graph Representation for all Objects and Their Minimal Metadata.

open market and provide the commonality to assist with interoperation. This
approach the expansion of Sowa’s type hierarchy (Figures 7a and 7b).
In CGIF, Figure 7b would be represented as

[Universal: @every *t]
(chrc ?t [Category])
(chrc ?t [Description])
(chrc ?t [ID])

(chrc ?t [Name])

(chrc ?t [Owner])

(chrc ?t [Source])

In the framework the ID, Category, Source and Owner are all represented using
URLs, and the name and description by a human-readable text string. The
attributes are extended with ‘Definition’, which provides for a CL based definition
of how the object is defined by other objects. ‘Category’ is used within OpenSEA
as the means of embedding the well recognized ‘IS-A’ relationship..
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Knowledge bases can harvest this information and build links between different
domains using the shared generalisations and generate new information. These
‘knowledge farms’ could be the pioneers of the new, distributed architecture by
acting as both brokers (identifying what services and processes are available and
those that are in demand) and offering to integrate the enterprise business rules
engine within the larger market place.

2.2 Modelling Relationships within TOGAF9

Table 2 shows some of the relationships that can occur within the TOGAF9
metamodel. Relationships can also be captured in CG as shown in Figures 8a and
8b, in this example the relationship ‘Resolves’ is shown with a signature
consisting of an Actor and an Event, as is the relationship that an Actor
‘generates’ an Event.

P b o ot e aten 3

Fig. 8a Capturing Relationships within the Type Hierarchy.

Lla[0RY—= P resolves —'—m
[.1e [+ —s— generates —l-bm

Fig. 8b Graphical Representations of Simple Canons.

2.3 Nested Graphs

Zachman and Sowa (1992) showed that concepts could be seen as nested graphs so
that, for example, ‘how’ something is achieved is represented using symbols
relevant to the agent at that level. In Figure 9 Zachman and Sowa illustrated the
difference between how agents operating at the Enterprise Level would view ‘what’
in terms of an entity where as those operating at the level of Information System
analysis would regard ‘what’ in terms of data yet the two contexts are related by a
relation (‘NAME’). Similarly, business process experts would consider the business
process when considering ‘how’ something is done but this has to be mapped to the
system analyst’s contextual view in terms of the functions called within the system.
In this case the two are connected by the ‘MODL’ relation.
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Fig. 9 Inter-related Contexts (from Zachman and Sowa, 1992, p. 610).

As already identified, TOGAF9 models the architectures of Business,
Information (Architecture and Data) and Technology. Each tier of the TOGAF
model could be considered to be a context in a similar fashion to Zachman’s and
Sowa’s formalisation of the ISA . Within the Business Architecture a Business
Service (‘what’) could be a unit that is ‘owned and governed by’ an
Organisational Unit (‘who’) which in turn ‘operates in’ a location (‘where’). From
a System Analyst perspective the same Business Service ‘provides’ or ‘consumes’
a Data Entity (‘what’) which ‘resides within’ a Logical Data Component (which
could be argued to be an abstract object, i.e. another entity) which is, in turn
‘realised by’ a Physical Data Component (another entity). Figure 10 shows the
type hierarchy and relations being developed for this purpose.

Fig. 10 TOGAF Objects and Relations Captured in the Type Hierarchy.

2.4 Contextualisation of Information

Figure 11 shows a nested graph within the concept ‘Business Analyst’ and
illustrates the contextual meaning of a Business Service to a Business Analyst (i.e.
an agent working at the layer of business architecture). The types and relations are
highlighted in Figure 12 which focuses on the agents and relationships within the
type hierarchy.
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Fig. 11 ‘Business Service' Modelled Within the Perception of a Business Analyst (Bridges,

2010).

Fig. 12 Focus on the Relations and Actors In the Type Hierarchy.
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Fig. 13 'Business Service' as Perceived by a Data Analyst (Bridges, 2010).

In Figure 13 the concept of a business service is nested within the context of a
Data Analyst to show what a Business Service means to an agent operating within
the Data Architecture layer of an enterprise.
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Fig. 14 '‘Business Service' As Perceived by a Systems Analyst (Bridges, 2010).
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In Figure 14 the context of a business service is shown as per a Systems
Analyst. The Business Service is shown as the more specialised ‘Information
System’ inferring that it is a fully automated business service (a fact that would
need representing in the type hierarchy).
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Fig. 15 Different Perceptions Modelled With Co-Referents (Bridges, 2010).

Figure 15 shows the three different nested graphs representing the different
contextual perceptions of what a business service means interlinked by co-
referents (the dotted lines). The co-referents allow the three agents to interconnect
and for changes in one tier to be integrated within the other tiers as a single
version of the truth. Relationships between different nested graphs could be used
to connect different contexts and so this simple example shows how the different
interpretations for what a concept means to different agents can be interlinked.

2.5 OpenSEA and the Cloud

The TOGAF semantics may be used to describe the XaaS offerings of the cloud
by compartmentalizing the services between the external face and inner workings.
Consumers of the services are interested in different aspects of the service to those
that run it, as shown in Figure 16.
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Fig. 16 The Public/Private Differentiation of XaaS (Bridges, 2010).

Figure 16 shows that the provider is ‘privately’ interested in ‘how’ the service
is provided whilst the consumer has little concern of ‘how’ the service is realised.
Within TOGAF this would relate to the lower tiers and the contexts relevant to
software engineers, hardware engineers, etc. TOGAF semantics used at this level
could include ‘Physical Technology Component’ ‘is hosted in’ a ‘Location’ and
‘Realizes’ a ‘Physical Application Component’. Similarly, a ‘Service’ ‘is Realized
through’ a ‘Logical Application Component’ and is ‘Implemented on’ a ‘Logical
Technology Component’

The consumer has their own individual objectives and goals related to the
‘why’ a service should be used and these may vary from consumer to consumer
and is of little or no interest to the provider. TOGAF terminology relevant to the
consumer but not the provider could be a ‘Goal’ ‘is realized through’ an
‘Objective’ or ‘Addresses’ a ‘Driver’.

The terms used will be determined by the service provided, for example
Hardware as a Service is more interested in the physical aspects of the
infrastructure such as RAM, storage and processing power, infrastructure may
include all this plus virtual machines, operating systems, software and scalability.
Platform as a Service offers the chance to build and deliver web applications but
may not have any reference to the underlying hardware or infrastructure.

The consumption of a service, however is dependent on ‘what’, ‘when’,
‘where’ and ‘who’ and consumers and providers could advertise their
need/provision of the service in these terms for brokers to ‘matchmake’ or agree
contracts. TOGAF terms that would be used in agreeing the contract could
include a ‘Service’ ‘Provides’ or ‘Consumes’ a ‘Data Entity’ and ‘Provides
Governed Interface Access’ to a ‘Function’ whilst ‘Service Quality’ ‘Applies to’ a
‘Contract’ and ‘is Tracked Against’ a ‘Measure’.

This shift in emphasis from service provision to transaction fulfilment could be
referred to as a step away from Service Oriented Architecture to Transaction
Oriented Architecture where the provision and consumption of services are
perceived as part of a whole. After all, a Service means nothing without a
consumer; it is defined by consumption.
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2.6 OpenSEA and Web3.0

In the introduction reference was made to the advantages inherent in users and
consumers being able to capture what things are and the relationships between
them (Mulholland 2009). If web sites were annotated with either XCL or the less
verbose CLIF or CGIF strings (using XML tags to identify the strings) the user
could use simple client tools to express the inter-relations graphically and
visualize how the web-site sits within the greater web. A web cache could
become a powerful information set, moving beyond a series or URL’s to a web of
knowledge and guided reference. Similarly, search engines could gather XCL or
other CL dialect from any Web sites or data sets that support OpenSEA to create
powerful semantic searches, broker services or generate new knowledge through
rules engines.

2.7 OpenSEA and the Software Engineer

Trapp (2009) outlined how Semantic Web technologies can can add some
elements of Knowledge Management to enterprise software. By introducing the
expert’s knowledge to the data and functions within a software the entire system
(by which we mean the human agents and the software) can become ‘intelligent’.
This can be incorporated within the software through metadata (e.g. XCL
definitions of business objects or processes), reasoning and visualisation amongst
others.

Trapp refered to the ‘Design Time Type Information’ Open Source project
available under Apache. DTTI combines a base ontology with REST web services
that expose RDF data about objects within SAP systems. He suggests some of the
benefits include formalising the architecture, using reasoning to detect direct and
indirect dependencies and forbidden dependencies. All this is possible in the
OpenSEA framework.

2.7.1 Example

Within TOGAF9 (2009) a Data Entity has the following interactions with its
environment:

Table 2 Concepts and Relations Referring to ‘Data Entity’

Source Object  Target Object Relationship

Data Entity Logical Application Component Is processed by

Data Entity Logical Data Component Resides within

Data Entity Service Is accessed and updated through
Data Entity Data Entity Decomposes

Data Entity Data Entity Relates to
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Added to the Type Hierarchy, we now have the following.
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Fig. 15 Specialisations of the Concept ‘ENTITY”
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Data Entities are stored within the knowledge base of all participating domains
as:

CGIF:

[DEFINITION: "[DATA_ENTITY:*x1] [SERVICE:*x2] (isAccessedAndServicedThrough ?x1 ?x2) "] [NAME: Data Entity]
[CATEGORY: OpenSEA.org/Universal] [SOURCE: "http://www.opengroup.org/architecture/togaf9-doc/arch/index2.html"]
[ID: "OpenSEA.org/DATA_ENTITY"] [OWNER: OpenSEA] [DESCRIPTION: "AN ENCAPSULATION OF DATA..."]
[DATA_ENTITY: *x1]

(chrc ?x1 OpenSEA) (chrc ?x1 Universal) (chrc ?x1 "http://www.opengroup.org/architecture/togaf9-
doc/arch/index2.html") (chrc ?x1 "AN ENCAPSULATION OF DATA...") (chrc ?x1 "OpenSEA.org/DATA_ENTITY") (chrc
?x1 Data Entity) (chrc ?x1 ?x1] [SERVICE:*x2] (isAccessedAndServicedThrough ?x1 ?x2) ")

In the example, the generic DATA_ENTITY contains its own DNA containing
examples of how it can be used, (in the DEFINITION), what it’s a specialisation
of (CATEGORY), a plain text description, the URL at which it is defined and so
on. Any specialisations of the generic DATA_ENTITY refers to this ID as its
category, thereby retaining the links that make up the web of references.

3 Further Investigations

3.1 Integration of OpenSEA and GoodRelations

GoodRelations (Hepp, 2008) provides a standard vocabulary for expressing
services and products that are offered on web sites. OpenSEA should not be seen
as an alternative to an established ontology as the aims are similar but the
ontology of GoodRelations could be investigated as a specialization of TOGAF.
Furthermore, Hayes (2009) suggestion that RDF has the capacity to become CL
compliant means the RDF expression of GoodRelations could be expressed in
XCL or as a CLIF string within XML brackets. This could introduce the potential
for users of GoodRelations to integrate with other domains of knowledge through
OpenSEA and human consumers of web-sites could use simple clients to visualize
how the information on the site relates to the greater Web.

3.2 Knowledge, Inference and Information Generation through
OpenSEA

OpenSEA can, by definition, be used as part of an information generating rules
engine through the application of rules (knowledge) on the information available
to infer new, un-tapped information or making decisions on new courses of action.
Sowa has reported that SBVR is capable of full CL syntax and as such it could
be included as part of the OpenSEA framework by providing the meanings used in
Business Rules. The overlap between SBVR and Controlled Natural Language
could act as a bridge between human and machine agents by bringing the two
representations closer together. For example, (Baisley et. al., 2005),
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Below is a description of the semantic formulation of the rule above expressed
in terms of the SBVR Logical Formulations of Semantics Vocabulary. It is
easily seen that SBVR is not meant to provide a concise formal language, but
rather, to provide for detailed communication about meaning. The description
is verbose, when separated into simple sentences. But it captures the full
structure of the rule as a collection of facts about it.

The rule is meant by an obligation claim.

That obligation claim embeds a logical negation.

The negand of the logical negation is an existential quantification.

The existential quantification introduces a first variable.

The first variable ranges over the concept ‘barred driver’.

The existential quantification scopes over a second existential quantification.
That second existential quantification introduces a second variable.

The second variable ranges over the concept ‘rental’.

The second existential quantification scopes over an atomic formulation.
The atomic formulation is based on the fact type ‘rental has driver’.

The atomic formulation has a role binding.

The role binding is of the fact type role ‘rental’ of the fact type.

The role binding binds to the second variable.

The atomic formulation has a second role binding.

The second role binding is of the fact type role ‘driver’ of the fact type.
The second role binding binds to the first variable.

Note that designations like ‘rental’ and ‘driver’ are used above to refer to
concepts. The semantic formulations involve the concepts themselves, so
identifying the concept ‘driver’ by another designation (such as from another
language) does not change the formulation.

4 Conclusion

OpenSEA is a framework for unified modelling tools for enterprise architecture.
Zachman and Sowa (1992) provided examples of how Conceptual Graphs could
be used to model Zachman’s Information System Architecture. The same ideas are
contained within the OpenSEA framework as it seeks to formalise architectures
that are aligned with TOGAF using CL compliant dialects which, of course,
includes CGIF which has a graphical representation.

By formalising the links between the horizontal components (in the ISA these
include Enterprise Model, System Model, Technology Model and Component
Level, similar to the tiers of TOGAF9) and vertical components (What, How,
Where etc) of the ISA Zachman and Sowa identified that each unit could be
represented with respect to the other units and each unit could be represented
using graphical CGs which had the power to embed full predicate calculus within
an easily accessible form.
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It is worth noting some quotes taken from Sowa’s and Zachman’s paper. The
quotes continue to be relevant today and hold particular significance when viewed
in light of the findings of the International Research Form 2008:

Dramatic improvements in the price-performance of information technology
and the escalation of the rate of change show no signs of abatement. In the
words of Alvin Toffler, “Knowledge is change . . . , and accelerating
knowledge, fuelling the great engine of technology, means accelerating
change.” Gone are the days of computers for simple calculations. We are only
now beginning to see the enormous complexity of integrating information
technology into the very fabric of our enterprises. Soon, the enterprise of the
information age will find itself immobilized if it does not have the ability to
tap the information resources within and without its boundaries [italics ours]
(Zachman & Sowa, 1992, p.613)..

an enterprise will form into a free market structure if the nature of the
transaction between two organization units is simple, well defined, and
universally understood. In this case, the organization (or person) with work to
assign would survey all possible workers to find one who is acceptable in
terms of availability and cost. This method is much like a stock buyer who
scans the pool of stockbrokers to find one who will execute a buy within an
agreeable time and for a reasonable fee (Zachman & Sowa 1992, p. 596).

Tools exist for both users and developers. Tools such as online help are there
specifically for users, and attempt to use the language of the user. Many
different tools exist for different types of developers, but they suffer from the
lack of a common language that is required to bring the system together. It is
difficult, if not impossible, in the current state of the tools market to have one
tool interoperate with another tool (The Open Group, 2009, p.418).

It is worthwhile noting that if the nature of the dependency between cells could be
understood and stored in the repository along with the cell models, it would
constitute a very powerful capability for understanding the total impact of a
change to any one of the models, if not a capability for managing the actual
assimilation of the changes (Zachman & Sowa, 1992, p.603).

4.1 www.Open-SEA.org

The domain Open-SEA.org has been created to facilitate open discussion and
development of the ideas generated in this chapter. Please email
shaun.bridges @ Open-SEA.org for more information.
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Acronyms

CG (or CGs): Conceptual Graph, Conceptual Graphs

CL: Common Logic

ISO: International Standards Organisation (International Organization for Standards)
OpenSEA: Open Semantic Enterprise Architecture

TOGAF: The Open Group Enterprise Architecture Framework

Glossary

Conceptual Graphs (CGs) are a formal way of knowledge representation.
Originally used to represent the conceptual schemas used in database systems,
CGs have been applied a wide range of topics in artificial intelligence,
computational intelligence, computer science, cognitive science and enterprise
architectures.

ISO 24707:2007 Common Logic (CL) is a framework for a family of logic
languages, based on first-order logic, intended to facilitate the exchange and
transmission of knowledge in computer-based systems. The standard includes
specifications for three dialects, the Common Logic Interchange Format (CLIF),
the Conceptual Graph Interchange Format (CGIF), and an XML-based notation
for Common Logic (XCL). Many other logic-based languages could also be
defined as subsets of CL by means of similar translations; among them are the
Semantic Web’s RDF and OWL.

OpenSEA is a framework that combines the open semantics of TOGAF with the
open syntax of ISO 24707:2007 Common Logic to provide an Open Semantic
Enterprise Architecture.



Chapter 4
Building Collective Tag Intelligence through
Folksonomy Coordination

G. Varese and S. Castano

Abstract. In this chapter, we provide techniques for automatically classifying and
coordinating tags extracted from one or more folksonomies, with the aim of build-
ing collective tag intelligence which can then be exploited to improve the conven-
tional searching functionalities provided by tagging systems. Collective tag
intelligence is organized in form of tag equivalence clusters with corresponding
semantic, terminological, and linguistic relations. For building tag collective intel-
ligence, we define i) normalization techniques to identify equivalence clusters of
tags and extract the relations holding between them and ii) similarity techniques to
match tags on the basis of available collective tag intelligence. Finally, we de-
scribe the evaluation of the proposed techniques over real datasets extracted from
del.icio.us and Flickr folksonomies and a real application example of exploiting
the collective tag intelligence for similarity-based resource retrieval.

1 Introduction

In the recent years, tagging systems have acquired a great popularity. Tagging sys-
tems allow users to annotate web resources (e.g., text documents, images, videos,
web pages) by associating them a set of tags. Tags are terms arbitrarily chosen by
users for their capability to describe the content of web resources. The popularity
of tagging systems is mainly due to their ease of use. In fact, users can easily clas-
sify web resources without having any technical knowledge and without being
constrained by specific conventions. A further important feature of tagging sys-
tems is that tags can be shared across users, in a way that classification of web re-
sources can be exploited by others leading to social tagging and folksonomies
[26]. Even if through tagging systems annotation and classification activities
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shifted from an individual level to a collective level, further issues need to be
addressed in order to exploit the collective knowledge emerging from social tag-
ging in a more effective way. In fact, the complete freedom of choosing any term
for the annotation of web resources inevitably leads to the generation of messy
sets of tags. A lot of research is currently focused on trying to organize folksono-
mies [3, 22] and associate with them a certain degree of semantics [19, 25, 7], in
order to enable semantic resource search. Some typical problems that need to be
faced include the capability of dealing with tag heterogeneity, typographical er-
rors, acronyms, abbreviations, compound words, slangs, or even nonsense words.
Moreover, linguistic, terminological, and semantic relations between tags in folk-
sonomies need also to be identified and represented with the aim of providing
more effective search capabilities.

In this chapter, we go in this direction and we propose an approach to extract
collective tag intelligence from one or more folksonomies, which is conceptual-
ized in form of tag equivalence clusters. The proposed approach relies on i) nor-
malization techniques to group tags into equivalence clusters and to discover
semantic, terminological, and linguistic relations between them and ii) similarity
techniques for tag matching and coordination on the basis of available collective
tag intelligence. Proposed techniques have been evaluated over two real tag data-
sets extracted from del.icio.us and Flickr folksonomies. Using collective tag intel-
ligence and similarity techniques improves search results, in that, given a target
keyword, a set of relevant resources is retrieved larger than the one returned by
existing folksonomies and related search functionalities.

This chapter is organized as follows. In Section 2, we discuss related work. In
Section 3, we introduce collective tag intelligence and normalization techniques
for its extraction from a set of tag assignments. In Section 4, we describe the simi-
larity techniques for tag matching based on collective tag intelligence. In Section
5, we discuss the evaluation and application of the proposed techniques with ref-
erence to real datasets composed of tag assignments extracted from del.icio.us and
Flickr systems. Finally, concluding remarks are given.

2 From Folksonomies to Collective Tag Intelligence

Before going into detail of the various approaches proposed in the literature, we
want to briefly recall the meaning of the terms folksonomy, taxonomy, and ontology.

Folksonomy. A folksonomy is a collection of free text labels assigned by users to
heterogeneous resources (e.g., images, documents, web pages) as the result of a
collaborative annotation process [9]. The annotation process does not generally
impose any kind of restriction on tag choice/definition. As a consequence, terms in
a folksonomy are freely chosen by the users, without complying with structure or
semantic constraints for their specification and organization.



4 Building Collective Tag Intelligence through Folksonomy Coordination 89

Taxonomy. A taxonomy is a collection of terms of a controlled vocabulary organ-
ized into a hierarchical structure according to a generalization/specialization rela-
tionship by which a parent term has a more general meaning than a corresponding
child term. In a taxonomy, an inheritance relationship can hold between parent and
child terms, by which if properties, behaviour, and/or constraints are specified for
the parent, they are automatically specified also for the child, which, in turn, can
add one or more of them.

Ontology. An ontology is a vocabulary of terms which denote concepts represent-
ing a set of individuals [1]. Terms in an ontology are formally interpreted accord-
ing to a well-defined semantics and they are organized according to semantic
relations, constraints, and rules, including also the hierarchical relation typical of
taxonomies.

Folksonomies cannot offer the expressivity and formality of ontologies and are af-
fected by inconsistency/redundancy problems due to subjective definition of tags.
However, they are widely used for web resource annotation in real systems due to
their ease of use and management. Research work is currently focused on develop-
ing solutions for improving folksonomy organization borrowing some formal and
semantic properties from ontologies and taxonomies, in order to obtain more
structured tag organizations with a certain degree of semantics.

In the following, we discuss state of the art work by distinguishing two main
categories of approaches dealing with social tagging system management and by
framing the contributions of this chapter with respect to them.

2.1 Tag Classification Approaches

These approaches are focused on extracting collective tag intelligence in the form
of taxonomies or ontologies from folksonomies using some kind of tag classifica-
tion technique. For example, the approaches presented in [15] and [17] rely on the
use of the WordNet lexical dictionary [20] to detect correct relations between tags.
In [25], authors propose a methodology to build an ontology starting from a set of
tags by exploiting information harvested from WordNet, Google, Wikipedia and
other similar knowledge repositories available in the Web. This wayj, it is possible
to automatically detect terminological relations between tags like synonymy or
hyponymy to be used for tag classification. Schmitz [23] proposes a probability
model to build an ontology from tags extracted from Flickr. Subsumption relations
between tags are mined on the basis of the conditional probability between pairs
of tags, by considering the number of resources containing each tag and the num-
ber of users who used each tag. An alternative approach for building a taxonomy
starting from a set of tag assignments is presented in [2]. In this work, a parent-
child or a sibling relation between each tag and its most frequently co-occurring
tag is established. The choice about the kind of relation to consider is taken with
the help of WordNet.
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Mika [19] provides a model of semantic-social networks for extracting light-
weight ontologies from del.icio.us, which exploits co-occurrence information for
clustering tags over relevant concepts. Heymann and Garcia-Molina [11] propose
a method for building a hierarchical taxonomy according to a defined measure of
tag centrality in the tag graph. A similar approach is presented in [8], where au-
thors distinguish between subjective tags, which reflect user’s ideas about re-
sources (e.g., “cool”, “funny”), and objective tags, which are related to the
resources themselves (e.g., “tutorial”, “webtechnology”). Thus, the tag taxonomy
is created by taking into account only the objective tags.

A different approach to deal with folksonomy mapping into ontologies is pre-
sented in [7]. In this work, authors propose to build an RDF description of a
generic folksonomy, where the ontology concepts represent the elements of the
folksonomy itself, rather than general concepts.

2.2 Similarity-Based Search Approaches

Several contributions deal with the issue of defining similarity-based techniques
for social annotations with the goal of improving web resource search and re-
trieval. A survey of similarity measures for collaborative tagging systems is pro-
vided in [18]. Cattuto et al. [6] propose a method for creating networks of similar
web resources. In particular, similarity between resources is determined by analyz-
ing the tags used for their annotation, their respective TF-IDF value, and their in-
tersection. The TF-IDF value (Term Frequency - Inverse Document Frequency)
[21] is a measure which is used in information retrieval to evaluate the importance
of a word for a specific document in a collection of documents. The importance
increases proportionally to the number of times a word appears in the document
but is offset by the frequency of the word in the whole collection. Applied to so-
cial tagging, the TF-IDF value can be used to evaluate the importance of a tag for
a specific resource, by counting the number of times the tag has been used to an-
notate such resource and the number of times the tag has been globally used to an-
notate other resources. In [26], authors propose an application, called DBin, where
networks of similar users are created in order to collaboratively build RDFS
ontologies over domains of interest starting from the del.icio.us tags. Similarity
techniques exploiting the co-occurrence between tags are described in [3] for tag
clustering and in [24] to provide meaningful suggestions during the tagging phase
of photos in Flickr. A formal model to enhance the information retrieval function-
alities of folksonomies is provided in [14, 13]. In particular, Hotho et al. [14] pro-
pose a method for converting a folksonomy into an undirected weighted network,
used for computing a modified PageRank algorithm called FolkRank for ranking
query results. In [13], authors propose to use FolkRank in order to identify the
relevance of each resource, user and tag, with respect to a specific target resource,
user and tag. In [12], authors study the impact that social tagging can have in the
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traditional web search, analyzing tags in del.icio.us, with respect to the web pages
they are associated with.

2.3 Contributions of the Chapter

With respect to the works reported in the previous sections, the main contributions
of our work can be summarized as follows.

e Automated identification of relations between tags. In our approach, we
consider different kinds of relations (i.e., semantic, linguistic, terminological)
between tags and we provide normalization techniques for automatically dis-
covering such relations. In doing this, we rely as much as possible on existing
on-line dictionaries and lexical tools to make the approach general and applica-
ble in different contexts. In particular, we propose techniques that take into ac-
count at the same time not only information coming from the on-line lexical
system WordNet, but also co-occurrence and linguistic information carried by
compound tags and abbreviations. This in order to automatically discover as
many tag relations as possible, ranging from conventional terminological rela-
tions (already considered by several approaches described in previous sections)
to semantic and linguistic relations. We want to stress that the capability to
manage all different kinds of relations at the same time is a new contribution of
our work.

e Automated similarity evaluation between tags. In this chapter we propose a
family of similarity functions for tag matching in order to automatically iden-
tify tags which are similar to each other. These functions have been conceived
to fully exploit information provided by all the different kinds of tag relations
for flexibly ranking similar tags according to different characteristics (i.e., syn-
tactic, semantic, linguistic, terminological similarity). Such similarity functions
can be used separately or in combination to evaluate tag similarity and thus to
enforce a more effective web resource search.

3 Normalization Techniques for Collective Tag Intelligence
Extraction

In this section, we introduce a set of normalization techniques for extracting col-
lective tag intelligence from an input collection of tag assignments belonging to
one or more folksonomies. Each tag assignment #a is a triple of the form:

ta=<u,r, TS >

meaning that user u has annotated the web resource r with a set of tags 7S = {7,
..., t,}. The whole collection of tag assignments is denoted by TA.

In our approach, collective tag intelligence is defined as a set of tag equivalence
clusters and relations between them, as shown in the conceptual schema of Figure 1.
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Fig. 1 Conceptual representation of collective tag intelligence

In the following, we first present the collective tag intelligence elements, and
then we describe the normalization techniques to extract collective tag intelligence
out of the input tag assignments.

3.1 Tag Equivalence Clusters

The Tag entity represents all the tags included in the input tag assignments. In the
following, we will refer to the whole collection of such tags as 7. Each tag t € T'is
associated with its frequency f{t), corresponding to the number of occurrences of ¢
in T. Thus, T is formally defined as a multiset of ordered pairs {(t;, f(t;)), ..., (t»
fit,))}, where t,, ..., t, are the distinct tags in 7, and f{t,), ..., f(t,) are their respec-
tive frequencies. Each tag is related to the resources it has been associated with in
the corresponding tagging system (TagToResource relationship), and to the users
who used it (TagFromUser relationship).

Tags having the same lemma are grouped together into equivalence clusters.
This way, singular and plural forms of the same noun are included in the same
equivalence cluster, as well as the different declined forms of the same verb. An
equivalence cluster ec is defined as a 6-tuple of the form:

ec = < ID, lemma, ECS, grammarCategory, representative, counter >

where:

e ID is the unique identifier of ec;
e Jemma is the stem which characterizes all the tags included in ec;
e ECS ={1,, ..., t,} is the set of tags in ec;
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o grammarCategory € {common noun, proper noun, verb, adjective, adverb} is
the grammar category of lemma;

e representative is the representative tag of ec, namely the tag #; € ECS having
the highest frequency f{?;);

e counter is the sum of the frequency of all tags in ec.

Each tag can be included in one or more equivalence clusters, depending on the
number of different lemmas and/or grammar categories it can be associated with.
For example, the tag “playing” can be considered as a noun with lemma “play-
ing”, defined as the act of playing a musical instrument, or it can be considered as
the gerund form of the verb “play”, thus having the lemma “play”. In such a case,
the tag “playing” will be included in two different equivalence clusters: the one
with lemma “playing” and grammar category “noun”, and the one with lemma
“play” and grammar category “verb”.

In the following, we will refer to the whole set of equivalence clusters in the
collective tag intelligence repository as EC.

In Section 3.5, we will describe our technique for tag equivalence cluster con-
struction based on the use of WordNet.

Tags are then linked to each other through semantic, terminological, and lin-
guistic relations, which are described in the following sections.

3.2 Semantic Relations

Semantic relations SameResource — T x T and SameResourceAndUser — T x T
are defined between tags that have been used to annotate the same web resource.
Thus, such kind of relations denote the co-occurrence between tags. The number
of times that tags are used together (co-occur) in the input collection of tag as-
signments is also taken into account for tag matching purposes. In particular, the
function counterSR: T x T — N is defined to count the number of times that a
given pair of tags (#; t;) € SameResource has been used to annotate the same web
resource, even by different users, while the function counterSRU: T x T — N is de-
fined to count the number of times that a given pair of tags (1, t;) € SameResour-
ceAndUser has been used to annotate the same web resource within the same tag
assignment (i.e., by the same user). Formally, the value of counterSR and coun-
terSR for a given pair of tags (t; t;) are calculated as follows.

counterSR(t,, tj) = z (ta,,ta,)e TAXTA such that ¢, € TS (ta,), 1€ TS(ta,), r(ta,) = r(ta,)

counterSRU (t;,t,) = Ztah € TAsuch that ;€ TS(ta,),t; € TS (ta,)

Where TA is the set of all the input tag assignments, 7.S(fa) is the set of tags in-
cluded in a given tag assignment fa, and r(za) is the resource a given tag assign-
ment fa is referred to.
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As the order in which resources have been tagged does not matter, we have that
counterSR(t;, tj) = counterSR(, t;) and counterSRU(t;, t;) = counterSRU(t;, t;).

We note that the SameResourceAndUser relation denotes a stronger semantic
relation between #; and #; than the SameResource relation, in that tag pairs (, ;) €
SameResourceAndUser are a subset of tag pairs (1, #;) € SameResource. More-
over, for each pair of tags (%; t;), we have that:

counterSRU(t,, t;) < counterSR(t; t;) < min{f(1;), f(1;)}

In order to capture the difference between the two kinds of semantic relations,
consider the tag assignments of Table 1.

Table 1 Example of tag assignments

User (u) Resource (r) Tag Set (TS)
u, http://www.w3schools.com/ web, tutorials
u, http://www.w3schools.com/ html
u, http://www.htmldog.com/ web
u, http://www.webreference.com/ web, tutorials
u, http://www.htmldog.com/ html

For example, the user u; has used the tags “web” and “tutorials” to annotate the
web page “http://www.w3schools.com/”. The semantic relations (i.e., SameRe-
source and SameResourceAndUser) that can be extracted from tag assignments in
Table 1 are shown in Table 2 and Table 3, respectively.

Table 2 SameResource relations resulting from the example in Table 1

t, t, counterSR(t, t)
web html 2
web tutorials 2
html tutorials 1

Table 3 SameResourceAndUser relations resulting from the example in Table 1

t, t counterSRU(t, t)
web html 0
web tutorials 2

html tutorials 0
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For example, we have that (“web”, “html”) € SameResource and coun-
terSR(“web”, “html”) = 2, because both tags “web” and “html” have been used
to annotate two different web pages (i.e., “http://www.w3schools.com/”
and “http://www.htmldog.com/”). However, they have been used within different
tag assignments (i.e., by different users), and thus (“web”, “html”) ¢ SameRe-
sourceAndUser (i.e., counterSRU(“web”, “html”) = 0). On the contrary, we have
that (“web”, “tutorials”) € SameResourceAndUser and counterSRU (“web”,
“tutorials”) = 2, because tags “web” and “tutorials” have been used together
(i.e., within the same tag assignment) to annotate two different web pages (i.e.,
“http://www.w3schools.com/” and “http://www.webreference.com/”).

3.3 Linguistic Relations

Linguistic relations SubstringOf c T x T and AbbreviationOf — T x T are defined
between tags denoting different forms of the same expression (e.g., compound
words, abbreviations). In particular, the SubstringOf relation links together pairs
of tags (1, t;) such that # is a substring of #, where both #; and #; belong to T.
For example, when the tag “design&technology” is processed, supposing that
the tags “design” and “technology” both belong to 7, we set (“design”, “de-
sign&technology”) € SubstringOf and (“technology”, “design&technology”) €
SubstringOf. The AbbreviationOf relation links together pairs of tags (%, #;) such
that #; is an abbreviation of #;, where both #; and #; belong to 7. For example, when
the tag “nyc” is processed, supposing that the tag “newyorkcity” belongs to 7, we

set (“nyc”, “newyorkcity”) € AbbreviationOf.

3.4 Terminological Relations

Terminological relations TR < EC x EC are defined between tag equivalence clus-
ters. Terminological relations considered in our approach are the following:

e SynonymOf (SYN): is a synonym of;

e HypernymOf/HyponymOf (BT/NT): is more general than/is more specific than;
e HolonymOf/MeronymOf (RT): includes/is a part of;

o [nstanceOf/HasInstance (1S): is an instance of/is the type of.

Thus, a terminological relation TR, with TR, € {SYN, BT, NT, RT, IS}, is defined
between two equivalence clusters ec; and ec; if their respective lemmas verify the
relation TR, (i.e., (ec; ecj) € TR,;). For example, having an equivalence cluster ec;
with lemma “technology”, and an equivalence cluster ec; with lemma “engineer-
ing”, a SYN terminological relation holds between ec; and ec; (i.e., (ec; ec;) €
SYN), because “technology” and “engineering” are synonyms. Terminological
relations are automatically identified with the help of WordNet, as described in
Section 3.5.
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3.5 Normalization Techniques

In this section, we describe normalization techniques for extracting collective tag
intelligence starting from an input collection of tag assignments. Each tag ¢
belonging to the input collection is normalized according to the process shown in
Figure 2.

INPUT:

is tin the
coll. intell.
repository?

YES

Insert £;
Increment the frequency of £;
create_new_ec (t);
Update the semantic relations of t;

create_semantic_relations ( t);

YES is tin NO
WordNet? l

create_terminological_ relations (ec); create_linguistic_relations ( t);

Fig. 2 Tag normalization process

If the input tag ¢ is already stored in the collective tag intelligence repository, its
frequency f{t) is incremented. The counters of the semantic relations SameResource
and SameResourceAndUser (i.e., countrerSR and countrerSRU) between ¢ and the
other tags in the collective tag intelligence repository are also updated.

If 7 is a new tag, it is pre-processed in order to identify possible special charac-
ters (e.g., _, -, +, *) or numbers, and its equivalence clusters (one or more) are cre-
ated using WordNet. In particular, the WordNet search is performed in three steps.
In the first step, ¢ is searched as it is. If no WordNet entry is found, special charac-
ters and numbers are discarded, if any, and a new search is launched. If no Word-
Net entry is found, special characters and/or upper case characters are exploited to
tokenize ¢, and the tokenized version of ¢ is searched again in WordNet.

The create_new_ec procedure is invoked to create the proper equivalence clus-
ters for tag ¢, distinguishing two cases.

Case 1: t has at least one WordNet entry. In this case, the WordNet entry itself be-
comes the equivalence cluster lemma and its grammar category is taken from
WordNet. The grammar categories considered in WordNet are: nouns, verbs,
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adjectives, and adverbs. Moreover, we distinguish among common nouns and
proper nouns, on the basis of the terminological relations defined in WordNet for
the lemma. In particular, if tag ¢ is instance of something, its grammar category is
set to “proper noun”; otherwise, the “common noun” category is defined. Termi-
nological relations between the equivalence clusters of ¢ and the other equivalence
clusters in the collective tag intelligence repository are defined as well. The cre-
ate_terminological_relations procedure defines the terminological relations SYN,
BT, NT, RT, and IS between equivalence clusters, on the basis of the WordNet re-
lations holding between their corresponding lemmas.

Case 2: t does not have a WordNet entry. A new equivalence cluster ec is created
for t. t+ becomes the lemma of ec and then it is submitted to the cre-
ate_linguistic_relations procedure.

In both Case I and Case 2, the semantic relations between ¢ and the other tags in
the collective tag intelligence repository are created by calling the cre-
ate_semantic_relations procedure.

3.5.1 Dealing with Compound Words and Abbreviations

For each input tag ¢ without a WordNet entry, two different scenarios are possible.

e ¢t is a compound word. A great amount of tags within folksonomies are
compound words. Since white spaces are not allowed in a single tag, the compo-
nents of a compound tag are sometimes separated by special/upper case charac-
ters but, most of the times, they are not separated at all. In this case, the cre-
ate_linguistic_relations procedure is called in order to determine if ¢ can be
decomposed into component tags already included in the collective tag intelli-
gence repository. For each component tag #; recognized as substring of ¢, we set
(t;, t) € SubstringOf. t is tokenized until a valid WordNet entry is found for it, if
any. If at least one WordNet entry is found for the tokenization of 7, the lemma
of ¢ and its corresponding grammar category can be retrieved from WordNet,
and new equivalence clusters are created for ¢ following the procedure.

e ¢ is an abbreviation. In this case, the create_linguistic_relations procedure is
called in order to determine if ¢ is an abbreviation of other tags in the collective
tag intelligence repository. To this end, the abbreviations dictionary Abbrevia-
tions.com is exploited. Given a tag ¢ in input to the abbreviations dictionary, a
set of possible extensions of 7 is returned. Thus, for each extension e of ¢ which
is stored in the collective tag intelligence repository, we set (¢, e) € Abbrevia-
tionOf. If no such relations can be built, each extension e of ¢ is tokenized, and
for each single token e; of e which is included in the collective tag intelligence
repository, we set (e, t) € AbbreviationOf.

An example of compound words and abbreviations management is shown in
Figure 3.

! http://www.abbreviations.com/
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ecy

lemma: city

grammar categoty : common noun
representative: city

counter: 163

city (163)

1 SubstringOf

lemma: new york city lemma: nyc

grammar categoty : NULL

e
lemma: new

grammar categoty : adjective
representative: new
counter: 61

i SubstringOf ' l AbbreviationOf
] ] r nye (555)
. Subst

.. Substrin

grammar categoty : propgr noun
representative: newyork representative: nyc
counter: 89 counter: 555

ec,
lemma: york

grammar categoty : proper noun " SubstringOf |
representative: york -
counter: 18

newyork (31)

/—\}" =" Substringof ™
york (18) new-york (5)
i Jj SubstringOf

Fig. 3 Example of compound words and abbreviations normalization

Suppose to analyze the tag “newyorkcity”, which is highlighted in Figure 3. It
is a compound word, and a WordNet entry for it is not found. Suppose that the
tags “new”, “york”, and “city” are tags already processed in the collective tag in-
telligence repository. When executing the create_linguistic_relations procedure,
these tags are recognized to be substrings of “newyorkcity”, and the corresponding
SubstringOf relations are created. Thus, the word “newyorkcity” is tokenized into
the string “new york city”, for which a WordNet entry is found. So, its lemma
(i.e., “new york city”) and its corresponding grammar category (i.e., “proper
noun”) are retrieved from WordNet and are associated to the equivalence cluster
created for it. Terminological relations between “new york city” equivalence clus-
ter and other equivalence clusters in the collective tag intelligence repository are
defined. For example, the IS relation is created between the “new york city”
equivalence cluster and the “city” equivalence cluster, as “new york city” is de-
fined as an instance of “city” in WordNet. Tags “newyork” and “new-york™ are
also placed in the equivalence cluster of “newyorkcity”, because they are recog-
nized as compound words as well. Now, suppose to analyze the tag “nyc”, which
is highlighted in Figure 3. Since it does not have a WordNet entry and it is not a
substring of any other tag in the collective intelligent repository, it is searched in
the abbreviations dictionary, where we discover that it is the abbreviation of “new
york city”. Thus, the corresponding AbbreviationOf relation is created between the
tags “nyc” and “newyorkcity”. An overall example of collective tag intelligence
elements is shown in Figure 4.
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/ ec, \

lemma: system

grammar categoty: common noun
representative: system

counter: 351

ec,

lemma: engineering

grammar categoty: common noun
system (302) representative: engineering
counter: 330

systems (49) engineering (330)

- /

NT BT SYN SameResource (36)

A B

lemma: network
grammar categoty: verb
representative: networking
counter: 1343

networl (545)

networking (798)

ec,
lemma: technology
grammar categoty: common noun
representative: technoloby

counter: 2100

] technology (2100)

ec,

lemma: network
grammar categoty: common noun
representative: network
counter: 798

network (798)

Fig. 4 Example of collective tag intelligence

SameResource (29)

4 Similarity-Based Techniques for Tag Matching

The generated collective tag intelligence and, in particular, the relations defined
between tags and equivalence clusters can be exploited to match tags, in order to
find out, given a target tag, the most similar tags to it. To this end, a set of similar-
ity functions is defined. Such functions take into account knowledge deriving from
equivalence clusters and from the different kinds of relations (i.e., semantic, ter-
minological, linguistic) in the collective tag intelligence. We define a family of
similarity functions each one devoted to capture a different kind of similarity,
namely syntactic similarity, semantic similarity, terminological similarity, and lin-
guistic similarity. The syntactic similarity is calculated by using conventional
string matching functions, and it is mainly suited to recognize syntactic variations
of the same term, including for instance typographical errors, or similar terms be-
longing to different grammar categories. The semantic similarity determines the
level of matching on the basis of the co-occurrence between tags. The fermino-
logical similarity exploits the relations defined between equivalence clusters
according to WordNet. Finally, the linguistic similarity takes into account knowl-

edge about compound words/abbreviations and their related tags.
The different kinds of similarity functions are described in detail in the follow-
ing sections.
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4.1 Syntactic Similarity Function

The syntactic similarity function analyzes the syntactic similarity of a pair of tags
(t; t;). To calculate such similarity, we used the open source SimMetrics library?,
which provides the most popular string matching functions, such as the Leven-
shtein Distance, the Cosine Similarity, the Jaccard Similarity, the Jaro Distance,
the Q-Gram Distance. Formally, the syntactic similarity function is defined as
follows.

sim (1,,1;) = getSimilarity(1,,t,)

syntactic

Where getSimilarity is the specific string matching function used for calculating
the syntactic similarity of the pair of tags (%, t;). For the evaluation, we used as de-
fault the Levenshtein Distance, which has been selected because it works well in
most situations occurring in the analyzed datasets. The Levenshtein Distance [24]
of a given pair of strings (s;, ;) is calculated as the minimum number of edits (i.e.,
insertions, deletions, substitutions of single characters) needed to transform s; into
s;. In the getSimilarity function, the Levenshtein Distance of a given pair of tags
(t; t;) is normalized with the length of the longer tag among ¢; and #, as follows.

o LevenshteinDistance(t;, ;)
getSimilarity(t,,1,) =1-

max{length(t,), length(t )}

Where LevenshteinDistance is the function which calculates the Levenshtein Dis-
tance of the pair of tags (7, t;), and length(t;) and length(t;) are the functions which
calculate the length of #; and #, respectively.

Example. The results of matching the tag “technology” against the del.icio.us and
Flickr datasets using the syntactic similarity function are shown in Table 4.

Table 4 Syntactic similarity results

Keyword Top-10 matching tags Similarity value
technology technoloogy 0.91
technology technologie 0.82
technology ethnology 0.81
technology biotechnology 0.78
technology webtechnology 0.78
technology technologies 0.75
technology terminology 0.73
technology nanotechnology 0.71
technology teknologi 0.69
technology tech-blog 0.69
technology technological 0.68

* http://www.dcs.shef.ac.uk/~sam/simmetrics.html
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Using this kind of similarity, the resulting matching tags are syntactically similar
to the target keyword. Thus, tags containing typographical errors (e.g., “tech-
noloogy”, “technologie”), or which are non-English words (e.g., “teknologi”) are
also returned as matching. These results can also be useful in that they are related to
the tag “technology” as well. However, some of the results can be misleading (e.g.,
“ethnology™), as they have nothing to do with “technology”, even if they are syntac-
tically similar to it. This kind of situation can be avoided by applying more sophisti-
cated similarity functions that exploit semantic knowledge to better discriminate.

4.2 Semantic Similarity Function

The semantic similarity function analyzes the semantic similarity of a pair of tags
(t; t;) considering the SameResource and SameResourceAndUser semantic rela-
tions defined between tags as well as their frequency.

In order to properly assess the impact of semantic relations in the semantic
similarity computation, the counter associated with them is also considered. The
idea is that the more frequently two tags #; and ¢; co-occur, the more they are likely
to be similar. In particular, considering how the semantic relations are defined, the
semantic similarity of two tags is directly proportional to the number of different
resources both of them are associated with. In fact, the more such number is high,
the more the semantic relation between #; and #; can be considered to be valid in
general, and not only dependent from the specific content of the web resource at
hand or from the user’s choice in a certain situation. The semantic similarity func-
tion has been conceived to allow the choice of which semantic relation to con-
sider, under the consideration that SameResourceAndUser relation is stricter than
SameResource relation.

Moreover, the semantic similarity function also takes into account information
coming from the frequency (i.e., the IDF value) of #; and #; within the collective tag
intelligence repository. The rationale is that we want to avoid to give too high im-
portance to co-occurring tags which are very frequent in the collection. In particu-
lar, the semantic similarity of two tags # and #; is inversely proportional to their
frequency, and thus directly proportional to thelr respective IDF values. In fact,
the more #; and # rarely appear in the tag collection, the more likely their co-
occurrence denotes a semantic similarity between them.

In order to combine the information coming from tag co-occurrence and fre-
quency, the semantic similarity function is defined as follows.

idf (t, df (¢
Simsemantir (ti ’ t ) = Simcoforcurrence (ti ’ t ) ’ ldf (tl ) + : f( j) 2
' ! ' / MAXIDF MAX IDF

Where the $im . occurrence function evaluates the similarity deriving from the co-
occurrence of #; and ¢, idf(t;) and idf{t;) are the functions which evaluate the IDF
value of #; and #, respectively, and MAX IDF is the IDF value of the tag having
the smallest frequency within the collective tag intelligence repository. Both the
SiMeo-occurrence AN the idf functions are calculated by taking into account all the tags
belonging to the equivalence clusters #; and ¢; belong to, because we want to con-
sider all the tags having the same lemma of them respectively.
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The simy-pccurrence function is defined as follows.

o) 2-Zthem)Zrkd(”)counterSemanncRelatwn(th,tk)
co—occurrence \!is b j) =
Zr,,ET(r,)f(th)+2rkET(rj)f(t")

Where 11(1;) is the set of all the tags belonging to the equivalence clusters of ;, 7(t;)
is the set of all the tags belonging to the equivalence clusters of ¢;, and counterSe-
manticRelation(t;, t,) € {counterSR(t, t), counterSRU(t,, t;)}. For each pair of
tags (1, t), with t, € T(t;) and t, € T(1;), SiMcooccurrence(ti t;) normalizes the total
number of co-occurrences of #, and ¢, against the total frequency of all tags in 7(t;)
and 7{(t;). Note that the normalization of the formula is guaranteed because, for
each pair of tags (1, #), counterSemanticRelation(t;, t;) < min{f{t,), f(t;)}.
The idf function is defined as follows.

sim

Zr/,eT(t,) f(th)

ZFQEEC counter(ec,)

idf (1,) = ~log

Where 7(1;) is the set of all the tags belonging to the equivalence clusters of ¢,
counter(ec) is the counter of a given equivalence cluster ec, and EC is the set of all
the equivalence clusters in the collective tag intelligence repository.

Example. The results of matching the tag “technology” against the del.icio.us and
Flickr datasets using the semantic similarity function are shown in Table 5. In par-
ticular, the semantic similarity of each pair of tags is calculated considering the
SameResource relations defined between them.

Table 5 Semantic similarity results

Keyword Top-10 matching tags Similarity value
technology web 0.09
technology computer 0.08
technology geek 0.07
technology internet 0.06
technology software 0.05
technology tech 0.05
technology programming 0.04
technology it 0.04
technology news 0.04
technology hardware 0.04

With this kind of similarity, matching tags are more semantically related to
“technology” than those returned by syntactic similarity, even if their similarity
value with it is quite low. This is due to the fact that all matching tags are very
frequent in the collective tag intelligence repository, and thus both the sim,,.
occurrence and the idf functions produce a rather low value.
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4.3 Terminological Similarity Function

The terminological similarity function analyzes the terminological similarity of a
pair of tags (t, t;) by exploiting the terminological relations (i.e., SYN, BT, NT, RT,
IS) defined between the equivalence clusters tags belong to. The idea is to assess
the similarity of two tags #; and ¢; on the basis of the kind of the terminological re-
lations defined between the equivalence clusters #; and #; belong to. To this end, a
weight w is defined for each kind of terminological relation to assess its strength
in determining the level of similarity, with w(SYN) > w(BT) > w(NT) > w(IS) >
w(RT). Specific weights defined for terminological relations are:

e W(SYN)=1.0
o w(BT) = w(NT) = w(IS) = 0.8
e W(RT)=0.6

Weights for terminological relationships have been borrowed from our HMatch
ontology matching system [4] where they have been defined after extensive ex-
perimentation on several ontology matching cases. We performed experimenta-
tions using them also on several tag matching cases and we have seen that they
work well also for tag matching.

Formally, the terminological similarity function is defined as follows.

1.0 if 7, and 7, share an equivalence class

S,y inotonical Eis T:) =
rrmiogca 052 1) {MAX{W(TR)} V(ec, € EC(1,),ec, € EC(t;))€ TR, otherwise

Where TR € {SYN, BT, NT, RT, IS} is a terminological relation, EC(t;) is the set of
equivalence clusters t; belongs to, and EC(t;) is the set of equivalence clusters
belongs to. If #; and ¢ share at least an equivalence cluster, their terminological
similarity is 1. Otherwise, it is calculated as the weight of the strongest termino-
logical relation holding between the equivalence clusters of #; and .

Example. The results of matching the tag “technology” against the del.icio.us and
Flickr datasets using the terminological similarity function are shown in Table 6.

Table 6 Terminological similarity results

Keyword Top-10 matching tags Similarity value
technology technologies 1.0
technology engineering 1.0
technology application 0.8
technology applications 0.8
technology nanotechnology 0.8
technology computer+science 0.8
technology computerscience 0.8
technology biotechnology 0.8
technology it 0.8

technology hightech 0.8
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Using this kind of similarity in the similarity computation process provides as a
result matching tags which are terminologically related with the target. In particu-
lar, the first result (i.e., “technologies”) has the same lemma of “technology”, and
thus it belongs to the same equivalence cluster. The second result (i.e., “engineer-
ing”) is a synonym of ‘“technology”. All remaining matching tags are either
hypernyms (e.g., “application” , “applications”) or hyponyms (e.g., “nanotechnol-
ogy”, “computer+science”, “computerscience”, “biotechnology”, “it”, “hightech”)
of “technology”. The tag “computer+science” is a compound word which is rec-
ognized in WordNet after the pre-processing step, replacing the special character

EE TS

“+” with a space. The other compound words (e.g., “nanotechnology”, “computer-
science”, “biotechnology”, “hightech”) are recognized in WordNet after their to-
kenization in the respective component substrings belonging to the collective tag

intelligence repository.

4.4 Linguistic Similarity Function

The linguistic similarity function determines the linguistic similarity of a pair
of tags (1, t;) by exploiting the linguistic relations (i.e., SubstringOf, Abbrevia-
tionOf) defined between tags. The idea is to consider #; and ¢ similar if #; is an
abbreviation or a substring of #; or, vice versa, f; is an extension or a compound
form of ;.

Formally, the linguistic similarity function is defined as follows.

) 0.8 if ((,,t;) € AbbreviationOf v (t;,t,) € AbbreviationOf')

S g (s21;) = {0.6 if ((t,1,) € SubstringOf v (t,,1,)€ SubstringOf)

The linguistic similarity function checks if at least a SubstringOf or Abbrevia-
tionOf relation exists between #; and #, and returns a corresponding similarity
value. If no linguistic relations exist between #; and #, their linguistic similarity
is set to zero. Otherwise, a constant value is returned depending on the kind of lin-
guistic relation holding between ¢ and 7. We set the similarity value for the
AbbreviationOf relation higher than that of the SubstringOf relation to reflect a
higher probability for #; and ¢ to be related terms in the former case. In fact,
the SubstringOf relation can sometimes be misleading, as short tags can be in-
cluded in many other tags, even if no real semantic connection exists between
them.

Example. The results of matching the tag “technology” against the del.icio.us and
Flickr datasets using the linguistic similarity function are shown in Table 7.
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Table 7 Linguistic similarity results

Keyword Top-10 matching tags Similarity value
technology tech 0.8
technology tec 0.8
technology it 0.8
technology informationtechnology 0.6
technology designé&technology 0.6
technology music_technology 0.6
technology nanotechnology 0.6
technology computer-technology 0.6
technology computersandtechnology 0.6
technology science_and_technology 0.6
technology emerging-technology 0.6

The application of this kind of similarity in the similarity computation process
provides a set of matching tags which are compound or abbreviated forms of the
keyword.

5 Evaluation and Application to a Real Scenario

The proposed approach has been evaluated and applied to two real datasets (i.e.,
the PINTS Experiments Data Sets® [10]), containing tags crawled during 2006 and
2007 from two different tagging systems, namely del.icio.us* and Flickr’. Both
such datasets consist in a collection of tag assignments. In particular, the
del.icio.us dataset contains 634736 tags, 213428 resources, and 6234 users, while
the Flickr dataset contains 1389350 tags, 380001 resources, and 16235 users. Start-
ing from the input tag assignments, the corresponding collective tag intelligence is
built, by applying the presented normalization techniques.

5.1 Evaluation Issues

In this section, we present the results obtained by applying the proposed approach
to the del.icio.us and Flickr datasets. Some of the main features of the considered
datasets are reported in Table 8.

? http://www.uni-koblenz-landau.de/koblenz/fb4/AGStaab/Research/DataSets/
PINTSExperimentsDataSets/index_html

* http://del.icio.us

3 http://www.flickr.com
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Table 8 Datasets analysis

del.icio.us Flickr
Total number of tags 634736 1389350
Number of distinct tags 38309 80041
Average frequency of each tag 17 17
Number of resources 213428 380001
Average number of tags for each resource 3 4
Number of users 6234 16235
Average number of tags for each user 102 86

The evaluation results of the WordNet-based tag pre-processing are shown in
Table 9.

Table 9 Pre-processing evaluation

del.icio.us Flickr
Number of tags having a WordNet entry 441936 956218
Percentage of tags having a WordNet entry 70 % 69 %
Number of distinct tags having a WordNet entry 13153 29893
Percentage of distinct tags having a WordNet entry 34 % 37 %
Percentage of tags recognized without pre-processing 82 % 94 %
Percentage of tags recognized by removing special characters 15 % 5 %
Percentage of tags recognized by replacing special characters 3 % 1 %

We note that the percentage of tags having a WordNet entry in the two datasets
is quite high, but leaves out a good number of tags in both datasets. Tags coming
from the Flickr folksonomy contain less special characters than the ones coming
from del.icio.us, and they are directly recognized without any pre-processing
action.

Once input tags have been analyzed and classified, the proper equivalence clus-
ters are created, and the results are reported in Table 10.

Also in this case, we discovered that the proportion of equivalence clusters hav-
ing a WordNet lemma, the average number of tags for each equivalence cluster,
and the percentage distribution of the equivalence clusters lemmas in the different
grammar categories are similar in both datasets.
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Table 10 Equivalence clusters evaluation

del.icio.us Flickr
Number of equivalence clusters 37240 73821
Number of equivalence clusters having a WordNet lemma 12084 23673
Percentage of equivalence clusters having a WordNet lemma 32 % 32 %
Average number of tags for each equivalence cluster 25 28
Percentage of common noun lemmas 59 % 58 %
Percentage of proper noun lemmas 10 % 14 %
Percentage of verb lemmas 16 % 14 %
Percentage of adjective lemmas 13 % 13 %
Percentage of adverb lemmas 2 % 1 %

Finally, Table 11 shows some of the evaluation results for tags without a
WordNet entry.

Table 11 Compound words and abbreviations management evaluation

del.icio.us Flickr
Number of non-recognized tags (before the analysis) 27329 59011
Number of compound words recognized in WordNet 2173 8863
Percentage of compound words recognized in WordNet 8 % 15 %
Number of tags having substrings 21389 47955
Percentage of tags having substrings 78 % 81 %
Number of abbreviations recognized 1594 2351
Percentage of abbreviations recognized 6 % 4 %

The percentage of compound words recognized in WordNet is greater in the
Flickr folksonomy. In particular, figures in the table refer to the quantity of tags for
which a corresponding WordNet entry has been found after the tokenization pro-
cedure. Thus, the higher percentage of recognized compound words in the Flickr
dataset with respect to the del.icio.us one is probably due to its larger dimension.
In fact, the higher is the number of tags, the higher is the probability of finding the
component substrings of a compound word. However, the percentage of tags hav-
ing substrings within the del.icio.us and the Flickr datasets is quite similar. An in-
terpretation of this can be that the Flickr dataset contains more compound words
than the del.icio.us one.

The percentage of the tags not normalized by our techniques, which is about the
6% in both datasets, includes special kinds of typographical errors, non-English
words, or nonsense words. By manually analyzing such unmanaged tags, we
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discovered that most of them are proper nouns (referred for example to business
trademarks, or technology products). This kind of tags could be managed by add-
ing a special-purpose dictionary where the relevant terms and their variations are
stored. In our evaluation, we worked with on-line dictionaries only, to provide a
more generally applicable approach.

5.2 An Example of Similarity-Based Resource Retrieval

In this section, we consider a real scenario composed of about 600000 web re-
sources of the PINTS datasets related to del.icio.us and Flickr systems. Our goal is
to show how the collective tag intelligence can be exploited for similarity-based
resource retrieval. In particular, we will show that the availability of the collective
tag intelligence gives an improved support for retrieving web resources of interest
with respect to the traditional search functionalities provided by tagging systems.
For example, a user searching for the tag “technology” within a tagging system
(e.g., del.icio.us, Flickr) can only find web resources which have been tagged with
the word “technology” itself. By contrast, by exploiting the collective tag intelli-
gence, additional web resources can be retrieved, namely those tagged with “tech-
nologies”, “web”, “engineering”, “tech”, “informationtechnology”.

A real example of similarity-based resource retrieval executed over the collec-
tive tag intelligence obtained by analyzing the del.icio.us and Flickr folksonomies
and their underlying resources is shown in Figure 5.

The user specifies a target keyword (i.e., a tag) #, chooses one or more
similarity functions to be used for tag matching, and a value for the threshold k, to
be used for selection of the top-k matching tags. In Figure 5, the user specifies the
tag “technology” as target keyword, and he chooses the semantic similarity func-
tion with a threshold k = 10. For each tag #; in the collective tag intelligence, a
similarity value sim(t, t;) is calculated, and the top-k matching tags are returned by
the matching process. The top-10 matching tags obtained by matching “technol-
ogy” against the collective tag intelligence using the semantic similarity function
are shown in Table 5. Finally, all the web resources which have been annotated
with 7 or with one of the top-k tags are returned to the user. Thus, in the example
of Figure 5, all web resources r, r», 3, and r, are returned to the user. On the con-
trary, by using searching functionalities provided by del.icio.us only for example,
only the web resource r, can be retrieved and returned to the user, as it is the only
one which have been annotated with the keyword “technology” itself and is stored
into the del.icio.us system. Moreover, the capability of building collective tag in-
telligence over multiple tagging systems enables the coordinated access and re-
trieval to their underlying resources. In our example, by exploiting the collective
tag intelligence built out of del.icio.us and Flickr, both web pages (coming from
del.icio.us) and images (coming from Flickr) related to “technology” can be re-
turned at the same time to the user.
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Fig. 5 Example of similarity-based resource retrieval

We have developed a Java prototype for supporting similarity-based resource
retrieval based on collective tag intelligence. The collective tag intelligence re-
pository is implemented as a relational database organized according to the ER
schema shown in Figure 1. In the prototype, the different similarity functions (i.e.,
syntactic, semantic, terminological, linguistic) can also be combined to provide a
comprehensive similarity value for two tags as follows:

Slm(ti ’ t]) = W.\'yn ' Slmxymactic (tl 4 t]) +
Wsem ! szmsemamic (ti ’ tj) +
Wter ' szmlerminological (ti ’ tj) +

Wi Sy oisiic (ti’tj)

where Wy, Weem, Weer, and wy;, are weights assigned to the syntactic similarity, the
semantic similarity, the terminological similarity, and the linguistic similarity, re-
spectively, with Wy, + Weem + Weer + Wy = 1.

The weight associated with each kind of similarity can be set by the user ac-
cording to the specific need. In particular, the different kinds of similarity can be
analyzed in an independent or combined way. If the user decides to consider only
one kind of similarity, the weight associated with the corresponding similarity
function is set to 1, and remaining weights to zero. If the user decides to combine
n e {1, 2, 3, 4} different kinds of similarity, the weight associated with each
corresponding similarity function is set to 1/n, and remaining weights to zero.
Evaluation results described in this chapter have been produced by considering a
single similarity function at a time.
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6 Conclusions

In this chapter, we presented normalization and similarity techniques to extract col-
lective tag intelligence and perform similarity-based resource retrieval. Collective
tag intelligence has been defined in form of tag equivalence clusters with semantic,
terminological, and linguistic relations between them. We described how the col-
lective tag intelligence can be extracted starting from an input set of tag assign-
ments, and how the relations between tags and equivalence clusters can be auto-
matically identified by relying on conventional, on-line dictionaries like WordNet
and Abbreviations.com. We presented an application example showing how the col-
lective tag intelligence built from a significant dataset of del.icio.us and Flickr sys-
tems can be exploited to provide enhanced similarity-based search functionalities
of underlying web resources. Evaluation results obtained by applying the proposed
techniques over datasets extracted from two of the most popular tagging systems,
namely del.icio.us and Flickr, have been discussed.

Goals of the future work regards the capability to automatically identify semantic
relations between the different term-components of compound words and to manage
tags that remain unmanaged in the current approach (e.g., non-English words, proper
nouns of trademarks and products). In particular, the semantic relations between the
term-components of compound words can be identified by manually analyzing the
set of recurrent composition patterns of compound tags within folksonomies, and by
defining heuristics to automatically identify the most important component of each
compound tag. Tags which are non-English words or proper nouns of trademarks
and products can be managed by exploiting different external sources, such as multi-
language dictionaries and/or web-based encyclopedias like Wikipedia or special-
purpose dictionaries. The collective tag intelligence repository can also be extended
by including web resources extracted from other sources than folksonomies, such as
for example social networks, blogging systems, or ontologies. Some preliminary re-
sults in this direction are presented in [5].
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Glossary of Terms and Acronyms

C

Collective tag intelligence: collection of tags, organized in form of tag equivalence clusters,

with their corresponding semantic, terminological, and linguistic relations.
F

Folksonomy: collection of free text labels assigned by users to heterogeneous resources
(e.g., images, documents, web pages) as the result of a collaborative annotation
process.

L

Linguistic relations: relations defined between tags denoting different forms of the same

expression (e.g., compound words, abbreviations).
N

Normalization techniques: set of techniques for extracting collective tag intelligence from

an input collection of tag assignments.
S

Semantic relations: relations defined between tags that have been used to annotate the same
web resource.

Similarity functions: set of functions measuring the different kinds of similarity between
tags.

SiMyipguisiic: linguistic similarity function.
SiMemaniic: Semantic similarity function.
SiMgypiacric: Syntactic similarity function.
SiMyerminological terminological similarity function.

Similarity-based resource retrieval: method of retrieving web resources of interest based on
the exploitation of the collective tag intelligence and the developed similarity
techniques.

Social tagging: collaborative process of annotation of web resources.

Tag: free text label assigned by a user to a resource.
Tag assignment: assignment of a set of tags to a resource performed by a user.
Tag equivalence cluster: set of tags having the same lemma.
Terminological relations: relations between tag equivalence clusters borrowed from
WordNet.
BT/NT: HypernymOf/HyponymOf relation.
IS: InstanceOf/HaslInstance relation.
RT: HolonymOf/MeronymOf relation.
SYN: SynonymOf relation.
w
WordNet: lexical dictionary for the Engligh language.



Chapter 5

Trust-Based Techniques for Collective
Intelligence in Social Search Systems

Pierpaolo Dondio and Luca Longo

Abstract. A key-issue for the effectiveness of collaborative decision support sys-
tems is the problem of the trustworthiness of the entities involved in the process.
Trust has been always used by humans as a form of collective intelligence to support
effective decision making process. Computational trust models are becoming now a
popular technique across many applications such as cloud computing, p2p networks,
wikis, e-commerce sites, social network. The chapter provides an overview of the
current landscape of computational models of trust and reputation, and it presents
an experimental study case in the domain of social search, where we show how trust
techniques can be applied to enhance the quality of social search engine predictions.

1 Introduction

A key issue to the success of collaborative decision support systems, and indeed
to any effective analysis of collaboratively generated content, is the reliability and
trustworthiness of the entities involved. As user-generated content is no more re-
garded as a second-class source of information, but rather a complex mine of valu-
able insights, it is critical to develop techniques to effectively filter and discern good
and reliable content. The Wisdom of the Crowd is not always sufficient to support
good decisions, and many situations require the ability to spot the Wisdom in the
crowd. One of the main challenges concerns how to effectively mine a large set of
complex data affected by a great level of noise, represented by non-pertinent, un-
trustworthy or even malicious data. The proposed solution has to resist malicious
attacks, spot low quality information and preserve privacy. Computational model
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of Trust and Reputation appear to be essential candidates to enhance and support
an effective analysis of web activity. These mechanisms could help filter, interpret
and rank web-users’ behaviour to assign the relevance of web-search results and
deliver the most reliable and adequate content. Similarly, they may be helpful in
defining user-based anti-spam techniques, in supporting web-analytics applications
that mine only trustworthy sites and users’ activity, and helping users’ segmentation
and decisions support tools for online marketing. This chapter presents the current
landscape of computational trust models, and describes how such techniques can be
used to enhance the quality of collective computed intelligence.

Computational models of the human notion of trust have emerged in the last
decade with the aim of predict and quantify the trustworthiness of digital entities
in open and collaborative environments. The word Trust is used here to define a
quantifiable prediction about user’s expected ability to fulfill a task. When applied
to computational intelligence, a trust computation helps predicting which peers will
likely produce useful and reliable content for the community. A level of trust in our
context is therefore a concept that overlaps competence, expertise and reliability. In
particular, we present an experimental study case where we apply a trust function
in a collaborative distributed domain. The domain chosen is Social Search, a fast-
growing information retrieval paradigm where documents are ranked according to
how the web-community is sharing and consuming them. Social search represents
an ideal study case due to its collaborative, decentralized and large-scale nature. Our
experimental study shows how trust techniques improve the quality of Social Search
engines, confirming their central role in deploying effective collective intelligence
in the age of Global Computing.

This chapter is organized as follows: Section [2] introduces the core concept of
collective intelligence and distributed decision making, section 3] describes the cur-
rent landscape of computational models of trust, and how trust models can be used
as decision support tools. Section@lintroduces the concept of Social search, describ-
ing briefly the main trends and challenges of this paradigm. Section [3] describes a
practical social search technology used in our study case along with the definition
and implementation of a trust model for social search. Section |6 describes our ex-
perimental results and section[7] concludes the chapter underlining future directions.

2 State-of-the-Art: Distributed Decision-Making and
Collaboration

Collaboration is a process where people interact with each other towards a common
goal, by sharing their knowledge, learning and building consensus. This concept
does not require a leadership figure and it can deliver good results if applied in
decentralised distributed systems. The Internet is the most popular scenario where
entities are widely distributed, without any kind of authority. The Web 2.0 is the evo-
lution of the World Wide Web. This term refers to applications in which users can
contribute independently, sharing information towards new collaborative architec-
tures, creating worldwide network effects. The contribution is intended as a process
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where an entity, usually an individual, provides a judgement about another entity,
either digital or human, by using specific graded relevance systems such as num-
bers, letters, descriptions. Wikipedia is a good example in which a good degree of
collaboration can be achieved. Here humans collaborate towards the development
of an open encyclopaedia on a distributed world wide scale, by creating and editing
articles about a disparate range of fields. The fact that this online encyclopaedia is
written by an open community of users around the world and the majority of its
articles can be edited by anyone with access to the Internet underlines the intrinsic
degree of collaboration; several studies suggest that its content can be as accurate as
other encyclopaedias [42]].

The collaboration applied to Web 2.0 applications supports a new kind of shared
intelligence, named Collective Intelligence. Here users are able to generate their own
content building up an infrastructure where contributions are not merely quantitative
but also qualitative [43]]. Collective Intelligence has been defined in several ways. A
shared agreement suggests that it is a group/shared intelligence that emerges from
the collaboration and competition of many entities, either human or digital. Collect-
ing judjement from a large group of people allows drawing statistical conclusions
about the group that no individual would have known by themselves. The result-
ing information structures can be seen as reflecting the collective knowledge of a
community of users and can be used for different purposes. For instance, as in col-
laborative tagging systems such as Del.icio.u, where users assign tags to resources
and Web-entities shared with other users, the emerged community’s knowledge, due
to users’ interaction, can be used to construct folksonomy graphs, which can be ef-
ficiently partitioned to obtain a form of community or shared vocabulary [38].

Although techniques for Collective Intelligence existed before the advent of the
Internet, the ability to capture and collect information from thousands or millions
of people on the World Wide Web has accelerated the proposal of new practical
technologies aimed to provide applicable intelligence in the decision-making pro-
cess. Social Search may be considered one of these technologies, an application of
Collective Intelligence. Here multiple entities’ behaviour is taken into account in
order to deliver a usable supporting tool for classifying and ranking web-resources,
therefore predicting web-users’ requirements.

3 Computational Trust

Trust and Reputation are two indisputably recognised relevant factors in human so-
cieties. Several studies have been carried out in several fields: psychology [20],
sociology [4]], economy [6] and philosophy [16] . Computational models of trust
emerged in the last decade with the aim of exploiting the human notion of trust in
open and decentralized environments. According to Luhmann [29], trust is adopted
by humans to decrease the complexity of the society we are living by using delega-
tion.Trust has emerged as a key element of decision-support solution helping agents
in the selection of good and trustworthy collaborative partners, in the identification

! http://www.delicious.com
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of reliable pieces of information or as part of soft-security applications. Several defi-
nitions of Trust have been proposed. As suggested by Gambetta, trust is a prediction
(subjective probability) that the trustee entity will fulfil trustier’ s expectations in
the context of a specific task [13]]. A typical computational trust solution follows
the high-level architecture depicted in[I] modelled after the Secure trust engine [9].
In a typical distributed environment, an agent - the trustier - is acting in a domain
where he needs to trust other agents or objects, whose ability and reliability are un-
known. The trustier agent queries the trust system to gather more knowledge about
the trustee agent and better ground its decision

Domain/Application Risk Assessment
—‘l— === ==== |
Evidences I Trust | -
Selection *  Computation [T * ® »| Trust Decision
" —
I |
b e J e |
: Trust Madel l’ Disposition

Fig. 1 A computational trust solution.

A trust-based decision in a specific domain is a multi-stage process. The first
step is the identification and selection of the appropriate input data. These data are
in general domain-specific and identified throught an analysis conducted over the
application. We refer to this process as evidence selection and to the inputs used to
compute trust as trust evidence. Evidence selection is driven by an underlying trust
model that contains the notion of trust on which the entire system is centered. A trust
model represents the intelligence used to justify which elements are selected as trust
evidence, why some elements are selected and other discarded, and it informs the
computation over the selected evidence. A trust model contains the definition of the
notion of trust, its dynamics, how it evolves over time and with new evidences, and
the mechanisms of trust used in the computation. After evidence selection, a trust
computation is performed over evidence to produce trust values, the estimation of
the trustworthiness of entities in a particular domain. A trust computation requires
the formalization of a computable version of those mechanisms defined in the trust
model. Examples of such mechanisms are the past-outcomes one, reputation and
recommendation, but also temporal and social factors, similarity, categorization and
so forth. For instance, a classical trust system uses two set of evidence: recommen-
dations and past experience. Each of them is quantified separately and then aggre-
gated into a final value. In this final aggregation stage, exogenous factors such as risk
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and trustier’s disposition can also be considered. The output is presented as quanti-
tative trust values and as a set of justifications. Fig [Tl depicts the main component of
the trust system described so far.

3.1 Computational Models of Trust

Current trust systems can be divided in the following macro-areas:

Security-oriented approach

Explicit-feedback systems

Rule-based systems

Probability-based systems, or past-outcomes, implicit learning systems
Game Theoretical

Cognitive models and computational trust models

With security oriented approach we intend a situation in which the focus is still the
on the possession of a valid object, usually a credential, that allows an entity to
access some resources and therefore to be trusted. Questionably, they are not trust
system but security systems. Examples are PKI infrastructure, with third trusted
party of decentralized as in a PGP scenario. A dedicated infrastructure, separated
from the application, is in place to gather the required object and transfer among the
peers community. The trust intelligence encoded in such systems is limited to the
transitivity of trust, that means the fact that trust is propagated through a chain of
trusted individuals. Transitivity is the mechanisms at the core of social networking
applications [13]], with the difference that what is propagated is social information,
usually a level of acquaintance between two entities. Information sharing is also
at the core of feedback systems, such as reputation or recommendation systems.
In such systems users share recommendations in order to have a better idea of their
peers. While reputation is a visible global value, expressing the consensus of a group
[40]], recommendation is an opinion privately shared. Advanced recommendation
systems consider the level of trustworthiness of the recommender’s peers, or better
their ability to provide recommendations; these systems consider situational factors
[18]], the noise associated to the length of the chain [40]], the consensus or conflicts
among various sources [18]]. In a rule-based system, trust is a collection of rules
identified by domain experts that deliver the trust solutions. In the past-outcome
paradigm, or direct experience, trust is computed using evidence that the trustier
gathered directly from previous interactions in order to predict trustee’s future be-
haviours. A clear definition of this computation, and the correlated notion of trust,
is the one produced by the research group Trustcomp.org: ‘Trust is a prediction of
future behaviour based on past evidencesTd. There are many different incarnations
of the past outcome paradigm, but they all share a common basic scheme. The cen-
tral notion is that a trust value is computed using the outcomes of all the pertinent
past interactions. The value is updated when a new interaction occurs, proportion-
ally to the outcome of this interaction. Examples are found in Quercia’s model [37],

2 Trustcomp online community, www.trustcomp.org
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Wang p2p trust engine, the Secure project. In the Probability-based approach trust is
represented and manipulated (predicted) as a probability distribution function that
typically models the expected behaviour of a trustee. Advantages are a clear (but
limited) semantic meaning and effective computational tools. In the use of beta-
distribution and the Bayesian Inference, probability offers one of the most powerful
tools for computing trust, where probability becomes not only a meaningful trust
representation; it goes further, offering also mechanisms for updating and learning
trust. The beta-distribution is a family of pdfs used to represent a distribution over
binary outcomes. A beta-distribution is completely defined by two positive num-
bers. The two parameters define completely the expected value and the shape of the
distribution. As an example, figure 2 presents a beta distribution with the value of
(1,1) on the left and (8,2) on the right.

IMERTED BETH DISTREBUTION © f(X) BETA BISTRIBUTION < £(X)

[ 1

z 3 A &
LU STICHASTIC IRINSLE VALLE STOCHAETIC WikialE

Fig. 2 Beta Distributions

This behaviour maps a representation of a trust value based on evidence. Usu-
ally, the two parameters a and b are the numbers of positive and negative evidence
regarding the trustee, and the pdf distribution characteristics (expected value, vari-
ance) are used for trust values computation and uncertainty assessment. The method
is used by Josang [[18] or in [40], where r and s are respectively the good and bad
evidence regarding a trustee, and a = r+ 1 and b = s+ 1 define the corresponding
beta pdf. Referring to figure 1, when no information is available about an agent,
(r=5=0), the beta distribution (1, 1) is uniform: no value is more likely than oth-
ers and the uncertainty is at its maximum value. When, for instance, an agent holds
7 positive pieces of evidence and 1 negative, the corresponding beta distribution
(8,2) is distributed around the average value of 0.8 with a small variance. In the
Game Theoretical approach, as described by Sierra and Sabater in [40], trust and
reputation are the result of a pragmatic game with utility functions. This approach
starts from the hypothesis that agents are rational entities that chose according to the
utility attached to each action considering others’ possible moves. Action could be
predicted by recognizing an equilibrium to which all the agents are supposed to tend
in order to maximize their collective utility. The Game Theoretical approach in trust
can also be encoded in the design of the application. In this case, the application is
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designed so that trust is encoded in the equilibrium of the repeated game the agents
are playing. Thus, for rational players trustworthy behavior is enforced.

Finally, a formal notion of trust has been formalized in many rich trust models,
notably cognitive models of trust. These models present an articulated and com-
posite notion of trust, and their aim is to define trust as a computational concept.
Marsh’s first model of trust is still a benchmark. His work gives many insights on
the notion of trust as it emerges from social science and it provides a formalization of
key aspects, such as basic trust, disposition, reciprocity, situational trust, the concept
of a cooperation threshold to start an interaction. A cognitive model of trust defines
the mental processes, mechanisms and dynamics of trust. These models stress the
nature of trust as a complex structure of beliefs and goals, implying that the trustier
must have a theory of the mind” of the trustee [8]]. Trust becomes a function of the
degree of these beliefs. Cognitive models present a rich notion of trust, and reject
the reduction of trust to a probability-based computation, that is seen as a simple
and limited approach, as described by Castelfranchi and Falcone in [§]]. Dondio
proposes a model of trust/reputation based on defeasible reasoning and knowledge
engineering. This model considers the action of evaluating entity’s trustworthiness
an argumentation process. The form of such argumentation is represented by a de-
feasible reasoning semantic. A knowledge-based model of trust, as it emerges from
social science, provides the content of each argument involved in the trust computa-
tion. The model is applicable to a large series of Web 2.0 applications such as Wikis
and Online Communities.

4 Social Search

The phenomenon of Social Search has been acquiring importance in the World Wide
Web with the proliferation of large-scale collaborative digital environments. A so-
cial search engine is a type of web search technique that takes into account the
interactions or contributions of end-users in order to enhance the relevance of web-
search results. The main advantage of such a system is that the value of Web-pages
is determined by considering the end-user’s perspective, rather than merely the per-
spective of page authors. This approach takes many forms, from the simplest based
on sharing bookmarks [14]], to more sophisticated techniques that combine human
intelligence with computational paradigms [[7]. The recent Social Search approach
contrasts with established algorithmic or machine-based approaches such as the one
of the leading searching engine, Google, whose Page-Rank algorithm [34] relies
on the link structure of the Web to find the most authoritative pages. A key chal-
lenge in designing Social Search systems is to automatically identify human val-
ues in the Web. In other words, instead of analysing web-links among web-pages,
social search aims to analyse human behaviour. As a consequence, capturing and
collecting humans’ values is the first step towards the inference of the relevance of
web-resources. As mentioned before, a Social Search engine ranks web-resources
according to how users of a community consume and judge those resources in re-
lation to some searching needs. A particular practical problem for any potential
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solution based on gathering end-users’ behaviour on a web-page is that they tend to
be resistant to explicit and invasive techniques and as a consequence it is not easy to
generate strong recommendations. In contrast, implicit feedback techniques capture
activity performed by users over Web-pages indirectly.

As suggested in , there are two ways for providing judgements:

e explicitly: users can provide feedback using a specific metric, by using letters,
numbers or complex structures. The most popular examples are eBayEl and Ama-
zorf where buyers and sellers can rate transactions using a given graded system;

e implicitly: implicit judgements are automatically inferred by analysing users’
behaviour while performing a specific task. Their behaviour is captured by data-
mining software that generates logs, row data that need to be analysed, filtered
and aggregated in order to extract meaningful information. A web-proxy monitor
is an example of logger: it is a piece of software embedded in a web-proxy server,
a special computer that acts as an intermediary for requests from others comput-
ers seeking web-resources. This software can capture web-site requests, URLs,
request time, IP addresses, all potential behavioural information. A lower-level
logger is represented by browser-plugins or add-ons, special software able to cap-
ture events such as scrolling, reading time, bookmarking, cut-paste, form filling,
saving pictures, generated by Web-browsers such as Internet Explorer or Mozilla
Firefox. These browser-events are all considered relevant implicit sources of user
preferences [21]].

Independently from the solutions adopted, whether explicit or implicit, there is a
key problem to take into consideration: the trustworthiness of those entities who
provide judgments. If entities who provide recommendations are malicious or un-
trustworthy, the resulting quality of the rank of web-resources is negatively affected.
Computational trust techniques can be successfully applied in the context of search
to enhance the quality of social Search engines. Here a trust module may be inte-
grated in order to filter data and to make an engine’s predictions more accurate. The
users’ level of trust, for example, may be assessed by considering their expertise in
gathering information within the Web, and their ability to fulfil a searching prob-
lem. In other words, trustworthy users are the ones able to find the most relevant
information when they need it.

5 Computational Trust to Enhance Social Search Ranking:
A Practical Study-Case

We have developed a prototype of a search engine based on user-activity containing
dedicated algorithms to rank pages, identify search sessions, query boundaries and
group similar queries. The Prototype can incorporate a Trust computation to rank
each peer based on its activity and use this value to weight its contribution, giving
more importance to the most trustworthy peers. The Prototype components are:

3 http://www.ebay.com
4 http://www.amazon.com
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Prototype Plugin: a software component responsible for monitoring a user’s ac-
tivity, storing it locally in a structured file. The plugin captures all the major
browser events and generates a well-structured XML string, easy to parse for
different purposes. It contains the activity occurred in each window and each tab
of the browser; it saves the URL and the title of the opened web-pages along
with the start time, the finishing time and the focused time. It gathers the main
events that may occur during an Internet session, with the related time-stamp
such as bookmark, printing, submitting a form, saving as, cutting, pasting and so
forth. The logger also triggers an event every n-seconds of inactivity (set to 10
seconds). Furthermore, the logger traces users’ searching sessions. Each time a
user submits a query to the Google search engine the logger stores the keywords
used, and the ordered list of the search engine results for the query, along with
the pages browsed in that search session, and these are identified by analysing
the outgoing links from the search engine result page.

Prototype Engine: a software component, installed locally with the Prototype
Plugin or remotely connected to the plugin, that is responsible for collecting the
data generated by the plugin and processing them. The engine is composed by
three procedures:

e Session/Queries Identifier: this algorithm finds the boundaries of a search ses-
sion, from the starting query to the last page of the last query of the session,
the set of pages relating to each query of the session, it interconnects queries
belonging to the same session.

e Evidence Selection: this software component is responsible for interpreting
the raw user data coming from the plugin and identifying activity patterns that
will be used in the following rank computation.

e Local Evidence-Based Computation: this algorithm processes locally the in-
formation extracted from the evidence selection components and it generates
indicators regarding the pertinence of each page to the query it belongs to.

. Reasoning Engine: this component is responsible for computing a rank for each

page and each peer, and connects queries and search session together. It is com-
posed of:

e Trust Computation (peers): this algorithm processes users’ activity and as-
signs to each peer a trust value that measures the peer’s ability to perform and
complete a search session.

e Rank Computation: this algorithm performs the computation of the global
indexRanking ranking for each page browsed in the context of the specific
query and search session by processing the structured evidence (the argu-
ments) identified by the Prototype Engine. The component takes the struc-
tured user data of each peer as an input and computes a global ranking for
each page in the context of a specific query and session.

e Model Definition: where users can edit their own models.
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4. Prototype DB: this database contains information about rank pages, queries,
search session; peers trust value in a structured way. Data are organized by
queries interconnected to each other and by peers. It is composed of:

e Query Clustering: this component aggregates, links and clusters queries and
groups of documents.

5. Prototype Interface: the end-user interface is used by a peer to query the Proto-
type DB via the Results Manager component.

5.1 The Functioning

A peer connects to the Prototype Community. The Prototype Plugin continuously
monitors users’ browsing activity, saving it into a local Raw Activity Data (RAD).
Every time a peer submits a query to a search engine, the Prototype Plugin saves
information related to the set of keywords used and the list of documents proposed
by the search engine as result of a search query. The local raw activity file is peri-
odically analyzed by the Prototype Engine that extracts information about a peer’s
activity for each document. The information extracted is organized into a complex
set of evidence that forms an argument against or in favour of the pertinence of the
page browsed in the context of a search session. The Prototype Engine sends the
processed data, the Structured Activity Data (SAD) to the Reasoning Engine. The
Aggregator computes a rank for each page in the SAD by means of a reasoning pro-
cess. Data about the global activity of the Prototype community is retrieved by the
reasoning engine to perform its computation. Each ranked page is saved in the Pro-
totype Database, following a query-based data organization. The information about
page ranks, along with the arguments used, is saved into the Prototype DB. Data
are organized by query or keywords. A cluster matching component periodically or-
ganizes the information contained in the Prototype DB by clustering and grouping
queries. The component adds logical links to queries that are considered similar or
relevant using a page- and activity-based clustering approach. When a peer starts a
search session and he wants to exploit the Prototype Page Rank, the query is sent to
the Prototype Database which retrieves the pertinent documents for the query.

5.2 Computational Trust to Enhance the Social Search Engine

In this section, we present an experimental case study that shows how computa-
tional trust can be used as a form of collective intelligence to enhance social search,
chosen as an example of distributed collaborative application. The ability to search
an increasingly large and noisy Web has become a non trivial expertise, involving
cognitive and practical abilities, and a familiarity with the browser technology. It
is reasonable to assume that web users will exhibit a different level of expertise,
directly linked to their ability to correctly identify the most pertinent information.
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Therefore, there are reliable and trustworthy users - providing pertinent pages and
meaningful results - and untrustworthy ones - generating incorrect results or even
noise. Therefore, in our context, trustworthy users capable of finding the most rel-
evant information, that means expert search users .Three main factors are involved
in the ability of users to deliver good search results:

1. Cognitive skills, that means, the ability to read quickly, scan information, ana-
lytic/global thinking abilities;

2. Search Experience, that means, the familiarity with searching and browsing
technology;

3. Domain specific knowledge, that means the expertise and interests that users
might have in specific topics.

In this experimental study we define a trust function (or expertise function) to in-
dicate reliable searchers modelled around the second factor. The other two factors,
complementary to the second factor, are well-studied and are not discussed or used
in the definition of the trust function. Our discussion will be mainly descriptive,
focusing on the main concept rather than the technical details. Another important
limitation to mention is the fact that this study only considers navigational queries
(queries pointing to a specific piece of information) and not to informational query
(open-ended). The following picture shows the trust computation is integrated into
the Prototype Social Search Engine.

Client-Side So