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of the required information and places this information in an easy to use format. A
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Part One
| ntroduction to the TCP/I P Protocol

Chapter 1
Transmission Control Protocol/l nter net Protocol

The TCP/IP protocol suite is being used for communications, whether for voice, video, or
data. There is a new service being brought out for voice over IP at a consumer cost of 5.5
cents per minute. Radio broadcasts are all over the Web. Video is coming, but the images
are still shaky and must be buffered heavily before displaying on the monitor. However,
give it time. All great things are refined by time, and applications over TCP/IP are no
exception.

Today, you will not find too many data communications instal Iments that have not
implemented or have not thought about the TCP/IP protocol. TCP/IP is becoming so
common that it is not so much a matter of selecting the TCP/IP protocol stack as it is
selecting applications that support it. Many users do not even know they are using the
TCP/IP protocol. All they know is that they have a connection to the Web, which many
people confuse with the Internet. We’ll get into the details of the differences later,
but for now, you just need to understand that the Web is an application of the Internet.
The Web uses the communications facilities of the Internet to provide for data flow
between clients and servers. The Internet is not the Web and the Web is not the
Internet.

In the 1970s, everyone had some type of WANG machine in their office. In the 1980s and
early 1990s, Novell’s NetWare applications consumed every office. Today, NetWare
continues to dominate the network arena with its instal led based of client/server
network applications. However, the TCP/IP protocol and Internet browsers, such as
NetScape’s Navigator and Microsoft’s Internet Explorer, and Web programming
languages are combining to produce powerful corporate networks known as intranets,
which mimic the facilities of the Internet but on a corporate scale. Intranets from
different companies or simply different sites can communicate with each other through



the Internet. Consumers can access corporate intranets through an extranet, which is
simply part of the corporate intranet that is available to the public. A great example of
this is electronic commerce, which is what you use when you purchase something via the
Internet. Directory services are provided through Domain Name Services (DNSs)
Microsystems. File and print services are provided in many different ways. Finally, the
ultimate in full connectivity is the Internet, which allows the corporate intranets to
interconnect (within the same corporation or different corporations), providing global
connectivity unmatched by any network application today. Therefore, within a short
time (possibly 1998), very powerful applications will be built that utilize the TCP/IP
software suite that will eventually rival NetWare at the core.

Transmission Control Protocol/Internet Protocol

* The protocol suite of TCP/IP is becoming the world’s most widely implemented
network protocol.

* 1970s—WANG

» 1980s—SNA / Novell NetWare

» 1990s—Novell and TCP/IP

« TCP/IP combined with the Web browser is creating a new type of client/server
network operating system.

Introduction (continued)

o TCP/IP is portable.

* Runs on different computer operating systems

» Addressing is handled on a global assignment
* Novell is supporting TCP/IP.

» Native TCP/IP support

* IntraNetWare — (native support with release 5.0)
* Microsoft is supporting TCP/IP.

* Native

e Client/server support with NT

Another key factor of TCP/IP is extensibility. How many people can you name that use
NetWare out of their house to allow for corporate connectivity or for commercial
connectivity? Yes, programs such as remote node and remote control allow for
NetWare clients to be accessed remotely, but not as seamlessly as with TCP/IP. TCP/IP
allows you to move your workstation to any part of the network, including dialing in
from any part of the world, and gain access to your network or another network. This



brings up another point: How many networks interact using NetWare? Theoretically,
with TCP/IP you can access (excluding security mechanisms for now) any other TCP/IP
network in the world from any point in the world. Addressing in TCP/IP is handled on a
global scale to ensure uniqueness. Novell attempted global addressing but failed.
Novell addresses are unique to each private instal lation, such as a single company, but
are probably massively duplicated when taken as a whole (all installations). | know
many installations with the Novell address of 1A somewhere in their network. Not
everyone is going to renumber their network for uniqueness, but one trick is to match
the 32-bit address of TCP/IP subnets to your Novell network. Convert each octet of the
32—bit address of TCP/IP into hex and use that as your NetWare address.

Novell has entered the TCP/IP fray with its IntranetWare and support for native IP.
IntraNetWare allows NetWare workstations to access TCP/IP resources. As of version
5.0, IntraNetWare is going away in name only and another version of NetWare is
supposed to allow for NetWare to run directly on top of TCP/IP (this is known as native
TCP/IP support).

Microsoft and its emerging NT platform can also use TCP/IP as a network protocol. Two
flavors are available:

» Native TCP/IP and its applications (TELNET, FTP, etc.)
 RFC compliant (RFC 1001 and 1002) TCP, which allows file and print service

This enables the ability to telnet from an NT server or workstation and transfer files
to that workstation or server using native TCP/IP. For file and print services in a TCP/IP
environment, NT can be configured to use NetBIOS over TCP/IP. This enables NT to be
involved in a routed network. NT can run many other protocols as well, but that is
beyond the scope of this book.

Introduction (continued)

* Novell continues to dominate the client/server environment.
» Mainframes are continually upgraded and being used more often.

* Web interfaces to mainframe data

» Some mainframe functions have been converted to Unix platforms
» TCP/IP is an extensible protocol

However, this does not mean that the other protocols (beyond TCP/IP) are being
disbanded. Novell NetWare continues to run with the IPX protocol. As of this writing,
NetWare is still the best constructed client server platform available. Tens of
thousands of programs have been written directly to the NetWare interface and it is
used in corporate networks, schools, and state, local, and federal governments. These
users are not going to disconnect their NetWare networks and move to TCP/IP over



night. NetWare will be around for a great length of time, albeit in a diminishing role
(start the arguments!).

Most Fortune 1000 companies still depend on large mainframes for their day-to-day
processing. The early 1990s and late 1980s were interesting times when many
corporations were convinced that smaller Unix platforms using a distributed
(client/server) architecture could replace their “antiquated” SNA networks. Wrong!
Although some networks have converted to this architecture, many have not. There
are many factors involved here. Time and money play an important role, but the rule
continues to be, “if it ain’t broke, don’t fix it.” Huge applications such as the airline
reservation system and the banking system are built using the SNA architecture, and
even if a perfect solution is found, it will take years to convert these programs over to
a new system. SNA is still being used, and | have even supported some sites that have
reverted back to SNA mainframes, which were best suited to their particular situation.
Today, there are Web servers that front IBM mainframes as well. IBM fully supports
the TCP/IP protocols and there is a 3270 terminal emulation program known as TN3270
that allows for 3270 terminal emulation over the TCP/IP protocol. All of this is beyond
the scope of this book, but remember, TCP/IP is very popular; however, protocol schemes
are still in existence, still provide many benefits, and will continue to be used for years
to come.

From this, one would tend to think that the TCP/IP protocol was developed by a
large-scale R&D center like that of IBM or DEC. It wasn’t. It was developed by a team
of research-type people, comprised of college professors, graduate students, and
undergraduate students from major universities. This should not be hard to believe.
These individuals are the type who not only enjoy R&D work, but also believe that,
when problems occur, the fun starts.

Many years from now we will look back on the TCP/IP protocol as the protocol that
provided the building blocks of future data communications. However, take notice:
TCP/IP is an extensible protocol. It is ful ly functional today, but the work on the
project continues. There are over 75 working groups of the Internet Engineering Task
Force (IETF, explained in a moment), and as new needs continue to arise for the Internet,
new working groups are formed and new protocols will emerge. In fact, the IP version of
the existing protocol (known as IPv4, or IP version 4) will be replaced. IP version 6 (IPv6)
is currently being implemented around the Internet. It will be a few years before a
complete switchover takes place, but it is a great example of the extensible protocol.

Previous [Table of Contents |Next
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Chapter 2
TCP/IP and Other Protocols

While the ARPANet (and later the Internet) was being built, other protocols such as
System Network Architecture (SNA) and protocols based on XNS (there are many
proprietary versions) prevailed. Client/server applications that allowed for file and
print services on personal computers were built using protocols based on XNS such as
Novell NetWare (using IPX) and Banyan VINES. SNA was alive and well in the
mainframe, and DECnet controlled the minicomputer marketplace. DEC also supported
LAT (Local Area Transport) for terminal servers, which supported printers as well.
DECnet started out before commercial Ethernet, and DEC’s minicomputers were
connected together via local interfaces. Later, around 1982, DEC started to support
Ethernet but still with the DECnet protocol.

TCP/IP and Other Protocols

ARPAnNet built at the same time as SNA and XNS networks.

XNS supported Novell, Banyan, and most other networking devices.
WAN access limited to X.25 and vendor proprietary solutions.

DEC continued to support DECnet/LAT.

LAN media as Ethernet, Token Ring, and FDDI.

All of these protocols could run over Ethernet, Token Ring, or FDDI. In this respect,
they did openly support the LAN protocol. However, disregarding the LAN protocol,
these protocols were proprietary; in other words, vendor dependent. However, other
protocols beyond TCP/IP are proprietary, and the internals of those systems are known
only to their respective company owners. Users and network administrators were held
to proprietary network environments and proprietary network applications, which
deterred network development and enhancement in all corporate environments. Just
because a vendor supported XNS, did not mean that it would interoperate with other
vendors running XNS. Running XNS on one system did not guarantee compatibility of



communication to any other system except for the same vendor’s. This was good for the
vendor, but it tended to lock users into one vendor.

The only public Wide Area Network (WAN) access was X.25, and not everyone supported
all features 100 percent, which lead to compatibility problems. All of us remember X.25
as a slow (primarily 9.6 kbps or 19.2 kbps) WAN access protocol. (This is not bashing the
X.25 protocol. There were many valid reasons for running it at the slower network
speeds, like error correction and control, and faster speeds such as T1 were not
available for data connection transfers.)

Alternatively, leased lines based on proprietary protocols of the network vendors
were an option, but that only allowed the corporate networks to be interconnected.
Ethernet was also available, but host interfaces and standardized network protocols
were not readily available.

The Internet started as a research facility and to link the government to the research
facilities as well. It remained this way until about 1992. Only a handful of people knew
about the Internet, and the Internet had nothing really to offer the commercial

wor ld. Engineers and scientists loved the Internet. No one knew of the advantages of
the TCP/IP protocol. It was not until the GUI interface was developed that the
Internet took off, and the TCP/IP protocol came with it. Therefore other protocols such
as SNA and Novell NetWare sprouted in corporate America. Basically, there was no
other choice.

One of the better protocols was AppleTalk. Much like a Macintosh computer, it was
very costly to implement. Seriously, | happen to like the AppleTalk protocol. AppleTalk
was actually the software and Local Talk was the hardware. It was Apple’s version of
networking Mac computers, and, except for the wiring, it was free. The protocol was
simple to install and use. It was built into every Mac. Cables were simply needed to
hook up Apple computers to a simple network, and file and print services were built in as
well. It was known as true peer—to—peer, for each workstation could see every other
workstation, and each workstation could be a server and share any of its resources.
Each node ran the name service. Each node picked its own physical address. Even dialing
in to an AppleTalk network was easy using the AppleTalk Remote Access (ARA)
protocol, and it made it look like you were a local node on the AppleTalk network. It
soon became a very popular method of hooking together Mac computers into a network.
However, AppleTalk was not envisioned as a protocol to handle large internets of
Apple computers, and the inefficiencies of the protocol soon arose. It was about as close
as you could come to a network operating system that al lowed for simplicity and
ingenuity. AppleTalk had one problem: scalability. Try building a large AppleTalk
network, not an easy task, if not impossible.

TCP/IP eliminated proprietary network operating systems; however, not intentionally.
Again, it was built for a different purpose. TCP’s beginnings were rough
(interoperability issues) and, in fact, TCP/IP was not the original protocol of the



ARPAnNet. But the protocol stabilized and the interoperability between different
computers and operating systems became a reality. For example, a DEC system running
the VMS operating system combined with TCP/IP running as the network operating
system can communicate with a Sun Microsystems’ Unix workstation running TCP/IP. The
two systems can communicate by taking advantage of the protocol and the specific
applications written for the protocol, primarily by being able to log on to one another
and transfer files between the two across a network.

Other Protocols (continued)

AppleTalk (software) and Local Talk (hardware) were built into every Mac.
* Very robust protocol but not scalable
« Each node had a naming service
* Network IDs were dynamic (seed router)
* Node IDs were dynamic
» Remote access was fully integrated as a remote node
TCP/IP eliminated the proliferation of proprietary network operating systems.
« Any hardware and software platform could communicate
TCP/IP was completely open to any vendor to write code to.
TCP/IP is the protocol of choice for future network systems.

When interconnecting computers and their operating systems with TCP/IP, it does not
matter what the hardware architecture or the operating systems of the computers are.
The protocol will allow any computer implementing it to communicate with another.
The methods used to accomplish this are discussed in the fol lowing sections.

Suffice it to say, the TCP/IP protocol is the protocol of choice for future network
instal lations.
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Chapter 3
TheOriginsof TCP/IP

The Origins of TCP/IP

A TCP/IP network is heterogeneous.
Popularity due to:
» Protocol suite part of the Berkeley Unix operating system
» College students worked with it and then took it to corporate
America
* In 1983, all government proposals required TCP/IP
» The Web graphical user interface
TCP/IP has the ingenious ability to work on any operating platform.
TCP/IP has easy remote access capabilities.

A TCP/IP network is general ly a heterogeneous network, meaning there are many
different types of network computing devices attached. The suite of protocols that
encompass TCP/IP were original ly designed to allow different types of computer systems
to communicate as if they were the same system. It was developed by a project
underwritten by an agency of the Department of Defense known as the Advanced
Research Projects Agency (DARPA).

There are many reasons why the early TCP/IP became popular, three of which are
paramount. First, DARPA provided a grant to allow the protocol suite to become part of
Berkeley’s Unix system. When TCP/IP was introduced to the commercial marketplace,
Unix was always mentioned in every story about it. Berkeley Unix and TCP/IP became
the standard operating system and protocol of choice for many major universities,
where it was used with workstations in engineering and research environments. Second,
in 1983, all U.S. government proposals that included networks mandated the TCP/IP
protocol. (This was also the year that the ARPAnet was converted to the TCP/IP
protocol. Conversions in those days happened within days. That was when the Internet



was small.)

And third, a graphical user interface was developed to al low easy access with the
system. TCP/IP or its applications can be a difficult protocol to use if you have not had
experience with it. Finding information on the Internet was a formidable task. Before
the browser, TCP/IP applications were accessed from a command line interface with a
few basic applications that allowed you to call a remote system and act as a remote
terminal, transfer files, and send and receive mail. Some companies of these applications
built graphical interfaces to the applications, but they were still rough and would not
have gained commercial success. The browser hid all the complexities of the TCP/IP
protocol and its applications and al lowed for graphics to appear as well as text, and by
clicking on either the graphics or text, we could place ourselves anywhere on the
Internet (within security reasons!). It also allowed for easier access to information on
the Internet.

Based on those points, it was not very long before everyone knew of the capability of
the protocol to allow dissimilar systems to communicate through the network—all
this without a forklift upgrade to mainframes, minis, and personal computers. It simply
bolted on to existing computer devices. TCP/IP became a very popular network operating
system that continues today.

TCP/IP originated when DARPA was tasked to bring about a solution to a difficult
problem: allowing different computers to communicate with one another as if they were
the same computer. This was difficult, considering that all computer architectures in
those days (the early 1970s) were highly guarded secrets. Computer manufacturers
would not disclose either their hardware or software architectures to anyone. This is
known as a closed or proprietary system.

The architecture behind TCP/IP takes an alternative approach. TCP/IP developed into an
architecture that would allow the computers to communicate without grossly
modifying the operating system or the hardware architecture of the machine. TCP/IP
runs as an application on those systems.

However, before TCP/IP, the original result was known as the Network Control
Program (NCP). The protocol was developed to run on multiple hosts in geographically
dispersed areas through a packet switching internet known as the Advanced Research
Project Agency network—ARPAnRNet. This protocol was primarily used to support
application-oriented functions and process—to—-process communications between two
hosts. Specific applications, such as file transfer, were written to this network
operating system. The ARPAnet was taken down in 1993. The Internet that we run today
was built during the ARPAnet time, but as a parallel network.

In order to perpetuate the task of al lowing dissimilar government computers to
communicate, DARPA gave research grants to the University of California at Los
Angeles (UCLA), the University of California at San Bernadino (UCSB), the Stanford



Research Institute (SRI), and the University of Utah. A company called BBN provided
the Honeywell 316 Interface Message Processors (IMPs, which have evolved into today’s
routers), which provided the internet communications links. In 1971, the ARPAnet
Networking Group dissolved, and DARPA took over all the research work. The first few
years of this design proved to be an effective test, but had some serious design flaws, so
a research project was developed to overcome these problems. The outcome of this
project was a recommendation to replace the original program known as NCP with
another called Transmission Control Program (TCP). Between the years of 1975-1979,
DARPA had begun the work on the Internet technology, which resulted in the TCP/IP
protocols as we know them today. The protocol responsible for routing the packets
through an internet was termed the Internet Protocol. Today, the common term for this
standard is TCP/IP.

Origins (continued)

With TCP/IP replacing NCP, the NCP application-specific programs were converted to
run over the new protocol. The protocol became mandated in 1983, when ARPA
demanded that all computers attached to the ARPAnet use the TCP/IP protocol.

In 1983, the ARPAnet was split into two networks: the Defense Data Network (DDN),
also known as the MILNET (military network), and the DARPA Internet, a new name for
the old ARPANnet network.

Outside of the ARPAnet, many networks were being formed, such as CSNET (Computer
Science Network); BITNET (Because It’s Time Network) used between IBM systems; UUCP
(User to User Copy), which became the protocol used on USENET (a network used for
distributing news); and many others. All of these networks were based on the TCP/IP
protocol, and all were interconnected using the ARPANnet as a backbone. Many other
advances were also taking place with Local Area Networks using Ethernet, and
companies began making equipment that enabled any host or terminal to attach to the
Ethernet. The original route messengers, known as IMPs (Interface Message Processors),
were now being made commercially and were called routers. These routers were smaller,
cheaper, and faster than the ARPAnet’s IMPs, and they were more easily maintained.
With these devices, regional networks were built and could now hook up to the
Internet. However, commercial access to the Internet was still very limited.



Origins (continued)

* In 1983, ARPANnet was split into two networks.
» Defense Data Network (DDN) or MILNET
* The DARPA Internet—new name for the ARPAnet
* In 1985, NSFnet was established to al low five supercomputer sites to be
accessed by scientists.
» Outside the ARPAnNet, many “regional” networks based on TCP/IP were built.
» CSNET (Computer Science Network)
* BITNET (Because It’s Time Network, IBM)
* UUCP (User to User Copy), which became USEnet
« All were connected via the ARPAnet backbone.
« Original routers were called Interface Message Processors (IMPs).

One experiment that was successful, CSNET (computer science network), provided the
foundation for the NSF to build another network that interconnected five
supercomputer sites. The five sites were interconnected via 56—kbps lines. This was
known as NSFnet. However, the NSF also stated that if an academic institution built a
community network, the NSF would give it access to the NSFnet. This would allow both
regional access to the NSFnet and the regional networks (based on the TCP/IP
protocol) to communicate with one another. The NSFnet was formally established in
1986. It built a large backbone network using 56-kbps links, which were later upgraded
to T1 links (July 1988). Anyone who could establish a physical link to the NSFnet
backbone could gain access to it. In 1990, the NSFnet was upgraded to 45-Mbps links.

Once the word of NSFnet spread, many regional networks sprang up, such as NYSERnet
(New York State Educational Research Network), CERFnet (named for California
Educational Research Network and not Vint Cerf), and others. The regional networks
were supported at their level and not by the NSF.

The NSFnet was found to be very useful beyond its conception of linking
supercomputers to academic institutions. In 1987, NSF awarded a contract to MERIT
Network (along with IBM and MCI) to upgrade the NSFnet to T1 and to link six
regional networks, the existing five supercomputer centers, MERIT, and the National
Center for Atmospheric Research into one backbone. This was completed in July 1988. In
1989, a nonprofit organization known as ANS (Advanced Network and Services, Inc.) was
spun off from the MERIT team. Its goal was to upgrade the NSFnet to a 45-Mbps
backbone and link together 16 regional sites. This was completed in November 1991.

More commercial entities were springing up building regional networks via TCP/IP as
well. To allow these entities access to the backbone, a concept known as the
Commercial Internet eXchange (CIX) was built. This was a point on the backbone that
allowed commercial regional networks access to the academic NSFnet backbone.



The original ARPAnet was expensive to run and interest inside DARPA began to wane.
Major promoters of the ARPAnet had left DARPA to take positions elsewhere. It was
taken completely out of service in 1989, and what emerged in its place is what we know
as the Internet. The term Internet was coined as an abbreviation to the Internet
Protocol (IP).

Origins (continued)

The original ARPAnet was taken out of service in 1989.

Internet backbone supported by NSFnet using 56—kbps lines.

NSFnet upgraded to 45-Mbps backbone.

In 1993, NSF granted out the operation of the backbone to various companies
to continue running it.

* Most operations of the Internet are run by private companies and not the
government.

The NSFnet was basical ly a mirror image of the ARPAnet, and they were running in
parallel. Regional networks based on the TCP/IP protocol were interconnected via
NSFnet, which had connections to the ARPAnet. More connections were being made
through NSFnet because it was higher speed, easier to hook into, and less expensive.

It was determined that the original network, the ARPAnet, should be shut down. Sites
on the ARPAnet found new homes within the regional networks or as regional
networks. NSFnet provided the backbone for interconnection of these regional
networks.

Origins (continued)

« Today, any company can build a backbone based on TCP/IP.

« Connections to other backbones are provided through peering points known as

Network Access Points (NAPS).

* Internet Service Providers allow for anyone to connect to the Internet

through Points of Presence (POPs).
» Essentially, a location in any city that can accept a phone call from a
user’s modem. The line is then connected to a network that provides
access to the Internet.

* Running TCP/IP does not require access to the Internet.

Word quickly spread about the Internet and around 1993, and NSF decided it could not
continue supporting the rapid expansion directly and produced contracts for
outsourcing the continuation of the Internet. Many companies responded to the call,




and the functional responsibilities of running the Internet were given to many
different companies. In place of the NSFnet would be a concept cal led Network Access
Points, points located throughout the United States through which companies that
built their own backbones could interconnect and exchange route paths. Also with this
came the concept of peering. NAPs provided access to other backbones, and by peering
with another backbone provider, a provider allowed their backbone to be used by
another provider to move their customers’ traffic. There was a lot of controversy with
this concept: Who should a backbone provider peer with or not peer with? Why should a
provider let another provider use its backbone as a transit for its customers for free?
The answer: because NSF stated this and the issue was tabled.

NAPs are basical ly the highest point in the Internet. In this way, many backbones would
be privately built, and all would be interconnected through the NAPs. Initially, there
were four official NAPs, but this number has grown by an additional 13 (with more being
added) as of this writing. Even with the commercialization of the Internet, no one
company owned any part of the Internet, and everyone associated with the Internet
had to abide by the rules in place. External companies simply provided a specific service
required to run the Internet. For example, Network Solutions, Inc. was granted the
right to control the domain name registration. However, it does not own this capability.
Network Solutions is still under the authority of the Internet Assigned Numbers
Authority run by Jon Postel (as of this writing) at the University of Southern
California. AT&T was granted the right to host many document databases required by
the Internet user community. Eventually, all the functions of running the Internet
were contracted out by NSF. Any company (with lots of money) can build a backbone. To
provide access to others, its backbone must be connected to others at the NAP.
Individual backbone providers then interconnect multiple connections known as Points
of Presence, or POPs, which are where the individual user or business connects to the
Internet. In April of 1995, the NSFnet backbone was shut down, and the Internet was up
and running as we know it today.

One last distinction of TCP/IP: Running the protocol on any network does not require a
connection to the Internet. TCP/IP may be installed on as few as two network stations
or on as many as can be addressed (possibly millions). When a network requires access to
the Internet, the network administrator must call his or her local registry (or
Internet Service Provider [ISP]) to place a request for access and be assigned an official
IP address.
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Chapter 4
TheWorld WideWeb

Great application programs and intercommunication have been available on the
Internet for dozens of years, so why all the hype since 1994? The Web came to us in 1994
(commercially) and allowed for everyone to work on the Internet, even though many
had no idea what they were working on. The browser became the interface, a
simple-to-use interface, and this was the start of the commercialization of the Web.
This is when “corporate” money became involved. However, the idea started out way
back in 1981 with a program called Enquire, developed by Tim Berners-Lee. A program
known as Mosaic was released in November 1993 as freeware written by the cofounder
of NetScape, Marc Andreeson, at the U.S. National Center for Supercomputer
Applications (NCSA). Mosaic allowed text and graphics on the same Web page and was
the basis for NetScape’s Navigator browser and Microsoft’s Internet Explorer.

First and foremost, the Web allows anyone, especial ly nontechnical people, instant
access to an infinite amount of information. You can get stock reports, information
from a library, order a book, reserve airline tickets, page someone, find that long-lost
friend through the yellow pages, order a data line for your house, check your credit
card statement, check on the availability of that one-and-only car, provide
computer—based training, or attend a private (video and audio) meeting. And yes, you can
send an email.

All this and still more! Unlike other online services such as CompuServe, Prodigy, and
America Online (at the time), anyone can create a Web page as well—not too hard to
do, the language to create a Web page is pretty much English. Millions of ideas are
available, and there is a pulldown menu in the browser that allows you to see the
source code (the basic instructions that tell the Web server how to format a page) of
any Web page. By 1995, companies known as Internet Service Providers (ISPs) were
advertising their ability to put you on the Web for a low price of $19.95. In fact, today,
most professional ISPs give you space on their servers (a small amount, but enough to
get started) for you to create your Web page, at no charge!



Point and click to access any information that you would like; you do not have to know
an operating system to move around the Web. No other “cyberspace” provider has the
rich simplicity of the browser. One click and you can be on a server in Japan, video
conference to California, send an email to your friend in England, or plan a vacation
to Breckenridge, Colorado. Other online providers had information, but it was the
simplicity and combination of text and still pictures on the same page that catapulted
the Web into every home.

Virtually anything that you want to check on, you can do on the Web and you do not
have to remember IP addresses, directory commands for DOS and Unix, file compression,
executing the TAR command, printing to a postscript printer, and so on. Simply stated,
the Web allows everyone access to network data with a simple click of the mouse.

The World Wide Web

On the application front, more and more applications are being written towards (or
have embedded) the most common Internet interface: a browser. A browser allows the
Internet to be accessed graphical ly using icons and pictures and a special text language
known as Hypertext Markup Language, or HTML. For platform independence in writing
applications for the Web, the Java language was created.

What is the downfall of the Internet? No, connectivity is generally not the problem.
ISPs can be a problem, but even they are manageable. The biggest problem with the
Internet is its biggest asset: information.

You may find yourself scratching your head while traveling the Internet. Anyone can
create content and post it, so there is a 1ot of old information on the Internet. Web
pages are not kept up. Web pages are not written correctly and contain too many
slow-loading graphics. Many links that are embedded in other Web pages no longer
exist. Information is posted without having validity checks. Remember, no one entity
owns the Internet or the Web application.

Some companies with Web pages are no longer around. Al Web pages are not created
equal; some take an eternity to write to your browser, while others take a minimal
amount of time. Also, all ISPs are not created equal. An ISP is your connection to the
Internet. Test out your ISP for service and connectivity. | recently switched from a
major ISP to a local ISP and found 4x improvement in speed. However, the local ISP does
not provide national service (local phone numbers around the United States). So when |
started traveling, | switched to another ISP that has both national coverage and speed.



The Web (continued)

The biggest asset of the Web is its biggest downfall:
* Information
There is a tremendous amount of information on the Web.
Information on the Web can be posted by anyone.
However:
* Many Web pages are not kept up
* Many are not written correctly (minutes to build a screen)
* Information is old and out of date
* Information is not documented
* Incredibly hard to search for simple items due to more than 50 million
Web sites available
e Search engines bring back many undesired Web pages which require
advanced searching techniques

Be careful when scrutinizing the Internet. Make sure the data is reputable (i.e., can be
verified). There are many charlatans on the Internet posting fiction.

The Internet really introduced us to the concept of trying something for free. For us
old timers, we expected this. Postings to the Internet were always free and
commercialism was a no—no. Years ago, when | was developing software, the Internet
came to my rescue many times with postings of source code that assisted in my
development projects. This source code was available for free and often the person who
posted it did not mind an occasional email with a question or two. Another concept that
the Internet was not used for was known as shareware, where the free samples of
applications range from severely crippled (lacking many of the ful l-version features
such as printing abilities) to the full-blown version of the software. The Web combined
the two concepts, and the marketing concept really took hold when the Internet came
into the business world. Every business sponsoring a Web page will give you something if
you purchase something—a very old concept brought to life again via the Internet.

The Web (continued)

e Old-style marketing.
» “Give away the razor and sell the razor blades”—Gil lette
» Shareware programs.
* The old concept of “try before you buy”
* Free programs.
* Many diversified programs and interactive Web pages
» The 1-800 service for data.
* Most companies have a Web page




Most of us try a free sample before purchasing. This is stil | known as shareware, and
payment is expected, which leads to another big problem for the Internet: How and
when do you charge for something? Most users expect to surf the Internet, pick up what
they want for free, and then sign off. Sorry folks, we don’t live in a free world, and
eventual ly you must pay. Unfortunately, there are those out there who continue to
download software and not pay for it. Bad, bad, bad. If this continues, shareware will
not be available, and you will end up with a pay-first, try-later attitude.

Another problem of the Internet is the spread of viruses. Protect your workstation with
some type of antiviral software before downloading anything from the Internet. Most
protection schemes are dynamic in that they are constantly checking for viruses even
during an email download or a file transfer. Here is where the other online providers
do have an advantage. Private online providers such as America Online and CompuServe
make every effort to test uploaded software and generally do not allow for content
to be written to their servers. You will find those services more protected and watched
over than the Internet. The Internet has truly tested the first Amendment of the
Constitution: the right to free speech.
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Chapter 5
| nternet, Intranets, and Extranets

We all know what the Internet is—at least | hope so. An intranet is a TCP/IP based
internet used for a business’ internal network. Intranets can communicate with each
other via connections to the Internet, which provides the backbone communication;
however, an intranet does not need an outside connection to the Internet in order to
operate. It simply uses all the TCP/IP protocols and applications to give you a “private”
internet.

When a business exposes part of its internal network to the outside community, it is
known as an extranet. You may have used this extranet when browsing through a web
page at General Electric or ordering some diskettes via a reseller’s Web page. You will
not have complete access to a corporate network, but merely a part of it that the
business wants you to have access to. The company can block access on its routers and
put firewalls (a piece of software or hardware that allows you access to resources based
on a variety of parameters such as IP addresses, port numbers, domain names, etc.) into
place that force you to have access only to a subset of its intranet.

Internet, Intranets, and Extranets

* The Internet is a complex organization of networks managed by companies
that provide access to international resources through the use of the TCP/IP
protocol suite.
* An intranet uses the TCP/IP protocols and applications based on the Internet
but in a corporate environment.
* An extranet is the sharing of a corporate intranet (maybe just a piece of it)
with the outside world.

» E—commerce is an example of an extranet
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Chapter 6
Who Governsthelnternet?

Who governs the protocol, the Internet, and the Web? First off, let’s make it clear
that no one company or person owns the Internet. In fact, some say that it is a miracle
that the Internet continues to function as well as it does. Why is this hard to believe?
Well, in order to function, the Internet requires the complete cooperation of
thousands of companies known as Internet Service Providers (ISPs), telecommunications
companies, standards bodies such as IANA, application developers, and a host of other
resources. The one main goal is to provide ubiquitous information access, and anyone
who tries to divert the Internet to his or her own advantage is usual ly chastised.
However, this is becoming more diluted now that ISPs are duking it out for traffic
patterns. Furthermore, all those who participate in the Internet, including all
companies that have IP connections to the Internet, must abide by the rules. Imagine
that: Millions of people all listening to one set of rules.

Refer to slide 15. The TCP/IP protocol suite is governed by an organization known as the
Internet Activities Board (IAB). In the late 1970s, the growth of the Internet was
accompanied by a growth in the size of the interested research community, representing
an increased need for coordination mechanisms. Vint Cerf, then manager of the Internet
Program at DARPA, formed several coordination bodies: an International Cooperation
Board (ICB) to coordinate activities with some cooperating European countries centered
on Packet Satellite research; an Internet Research Group, which was an inclusive
group providing an environment for general exchange of information; and an Internet
Configuration Control Board (ICCB). The ICCB was an invitational body to assist Cerf
in managing the burgeoning Internet activity.

Who Governs the Internet?

In 1983, continuing growth of the Internet community demanded a restructuring of the
coordination mechanisms. The ICCB was disbanded and, in its place, a structure of Task



Forces was formed, each focused on a particular area of the technology (e.g., routers,
end-to-end protocols, etc.). The Internet Activities Board (IAB) was formed from the
chairs of the Task Forces.

By 1985, there was a tremendous growth in the more practical/engineering side of the
Internet. This resulted in an explosion in the attendance at the IETF meetings. This
growth was complemented by a major expansion in the community. No longer was DARPA
the only major player in the funding of the Internet. In addition to NSFnet and the
various U.S. and international government-funded activities, interest in the
commercial sector was beginning to grow. Also in 1985, there was a significant decrease
in Internet activity at DARPA. As a result, the IAB was left without a primary sponsor
and increasingly assumed the mantle of leadership.
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Chapter 7
The Governing Bodies of the I nter net

The growth continued, resulting in even further substructure within both the I1AB and
IETF. The IETF combined Working Groups into Areas, and designated Area Directors. An
Internet Engineering Steering Group (IESG) was formed of the Area Directors. The IAB
recognized the increasing importance of the IETF, and restructured the standards
process to explicitly recognize the IESG as the major review body for standards. The
IAB also restructured so that the rest of the Task Forces (other than the IETF) were
combined into an Internet Research Task Force (IRTF), with the old task forces renamed
as research groups. The growth in the commercial sector brought with it increased
concern regarding the standards process itself. Starting in the early 1980s (and
continuing to this day), the Internet grew beyond its primarily research roots to
include both a broad user community and increased commercial activity. Increased
attention was paid to making the process open and fair. This coupled with a recognized
need for community support of the Internet eventually led to the formation of the
Internet Society in 1991, under the auspices of the Corporation for National Research
Initiatives (CNRI).

In 1992, the Internet Activities Board was reorganized and renamed the Internet
Architecture Board, operating under the auspices of the Internet Society. A more “peer”
relationship was defined between the new IAB and IESG, with the IETF and IESG taking
a larger responsibility for the approval of standards. Ultimately, a cooperative and
mutually supportive relationship was formed among the IAB, IETF, and Internet Society,
with the Internet Society taking on as a goal the provision of service and other
measures that would facilitate the work of the IETF.

T_he éovérning.Bodies of the Internet.

This community spirit has a long history beginning with the early ARPAnet. The early
ARPAnNet researchers worked as a close-knit community to accomplish the initial



demonstrations of packet switching technology described earlier. Likewise, the Packet
Satellite, Packet Radio, and several other DARPA computer science research programs
were multicontractor collaborative activities that heavily used whatever available
mechanisms there were to coordinate their efforts, starting with electronic mail and
adding file sharing, remote access, and eventually, World Wide Web capabilities.
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Chapter 8
An Overall View of the I nter net

This slide depicts the Internet backbone and shows the overall topology of a national
ISP. All of the connection points (shown as cities) are places where the provider has a
serial connection to another one of its sites. Located below these connection points are
points—of-presence (POP), connection points for dial-in and leased-line users. Local
users are connected at POPs by the connection points shown on this map and
throughout the rest of the Internet.

The Internet is a connection of networks. Multiple national ISPs are interconnected
through a concept of peering. There are points on the Internet where national ISPs
connect and allow for routing tables to be shared and allow ubiquitous access to the
Internet for all users.

An Overall View of the Internet
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Chapter 9
|nternet Timeline

Refer to slide 18.

= - == ]
Internet Timeline

Previous

Table of Contents

Next




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 10
Circuit and Packet Switching

Circuit and Packet Switching

 Circuit switching provides for a prebuilt path that is reserved for the length
of the call.

» Packet switching determines a route based on information in the header of the
packet. The packet is switched dynamically and multiple data packets may take
the same route.

» Packet switching is viable for all types of data, whether voice, video, or
store—-and-forward data.

TCP/IP allowed for open communications to exist and for the proliferation of
LAN-to-LAN and LAN-to-WAN connectivity between multiple operating environments.
Its topology and architecture, however, were not based on the methods employed by the
phone company: circuit switching.

The phone company (AT&T, before the breakup) basically laughed at the idea of a
packet switched network and publicly stated that it could never work. A network
whose transmitted information can find its own way around the network? Impossible! A
network in which every transmitted packet of information has the same chance for
forwarding? The phone company maintained its stance that circuit switching was the
only method that should be used for voice, video, or data. Circuit switching by
definition provided guaranteed bandwidth and, therefore, Quality of Service. At that
time, the phone company was correct, but only for voice. Voice and video cannot
withstand delay beyond a small time frame (about 150 mil liseconds, or 0.150 seconds),
but data could! In packet switching, the path is found in real time, and each time the
path should be the same, but it may not be. Still, the information will get from point A
to point B.



There are many differences between circuit switching and packet switching. One is that
In circuit switching, a path is prebuilt before information is sent, whereas packet
switching does not predefine or prebuild a path before sending information. For example,
when you make a phone call, the phone company physical ly builds a circuit for that
call. You cannot speak (transmit information) until that circuit is built. This circuit is
built via hardware. This path is a physical circuit through the telephone network
system; however, the phone company is currently employing other technologies to
allow for “virtual circuit switching” through technologies such as Asynchronous
Transfer Mode, or ATM (beyond the scope of this book). For our comparison, a voice path
is prebuilt on hardware before information is passed. No information is contained in the
digitized voice signal to indicate to the switches where the destination is located. Each
transmitting node has the same chance in getting its information to the receiver.

In packet switching, the information needed to get to the destination station is
contained in the header of the information being sent. Stations, known as routers, in the
network read this information and forward the information along its path. Thousands
of different packets of information may take the exact same path to different
destinations.

Today we are proving that not only is packet switching viable, it can be used for voice,
video, and data. Newer, faster stations on the network along with faster transmission
transports have been invented. Along with this are new Quality of Service protocols
that allow priorities to exist on the network. This allows certain packets of
information to “leapfrog” over other packets of information to become first in the
transmission.
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Chapter 11
TCP/IP Protocol Documents

Complete details of a Request for Comments (RFC) document are contained in RFC 1543,
If TCP/IP is such an open protocol, where does one find out information on the protocol
and other items of interest on the Internet? RFCs define the processing functions of this
protocol, and these documents are available online or may be purchased. Online, they
may be found on any of the three registries: InterNIC (US), RIPE (Europe), and APNIC
(Asia Pacific).

For example, point your Web browser to http://ds.internic.net/rfc/rfc-index.txt and

review the latest index (updated almost daily) of RFCs. My suggestion is that you save
this as a file in your local computer. You will return many times to this document to
find more information about a particular aspect of a protocol. Use the Find tool under
the Edit pulldown menu to provide a search. Be careful: Just because you type in a
word, the search engine may not find specifical ly what you are looking for, so you may
have to know a few things before venturing forth, but for the most part, this is the best
method of weeding through the RFCs.

TCP/IP Protocol Documents

Review RFC 1583.
TCP/IP technical documents are known as Request for Comments, or RFCs.
Can be found at any of the three registries
» APNIC (Asia), RIPE (Europe), INTERNIC (U.S.)
» Point your browser to: ds.internic.net/RFC/rfcxxxx.txt
* Replace the x with the RFC number
Systems engineers should read at a minimum: RFCs 1812, 1122, and 1123.

After finding an RFC, change rfc-index on the URL to rfcxxxx.txt, where x is the RFC
number, and you now have the RFC online. | suggest that you save the RFCs that you


http://ds.internic.net/rfc/rfc�index.txt

will return to the most on your local directory—they can take some time to download.

A majority of individuals are trusting the statements of a company’s implementation of
the TCP/IP protocols more than what is written in an RFC. The RFC is the definitive
document for the TCP/IP protocol suite. | asked some systems engineers who | know two
things:

 When was the last time you reviewed a question by reading an RFC?
 Have you read RFC 1812, 1122, and 1123?

The answer to the first question is generally, “I don’t know” (occasionally, | got the
response, “Hey Matt, get a life!”), and the answer to the second question is, “What’s in
those RFCs?” How any systems engineers can claim that they know the TCP/IP protocol
(as always indicated on their résumés, along with knowledge of 100 other protocols and
applications) without having read these three RFCs? The Web makes it so easy to review
an RFC: Simply point your browser to ds.internic.net/rfc/rfcxxxx.txt, or for an index to
ds.internic.net/rfc/rfc-index.txt. Get the RFC electronically, save it, and then use the
search commands to find what you are looking for.

Previous [Table of Contents INext




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 12
Why Study the RFCs?

It may seem trivial, but | have expanded this section of the book because everyone seems
to be getting away from the RFCs. Also, many people are still getting into the TCP/IP
protocol who may have never seen an RFC before.

The Request for Comments are papers (documents) that define the TCP/IP protocol suite.
They are the Internet’s technical (mostly) documents; | say “mostly” for some are
intellectually humorous (e.g., “A View from the 21st Century” by Vint Cerf, RFC 1607).
An RFC can be written and submitted by anyone; However, any document does not
automatical ly become an RFC. A text document becomes a draft RFC first. At this point
it is considered a public document. A peer review process is then conducted over a period
of time and comments are continual ly made on the draft. It will then be decided
whether or not it becomes an RFC.

Steve Crocker wrote the first RFC in 1969. These memos were intended to be an

informal, fast way to share ideas with other network researchers. RFCs were originally
printed on paper and distributed via snail mail (postal). As the File Transfer Protocol
(FTP) came into use, the RFCs were prepared as online files and accessed via FTP.

Existing RFCs (as of this writing) number over 2200 and contain information on any
aspect of any Internet protocol. Development engineers read these documents and
produce applications based on them.



Why Study the RFCs?

* Request for Comments technically define a protocol for the Internet and are
informational, or even humorous.
* The first RFC was written by Steve Crocker.
» Sent via “snail mail” until FTP came along
« An RFC can be submitted by anyone.
* Does not automatically become an RFC
* First enters as an RFC draft with no number associated
* Must follow the instructions for authors detailed in RFC 1543

For systems engineers, most of the RFCs do not need to be studied. However, for a basic
understanding of the TCP/IP protocol suite, three RFCs must be read. Therefore, in the
spirit of the RFC action words, “you MUST read RFCs 1122, 1123, and 1812 before being
able to state that you understand the TCP/IP protocol suite.” There are many RFCs, but
the majority can be summed up in those three RFCs. The reading is not difficult, and
many things are explained.
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Chapter 13
Submitting an RFC

Submitting an RFC

Anyone can submit an RFC according to RFC 1543.
* A major source for RFCs is the Internet Engineering Task Force (IETF),
which now has over 75 working groups
The primary RFC, including all diagrams, must be written in 7-bit ASCII text.
The secondary publication may be in postscript.
* Primarily used for clarity
Once issued, RFCs do not change.
» Updated by new RFCs
* RFCs can be obsoleted but their numbers are never used again
As TCP/IP evolves, so does the RFC.

Memos proposed to be RFCs may be submitted by anyone. One large source of memos that
become RFCs comes from the Internet Engineering Task Force (IETF). The IETF working
groups (WGs) evolve their working memos (known as Internet Drafts, or I-Ds) until they
feel they are ready for publication. Then the memos are reviewed by the Internet
Engineering Steering Group (IESG) and, if approved, are sent by the IESG to the RFC
Editor. The primary RFC must be written in ASCII text. This includes all pictures, which
leads to some interesting images! The RFC may be replicated as a secondary document in
PostScript (this must be approved by the author and the RFC editor). This allows for an
easy—to-read RFC, including pictures. The primary RFC, however, is always written in
ASCII text. Remember: Simplicity and availability for all is the overall tone of the
Internet. Therefore, in order to interact in a digital world, it is mandatory that
everyone have at least ASCII terminal functions either through a computer terminal or
on aPC.

The format of an RFC is indicated by RFC 1543, “Instructions to Authors,” and also



shown in slide 22. Each RFC is assigned a number in ascending sequence (newer RFCs have
higher numbers, and they are never reassigned). Once issued, RFCs do not change.
Revisions may be made to the RFCs, but revisions are issued as a new RFC. But do not
throw out that old RFC. Some of the newer RFCs only replace part of the older RFC
such as replacing an appendix or updating a function. They may also simply add
something to the older RFC. This is indicated by an “updated-by:” statement on the first
page. ITf a new RFC completely replaces an RFC, the new RFC has “Obsolete: RFC XXXX”
in the upper—left corner of the RFC. The index of RFCs, indicated by the URL given
earlier, contains the information about updates.

The RFCs are continuing to evolve as the technology demands. This allows for the
Internet to become the never-ending story. For example, the wide area network
connection facility known as the Frame Relay specification is becoming very popular,
and there are RFCs to define how to interface TCP to the frame relay protocol. RFCs
also allow refinements to enhance better interoperability. As long as the technology
Is changing, the RFCs must be updated to allow connection to the protocol suite. IPv6 is
well documented with many RFCs.

As of this writing, the IETF now has in excess of 75 working groups, each working on a
different aspect of Internet engineering. Each of these working groups has a mailing
list to discuss one or more draft documents under development. When consensus is
reached on a draft, a document may be distributed as an RFC.
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Chapter 14
RFC Updates

The RFC announcements are distributed via two mailing lists:the “IETF-Announce” list,
and the “RFC-DIST” list. You don’t want to be on both lists.

To join (or quit) the “IETF-Announce” list, send a message to:
IETF-Request@cnri.reston.va.us
To join (or quit) the “RFC-DIST” list, send a message to:

RFC-Request@NIC.DDN.MIL

RFC Updates

* Tojoin or quit the IETF-Announce list, send an email to:
* IETF-Request@cnri.reston.va.us

* To join or quit the RFC-DIST list, send an email to:
¢ RFC-Request@NIC.DDN.MIL
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Chapter 15
RFC Format

First page. Refer to slide 24. Network Working Group. The traditional heading for
the group that founded the RFC series. This appears on the first line on the left-hand
side of the heading.

Request for Comment: nnnn. Identifies this as a request for comments and specifies the
number. Indicated on the second line on the left side. The actual number is filled in at
the last moment before publication by the RFC Editor.

Author Name. The author’s name (first initial and last name only), indicated on the
first line on the right side of the heading.

Author Organization. The author’s organization (company name, col lege division,
etc.), indicated on the second line on the right side.

Submission Date. This is the month and year of the RFC publication. Indicated on the
third line on the right side.

Obsoletes/Updates. If this RFC updates or obsoletes another RFC, it is indicated in the
third line on the left side of the heading.

Category. The category of this RFC, one of: Standards Track, Informational, or
Experimental. This is indicated on the third (if there is no Obsoletes/Updates indication)
or fourth line on the left side.

RFC Format

Title. The title appears, centered, below the rest of the heading. If there are multiple



authors, and if the multiple authors are from multiple organizations, the right-side
heading may have additional lines to accommodate them.

Running headers. The running header in one line (on page 2 and all subsequent pages)
has the RFC number on the left (RFC NNNN), the title centered (possibly an abbreviated
title), and the date (month, year) on the right.

Running footers. The running footer in one line (on all pages) has the author’s last
name on the left and the page number on the right ([Page NJ).

Status section. Each RFC must include on its first page the “Status of this Memo”
section, which contains a paragraph describing the type of RFC.

The content of this section will be one of the three fol lowing statements:

Standards track. “This document specifies an Internet standards track protocol for
the Internet community, and requests discussion and suggestions for improvements.
Please refer to the current edition of the ‘Internet Official Protocol Standards’ (STD
1) for the standardization state and status of this protocol. Distribution of this memo is
unlimited.”

Experimental. “This memo defines an experimental protocol for the Internet
community. This memo does not specify an Internet standard of any kind. Discussion and
suggestions for improvement are requested. Distribution of this memo is unlimited.”

Informational. “This memo provides information for the Internet community. This memo
does not specify an Internet standard of any kind. Distribution of this memo is
unlimited.”

RFC Format (continued)
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Chapter 16
Other RFC Format Requirements

Introduction section. Each RFC should have an Introduction section that (among
other things) explains the motivation for the RFC and (if appropriate) the applicability
of the protocol.

Discussion. The purpose of this RFC is to focus discussion on particular problems in the
Internet and possible solutions. No proposed solutions in this document are intended as
standards for the Internet. Rather, it is hoped that a general consensus will emerge as
to the appropriate solution to such problems, leading eventually to the adoption of
standards.

Interest. This RFC is being distributed to members of the Internet community in order to
solicit their reactions to the proposals contained in it. While the issues discussed may
not be directly relevant to the research problems of the Internet, they may be of
Interest to a number of researchers and implementers.

Status report. In response to the need for maintenance of current information about
the status and progress of various projects in the Internet community, this RFC is issued
for the benefit of community members. The information contained in this document is
accurate as of the date of publication, but is subject to change. Subsequent RFCs will
reflect such changes. These paragraphs need not be fol lowed word for word, but the
general intent of the RFC must be made clear.

References section. Nearly all RFCs contain citations to other documents, and these
are listed in a References section near the end of the RFC. There are many styles for
references, and the RFCs have one of their own.



Other RFC Format Requirements

Introduction.
» Each RFC should have an Introduction section that (among other
things) explains the motivation for the RFC and (if appropriate) describes
the applicability of the protocol described

RFC text.
* The body of the RFC

Discussion.
* The purpose of this RFC is to focus discussion on particular problems in
the Internet and possible solutions

Acknowledgments.
» This is where the author may place individual acknowledgment of
others

References.
* Nearly all RFCs contain citations to other documents, and these are
listed in a References section near the end of the RFC. There are many
styles for references, and the RFCs have one of their own.

Security considerations section. All RFCs must contain a section near the end of the
document that discusses the security considerations of the protocol or procedures that
are the main topic of the RFC.

Author’s address section. Each RFC must have at the very end a section giving the
author’s address, including the name and postal address, the telephone number, a FAX
number (optional), and the Internet email address.

Other RFC Format Requirements (continued)

» Security considerations.
* All RFCs must contain a section near the end of the document that
discusses the security considerations of the protocol or procedures that
are the main topic of the RFC.

« Author’s address.
» Each RFC must have at the very end a section giving the author’s
address, including the name and postal address, the telephone number, a
FAX number (optional), and the Internet email address.

Previous |[Table of Contents [Next




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 17
Requirementsin RFCs

The first RFCs led to ambiguity in the protocol; not everyone reads and interprets
alike. Therefore, most RFCs have the following to indicate precisely what should be
implemented and what is optional:

MUST. This word or the adjective “REQUIRED” means that the item is an absolute
requirement of this specification.

MUST NOT. This phrase means the item is an absolute prohibition of this
specification.

SHOULD. This word or the adjective “RECOMMENDED” means that there may
exist valid reasons in particular circumstances to ignore this item, but the full
implications should be understood and the case careful ly weighed before
choosing a different course.

SHOULD NOT. This phrase means that there may exist valid reasons in particular
circumstances when the listed behavior is acceptable or even useful, but the full
implications should be understood and the case carefully weighted before
implementing any behavior described with this label.

MAY. This word or the adjective “OPTIONAL” means that this item is truly
optional. One vendor may choose to include the item because a particular
marketplace requires it or because it enhances the product. Another vendor may
omit the same item.



Requirements in RFCs

« MUST—The word or adjective “REQUIRED” means that the item is an absolute
requirement of this specification.

« MUST NOT—This phrase means the item is an absolute prohibition of this
specification.

e« SHOULD—The word or the adjective “RECOMMENDED” means that there may
exist valid reason in particular circumstances to ignore this item, but the full
implications should be understood and the case carefully weighed before
choosing a different course.

« SHOULD NOT—This phrase means that there may exist valid reasons in
particular circumstances when the listed behavior is acceptable or even useful,
but the full implications should be understood and the case carefully weighed
before implementing any behavior described with this label.

« MAY—This word or the adjective “OPTIONAL” means that this item is truly
optional. One vendor may choose to include the item because a particular
marketplace requires it or because it enhances the product, while another
vendor may omit the same item.
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Chapter 18
TCP/IP: The Protocols (covered in thisbook) and the
OSl Model

The best way to introduce TCP/IP is by looking at it through the ISO OSI model. | am
not going to discuss the OSI model and its layer functions here. | am placing the
protocol of TCP/IP into this model to show you where the protocol suite sits in this
model.

Let’s start with understanding the functions and protocols by studying their
placement in the OSI model. This slide shows that the protocol suite of TCP/IP has its
place in the OSI model. The heart of the TCP/IP network protocol is at layers 3 and 4.
The applications for this protocol (file transfer, mail, and terminal emulation) run at
the session through the application layer.

As you can see, this protocol runs independently of the data-link and physical layer.
At these layers, the TCP/IP protocol can run on Ethernet, Token Ring, FDDI, serial
lines, X.25, and so forth. It has been adapted to run over any LAN or WAN protocol.
TCP/IP was first used to interconnect computer systems through synchronous lines and
not high—speed local area networks. Today, it is used on any type of media. This includes
serial lines (asynchronous and synchronous) and high—speed networks such as FDDI,
Ethernet, Token Ring, and Asynchronous Transfer Mode (ATM).
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TCP/IP: 'i'he=Protocols (covered in this book) and the OSI Model
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Chapter 19
The Protocol Suite, Accordingto This Book

1. The Internet Protocol (IPv4 and IPv6):
RIP, RIP2, OSPF, ICMP, IGMP, RSVP, and ARP
2. The Transport Control Protocol and the User Datagram Protocol (TCP and
UDP)
3. The suite of specific applications specifical ly developed for TCP/IP:
TELNET
File Transfer Protocol (FTP)
Trivial File Transfer Protocol (TFTP)
Domain Name Service (DNS)
Simple Mail Transfer Program (SMTP)
Real Time Protocol (RTP)
Real Time Control Protocol (RTCP)
Boot Protocol (BOOTP)
Dynamic Host Configuration Protocol (DHCP)
Simple Network Management Protocol (SNMP)

There are many other applications that run on a network using the TCP/IP protocol
suite that are not shown here. Included in this listing are the applications that are
defined in the RFCs and are usually included in every TCP/IP protocol suite that is
offered. However, newer applications or protocols for TCP/IP are sometimes not
included.



The Protocol Suite, According to This Book

e TCP/IP is a family of protocols.

* Internet Protocol (IPv4 and IPv6)
* RIPv1, RIPvV2, OSPF, ICMP, IGMP, RSVP, ARP

* Transport Control Protocol and the User Datagram Protocol
 TCP and UDP

» Suite of applications
o TELNET
* File Transfer Protocol (FTP)
* Trivial File Transfer Protocol (TFTP)
* Domain Name Server (DNS)
e Simple Mail Transfer Protocol (SMTP)
* Real Time Protocol (RTP)
» Real Time Control Protocol (RTCP)
» Bootstrap Protocol (BOOTP)
» Dynamic Host Configuration Protocol (DHCP)
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Chapter 20
|P Overview

The Internet Protocol (IP) is situated at the network layer of the OSI model and is
designed to interconnect packet switched communication networks to form an internet.
It transmits blocks of data cal led datagrams received from the IP’s upper—layer software
to and from source and destination hosts. It provides a best effort or connectionless
delivery service between the source and destination—connectionless in that it does not
establish a session between the source and destination before it transmits its data. This
is the layer that is also responsible for the IP protocol addressing.

In order to allow for multiple IP networks to interoperate, there must be a mechanism
to provide flow between the differently addressed systems. The device that routes data
between different IP addressed networks is cal led a router, which is often erroneously
thought of as being the only function of the IP layer. It is not, and this is explained in
more detail later. The router is basically a traffic cop. You tell the traffic cop where
you want to go and he points you in the right direction. Routers contain ports that are
physical connections to networks. Each of these ports must be assigned a local address.
With more than one router, each router must know the others’ configured information.
We could configure all the IP addresses and their associated ports on a router
statically, but this is a very time—consuming and nonefficient method. Therefore, we
have protocols that distribute the IP address information to each router. These are

cal led routing protocols. The two main types for IP networks are RIP (Routing Information
Protocol, version 1 or 2) and OSPF (Open Shortest Path First). Both are known as
Interior Gateway Protocols (IGPs), protocols that run within a single autonomous
systems. An autonomous system is a collection of networks and routers that is under
one administrative domain. For example, if you work for the Timbuktu Company and you
have seven regional offices in the United States, all communication between those
offices is accomplished via routers all running RIP. You have one domain known as
Timbuktu.com; therefore, all the networks and routers and computer equipment is
under one administrative domain. Connection to the outside world via the Internet
(which is another domain) al lows communication with another company that is under
another administrative domain.



IP Overview

 IP is designed to interconnect packet switched communication networks to
form an internet.

It transmits blocks of data known as datagrams received from IP’s upper—layer
software to and from hosts.

* IP provides best—effort or connectionless delivery service.

 IP is responsible for addressing.

» Two versions of IP: version 4 and version 6.

* Network information is distributed via routing protocols.

You should be aware there are two version of IP: IPv4 (version 4, the current IP) and
IPv6 (version 6, the experimental IP). IPv4 continues to operate admirably, but has
become strained with “patches” to make it continue to work. The latest is the address
scheme and IPv6 was partial ly motivated by the inability to scale and the exhaustion of
IP Class B addresses. IPv6 is a natural evolution of IP and extends the address space to
128 bits and cleans up a lot of unused functions.
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Chapter 21
| GPs, EGPs, and Routing Protocols

IGPs, EGPs, and Routing Protocols

* There is a difference between a routing protocol and a routable protocol.
* A routing protocol is one that is used to propagate route path
information on a network
* A routable protocol is one that has the ability to be routed as opposed
to a nonroutable protocol such as NetBIOS

» IGPs are used as routing protocols within an AS.

» EGPs are used as routing protocols between ASs.

There are two classifications of propagating information: Interior Gateway Protocols
(IGP) and Exterior Gateway Protocols (EGP). An IGP is a routing protocol that
propagates information inside one autonomous system. An EGP is a routing protocol that
propagates information between autonomous systems.

In order for data to be moved across an internet, information on the location of the
networks must be propagated throughout the network. This is the introduction to the
difference between a routing protocol and a routable protocol. IP is a routable protocol.
Propagating information throughout the network as to the location of the networks is
known as a routing protocol. Don’t confuse the two.

I know that | keep using the term autonomous system (AS). Yes, it is defined as a network
that is under a single administrative control, but let’s define that a little—and yes, it
does get a little blurry. Before the plethora of ISPs, anyone connected to the Internet
was assigned an address and used a special protocol (then known as EGP) to connect to
the Internet. Therefore, that connection became known as an autonomous system, and
routes for that network were known on the Internet using EGP (yes, the acronym for
the protocol is the same one used for the definition of the protocol). Autonomous



systems were simply entities connected to the Internet. They were given a special AS
number, and EGP knew how to route this data. An AS could mean a four-user office
with a single Internet connection, a network as large as the one used by General
Motors, or an Internet Service Provider (ISP). So don’t get confused by the term
autonomous system.

Today, ISPs rule the connection to the Internet and an AS is more blurry. The new
protocol that controls routes on the Internet is known as Border Gateway Protocol
(BGP), and it is an EGP (as opposed to an IGP). However, only certain ISPs need this
protocol; all others are simply connections (hierarchical) off of their upstream ISP. So
AS takes on a new meaning. For our purposes, yes, it still means a single customer
network, but for the Internet, it is generally the upper—end ISP. Many IP networks are
simply running as part of their ISP AS.
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Chapter 22
Introduction to Routing Protocols (RIP)

Introduction to Routing Protocols (RIP)

* Rooted in the early days of the ARPAnet.

» Historically tied to the Xerox XNS network operating system
* IPisa routable protocol, it needs a routing protocol to route between
subnets.
 Itis known as a distance vector protocol.
It builds a table of known networks, which is distributed to other routers.
« A hop is one router traversed.

There are a few protocols that handle for a single autonomous system. RIP is the easier
of the two (RIP or OSPF) and came from the Xerox Network System (XNS) protocol. The
origins of RIP are based in the origins of the Internet, but historically it came from
Xerox and its XNS protocol. RIP was freely distributed in the Unix operating system
and, because of its simplicity, gained widespread acceptance. Unfortunately, there are
many deficiencies associated with this protocol, and there have been many “patches”
applied to it to make it work more reliably in large networks. For smaller networks,
the protocol works just fine.

Since, IP is a routable protocol, it needs a routing protocol to enable it to route between
networks. RIP is known as a distance vector protocol. Its database (the routing table)
contains two fields needed for routing: a vector (a known IP address) and the distance
(how many routers away) to the destination. Actually, the table contains more fields
than that, but we will discuss that later.

RIP simply builds a table in memory that contains all the routes that it knows about
and the distance to that network. When the protocol initializes, it simply places the IP
addresses of its local interfaces into the table. It associates a cost with those



interfaces and that cost is usually set to 1 (explained in a moment). The router will
then solicit (or it may wait for information to be supplied to it) information from other
routers on its local ly attached subnets. Eventually, as other routers report (send
their tables) to other routers, each router will have the information needed about all
routes on its subnets or internetwork.

Any IP datagrams that must traverse a router in the path to its destination is said to
have traversed one hop for each router traversed. Therefore, when a router receives a
packet and examines the destination address in the datagram, it will then performa
table lookup based on that destination address. The router will also find the port
associated with this destination address in the database and will forward the datagram
out of that port and onward to the final destination. In RIP, all routers compute their
tables and then give each other their tables (just the IP network address and the cost).
Routers that receive this table will add the cost assigned to the incoming interface
(received port) to each of the entries in the table. The router then decides whether to
keep any of the information in the received table. This information is then passed to
other routers.
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Chapter 23
| ntroduction to Routing Protocols (OSPF)

OSPF is also routing protocol, but it does not compare to RIP with the exception that
It, too, is an IGP. Of course, let’s be fair. In the beginning, when the Internet was
created, the processors that we had were nowhere near the power of what we have
today. In fact, a Honeywell 516 minicomputer was used as the first router (then called
an Internet Message Processor, or IMP). The only micro—CPU in those days was the Z80
from Zilog. RIP worked great on the routers that we had at that time. It had very low
overhead (computationally speaking). OSPF is a great protocol, but at the time of RIP,
there was no machine that could run it economically.

Today, with the faster processors and plentiful memory, OSPF is the routing protocol of
choice (for open routing protocols, that is). It is very efficient when it comes to the
network, although it is a complicated protocol and is very CPU intensive when it builds
its routing table.

OSPF is an IGP protocol. It exchanges routing information within a single autonomous
system (described as those networks and routers grouped into a single domain under one
authority). It can be used in small, medium, or large internetworks, but the most
dramatic effects will be readily noticed on large IP networks. As opposed to RIP (a
distance vector protocol), OSPF is a link-state protocol. It maintains the state of every
link in the domain, and information is flooded to all routers in the domain. Flooding is
the process of receiving the information on one port and transmitting it to all other
active ports on the router. In this way, all routers receive the same information. This
information is stored in a database called the link-state database, which is identical on
very router in the AS (or every area if the domain is split into multiple areas). Based on
information in the link-state database, an algorithm known as the Dykstra algorithm
runs and produces a shortest-path tree based on the metrics, using itself as the root of
the tree. The information this produces is used to build the routing table.



Introduction to Routing Protocols (OSPF)

OSPF is an IGP routing protocol.
Operates differently than RIP.
Used on small, medium, and large networks.
* Most beneficial on large, complex networks
It is a link-state protocol.
* It maintains the knowledge of all links (interfaces) in the AS
The link information is flooded to all other routers in the AS (or area).
« All routers receive the same link information
All routers compute their own tables based on the link information.
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Chapter 24
Other |P-Redated Protocols

The Internet Control Message Protocol (ICMP) is an extension of the IP layer. This is
the reason that it uses an IP header and not a UDP (User Datagram Protocol) header.
The purpose of ICMP is to report or test certain conditions on the network. IP delivers
data and has no other form of communication. ICMP provides some error reporting
mechanism for IP. Basically, it allows internet devices (hosts or routers) to transmit
error or test messages. These error messages may be that a network destination cannot
be reached or they may generate/reply to an echo request packet (PING, explained
later).

The Internet Group Management Protocol (IGMP) is an extension of the IP protocol
that allows for multicasting to exist for IP. The multicast address already existed for
IP but there was not a control protocol to allow it to exist on a network. IGMP is a
protocol that operates in workstations and routers and allows the routers to
determine which multicast addresses exist on their segments. With this knowledge,
routers can build multicast trees allowing multicast data to be received and
propagated to their multicast workstations. IGMP headers are used as the basis for all
multicast routing protocols for IPv4.

RSVP is called the resource reservation protocol and al lows some semblance of Quality of
Service (QoS) to exist using IP. It used to be we could increase the speed of a network to
allow more bandwidth on which to fit hungry applications. With that capability, QoS
was essential ly ignored. However, bandwidth cannot continual ly expand. The Internet
was not provisioned for Quality of Service, and RSVP is the first attempt to allow for
It. Its benefits are apparent in multicasting applications, but it can be used with unicast
applications as well. It al lows stations on the network to reserve resources via the
routers on the network.



Other IP-Related Protocols

» ICMP is an extension of the IP protocol.

* IP is connectionless

» Possible to have errors but they are not reported by IP

* ICMP allows for internet devices to transmit error or test messages
* IGMP is also an extension of the IP protocol.

» Allows for multicast to operate on an internetwork

* Allows hosts to identify the groups they want to the router
* RSVP is an entrance to providing QoS on an IP internet.

» Allows devices to reserve resources on the network
* ARP provides the ability to translate between 48-bit physical-layer addresses
and 32-bit IP addresses.

ARP is not real ly part of the network layer; it resides between the IP and data-link
layers. It is the protocol that translates between the 32-bit IP address and a 48-bit
Local Area Network address. ARP is only used with IPv4; IPv6 has no concept of ARP.
Since IP was not intended to run over a LAN, an address scheme was implemented to
allow each host and network on the internet to identify itself. When TCP/IP was
adapted to run over the LAN, the IP address had to be mapped to the 48-bit datalink or
physical address that LANs use, and ARP is the protocol that accomplishes it.
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Chapter 25
Introduction to Transport Layer Protocols

Introduction to Transport Layer Protocols

» TCP provides for reliable data transfer using sequence numbers and
acknowledgments.
« UDP provides a simple connectionless transport layer to allow applications
access to the IP.
« RTP and RTCP are framework protocols that are usually incorporated into
an application.

 Itisplaced at the transport layer software to work alongside TCP

Since IP provides for a connectionless delivery service of TCP (Transmission Control
Protocol) data, TCP provides application programs access to the network, using a
reliable connection-oriented transport—layer service. This protocol is responsible for
establishing sessions between user processes on the internet, and also ensures reliable
communications between two or more processes. The functions that it provides are to:

1. Listen for incoming session establishment requests

2. Request a session to another network station

3. Send and receive data reliably using sequence numbers and acknowledgments
4. Gracefully close a session

The User Datagram Protocol (UDP) provides application programs access to the network
using an unreliable connectionless transport-layer service. It al lows the transfer of
data between source and destination stations without having to establish a session
before data is transferred. This protocol also does not use the end—to-end error
checking and correction that TCP uses. With UDP, transport-layer functionality is
there, but the overhead is low. It is primarily used for those applications that do not
require the robustness of the TCP protocol; for example, mail, broadcast messages,



naming service, and network management.

The Real Time Protocol (RTP) and the Real Time Control Protocol (RTCP) allow for
real—time applications to truly exist on an IP network. RTP resides at the transport
layer and works alongside the TCP protocol, and is a replacement for the TCP protocol
for real—time applications. RTCP is the protocol that provides feedback to the RTP
application and lets the application know how things are going on the network. The
protocols are actual ly frameworks more than protocols and are usually included in
the application itself rather than residing as a separate protocol that has an interface.

Data is not the only information that is being passed around on the Internet.
Multimedia applications such as voice and video are moving from experimental status to
emerging. However, voice and video cannot simply be placed on a connectionless, packet
switched network. They need some help, and RTP, along with RTCP, provides this help.
This in conjunction with RSVP is paving the way for real-time applications on the
Internet.
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Chapter 26
Introduction to the TCP/IP Standard Applications

Introduction to the TCP/IP Standard Applications

TELNET—Provides remote terminal emulation.
FTP—Provides a file transfer protocol.

TFTP—Provides for a simple file transfer protocol.
SMTP—Provides a mail service.

DNS—Provides for a name service.
BOOTP/DHCP—Provides for management of IP parameters.

Remote terminal emulation is provided through the TELNET protocol. For new users of
the TCP/IP protocol, this is not Telenet, a packet switching technology using the CCITT
standard X.25. It is pronounced TELNET. This is an application-level protocol that
allows terminal emulation to pass through a network to a remote network station.
TELNET runs on top of the TCP protocol and allows a network workstation to appear
as a local device to a remote device (i.e., a host).

The File Transfer Protocol (FTP) is similar to TELNET in terms of control, but this
protocol allows for data files to be reliably transferred on the Internet. FTP resides
on top of TCP and uses it as its transport mechanism. TFTP is a simplex file transfer
protocol (based on an unreliable transport layer called UDP), and is primarily used for
boot loading of configuration files across an internet.

The Simple Mail Transport Protocol (SMTP) is an electronic mail system that is robust
enough to run on the entire Internet system. This protocol allows for the exchange of
electronic mail between two or more systems on an internet. Along with a system
known as Post Office Protocol, individual users can retrieve their mail from
centralized mail repositories.



The Domain Name Service (DNS) is a centralized name service that allows users to
establish connections to network stations using human-readable names instead of
cryptic network addresses. It provides a name-to-network address translation service.
There are many other functions of DNS, including mail server name to IP address
translation. Mail service would not exist if not for the DNS.

The Boot Protocol (BOOTP) and Dynamic Host Configuration Protocol (DHCP) allow
for management of IP parameters on a network. These protocols do not provide for
router configurations but endstation configurations. BOOTP was the original protocol
that provided not only a workstation’s IP address but possibly its operating image as
well. DHCP is best known for its management al location scheme of IP addresses and is a
superset of BOOTP that provides extended functions of IP as well as IP address
management.
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Chapter 27
Thelnternet Protocol (I1P)

Now that the introductions are over, let’s get into the technical details of the TCP/IP
protocol suite. The main goal of IP is to provide interconnection of subnetworks (the
interconnection of networks, explained later) to form an internet in order to pass data.

The IP protocol provides four main functions:

basic unit for data transfer,
addressing,

routing, and

fragmentation of datagrams.

o

The Internet Protocol (IP)

» IP’s main function is to provide for the interconnection of subnetworks to
form an internet in order to pass data.
* The functions provided by IP are:

» Basic unit for data transfer

» Addressing

* Routing

* Fragmentation of datagrams
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Chapter 28
Connectionless, Best—Effort Delivery Service

The IP layer provides the entry into the delivery system used to transport data across
the Internet. Usual ly, when anyone hears the name IP, he or she automatical ly thinks
of the networks connected together through devices commonly known as routers, which
connect multiple subnetworks together. It is true the IP performs these tasks, but the IP
protocol performs many other tasks, as mentioned previously. The IP protocol runs in
all the participating network stations that are attached to subnetworks so that they
may submit their packets to routers or directly to other devices on the same network. It
resides between the datalink layer and the transport layer. IP also provides for
connectionless data delivery between nodes on an IP network.

Connectionless, Best-Effort Delivery Service

* Implements two functions: addressing and fragmentation.
» IP encapsulates data handed to it from its upper-layer software with its
headers.
 IP delivers data based on a best effort.
* Transmits an encapsulated packet and does not expect a response
 IP receives data handed to it by the datalink.
» Decapsulates a packet (strips its headers off) and hands the data to its
upper—layer software

The primary goal of IP is to provide the basic algorithm for transfer of data to and from
a network. In order to achieve this, it implements two functions: addressing and
fragmentation. It provides a connectionless delivery service for the upper-layer
protocols. This means that IP does not set up a session (a virtual link) between the
transmitting station and the receiving station prior to submitting the data to the
receiving station. It encapsulates the data handed to it and delivers it on a best—effort
basis. IP does not inform the sender or receiver of the status of the packet; it merely



attempts to deliver the packet and will not make up for the faults encountered in this
attempt. This means that if the datalink fails or incurs a recoverable error, the IP
layer will not inform anyone. It tried to deliver (addressed) a message and failed. It is
up to the upper—-layer protocols (TCP, or even the application itself) to perform error
recovery. For example, if your application is using TCP as its transport layer protocol,
TCP will time—out for that transmission and will resend the data. If the application is
using UDP as its transport, then it is up to the application to perform error recovery
procedures.

IP submits a properly formatted data packet to the destination station and does not
expect a status response. Because IP is a connectionless protocol, IP may receive and
deliver the data (data sent to the transport layer in the receiving station) in the
wrong order from which it was sent, or it may duplicate the data. Again, it is up to the
higher-layer protocols (layer 4 and above) to provide error recovery procedures. IP is
part of the network delivery system. It accepts data and formats it for transmission to
the datalink layer. (Remember, the datalink layer provides the access methods to
transmit and receive data from the attached cable plant.) IP also retrieves data from
the datalink and presents it to the requesting upper layer.
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Chapter 29
Data Encapsulation by Layer

IP will add its control information (in the form of headers), specific to the IP layer
only, to the data received by the upper layer (transport layer). Once this is
accomplished, it will inform the datalink (layer 2) that it has a message to send to the
network. At the network layer, encapsulated data is known as a datagram (rumor has it
that this term was coined referring to a similar message delivery system known as the
telegram). This datagram may be transferred over high-speed networks (Ethernet,
Token Ring, FDDI). When the datalink layer adds its headers and trailersitiscalled a
packet (a term referring to a small package). When transmitted onto the cable, the
physical layer frames (basically with signaling information such as the preamble for
Ethernet or the flag field for Frame Relay and X.25) the information it has received
from the datalink layer; therefore, it is called a frame. For most of us, the terms frame
and packet are interchangeable. If you want to get into an argument about those terms
you need to go find the people who are still arguing about baud and bits per second
(bps). For simplicity, considering that the primary focus of the book is network protocols
over high-speed networks, packets and frames will be synonymous. Frames will not be
mentioned unless the original specification mandated that term. It is important to
remember that IP presents datagrams to its lower layer (the datalink layer). When |
talk about a datagram, | am specifically talking about the IP layer. When | talk about
a packet, | am specifical ly talking about the access layer (data link and physical).

The IP protocol does not care what kind of data is in the datagram. All it knows is that
it must apply some control information, called an IP header, to the data received from
the upper-layer protocol (presumably TCP or UDP) and try to deliver it to some station
on the network or internet.

)

Data Encapsulation by Layer




The IP protocol is not completely without merit. It does provide mechanisms on how
hosts and routers should process transmitted or received datagrams, or when an error
should be generated, and when an IP datagram may be discarded. To understand the IP

functionality, a brief look at the control information it adds (the IP header) to the
packet will be shown.
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Chapter 30
| Pv4 Header

There are many header fields in the IP header, each with a defined function to be
determined by the receiving station. The IP header is shown here, encapsulated in an
Ethernet packet.

The first field is the VERS, or version, field. This defines the current version of IP
implemented by the network station. Version 4 is the latest version. The other versions
out there are in experimental stages, or the experiments are finished and the protocol
did not make it or was used to test version 6. There are three versions of IP that are
running today: 4, 5, and 6. Most do not believe that version 5 is out there but itis; it is
known as the Streams 2 protocol. The following information was taken from RFC 1700.

Assigned Internet Version Numbers
Decimal Keyword Version References
0 Reserved
1-3  Unassigned

4 IP Internet Protocol RFC791
5 ST ST Datagram Mode

6 IPv6 RFC 1883

7  TP/IX TP/IX: The Next Internet

8 PIP The P Internet Protocol

9 TUBA TUBA

10-14  Unassigned
15 Reserved




IPv4 Header

Previous

Table of Contents

Next




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 31
Header Length, Service Type, and Total Length Fields

The length of the IP header (all fields except for the IP data field) can vary. Not all
the fields in the IP header need to be used. Fields are measured in the amount of 32-bit
words. The shortest IP header will be 20 bytes; therefore, this field would contain a5
(20 bytes = 160 bits; 160 bits/32 bits = 5). This field is necessary, for the header can be
variable in length depending on the field called options. IPv6 has a static-length
header field.

The service field was a great idea, but it is rarely used and is usually set to 0. This was a
entry that would allow applications to indicate the type of routing path they would
like (the key point here is that the application chooses this field). For example, a
real-time protocol would choose low delay, high throughput, and high reliability—a
file transfer does not need this. A TELNET session could choose low delay with normal
throughput and reliability. There is another side to this story, however. The router
must support this feature as well and this usually means building and maintaining
multiple routing tables. The Service type is made up of the following fields: precedence,
delay, throughput, and reliability. However, supporting this field caused the router to
support multiple routing tables per router, and this complication never progressed with
the router vendors. This precedence bits of the service field may have an entry of zero
(normal precedence) and up to 7 (network control), which allows the transmitting
station’s application to indicate to the IP layer the priority of sending the datagram.
This is combined with the D (delay), T (throughput), and R (reliability) bits. This field is
known as a Type of Service (TOS) identifier, and these bits indicate to a router which
route to take:

Header Length, Service Type, and Total Length Fields

D bit. Request low delay when set to 1



T bit. Request high throughput when set to 1
R bit. Request high reliability when set to 1

For example, if there is more than one route to a destination, the router could read this
field to pick a route. This becomes important in the OSPF routing protocol, which is the
first IP routing protocol to take advantage of this. If the transaction is a file transfer,
you may want to set the bits to 0 0 1 to indicate that you do not need low delay or high
throughput, but you would like high reliability. TOS fields are set by applications (i.e.,
TELNET or FTP) and not routers. Routers only read this field, they do not set this
field. Based on the information read, routers will select the optimal path for the
datagram. It is up to the TCP/IP application running on a host to set these bits before
transmitting the packet on the network. It does require a router to maintain multiple
routing tables—one for each type of service.

The total length is the length of the datagram (not packet) measured in bytes (this
field allots for 16 bits, meaning the data area of the IP datagram may be 65535 bytes in
length). IPv6 allows for a concept known as jumbo datagrams. Remember, TCP may not
always run over Ethernet, Token Ring, and so on. It may run as a channel attached to a
Cray super—-computer that supports much larger data sizes.
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Chapter 32
Fragmentation

Fragmentation

» Different media allows for different-sized datagrams to be transmitted and
received.
* Fragmentation allows a datagram that is too large to be forwarded to the
next LAN segment to be broken up into smaller segments to be reassembled at
the destination.
« The fragmentation occurs at the router that cannot forward it to the next
interface.
» Applications should use path MTU discovery to find the smal lest datagram
size.

* Do not depend on the router

A great idea, but basical ly discouraged, is the capability of fragmentation. There may
be times when a packet transmitted from one network may be too large to transmit on
another network. The default datagram size (the data and IP headers but not the
Ethernet packet headers of the physical frame headers or trailers), known as the path
MTU, or Maximum Transmission Unit, is defined as the size of the largest packet that
can be transmitted or received through a logical interface. This size includes the IP
header but does not include the size of any Link Layer headers or framing (Reference
RFC 1812). It defaults to 576 bytes when the datagram is to be sent remotely (off the
local subnet). Many IP datagrams are transmitted at 576 bytes, a recommended standard
size, instead of queuing the max MTU size.

But why cripple networks that support large packets? If a TCP connection path is from
FDDI to Token Ring, why should the default datagram size be only 576 bytes when
these media types support much larger packet sizes? The answer is, it shouldn’t, but we
cannot guarantee that any intermediate media types between the Token Ring and the




FDDI support those large sizes. For example, suppose the source is a Token Ring station
and the destination is an FDDI station. In between the two stations are two Ethernet
networks that support only 1518-byte packets. There are no tables in the routers or
workstations that indicate media MTU (maximum transmission unit). There is a protocol
(path MTU discovery, RFC 1981 for IPv6 and 1191 for IPv4) that allows for this, but
under IPv4 it is optional whether the router and workstations implement it. Therefore,
to be safe, instead of implementing RFC 1191, a transmitting station will send a 576-byte
datagram or smaller when it knows the destination is not local.

Another example is when a host is initialized on an Ethernet, it can send a request for a
host server to boot it. Let’s say the bootstrap host is on an FDDI network. The host
sends back a 4472-byte message, and this is received by the bridge. Normally, the bridge
will discard the packet because bridges do not have the capability of fragmenting an IP
datagram. Therefore, some bridge vendors have placed the IP fragmentation algorithm
in their bridges to allow for something like this to occur. This is a great example of how
proprietary (albeit based on an standard) implementation of certain protocols can
benefit the consumer.

Although a router will fragment a datagram, it will not reassemble it. It is up to the
receiving host to reassemble the datagram. Why? Well, considering the implication of
CPU and memory required to reassemble every datagram that was fragmented, this
would be an overwhelming feature of the router. If there were 2000 stations
communicating all using fragmentation, it could easily overwhelm a router, especially
in the early days.

A fragmented IP datagram contains the fol lowing fields:

Identification. Indicates which datagram fragments belong together so datagrams do
not get mismatched. The receiving IP layer uses this field and the source IP address to
identify which fragments belong together.

Flags. Indicate whether more fragments are to arrive or no more data is to be sent for
that datagram (no more fragments).

Whether or not to fragment a datagram (a don’t-fragment bit). If a router receives a
packet that it must fragment to be forwarded and the don’t-fragment bit is set, then it
will discard the packet and send an error message (through a protocol known as ICMP,
discussed later) to the source station.

Offset. Each IP header from each of the fragmented datagrams is almost identical. This
field indicates the offset (in bytes) from the previous datagram that continues the
complete datagram. In other words, if the first fragment has 512 bytes, this offset
would indicate that this datagram starts the 513th byte of the fragmented datagram. It
Is used by the receiver to put the fragmented datagram back together.
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Fragmentation (continued)

Using, the total length and the fragment offset fields, IP can reconstruct a
fragmented datagram and deliver it to the upper-layer software. The total length
field indicates the total length of the original packet, and the offset field indicates to
the node that is reassembling the packet the offset from the beginning of the packet. It
is at this point that the data will be placed in the data segment to reconstruct the

packet.
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Chapter 33
TimetoLive(TTL)

This field seems to confuse many people, so let’s state what it does up front. Time to
Live (TTL) indicates the amount of time that a datagram is al lowed to stay on the
network. It is not used by the routers to count up to 16 to know when to discard a
packet. There are two functions for the TTL field: to limit the lifetime of a TCP
segment (transmitted data) and to end routing loops.

The initial TTL entry is set by the originator of the packet, and it varies. To be efficient,
a routing update will set this field to a 1 (RIP will). Why set it to anything else, when
that update is sent only to its local segments? Multicast protocols set it to many
different sizes to limit the scope of the multicast. For normal usage, many applications
set it to 32 or 64 (2 and 4 times the size of a RIP network). Time to live is a field that is
used by routers to ensure that a packet does not endlessly loop around the network.
This field (currently defined as the number of seconds) is set at the transmitting station
and then, as the datagram passes through each router, it will be decremented. With the
speed of today’s routers, the usual decrement is 1. One algorithm is that the receiving
router will notice the time a packet arrives, and then, when it is forwarded, the router
will decrement the field by the number of seconds the datagram sat in a queue waiting
for forwarding. Not all algorithms work this way. A minimum decrement will always be
1. The router that decrements this field to O will discard the packet and inform the
originator of the datagram (through the ICMP protocol) that the TTL field expired and
the datagram did not make it to its destination.

s

T S L S kL

Time to

Live (TTL)

The time-to-live field may also be set to a certain time (i.e., initialized to a low number
like 64) to ensure that a packet stays on the network for only a set time. Some routers
allow the network administrator to set a manual entry to decrement. This field may



contain any number from 0 to 255 (an 8-bit field).
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Chapter 34
Protocol and Checksum Fields

What IP asks here is, who above me wants this data? The protocol field is used to
indicate which higher-level protocol should receive the data of the datagram (i.e.,
TCP, UDP, OSPF, or possibly other protocol). This field al lows for multiplexing. There
are many protocols that may reside on top of IP. Currently, the most common transport
implementations are TCP and UDP. If the protocol field is set to a number that identifies
TCP, the data will be handed to the TCP process for further processing. The same is true
If the frame is set to UDP or any other upper—layer protocol. This field becomes very
apparent to anyone who troubleshoots networks. Simply stated, it al lows for IP to
deliver the data (after it strips off and processes its fields) to the next intended
protocol.

The second field is a Cyclic Redundancy Check (CRC) of 16 bits. How this number is
arrived at is beyond the scope of this book, but the idea behind it is to ensure the
integrity of the header. A CRC number is generated from the data in the IP data field
and placed into this field by the transmitting station. When the receiving station reads
the data, it will compute a CRC number. If the two CRC numbers do not match, there is
an error in the header and the packet will be discarded. Stretching it, you may think of
this as a fancy parity check. As the datagram is received by each router, each router
will recompute the checksum. Why change it? Because the TTL field is changed by each
router the datagram traverses.

1 [y =
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.Protocol and Checksum Fields
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Chapter 35
| P Options Field

This field is found on IPv4 packet headers. It contains information on source routing
(nothing to do with Token Ring), tracing a route, timestamping the packet as it
traverses routers, and security entries. These fields may or may not be in the header
(which allows for the variable length header). It was found that most of these
features were not used or were better implemented in other protocols, so IPv6 does not
implement them as a function of the IP header.

Source routing is the ability of the originating station to place route information into

the datagram to be interpreted by routers. Router will forward the datagram based on

information in the source route fields, and in some cases, it will be blind. The originator
indicates the path it wishes to take, and the routers must obey, even if there is a better

route. There are two types: loose source route (LSR) and strict source route (SSR).

The difference between the two is relatively simple. Routes (IP addresses) are placed in
a field of the IP header. The IP addresses indicate the route the datagram would like to
take to the destination. Loose source route allows a router to forward the datagram
to any router it feels is correct to service the next route indicated in the source route
field. A complete list of IP addresses from the source to the destination is probably not
in the IP header, but some points in the Internet should be used to forward the
datagram. For example, IP multicast uses LSR for tunneling its IP multicast datagrams
over the nonmulticast—-enabled IPv4 Internet. Strict source routing forces a router to
forward a datagram to its destination completely based on the routes indicated by the
source route field.
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IP Options Field

The Traceroute is a very useful utility. It allows the echoing of the forwarding path of



a datagram. With this option set, the points to which the datagram is routed are echoed
back to the sender. This allows you to follow a datagram along a path. It is very often
used in troubleshooting IP networks. If you have Windows 95, you have this utility.
Type in (DOS prompt) “tracert <IP address>" and watch the echo points on your screen.

IPv6 eliminated this field and those functions that were not used or were better
implemented by other protocols.
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Chapter 36
Sour ce and Destination Address Fields

The next fields are the source and destination address fields. These fields are very
important for they identify the individual IP network and station on any IP network.
These are particularly important, for users will be most aware of this when starting
their workstation or trying to access other stations without the use of a domain name
server or an up-to-date host file. These fields indicate the originator of the datagram,
the final destination IP address that the packet should be delivered to, and the IP
address of the station that original ly transmitted the packet. All hosts on an IP
internet will be identified by these addresses. IP addressing is extremely important and a
full discussion follows. Currently, these addresses are set to 32 bits, which allows for
over 4 billion addresses.

This may sound like a lot of addresses but unfortunately, many mistakes were made in
assigning IP addresses to corporations and individuals. The mistakes were made
unknowingly, for this protocol suite took off by surprise. This is ful ly discussed at the
end of this section. There are two types of addresses: classless and classful. Both types
will be presented.

P S s 1w e e

Source and Destination Address Fields

IPv6, the next version of IP (currently being implemented as autonomous islands in the
sea of IPv4), allows for 128 bits of address, which basical ly allows for thousands of
billions of hosts to be numbered. Also, with IPv6, an efficient al location scheme was
developed to hand out IPv6 addresses as well.
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Chapter 37
The P Address Scheme

Every systems engineer who understands IP, understands the IP address scheme. It can
be the most confusing aspect of IP, however, it must be learned. Do not confuse this
addressing structure with that of media (Ethernet) address. The ideas and concepts that
evolved the protocol of TCP/IP were devised separate from any datalink protocols of
Ethernet and Token Ring. Hosts were not attached to a local high-speed network (like
Ethernet or Token Ring). Hosts communicated with each other through low-speed,
point—to—-point serial lines (telephone lines). Therefore, an addressing scheme to
identify TCP/IP hosts and where they were located was implemented. The addressing
scheme used to identify these hosts is cal led the 32-bit IP address. This is also known as
a protocol address.

There are two types of network addressing schemes used with IP:

Classless. The full address range can be used without regard to bit reservation
for classes. This type of addressing scheme is primarily not used in direct host
assignment. The scheme is directly applied to the routing tables of the Internet
and ISPs.

Classftul. The original (RFC 791) segmentation of the 32-bit address into specific
classes denoting networks and hosts.

The fun part is that the range of addresses (32 bits for IPv4) available are used for both
classless and classful addressing. Most of us will never have to worry about the
classless range of IP addressing, for it is used on the Internet itself and not on
customer networks. It provides an easy method with which to reduce the routing tables
and allow large address ranges to be provided to the ISPs. The first part of this section
will deal with classful, since it started first and is continuing to be used on many
networks. It is confusing, but keep reading.



The IP Address Scheme

» Two types of addressing schemes for IPv4:
» Classful (based on RFC 791)—The original style of addressing based on
the first few bits of the address
» Generally used in customer sites
» Classless—The new style of addressing that disregards the Class bits of
an address and applies a variable 32 prefix (mask) to determine the
network number
» Generally used by the global routing tables and ISPs
» Enables very efficient routing, smaller routing tables
* Enables efficient IP address al location (to the ISPs) and
assignment (to the ISP customer)

The second part of this section will deal with classless addressing and the concepts of
CIDR (Classless InterDomain Routing), Variable Length Subnet Masks (VLSM), and
supernetting.
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Chapter 38
Classful Addressing—The Original Address Scheme

Classful Addressing—The Original Address Scheme

Based on RFC 791.

An addressing scheme based on a simple hierarchy.

Class of address determined by the first few bits of the address.
Uses the dotted decimal notation system.

Allocated by the Internet Registry.

All addresses ultimately owned by the IANA.

Many, many years ago, RFC 760 introduced IP. The beginnings of the IP addressing
scheme were very simple and flat. This RFC didn’t have a concept of classes (not to be
confused with classless IP of today); addressing was an 8-bit prefix that al lowed as
many as 200+ networks and a lot of hosts per network. RFC 791 obsoletes RFC 760 and
this RFC included the concept of IP address classes. Back then, it was easy to change
addressing schemes for there were but a few hosts on the entire network. RFC 950
introduced us to subnetting and RFC1518 introduced the CIDR (classless) protocol.
There have been many enhancements to the original IP addressing scheme, but they
continue to operate on the bases of Class and Classless.

Addressing’s purpose was to allow IP to communicate between hosts on a network or on
an internet. Classful IP addresses identify both a particular node and a network
number where the particular node resides on an internet. IP addresses are 32-bits long,
separated into four fields of 1 byte each. This address can be expressed in decimal, octal,
hexadecimal, and binary. The most common IP address form is written in decimal and is
known as the dotted decimal notation system.

There are two ways that an IP address is assigned; it all depends on your connection. If
you have a connection to the Internet, the network portion of the address is assigned



through an Internet Service Provider. Yes, there are three addresses assigned for
private addressing. But for a connection to the Internet, at least one address must be
defined as a public address assigned to you by the ISP.

To identify all hosts on your network with public address, the ISP will only provide the
network range (a continuous IP network address segment) that you may work with. It
will not assign host numbers nor assign the network numbers to any part of your
network. If your network will never have a connection to the Internet, you can assign
your own addresses, but it is highly recommended that you follow RFC 1918 for the
private assignment. These are Class A, Class B, and Class C address assignments for
private use.
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Chapter 39
| P Address Format

Each host on a TCP/IP network is uniquely identified at the IP layer with an address
that takes the form of <netid, hostid>. The address is not real ly separated and is read as
a whole. The whole address is always used to fully identify a host. There is no
separation between the fields. In fact, when an IP address is written, it is hard to tell
the distinction between the two fields without knowing how to separate them.

The following shows the generalized format of an IP address:
<Network Number, Host Number> in the form of XXX.XXX.XXX.XXX

In decimal, the address range is 0.0.0.0 through 255.255.255.255. 128.4.70.9 is an example of
an IP address. When looking at this address, it is hard to tell which is the network
number and which is the host number, let alone a subnet number. Except for the first
byte, any of the bytes can indicate a network number or host number. The first byte
always indicates a network number. In order to understand how this is accomplished,
let’s look first at how IP addresses are divided.

Each byte (or in Internet terms, an octet) is 8 bits long, naturally! Each of the bytes,
however, can identify a network, a subnetwork, or a host.

As shown in the slide, there are 32 bits separated into 4 bytes that are used to represent
an IP address. The network number can shift from the first byte to the second byte to
the third byte. The same can happen to the host portion of the address. xxx represents a
decimal number from 0 to 255 (the reason for three xs).



IP Address Format

Uniquely identifies both the network and the host in one address.

Uses the form:

<Network ID Host Number>

The address is 32 bits in length which is further separated into 4 bytes of 8 bits
each.

XOXHKHHX . XXXXXXXX . XKKKKKKKXXXXXXXX

* There are five classes of addresses: A-E.

IP addresses are divided into five classes: A, B, C, D, and E. RFC 791, which classified
these types, did so without the foregoing knowledge of subnets. The classes al lowed for
various amounts of networks and hosts to be assigned. Classes A, B, and C are used to
represent host and network addresses. Class D is a special type of address used for
multicasting (for example, OSPF routing updates use this type of address as well as IP
multicast). Class E is reserved for experimental use.

For those trying to figure out this addressing scheme, it is best if you also know the
binary numbering system and are able to convert between decimal and binary. Finally,
IP addresses are sometimes expressed in hexadecimal and it is helpful to know. IPv6 uses
only hexadecimal. The most common form for IPv4 is decimal. This book shows most
addresses in binary and decimal.
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Chapter 40
| dentifying a Class

For network and host assignment, Classes A through C are used. Class D is not used for
this, and Class E is never assigned. Referring to the slide, we can see how the classes are
actually defined. How does a host or internet device determine which address is of
which class? Since the length of the network ID is variable (dependent on the class), a
simple method was devised to allow the software to determine the class of address and,
therefore, the length of the network number.

The IP software will determine the class of the network ID by using a simple method of
reading the first bit(s) in the first field (the first byte) of every packet. IP addresses
contain 4 bytes. The slide shows an address in binary. If you are not familiar with
binary, | suggest you study up on it, for understanding addressing, especial ly classless
addressing, can only be figured out by converting the address to binary.

The slide breaks the IP address down into its binary equivalent. If the first bit of the
first byteisa 0, itisa Class A address. If the first bitis a 1, then the protocol mandates
reading the next bit. If the next bitisa 0, then it is a Class B address. If the first and
second bits are 1 and the third bitisa0, it is a Class C address. If the first, second, and
third bits are 1, the address is a Class D address and is reserved for multicast addresses.
Class E addresses are reserved for experimental use.

Ide.ntifying a Class
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Chapter 41
Class A Address

Class A addresses take the 4-byte form <network number.host.host.host>, bytes 0, 1, 2,
and 3. Subnetting has not been introduced here yet! Class A addresses use only the first
of the 4 bytes for the network number. Class A is identified by the first bit in the first
byte of the address. If this first bit is a 0, then it identifies a Class A address. The last 3
bytes are used for the host portion of the address.

Class A addressing al lows for 126 networks (using only the first byte) with up to
16,777,214 million hosts per network number. The range for Class A is 1-126. With 24 bits
in the host fields (last 3 bytes), there can be 16,277,214 hosts per network (again,
disregarding subnets). This is actually (2"24) — 2. We subtract 2 because no host can be
assigned all Os (reserved to indicate a default route, which will be explained later) and
no host can be assigned all 1s. For example, 10.255.255.255 is not al lowed to be assigned
to a host, although it is a valid address. Yes, this is a broadcast address.

Ifall 7 bits are set to 1 (starting from the right), this represents 127 in decimal, and
127.x.x.X is reserved as an internal loopback address and cannot be assigned to any host
as a unique address. This is used to indicate whether your local TCP/IP stack (software)
iIs up and running. The address is never seen on the network. You may want to look at
your machine IP addresses (usually by typing netstat —r at the command line) and you
will notice that every machine has 127.0.0.1 assigned to it. The software uses this as an
internal loopback address. You should not see this address cross over the LAN (via a
protocol analyzer such as a Sniffer.) In fact, 127.anything is proposed as the loopback.
127.1.1.1 delivers the same results as 127.0.0.1. Think about it. A whole address range
assigned to one function: loopback. The problem is, if we tried to change it, it would
probably cause mayhem on the millions of hosts that currently use IP.
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Today, Class A addresses are being handed out through a different method involving
Internet Service Providers that uses the Classless InterDomain Routing Protocol
(CIDR), which is explained at the end of this section. When you get a Class A address,
you will be told to subnet it appropriately (you will be told what the subnet address
1S). You will not get the whole Class A address. A good question here: How much of the
address space does a Class A address define? (Hint: Do not think of it as a Class address
but do use the first bit to answer the question). Give up?
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Chapter 42
Class B Address

Okay, the answer is, 50 percent of the available address space is defined by Class A.
How? Change the address Class bits to binary. Since the address is defined by the first
bit alone and the next 31 bits are disregarded, it represents 50 percent of the available
bits for address assignment (for those scratching their heads, it is 231 bits, which is 50
percent of the address space). Don’t think in a class—oriented environment. | simply
asked how much of the address space can be defined by using 1 bit. This will become more
apparent in the classless routing section.

Class B addresses take the form <network number.network number.host.host>, for bytes
0, 1, 2, and 3. This is the most requested class of address and is the easiest to assign
subnets to. Class B addresses use the first 2 bytes of the 4 bytes for the network number
and the last two fields for the host number. It is identified by the first 2 bits of the first
byte. If the first bitis a 1, then the algorithm checks the second bit. If the second bit is a
0, this will identify a Class B address.

This allows for 16,384 network numbers (10111111.11111111.host.host or (2"14), with
each network number capable of supporting 65,534 (2"16 -2) hosts (net.net.11111111.111
11110). Wait, there are 16 bits in the first two fields, this should allow for 65,535
networks. Since Class B reserves the first 2 bits to identify the class type (in binary, a
10xxxxxx in the first field), there are limited address numbers that may be used in the
first field (valid range becomes 2"14). This translates to 128-191 (in decimal) as the
allowable network numbers in the first field. Since the first field identifies the class,
the second field is free to use all 8 bits, and can range from 0 to 255. The total range
for network numbers for Class B addresses is 128 to 191 (in the first field), 0 to 255 (in
the second field), and xxx.xxx (x represents the host ID) in the third and fourth fields.
This is the most popular class of addresses.

It provides the largest range of addressing possibilities. However, unless companies have
handed in their Class B addresses, this class is exhausted and they are no longer given
out.



Okay, let’s try again. How much of the available address space is defined by Class B’s
reserved first 2 bits? The answer is on the next page.
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Chapter 43
Class C Address

For those who answered “25 percent,” this is correct. With the first two bits reserved,
this leaves 30 bits for address assignment. 230 is 25 percent of the available address
space. Class C takes the form of <network number .network number.network
number.host>, bytes 0, 1, 2, and 3. Class C addresses use the first 3 out of 4 bytes of the
address for the network number and the last field for the host number. This allows
lots of networks with a fewer hosts per network. A Class C address is identified by the
first 3 bits of the first field. If the first and second bits are 1s and the third bit is a 0,
this will identify a Class C address (110xxxxx). Since the first 3 bits in the first field
will always be a 110xxxxx, the allowable network range is 192-223 in the first field.
This allows for 2,097,152 (2n21) possible network addresses. All of the bits in the second
and third fields are allowed to be used (including all 0s and 1s). Therefore, the whole
allowable range for Class C network addresses is 192 to 223 (in the first field), 0 to 255
(in the second field), and 0 to 255 (in the third field). The last field will range from 1 to
254 for host assignment. This allows 2,097,152 network numbers, each capable of
supporting 254 hosts (all Os and all 1s are still reserved no matter what type of routing
and addressing you are using). No host can be assigned a 0 or all 1s as its address. Class C
addresses allow only 254 hosts per network number. Notice that the largest number in
the first field may go up to 223. Any number over 223 in the first field will indicate a
Class D address. Class D addresses are reserved as multicast addresses.

Class C addresses are the most commonly assigned by the NIC. Class B addresses have
been exhausted. Therefore, ISPs and regional Internet Registries are assigning Class C
and Class A (with subnets).

Class C Address

Okay, yep, one more question: “How much of the address space is defined by Class C’s bit



reservation of 110?”

Previous

Table of Contents

Next




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 44
Class D Address

For those who answered 12.5 percent, you are correct. This is the odd thing. There are
millions of Class C addresses (networks), but they only represent 12.5 percent of the
available address space. Again, get those calculators out.

Class D addresses are special addresses and are known as multicast addresses. This
address type is assigned to a group of network work-stations and is not assigned to
represent a unique address. They are used to send IP datagrams to a group, but not all
of the hosts on a network. Multicasting has many uses, including being used for
addressing router update messages as well as delivering data, video, and voice over IP.
Using a multicast address is a more efficient way of “broadcasting” rather than using a
broadcast address, for the upper-layer software will not always be interrupted every
time a broadcast packet arrives. Multicasting is different than broadcasting. With
broadcasting, every station that receives the broadcast packet will automatically pass
it to the upper-layer software without regard to the address. Every station that
receives a broadcast packet must process it.

With a multicast address, each individual IP station must be willing to accept the
multicast IP address before the transport-layer software will be interrupted. Each NIC
will register a MAC layer multicast address on its adapter card, just like a unicast
address (the IP address to Ethernet mapping of a multicast address is shown in a moment).
In this way, the NIC can discard a packet without interrupting the upper-layer
software (in most cases, anyway, some duplication of multicast addresses exist, and this
too is shown in a moment). The NIC is already set up to receive a broadcast packet. This is
one address known as FF—FF-FF-FF-FF-FF.

As of this writing, RFC 1700 (assigned numbers) fully explains the mapping of Class D
addresses to MAC addresses and it also indicates assigned multicast addresses and
registered multicast addresses.

Multicasting is completely covered in another section of this book.
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Chapter 45
Classes A-D Review

For most of us, Classes A through D is what we will be working with. We wil I never
have to dabble in the classless society of addresses. Classes A through D will be around
for a long time and IPv6, although adopted, is still quite a few years away. IPv6 does
not understand the concept of class networking and supplies enough addresses for
millions of years to come—enough to supply an IP address for all those refrigerators
and washers and dryers. (Don’t laugh, this will happen. Why? Think of maintenance, or
being able to control things in your house via your browser. Forget to turn off some
lights or set the security up? The possibilities are endless.)

For those newbies, the easiest way to remember IP class addresses is this: The first byte
will always identify the class address. Whether you have converted to binary or are
looking at the address in its dotted decimal form, the first byte gives it away. A is the
first letter in the alphabet, and therefore a Class A network address is only the first byte,
leaving the last three fields for host addressing. B is the second letter in the alphabet,
and therefore the network portion of the address is the first 2 bytes of the address,
leaving the last two fields for host address. C is the third letter in the alphabet, and the
network portion takes up the first 3 bytes of the address and leaves one field for host
addresses. As for remembering which number is associated to which class, the only field
that is important is the first field. Memorize the starting network number for each
class.



Classes A-D Review

» Network hosts can be assigned a Class address of Class A-D
» These are simplt a grouping of addresses that indicate host and address
assignment
» Class A has the network number in the first byte of the address and the last
three bytes are assigned to the host.
» Class B has the network number in the first two bytes of the address and the
last two bytes are assigned to the host.
» Class C has the network number in the first three bytes of the address and
the host is assigned to the last byte.
e Class D isa multicast address.
« Ais the first letter of the alphabet and therefore the network numdber is
assigned the first byte.
* B is the second letter and therefore has the network number assigned to the
first two byrtes.
» Class C is the third letter and therefore has thew network number assigned
to the first three bytes.

The classes are
Class A: 0-127
Class B: 128-191
Class C: 192-223
Class D: 223-239
Reserved: 240-254

Previous [Table of Contents [INext




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 46
Subnetting

Now that IP address assignment has been shown, let’s further confuse the issue by
looking at subnet masks. Another name for subnet masks is extended network prefix.
This book will continue to use the well-known name of subnetting. Subnetting is
explained in RFC 950.

Implementing classes in network numbers gave us some hierarchical structure to the
Internet. Using class assignment, you could select a network number based on the
number of hosts that are on or will be on your network. But the range was very
limited. Class A gave you a lot of hosts but just a few networks. Class B was the one
picked to allow for a balance of hosts and networks, and Class C allowed many
networks and a few hosts. Not much choice, either you had a lot of networks or a lot of
hosts. The most requested network number was Class B; however, many Class B
assignments were not fully used—real ly hard to have 65,535 hosts on a single network.
Too many Class C addresses filled up routing tables and most did not fully use all 254
host addresses. Furthermore, some sites were requesting multiple addresses to fulfill
their needs.

Not many Class A addresses were handed out. In fact, after about 63 assignments, Class
A assignments were not handed out at all. Class B addresses were popular and were the
most frequently asked for address class. What’s the deal with Class C addresses? With
only 254 hosts available for assignment, many Class C addresses have to be assigned.
Again, using Class assignment, the routing tables started to fill up and most of the bits
were wasted when implemented. It was like being given a five—-passenger car, but you
never had anyone in the other seats. In short, subnetting allows for tremendous
efficiency not only in Internet routing tables but also on customer networks as well.
It allows us to assign some of the bits normally used by the host portion of the address
and reassign these bits to the network portion of the address. This is accomplished for
the reasons that fol low.
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Chapter 47
Reasonsfor Subnetting

As network numbers were assigned, many sites were implementing routing on their
local sites. This had many benefits. You could have many networks at your site (using
RFC 791), but the problem was that you had to be given multiple network addresses
(Class A, Class B, or Class C) to accomplish this. This started to fill up the ARPAnet
routing tables and created other problems as well.

Many networks that accessed the Internet were creating their own home-grown
subnetted environments, and many were beginning to be implemented. Before all
networks ceased communicating because of incompatibilities, RFC 950 was released,
defining a standard method for subnetting an IP address. A network mask that covers
simply the network portion of the address is known as the natural mask (no portion of the
address is subnetted).

The slide shows a subnetted network topology connected to the Internet. It is assigned
a Class B address and uses an 8-bit subnet mask. The Internet knows of the IP address
130.1.0.0. It does not know the subnets involved. This allows the Internet address
(routing) tables to remain smaller.

Subnet masks are used in routers and network stations.



Reasons for Subnetting

» Most IP address assignments were not used very efficiently.
» Having millions of hosts for Class A and 254 hosts for Class was not
working very well
« Many sites were requesting multiple network numbers due to variable
amounts of networks at their sites.
* Many networks were implementing proprietary subnets.
* RFC 950 defined the adopted subnet method.
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Chapter 48
Subnetting Examples (Classes A, B, and C)

Any of the classes can be subnetted, although some are easier than others. The slide
shows the three classes of networks, each with an address. This time, each of the
addresses has been assigned a subnet mask. A mask is a series of bits that are applied
(known as ANDing) to a portion of the address. This portion is what we are subtracting
from the original address. It indicates how many bits we are masking out of the original
host portion of an address to use as a subnet address. A subnet address is a real network
number, but simply a network under the class address. Subnet masks are variable in
length and move from the first host bit to the last. In other words, they move to the
right of the address. Moving a mask to the left of the network address, beyond its
natural mask, is known as supernetting (this concept will be discussed in a moment).

In this example of the Classes A and B addresses, | have shown all available bits
following the network ID portion of the address used to indicate a subnet. The Class C
address uses the first 3 bits of the host portion of the address for the subnet. With any
of the addresses, any of the host bits (except for 2 bits at the end of the address; there
must be at least one host on a network) may be used for subnetting. For example, a Class
B address may use all of the third octet and 2 bits of the fourth octet for subnetting.
This would give 1024 possible subnetwork numbers—yes, 1024. Those who are paying
attention here should have caught the fact that in order to have 1024 subnet addresses
we must use all Os and all 1s in the subnet field as valid subnet addresses. This may seem
contrary to host and network ID assignment, but it is not. All Os and all 1s are al lowed
to be used in the subnet portion of any address (they still cannot be used in the host or
network portions of the address as unique addresses). Refer to RFC 1812. This causes
problems with subnet broadcasts, which I’ll explain later. Using the preceding example
(10-bit subnet on a Class B), each subnet can support up to 62 hosts (63 would indicate a
broadcast).




Subnetting Examples (Classes A, B, and C)
Subnet considerations:

1. Hosts and routers must implement subnetting (there is a way around this
discussed under Proxy ARP) and local ly must have the same mask.

2. The router must be able to distinguish between all 1s as a subnet address and a
subnet broadcast.

3. In some situations, the routing update protocol must support it.
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Chapter 49
More Subnet Examples

Subnetting confiscates unused bits, al lowing for more efficient use of an address.
Subnetting allows for more efficient use of addressing space and lowers the number of
routes in the Internet routing tables. The bits are taken away from host assignment and
given back to identify a subnet of a network address. The slide depicts this. The subnet is
a real network. It is a subnet under the network number. With subnetting a Class B
address, we can take any amount of the bits in the third byte, or 6 bits of the fourth
byte (1 through 8 bits; they should be contiguous, starting from the left) of the IP
address and make them part of the network number (a subnet under the network
number). The format of the IP address would now be: <network number, subnet number,
host number>. For example, if the address assigned to a particular host is 130.1.5.1, the
network portion would be 128.1 and the host portion would be 5.1. With subnetting
(assuming all 8 bits of the third field were consumed for a subnet address), the address
would be defined as network number 130.1 and subnet 5, with a host ID of 1.

Subnetting a Class B address is easy when you subnet the entire third octet. However, it
becomes difficult when you subnet only a portion of the third octet. Suppose the first 5
bits (starting from the left; they should start from the left and remain contiguous
going to the right) are reserved in the third field for assigning subnet numbers. What
subnets do we have now? Convert those first 5 bits of that octet to binary. All five of
those bits are now assigned to the subnet number and may not be used for host IDs. Five
bits yields 32 subnet numbers (2"5). Now, the big challenge: Identify those numbers!

If we start from the left and go 5 bits to the right, we get X.X.11111000.X as a network
number (we don’t care what is in the X). The binary numbers are taken literally and
will yield subnets in multiples of 8 (8 is the first binary bit set to a 1). This gives us 0, 8,
16, 24, 32, 40, 48, 56, 64, 72, 80, 88, 96, 104, 112, 120, 128, 136, 144, 152, 160, 168, 176, 184, 192,
200, 208, 216, 224, 232, 240, 248.

You really must completely understand binary before heading into this area.
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Chapter 50
Physical and Logical Addresses

A subnet can be complicated to figure out. The address fields do not al low for more
than 255 to be placed in each field. However, it is possible to have host 257 on your
network. Host 257 is not written into the address, but using the subnet mask, we can
physically have a host 257 on a single network.

Do not confuse the addresses. A subnetted address is still read as if subnetting has not
been turned on. It is not written differently. For example, if the address is 130.1.9.1 and
the subnet mask is 255.255.248.0, then it is network 130.1, subnet 8, and host 257.

The point here is that you must make sure that you know the subnet mask before trying
to determine the host, subnet, and network.

.....

hiriariis i

PHysi-caI and Logical Addresses
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Chapter 51
Subnet Mask Template

Not sure about the previous example? Let’s break it out. To identify the subnets is a
little tricky. The previous slide is shown again. As you can see, the vertical line
separating the host and subnet portions of the address is the dividing line. The first bit
in the subnet portion of the address is set to 1. The subnet would not be 1. In
calculating the value of the subnet, the whole third field is taken into consideration.
Therefore, since that bit is set, it is actually a binary 8 (the fourth bit). Therefore, the
first subnet number will be a 0. Each subsequent subnet will be a multiple of 8.

In the previous example with each of those subnetwork numbers, we could possibly have
2046 hosts per subnetwork number. This is a little more realistic than not subnetting.
Not subnetting gives us 65,534 hosts. We were assigned one IP address and, with
subnetting, we were able to make better use of the address without having to reserve
more addresses (network numbers). Also, with subnetting, only one IP address is in the
Internet routing tables, even though we have 32 subnets on our network. The Internet
routing tables do not care about subnets. We used one Class B network number and
have 32 subnets available to us from the one Class B network. Without subnetting, we
would have one network number and up to 65,534 hosts assigned to it.

How did we get 32 possibilities? Using 5 bits for the subnet mask gives us 32 possible
combinations (0 to 31), or 2"5. Remember, we can move the mask anywhere in the 14
available bits. The subnet mask could have used all 8 bits in the third octet, which
would give us 256 subnet numbers (all Os and all 1s being allowed).

Subnet Mask Template

How do we write a subnet mask? It is always written in decimal and shows the number
that will be used to mask the bits. For example, let’s use the IP address 130.40.132.3.



Using the first 5 bits of the first host field (the third octet) yields 248 (convert the
first 5 bits to binary 11111000). The byte is read as a whole 8 bits even though part of it
Is used for the subnet and part for host assignment. This means the subnet mask for that
IP address will be 255.255.248.0 in decimal. This is the mask that we have assigned to the
network address of 130.40.132.3. We will always use 255 in the network potion of the
subnet mask. The 248 is used to tell the network station to use the first 5 bits (5 bits
binary is 248 decimal) of the network address, not for a host ID, but for a subnet. It
tells a network station which bits to use for a subnet mask. The remaining 11 bits (the
remaining 3 bits of the third octet and 8 bits of the fourth octet) should be used for the
host ID. This al lows for 32 subnets with 2046 hosts on each subnet.

Therefore, the IP address of 130.40.132.3, with a subnet mask of 255.255.248.0, yields the
network number 130.40, subnet number 128, and host ID 1027.64
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Chapter 52
An Example Conversion

(Hint: Convert the address to binary, apply the mask in binary, and then convert it
back to decimal as shown in the slide.)

An operation is performed on an IP address. It is cal led a bit—wise AND operation. The IP
address is ANDed with the subnet mask to allow the network station to determine the
subnet mask. Yes, some math is involved here. Basically, when you are ANDing two
binary numbers together, the following rule applies:

1. 1AND1=1
2.1ANDO0=0
3. 0ANDO0=0

After this operation, the bits that “fall out” indicate the network and subnet bits.

The slide shows the mask operation. At the bottom is the IP address in binary. This
address is logically ANDed with the mask. The bits that drop out of this operation will
indicate to any TCP/IP station the network address. It masks out the host address and
leaves the network address.

Remember one other item: Even though we have boundaries, using a short subnet mask
moves the binary number that we are trying to get. In the previous example, we kept
using the bits in the third octet as if they were part of the fourth octet. That is how we
came up with 257. Since the mask was shorter than all 8 bits in the third octet, when
figuring out the addressing, we continued to use the bits of the third octet as if they
were part of the fourth octet. This makes the last bit of the third octet the 256 bit
(binary) for the fourth octet. Be careful, using this same example, we must clear our
heads and start over when figuring out what numbers are now assigned to the subnet.
After we have figured out the host number, we then apply the mask, just like new, back
on the third octet and look for the subnets. If it is a 7-bit subnet, then after we
convert to binary, we number the last bit in the third octet as the first bit of the



subnet numbering scheme, however, not actual ly part of the subnet number itself.
Sounds confusing but try a few more.

Class A addresses can use the second, third, or fourth (not the whole fourth field)
field for subnets.

Class B addresses can use the third or fourth (not the whole fourth field) field for
subnets.

Class Cis tricky. The only field left is the single host field (one byte). Subnetting this
is allowed, but you can only use up to 6 of the bits in the fourth field. You need to have
a couple of hosts somewhere!

An Example Conversion
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Chapter 53
Let’'sTry One

Y ou have been assigned an address of 150.5.0.0. You need 75 subnets with at least 75
hosts per subnet. What is the acceptable subnet mask?

The first step is to find out how many bits are needed for 75 subnets. In binary, 6 bits
represent 64 possible subnets (2 "6). Not enough. Seven bits is 128 (0 inclusive) and this is
the number of bits that we will use. Plus it gives us room for expansion. This leaves 9
bits for hosts, which allows for 510 hosts per subnet.

We start to assign subnets from the left and work to the right. We assign the hosts
from the right and work to the left.

You must also define the broadcast address for a subnet. If you wanted to send
something to all hosts on a subnet then the hosts field must be set to all 1s. With this
subnet mask, there are 9 bits of 1s for an all-hosts broadcast address.

Another example (not shown in the slide) would be to define the mask for a network to
support 40 hosts per subnet using the class address 195.1.10.0. First, we determine that
this address is a Class C address and that only the last octet can be used for subnetting.
Forty hosts is represented by 216, which allows for 60 hosts. This may seem like a lot, but
the nearest mask would be 2" 5, which would give us 30 possible host IDs, and this is not
enough. Forty converted to binary is 101000. However, in the conversion we must remain
contiguous and we cannot interleaf host and subnet bits. Therefore, we move the left 6
bits and then we can consume all 5 bits to the right. However, this only leaves 2 bits for
a subnet. We can have 4, 2 bits left, subnets with 62 (2"6) -2 hosts per subnet. If the site
needed more subnets, we would have to assign more Class C addresses to the site.
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Let’s Try One
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Chapter 54
Subnet Bits

This slide provides a review of the availability of bits used for subnets.

ubnet Bits
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Chapter 55
Subnet Restrictions

Subnets are good al lowing for a more efficient use of the address bits, but when using a
routing update protocol such as RIP version 1, you must be careful about assigning a
subnet mask. This protocol only allows you to assign one mask per network number.
Subnet masks al lows for efficiency of address space, but there are possible problems.
Under a restriction of one subnet mask per network, ID can still cause inefficiencies.
For example, a serial line (a telephone connection) between two sites needs only two
host IDs. But with the restriction of only one subnet mask, we will still not make great
use of all the bits. Under this circumstance, we would have subnet down to two bits to
make the most efficient use of the address (we only need two hosts). But this will not
allow us to use the address for host assignment on the LAN (unless we only have two
hosts on the LAN). As you will see later, the best option is to allow variable-length
subnet masks. In other words, move the mask around on different subnets that have
different requirements. This is good, but you must make sure that the routing protocol
(RIP, RIPv2, OSPF, etc.) understands this as well. Point blank, RIP does not, but RIPv2
does. OSPF does. Why? Routing updates have the subnet mask included in the update (it
is in the link-state advertisement for OSPF). RIP does not include any subnet masks for
routing entries in its table.

When using the RIPv1 routing protocol (explained later), the subnet mask must remain
the same throughout a single Class B assignment. For example, if the network
assignment is 130.1.0.0 and the subnet mask assigned is 255.255.255.0, the subnet mask must
remain the same throughout the 130.1.0.0 network. If the network address changes (for
example, to 131.1.0.0), the subnet mask may also change for this new network number.

e

Subnet Restrictions

RIP version 2 and OSPF do not have this restriction because they broadcast their subnet



masks in the table with the network IDs (more on this in a moment).
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Chapter 56
Subnet M ask Decisions

Subnet Mask Decisions

» Subnetting is based on the following:
» Hosts
Subnets
Serial lines
Expansion
Mergers
Routing protocol (RIP v1 or v2, OSPF)

Let’s say you are assigned one network number and you are using RIP version 1.
Although we are introducing this concept here, it is covered in more detail later. It is
provided here to give you an understanding that under certain conditions, certain
decisions have to be made. The subnet mask must be the same throughout your network,
unless you change network IDs. You must make a decision on how large the subnet mask
should be. How many hosts per subnet will there be? What about expansion? These are
issues you must consider when assigning a subnet mask. With RIPv1, it is a trade-off.
OSPF and RIPv2 do not have this trade—off, but care must still be taken when assigning
network masks to a network number. This is shown completely in the next section on
advanced IP addressing concepts.

This restriction becomes readily noticeable when assigning an IP address to a serial line
(two routers using a leased phone line to connect). There have been circumstances that
some router vendors have come up with that allow for the no IP address assignment for
a serial line. However, if the serial link needs an address assignment and you are not
using RIP version 2 or OSPF, a whole subnet number is wasted on this point-to-point
link. A serial link will consume a network number and associated host IDs. Therefore, a
unique network number will be assigned and, instead of being able to use all available



host IDs, it will be possible to use only two host IDs (there will be only two addressable
points on that network).

The rest of the host IDs will be lost for that network number and will be assigned and
used for that serial link; therefore they will not be able to be assigned to any other
links. ITf you have a large site that will encompass many serial links and you do not
have the ability to assign a large number of network numbers, use subnet addressing
and the routing protocol of OSPF. OSPF supports variable—-length subnet masks, which
will collapse that serial link into two hosts within a network number; therefore, no
host numbers are wasted on serial links. Variable-length subnet masks allow a single
network number to use multiple masks (unlike RIP version 1, RIP version 2 al lows
VLSM). This allows more bits to be assigned back to the network, allowing a more
efficient use of the address.

A few more things you need to consider: If the network station moves to a new network,
does the IP address for that station change? Like the current telephone system, IP
addresses must change when the network station is moved to a new network that
employs a different network number. If the network station is moved on the same
logical network, the IP address may remain the same. For example, if a network station
Is moved to a different part of the same subnet, the whole IP address may stay the same.
IT the network station is moved to a different subnet (different subnet number), the IP
address of the network station must change.

This subject will be picked up again in the section “Advanced IP Addressing.”
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Chapter 57
Assigning More Than One Addressto an I nterface

Have a network with 275 hosts but you were assigned all Class C addresses? What can
you do here? TCP/IP fully supports the ability to assign more than one subnet or
network number to the same segment. Actually the router vendors implemented this as
an ability of TCP/IP. This means that one network may employ more than one network
number on the same physical cable plant. In order to accomplish this, a router must be
used. Network stations continue to believe they are communicating with a remote
network station, but the router is simply providing the address translation. The packet
goes in one port and then right back out the same port. The two nodes actually reside
on the same network segment. A router will take the steps necessary to allow network
stations to converse on the network. Implementations are different, so the amount of
network numbers that may be assigned to the same cable plant varies.

For example, as shown in the slide, multiple Class C network numbers may be assigned to
the same cable plant. Class C addresses allow only for 254 host IDs per network
number. This is a rather low number, and some sites will have more than 254 network
stations attached to a cable plant. This means that multiple stations on the same cable
plant may have different network addresses. A router must be used to translate
between two stations that are located on the same cable plant with different network
addresses. This is cal led multinetting an interface.

Assignihg More Than One Address to an Interface
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Chapter 58
Classful P Address Review

Let’s review. All IPv4 addresses are 32 bits in length and are the grouping of 4 bytes
that represents both a network number and host number. This number is usually
represented in decimal. With the first bit reserved (set to Oxxxxxxx) in a Class A
address, the network numbers can range from 1 to 126. Number 127 is reserved as a local
loopback IP address and must not be assigned to a network number and transmitted onto
the network. With the first 2 bits reserved in a Class B (10xxxxxX) or 3 bitsin a Class C
(110xxxxx) address, the network numbers for Class B range from 128.1.0.0 to 191.255.0.0,
and for Class C they range from 192.1.1.0 to 223.255.255.0.

Examples:

192.1.1.1 Node assigned with a host ID
of 1, located ona Class C
network of network 192.1.1.0

200.6.5.4 Node assigned with a host ID
of 4, located ona Class C
network of 200.6.5.0

150.150.5.6  Node assigned with a host ID
of 5.6, located on a Class B
network of 150.150.0.0

9.6.7.8 Node assigned with a host ID
of 6.7.8, located on a Class A
network of 9.0.0.0

128.1.0.1 Node assigned with a host ID
of 0.1, located on a Class B
network of 128.1.0.0

Notice that to represent a network number only, only the network number is written.
The host field will be set to 0. This type of network number display will become



apparent when looking at routing tables.

Classful IP Address Review

* In the first field:
» Class A has the range of 1-126
» Class B has the range of 128-191
» Class C has the range of 192-223
» Class D has the range of 224-239
» Subnetting is the ability to place a mask over the host portion of the address
to yield subnets.
* Allows for another level of hierarchy; efficient for routing
e RIP version 1 has problems with variable subnet masks.

For those not familiar with binary, you need to memorize the starting and stopping
points of the first byte of an IP address:

Class A 1-126 in the first field
Class B 128-191 in the first field
Class C 192-223 in the first field

Subnetting is the ability to move a mask over the bits normally associated with a host
address and reclaim these bits as a subnet number. The mask can use 22 bits for a Class A
address, 14 bits for a Class B address, and 6 bits for a Class C address.
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Chapter 59
| P Address Restrictions

IP Address Restrictions

Address cannot have the first four bits set to 1.

Class A address of 127.x.x.x is reserved for loopback.

The host portion of the address cannot be set to all Os or all 1s.

All Os and all 1s are allowed in the subnet.

* Any address with all Os in the network portion of the address space is meant
to be this network.

« Old form of broadcasting (all Os in the address) is no longer used.

 IP addresses may be configured without registration.

» Addresses cannot be out of the 255 range for each byte.

1. Addresses cannot have the first four highest bits (in the first field) set to 1111.
This is reserved for Class E networks only (a reserved network classification).

2. The Class A address of 127.x is for a special function known as the loop-back
function. It should never be visible on the network.

3. The bits that define the host portion of the address cannot be set to all 1sor
all Os to indicate an individual address. These are reserved addresses. All 1s
indicate a local subnet all hosts broadcast and all Os indicate a network number.
4. All Os and all 1s are allowed in the subnet portion of an address as valid
subnet addresses. Placing a 0 in the subnet is called subnet 0 (how clever) and most
routers must be told that subnet 0 is supported. However, you must be careful
when assigning all 1s to the subnet portion of the address. This is al lowed
(according to RFC 1812), but it can wreak havoc on those networks that use all
subnets broadcast. If the subnet portion of the address is set to all 1s, this can be
used as a directed broadcast. Routers will forward this type of datagram, if told to
do so (they have to be configured).

5. Any address with all 0s in the network portion of the address is meant to
represent “this” network. For example, 0.0.0.120 is meant as host number 120 on



“this” network (the network from which it originated).

6. Thereisan old form of broadcasting known as the all-0s broadcast. This will
take the form of 0.0.0.0. This form should not be used. 0.0.0.0 is used to indicate a
default router (explained later).

7. You can assign your own IP network numbers if you will never have access to
the Internet or if you plan on using something like a Network Address Translator
(NAT, RFC 1631). RFC 1918 allows three IP addresses to be used for private
networks.

8. Addresses cannot be out of the 255 (decimal) range for any of the 4 bytes.
Therefore, an address of 128.6.200.655 is not a valid address. Likewise, an address
of 420.6.7.900 is not a valid address assignment.
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Chapter 60
Address Allocation (The Internet Registry)

RFC 2050 describes the registry system for the distribution of globally unique Internet
address space and registry options. This RFC is different from most others. Look in the
upper—left corner and notice that the category is “Best Current Practice.” It
represents an accurate representation of the current practice of the IP address
registries.

The Internet Registry hierarchy was established in order to achieve address uniqueness,
distribution of hierarchical distribution of global Internet addresses, and, most of all,
produce a conservation of IPv4 Internet addressees. It consists of IANA, Regional IRs,
and Local IRs.

The IANA is the Internet Assigned Numbers Authority, and it has overall authority for
the number space used in the Internet. This number space includes port number, address,
IP version numbers, and many other significant number assignments. Read RFC 1700 for a
full description of the IANA.

The Regional IRs operate under the authority of IANA. They operate in large
geographical areas such as continents. Currently, there are three defined: InterNIC,
which serves North America; RIPE, which serves Europe; and APNIC, which serves the
Asian Pacific region.

These IRs do not cover all areas. It is expected that each IR covers any area not
specifical ly specified, but within its immediate area. Local IRs are established under the
authority of the regional IR and IANA. They cover national dimensions.

Addresses are allocated to ISPs by regional registries, which in turn assign them to
their customer base. ISPs that exchange routing information directly with other ISPs
get their address al location from their geographic IR. Other ISPs are referred to these
ISPs for address assignment. In other words, if your address block has a reasonable
chance of being propagated through the global Internet routing tables, then your



address allocation will come from the IR. Otherwise, you will get your address
assignment from your upstream ISP. Customers (commercial corporations) need not
worry about this. They will get their address assignments from the ISP they sign up
with. This is just a basic introduction to the IP addressing scheme.

Pt o
Address Allocation (The Internet Registry)
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Part Two
The Protocol Suite of TCP/IP

Chapter 61
Address Resolution Protocol (ARP)

The Internet, but not the TCP/IP protocol, grew up with high-speed local networks
such as Ethernet, Token Ring, and FDDI. Before the Internet, there was the ARPAnet
and this too ran the TCP/IP protocol. The ARPAnet started on serial lines to
communicate between the sites and Ethernet, or any LAN for that matter, was not a
consideration. IP addressing worked just fine in this environment. Routing was
accomplished between message processors known as IMPs (Interface Message Processors).
The hosts connected to the IMP and the IMP connected to the phone lines, which
interconnected all ARPAnet sites. The IP address identified the host (and later the
network and subnetwork). There was not a need for physical ly identifying a host for
there was only one host per physical connection to the IMP. Multiple hosts could
connect to an IMP, but each had an IP address to which the IMP forwarded the
information.

Ethernet was commercially available in 1980 and started to gain more recognition
when version 2.0 was released in 1982. Since multiple stations were to connect to a
network (single cable segment) like Ethernet, each station had to be physically
identified on the Ethernet. The designers of Local Area Networks (LANs) allotted 48
bits to identify a network attachment. This is known as a physical address or MAC address.
Physical addresses identify stations at their datalink level. IP is an addressing scheme
used at the network level. On a LAN (Ethernet, Token Ring, etc.), two communicating
stations can set up a session



Address Resolution Protocol (ARP)

« RFC 826.

» TCP/IP addresses are 32 bits and represent a network, subnet, and host ID.

» Addresses on LANs are represented by physical (MAC) layer addresses and
they are 48 bits in length.

« ARP provides the mapping between a host’s 32-bit IP address and its 48-bit MAC
address.

* ARP works only on the local subnet (it cannot traverse routers).

* ARP builds a table of IP/MAC addresses to properly format a source and
destination address field in a packet.

only if they know each other’s physical address. Think of a MAC address as the number
on your house. Lots of houses on your street and each uniquely identified by the
number. This is a MAC address.

Since the MAC address is 48 bits and IP is 32 bits, a problem existed and an RFC resolved
this problem. The resolution was simple and it did not affect the already established IP
addressing scheme. It is known as Address Resolution Protocol, or ARP. This is an IP-address-
to-physical-station-address resolution (actual name is binding).

If you are trying to communicate to a host on the same network number as the one on
which you are currently residing, the TCP/IP protocol will use ARP to find the physical
address of the destination station. If the network number of the destination station is
remote, a router must be used to forward the datagram to the destination. The ARP
process is used here as well, but only to find the physical address of the router.

There have been enhancements to this protocol although not through an RFC. Some
stations listen to all ARP packets since the originator sends them in broadcast mode.
All stations receive these packets and will glean the information that they need. The
information in the packets includes the senders’ hardware and IP address mapping. In
some instances, this information is used by other stations to build their ARP cache.
Many ARP tables (cache) empty their tables periodical ly to reduce the cycles needed to
refresh the cache, to conserve memory, and to keep the table up to date. If a station
moves from one subnet to another and stations on the subnet do not empty their tables,
they will continue to have an entry for that hardware address. ARP is defined in RFC
826.
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Chapter 62
ARP Packet Format

The ARP packet format is shown. It contains just a few fields, but notice one thing: It
does not reside on top of IP. It has its own Ethernet Type field (0806), which identifies
the protocol ownership of the packet and allows it to uniquely identify itself. It never
leaves its local segment, so why use IP?

There are five main fields: the operation (ARP request or ARP reply), the source and
destination IP addresses, and the source and destination hardware addresses (more
commonly known as MAC addresses).

The type of hardware identifies the LAN (10-Mbps Ethernet, for example), the type of
protocol identifies the protocol being used. This makes ARP versatile. It can be used
with other types of protocols as well. The most famous one is AppleTalk through the
AppleTalk ARP protocol.

The ARP process is shown next.

ARP Packet Format
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Chapter 63
ARP Operation

As shown in the slide, in order to attach to another station on a TCP/IP network, the
source station must know the designation station’s IP address. This can be accomplished
in many ways; for example, typing the address in directly using a TCP/IP based program,
or using a name server. In this example, Station 129.1.1.1 wants a connection with
129.1.1.4 (no subnet addressing is used here). Therefore, the network address of this
Class B address is 129.1.0.0 and the personal computer’s host address is 1.1; hence, the
address is 129.1.1.1.

With ARP, it is assumed that the IP address of the destination station is already known
either through a name service (a central service or file on a network station that maps
IP addresses to host names, explained in more detail later), or by using the IP address
itself. To reduce overhead on the network, most TCP network stations will maintain a
LAN physical-address-to-1P-address table on their host machines. The ARP table is
nothing more than a section of RAM memory that will contain datalink physical (or
MAC addresses) to IP address mappings that it has learned from the network.

[ =

ARP Op;eration

Once the IP address is known for the destination station, IP on the source station will
first look into its ARP table to find the physical address for that destination IP address.
I a mapping is found, no ARP request packet will be transmitted onto the network. IP
can bind (place the physical addresses on the datalink headers of the packet) the IP
address with the physical address and send the IP datagram to the datalink for
transmission to the network.

IT the address is not in the ARP table, the ARP protocol will build an ARP request
packet and send it physical ly addressed in broadcast mode (destination address FF-FF-FF-
FF-FF-FF). All stations on the physical network will receive the packet, but only the



host with that IP address will reply. Host 129.1.1.4 will reply to the request packet
with an ARP response packet physically addressed to station 129.1.1.1.

When the host whose IP address is in the request packet responds, it will respond with
an ARP reply packet with the source address set to its address (physical ly and inside the
ARP reply packet), and the destination address as the originator. Once the originator of
the request receives the response, it will extract the physical address from the source
address in the packet and update its ARP table. Now that it has the mapping, it will try
to submit its IP datagram to the destination station using the proper addresses (IP and
physical address).

This process is automatic. The user will typically be using one of TCP’s applications
(TELNET for terminal service, SMTP for mail service, or FTP for file transfer service)
when attempting a connection. Most TCP vendors supply a utility program that al lows
a user to see the entries in the ARP table.

To improve the efficiency of the protocol, any station on the physical network that
receives the ARP packet (request packet) can update the ARP cache. The sender’s
physical and IP addresses will be in the packet and, therefore, all stations can update
their ARP tables at the same time.

The slide shows the ARP packet format. It is encapsulated in an Ethernet packet as
shown. This ARP process works for stations communicating with each other on the same
LAN (the same network number). If they are not on the same LAN, the ARP process still
works, but an address of a router will be found. This is fully explained later.
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Chapter 64
Rulesfor ARP

1. ARP is not a part of the IP protocol and therefore does not contain IP headers.
ARP works directly on top of the datalink layer.

2. ARP requests and responses are transmitted with a destination physical
broadcast address (all Fs) and therefore never leave their logical subnet. Plus,
with Rule 1, these packets cannot be routed

3. Since ARP is not part of the IP protocol, a new EtherType (the field in the
Ethernet packet that identifies the protocol used by the packet) is assigned to
identify this type of packet. 0806 is an ARP request and 0806 is an ARP reply. Some
ARP implementations can be assigned the 0800 EtherType, for IP will be able
identify the packet as an ARP request or ARP reply packet. Not all implementers
of IP use these types. Some still use the EtherTypes of 0800 for ARP.

Rules for ARP

* ARP does not run on top of IP and therefore has no IP headers.

* ARP requests are transmitted in broadcast so that all stations receive the
packet.

* New EtherType defined 0x0806 for both the ARP request and reply.

* ARP replies are sent directly to the requesting station (unicast, not
broadcast).

» ARP tables should age out their entries.

« An attachment should answer an ARP sent to itself.

4. Some implementations have an ARP aging capability. This allows ARP to delete
entries that have not been used for a period of time, reducing the ARP lookup time
and saving memory.

5. If a machine submits an ARP request for itself, it must reply to the request.
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Chapter 65
Rever se Address Resolution Protocol (RARP)

This protocol is used when a network station knows its MAC address but does not know
its IP address. When would this happen? Diskless workstations are a good example.
Notice that RARP uses the ARP packet format and does not involve IP; therefore, this
packet cannot be routed. This protocol has been in use for some time, but there are
other protocols that do a better job. This is one of the reasons that we use BOOTP and
DHCP for address assignment because they can be forwarded over a router (with a
little assistance from the router). One problem with RARP is that like its cousin ARP, it
does not use IP. Therefore, RARP is generally used only on a LAN.

The requesting client machine will send out a RARP request to a server located on the
local segment that has the RARP server service running on it. This RARP server will
respond to the request with that particular station’s IP address. Although the RARP
server does not need to be located on the same cable segment or extended LAN, it is
preferred. Some router vendors have enabled their routers to forward these requests
and responses to other networks.

Reverse Address Resolution Protocol (RARP)

The packet format for a RARP packet is the same as for ARP. The only difference is that
the field that will be filled in will be the sender’s physical address. The IP address
fields will be empty. A RARP server will receive this packet, fill in the IP address fields,
and reply to the sender—the opposite of the ARP process.

Other protocol similar to this are BOOTP and Dynamic Host Configuration Protocol
(DHCP). DHCP is more powerful than RARP, but it does supply one of the same functions
as RARP: resolving an IP address. Besides being less functional than DHCP, RARP only
works on single subnets. RARP works at the datalink layer and therefore cannot span



subnets gracefully. DHCP can span subnets.
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Chapter 66
Proxy ARP

Proxy ARP protocol is not used much anymore, but it is stil | worth mentioning. IP was
pretty well established when ARP came along, and some TCP/IP implementations did not
support ARP. However, TCP/IP over LANs with subnets was being implemented and an
interim solution was needed. This was the purpose of Proxy ARP (also known as ARP
Hack). Proxy ARP is the ability of a router to be able to respond to an endstation (host)
ARP request for a host that thinks the destination IP address is on the local LAN.
Therefore, if a host does not support subnet addressing, it could incorrectly mistake an
IP subnet number for a host number. The router tricks the transmitting station into
believing that the source station is on the local LAN.

Endstation A thinks host B is on the local LAN. Host B supports subnet addressing and
endstation A does not. Deciphering the IP address, the first two fields (containing the
network ID) are the same. Therefore, endstation A will send out a local ARP request
packet when it should be submitting the packet to the router so that it can deliver the
packet to the endstation. If the router has proxy ARP enabled, the router will answer
for host B. The router, which supports subnetting, will look up the ARP request and
then notice that the subnetwork address is in its routing table. The router responds for
endstation B. Endstation A will receive this response and think it is from host B—there
Is nothing in the physical address of a packet to indicate where it came from. The host
will then submit all packets to the router and the router will deliver them to
endstation A. This communication will continue until one end terminates the session.

Proxy ARP

Proxy ARP is a very useful protocol for those networks that have been using bridges to
implement their IP network and are moving to a router environment. There are other
situation for which proxy ARP is appropriate, but its use is waning. Today, most hosts on



a TCP/IP internet support subnet masking and most IP networks are using routers.

A potential problem in using proxy ARP is for those networks that implement the
mechanism to ensure single IP addresses are on each network. Most TCP/IP
implementations al low users easy access to their network number (that is, they can
change it with a text editor). This allows any hacker to change his or her number to
another in order to receive datagrams destined for another host. Some implementations
of TCP/IP will detect for this. Routers that implement proxy ARP will get caught, for
they will answer for any station on a different network, thereby giving the impression
that there is one physical address to multiple IP addresses. There is a trust on any IP
network that IP addresses will not be arbitrarily assigned. There should be one IP
address for each physical address on an internet.
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Chapter 67
What’s Wrong with the Address?

With the vast explosion of connectivity to the Internet starting in 1994, the Internet
was soon running out of IPv4 addresses. Class As in the range of 64-126 were not
assigned; Class Bs were at the point of exhaustion; and Class Cs, although plentiful,
only allowed for 254 host addresses per network number assignment. Class C subnetting
Is not exactly painless. Most sites were given multiple Class C addresses and this was
quickly filling up the Internet routing tables, Some estimates were as high as 85,000
routes on the global routing tables (those tables held by national Internet Service
Providers such as Sprint and MCI). Yet, the computing power of the router and
availability of RAM to hold those tables in the router were not ready yet. The size of
the Internet was doubling every 9 months, yet the computing power of the routers was
doubling every 18 months. Instead of producing faster and more powerful routers (like
we did with mainframes in the 1970s and 1980s), we became smart and invented a
holdover solution using the existing equipment and current IPv4 addressing scheme.

What’s Wrong with the Address?

 IP address is 32 bits in length.
» Allows for 4,294,967,296 unique addresses
» A problem occurs because the addresses are grouped in a class address.
» A range of bits is applied to an address, most of which are wasted
» Addresses were arbitrarily handed out without regard to geographic
location.
» Class C addresses were overtaxing the Internet routing tables.
» Class A stopped being handed out and Class B was exhausted.
 RFC 1338 introduced supernetting as a three-year fix.
* It turned into Classless Inter-Domain Routing (CIDR).

Now we hear about the exhaustion of IP address space. Can this be true, with over 4



billion addresses? But wait. We have 32 bits of address space. Ignoring the rules of class
addressing this, 2" 32 al lows for 4,294,967,296 unicast addresses to be assigned (in some
formation of networks and hosts). Seems like a lot of addresses, but remember, IP lived in
a class environment, wasting much of the available address space. Subnetting along
with protocols such as RIPv2 and OSPF al lowed for variable-length subnet masks which
allowed for more efficiency of the address bits, but there is still a shortage of
IPaddresses.

The original problems were three types of classful addresses and address allocation
without a plan. It used to be that anyone who wanted an address was given one
arbitrarily, and addresses were al located without knowledge of their location or
fully understanding their network requirements leading to the proper assignment of
an address. In 1992, a study was performed and the conclusion was that not only was
the address space near depletion (Classes A and B), assigning the remaining 2 mil lion
Class C addresses would cause the Internet’s router array to melt down. The Internet
backbone routers were already congested and slow with the current routing tables of
less than 30,000 routes.

Some organizations and network providers had multiple contiguous networks assigned.
Yet, as we learned in the previous section on addressing, each address is a network and
holds one record slot in the routing database. The idea of supernetting was introduced
iIn RFC 1338 as a means of summarizing multiple network numbers (one entry details
multiple network IDs), further reducing the number of routes reported. This was a 1992
RFC intended as a three-year fix, which matured into CIDR.
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Chapter 68
Extending the Life of the |Pv4 Address Space

The following was taken from RFC 760:

Addresses are fixed length of four octets (32 bits). An address begins with a one-octet
network number, followed by a three-octet local address. This three-octet field is called
the rest field.

Taken from RFC 791, page 6:

Addresses are fixed length of four octets (32 bits). An address begins with a network
number, followed by a local address (called the rest field). There are three formats or
classes of internet addresses: In Class A, the high-order bit is 0, the next 7 bits are the
network, and the last 24 bits are the local address; in Class B, the high-order 2 bits are
1-0, the next 14 bits are the network, and the last 16 bits are the local address; In Class
C, the high-order 3 bits are 1-1-0, the next 21 bits are the network, and the last 8 bits
are the local address.

RFC 950 introduced us to subnetting:

While this view has proved simple and powerful (two-level model, assigning a network
number per network), a number of organizations have found it inadequate, and have
added a third level to the interpretation of Internet addresses. In this view, a given
Internet network is divided into a collection of subnets.

RFCs 1517-1520 introduced us to Classless Inter-Domain Routing (CIDR):

It has become clear that the first two of these problems (routing information overload
and Class B exhaustion) are likely to become critical in the near term. Classless Inter-
Domain Routing (CIDR) attempts to deal with these problems by defining a mechanism
with which to slow the growth of routing tables and reduce the need to allocate new IP
network numbers.



Extending the Life of the IPv4 Address Space

» Original RFC for IP was RFC 760.

* No concept of classes; address was 8-bit network ID
RFC 791 introduced a segmentation of the address into Classes.
RFC 950 introduced subnetting.

« Allowed for efficiency to exist with Class addresses
RFCs 1517-1520 introduced CIDR.
Used on the Internet routing tables

This section deals primarily with the IPv4 address extensions. Included in this are
subnetting (an IP address review, variable-length subnet masks, route aggregation, and
CIDR). IPv6 should be included in this as well with the 128-bit address. However, this
discussion is held off until after the IPv4 discussion. The CIDR discussion fully reveals
the address problem and what was done about it.
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Chapter 69
|P Address Assignment (The Old Method)

IP Address Assignment (The Old Method)

» Three methods of assigning addresses in the old days:
* Acquire a distinct network number for each cable segment separated by
a router
» Use asingle network number for the entire operation, but assign host
number in coordination with their communication requirements
» Use a single network number and partition the host address space by
assigning subnet number to the LANs (“explicit subnets”)

Originally, using RFC 791 without subnetting, an organization with a complex (more
than one) network topology had three choices for assigning Internet addresses:

1. Acquire a distinct Internet network number for each cable; subnets are not
used at all.

2. Use a single network number for the entire organization, but assign host
numbers in coordination with their communication requirements (flat networks
segmented using bridges).

3. Use a single network number and partition the host address space by assigning
subnet numbers to the LANSs (explicit subnets). Create your own but don’t
advertise them to the ARPAnNet. This is the most popular method.

Employing the first choice caused routing tables to grow. RFC 950 al lowed for subnet
addressing to take place within an autonomous system, which allowed for a site to
continue to subnet its AS, but the subnets were never propagated to the Internet
routing tables. Subnetting and VLSM (variable-length subnet masks, explained later)
allowed for the global routing tables to stop growing exponential ly and allowed sites
to control their own networks as well. However, network numbers were plentiful and



subnets slowed the expansion of the Internet routing tables. This was before the
commercialization of the Internet in 1994,

The adverse effects of bridges in complex networks are well known. Since the bridge
revolution, routers have become the mainstay of the corporate backbone. This worked
well for shared environments, but technology was changing: Network attachments
were becoming faster and more powerful. The bridging revolution came back as switches
in that each desktop could now have its own 10-Mbps pipe. The switches build a small
flat network and should be used to front end routers, thus allowing for
microsegmenting but not microsubnetting.

Subnetting one network number caused the Internet routing tables to slow their
growth. This worked well with Class B addresses. Class C networks forced the Internet
routing tables to grow, and Class A addresses were not handed out. Also, since more
than 50 percent of the businesses were smal l- and medium-sized businesses. Class C
addresses were needed. Again, we were in a predicament. We needed a solution.
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Chapter 70
|P Addressing (The Old Method)

Refer to slide 82.

IP Addressing (The Old Method)
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Chapter 71
Address Terms and Definitions

There are four terms used in this section:

Variable Length Subnet Masks (VLSM). The ability to place a variable-length subnet
mask on a single IP network address. Refer to RFC 1817. VLSMs are explained in detail in
the OSPF section.

Supernetting. A mask that is shorter than the IP network address natural mask.

Classless Inter-Domain Routing (CIDR). An advertisement mechanism that allows for
advertising routes without regard to class assignment. The route could be identified by
a supernet or by an extended subnet mask.

Address aggregation. The ability to summarize contiguous blocks of IP addresses as
one advertisement.

The ability to manipulate IP addresses is affected not only on customer sites but within
the global Internet as well. Class-oriented IP addresses are still used in the customer
environment, whereas Classless IP addressing is used in the Internet itself. Customers
are free to use whichever mechanism efficiently uses the address that is assigned to
them. No longer are they restricted to use only one subnet mask for their assigned
network number. OSPF and RIP2 gave us more flexibility when using the subnet mask.
These routing update protocols distribute the subnet mask for each entry in its table.
The allowed us great flexibility in mask assignment and allowed for more efficiency of
the network address. For a single network ID, we could move the mask around to
various masks for the single network ID. A site could make very efficient use of its
assigned network ID using VLSM. We could move the mask down to 255.255.255.252 for
serial lines allowing 2 bits for the host, and then move the mask around again for a
various number of hosts. OSPF also allowed for summaries in the routing updates, which
allowed routers to send out one network number with a mask as an update indicating
all bits in the mask handled by that router. This is very efficient.



Address Terms and Definitions

» Varible Length Subnet Masks (VLSM)—The ability to place a variable-length
subnet mask on a single IP network number.

» Supernetting—The ability to apply a mask to an IP address that is shorter
than its natural mask.

e Classless Inter-Domain Routing (CIDR)—AN advertisement mechanism that
allows for advertising routes without regard to Class assignment. The route
could be identified by a supernet or by an extended subnet mask.

» Address aggregation—The ability to summarize contiguous blocks of IP
addresses as one advertisement.
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Chapter 72
Making the Address Efficient

Making the Address Efficient

« All methods provide for extending the life of IPv4.
* CIDR is very similar to VLSM.
» Addresses allocated in blocks.
» Example: 205.24.0.0/16 means that the address range of 205.24.0.0
through 205.24.255.0 (256 Class Cs) is assigned to one ISP or consumer, etc.
* Block assignment allows for one route to be placed in the Internet routing
tables.
« Itallows the ISP to break up the addresses and efficiently hand them out to
Its customers.
« Consumers must detail their addressing requirements to the ISP.
» Address assignments are still conservative.

The rapid expansion for connectivity and the exploding corporate infrastructure
initial ly caused problems on the Internet. IP addresses were assigned sequentially to
requesting organizations without regard to the requester’s location or method of
Internet connection. What this means is that a requesting company simply called in for
an IP address assignment and was assigned an IP address from a list of sequentially
listed numbers. For example, a company in California could be assigned 150.1.0.0 and a
company in Virginia would be assigned 151.1.0.0 and maybe 40 Class C addresses. Then a
company in Texas could apply for 160.1.0.0 and 50 Class C addresses. They could then
sign up for any ISP they desired with their newly assigned IP addresses. Very inefficient,
but at the time, who knew? The routing system filled up with smaller IP addresses
across multiple, long hops of routers, instead of large contiguous addresses.
Supernetting, CIDR, and address aggregation provided address flexibility and efficiency
to the ISP and the Internet. CIDR is very similar to VLSM. Today, blocks of addresses (as
indicated toward the end of this section) are handed out to Internet Service Providers
(ISPs) in blocks (or a range) through the Internet Registry (RFC 2050 fully explains



this). For example, an ISP may be assigned the address block of 205.24.0.0/16, which
allows the ISP to hand out addresses in the range of 205.24.0.0 through 205.24.255.255.
In this way, the global routing tables only know that addresses 205.24.0.0 through
205.24.255.255 go in one direction to an ISP. All of these addresses are summarized into
one routing table entry, which, using the old method, would have been 255 entries. The
entry in the global routing tables would have been 205.24.0.0/16 instead of listing all
255 addresses—the global routing tables do not care about the individual network
assignments.

The ISP subdivides this block to hand out individual addresses to its customers as
Classful addresses, but how an ISP cuts up the addresses and assigns these blocks is
affected using the protocols previously mentioned. One whole block would not be
assigned to one company, but multiple companies.

A company requiring Internet connection calls its ISP, detailing its topology and
requesting address space. The ISP (knowing it has to assign network numbers sparingly)
will then assign the correct number and network range to its downstream customers.
The range is then entered into the ISP’s routing table, perhaps as one address even
though multiple Classes were given to the customer.
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Chapter 73
M asks and Prefixes

Prefix routing has been around a long time. In fact, it is defined in RFC 1338. Prefix
routing is the method used on the backbone of the Internet—an IP address is looked at
simply as a 32-bit number and a prefix. The prefix is a mask that slides over the IP address
to determine its network number. A routing entry in the Internet routing table may
simply be 150.0.0.0/8 and a next hop address to the next in-line router to that
destination. The router does not care about anything else in the address except that
all 150.x.x.x networks are in the indicated direction.

Masks and Prefixes
» The addresses 210.10.40.0/24 and 210.10.40.0/255.255.255.0 mean the exact same
thing.

IP Network

Address Prefix Subnet Mask

128.1.0.0 /16 255.255.0.0

190.1.8.0 /21 255.255.248.0

207.16.16.128 125 255.255.255.128

A subnet mask and a prefix can be intermixed. In fact, on Cisco routers, you will see the
/prefix commonly used throughout their configuration interface.

Throughout this text, | will use both the decimal subnet mask and the prefix; a mask
and a prefix are essential ly the same thing. For example, a subnet of 255.255.255.0 and a
prefix of /24 are the same. To il lustrate, you could see an address written as 150.1.0.0/24,
which means address 150.1.0.0 subnet 255.255.0.0.

Let’s look at a few subnet examples, starting with address assignment at a company site.




Previous

Table of Contents

Next




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 74
Another Try

A customer has the base network address of 150.1.0.0 with a subnet mask of 255.255.0.0,
or /16 prefix.

This time we are not interested in a requirement of subnets. All we know is that we
must be able to have 100 hosts on each subnet. Each subnet will not have that many,
but the largest one will, and without multinetting, we must use a mask small enough
to accommodate that number. In order to support 100 hosts, 7 bits are needed, which
allows for 126 addresses (2"7 — 2). This will allow for future growth. The next-lowest
mask yields 62 addresses (2"6 — 2), so we must allow for 7 bits. Always assign a mask that
allows for future growth.

Next we must determine the subnet mask for the network number. Since we will be
reserving 7 bits for host assignment, this will leave 25 bits left for the network mask
(32 bits — 7 bits = 25 bits). This gives a subnet mask of 255.255.255.128, or /25 prefix. The
natural mask for Class B is 255.255.0.0. This mask is 255.255.255.128, which allows for 9
bits to be assigned to the subnet mask, thereby allowing for 512 subnets to be defined.
The subnet numbers range from 0 to 521. This gives the range of subnets of 150.1.0.0
(providing for the zero subnet) through 150.1.255.128 (using all 9 bits including the all-
1s subnet).

Now that we have separated the subnets from the hosts, we should list them:

Subnets Host Range

150.1.0.0 through 150.1.255.128 1 through 125 (2"7 - 2)

150.1.1.0 (X — host reserved bits) Host 1 (x = network/subnet reserved bits)
10010110 . 00000001 . 00000001 . OXXXXXXX — XXXXXXXX.XXXXXXXX.XXXXXXXX.X0000001
150.1.1.0 Host 127

10010110 . 00000001 . 00000001 . DOXXXXXXX XXX XXXKX XXX XXXXX . XXXXXXXX.X1111111



Another Try

» Let’s first review breaking a network number down with a subnet
requirement:

* Requirement: A site has been assigned the network number 150.1.0.0. It requires
100 hosts per subnet. Future growth indicates 120 hosts per subnet. It
wasdetermined that expansion was more likely in the case of remote sites than
hosts.

« Step 1. Determine the bits required to support at least 100 hosts and future
expansion to 120 hosts per subnet.

7 bits are required for 100-126 hosts.

Start from the right and move left.

» Step 2: Determine how subnets are defined by 9 bits.

9 bits support 512 subnets.

Start from the left and move right.

o Step 3: Determine the mask.

150.1.0.0/25, or 255.255.255.128
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Chapter 75
Variable-Length Subnet Masks

We know about the restriction of RIPv1. RIPv2 and OSPF do not have this restriction
and can more efficiently use the address. The preceding examples show how to split up a
network for subnets assuming one mask per network ID (discussed extensively previously
in the book). A concept known as Variable-Length Subnet Mask (VLSM, detailed under
the RIP and OSPF sections of this book), al lows us to assign variable masks per network
ID. We can move the mask around the single network ID. These protocols transmit the
subnet mask along with the network ID in the routing update message.

VLSM can be very, very confusing. One rule you should follow: Do not make it overly
complicated. As a general rule, do not VLSM more than three times. Yes, efficiency is
important, but you must sit down with your team or customer and determine the
network topology. For example, if you use the address 150.1.0.0 with a /16 prefix
(255.255.0.0), a very effective method of using VLSM is /24 (for subnets with lots of
networks), /27 (for subnets with fewer hosts or maybe higher-powered network-hogging
apps), and /30 (mask for the serial lines). This is shown next. You can go wild and try to
develop a mask for every subnet, but having a few leftover bits is fine. Also, using this
method is not efficient as you will be spreading different subnets through the network
in a noncontiguous fashion, which can become burdensome on the route tables.
However, it does explain the variable-length subnet feature.

First, your base address is 150.1.0.0/16. This goes at the top of the chart. From here we
will create 256 subnets using the /24 subnet mask. No hosts have been assigned yet. We
currently have 50 serial (point-to-point) lines to work with and predict a growth of 100
more remote sites over the next two years. Therefore, we need 150 subnets for the serial
lines and there are only two host addresses needed per serial line. We have reserved
the 150.1.56.0, 150.1.57.0, and the 150.1.58.0 subnets for serial lines. The 150.1.56.0
network is further subdivided (sub-subnetted) using the first 6 bits of the fourth octet
(255.255.255.252 or /30), yielding 64 subnets for serial lines. With each subnet (56, 57, and
58) supporting 64 subnets we now have 192 subnets al lotted for serial lines. We leave 2
bits, which allows for two host addresses to be assigned (all Os and all 1s are not



allowed as host addresses). Seventy-five of the subnets will be assigned a another mask
(/27) to allow for sub-subnets (subnets of subnets) with a smaller number of hosts per
subnet.

Variab.le—Length Subnet Masks
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Chapter 76
Longest Match Rule

As you can see, playing with the address leads to a lot of ambiguity. Using these
techniques is not for the faint of heart. It can become very, very complicated. Usually,
company network manages do not have to overly concern themselves with this schema.

One rule that must be understood before any of this can work is the longest match rule.
This is also discussed in the OSPF section of the book. When a network ID is encountered
that matches to different-length prefixes, the router will always take the path
indicated by the longest mask. For example, if a router receives an IP datagram with the
destination address of 200.40.1.1 and a route table lookup found 200.40.1.0/24 and
200.40.0.0/16, the router will forward the datagram out the path indicated by the
longest mask: 200.40.1.0. Therefore, you must make sure there are no hosts assigned to
200.40.0.0/16.

Longest Match Rule

« Allows a router to determine the best route based on granularity of the
masked address.
» Used when a network ID is found to match more than one subnet mask.
« Example:
* Received datagram of 200.40.1.1
* Route table lookup found two entries:
¢ 200.40.1.0/24
¢ 200.40.0.0/16
* Route would use the 200.40.1.0/24
* Must be careful when assigning addresses.

The longest match rule is implemented because the longer the mask found, the better
granularity the router has in exactly defining the correct route.



Therefore, you must be wary of the fact that the router will route to the route
determined by the longest mask match. If there are two entries for the same route, the
longest mask wins.
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Chapter 77
Example One: An | SP Address Assignment

Let’s look at another example, this time using a better example of address assignment:
the Internet Service Provider. The ISP block is 200.24.0.0/16. Hmmmmm. Looks a little
strange. This is a Class C address, but there isa 0 in the third octet and the prefix
(subnet mask) is only 16-bits wide. The natural mask is 24 bits (255.255.255.0). This is
known as supernetting, and will be shown in the next pages, so bear with me here.

A customer of the ISP needs three subnets, each supporting 60 hosts. Remember, we assign
the mask contiguous starting from the left. Since subnets are divided evenly (due to the
binary nature of the address), we cannot have three subnets without dividing the
address to provide for four subnets. The address assigned to the customer is
200.24.255.0/24. Therefore:

1. How many bits are needed in the subnet mask to support three subnets?
2. 2"2 = 4, therefore 2 bits are required in the subnet mask. This leaves one left
over but masks must be contiguous.

Example One: An ISP Address Assignment

3. This leaves 6 bits left for host assignment. 2"6 leaves 62 (2"6 =64 and we
subtract 2 because we cannot have all Os or all 1s in the host portion of the
address) address assignments for hosts, and therefore we can use this single
network address assignment for our company.

This should make you a little nervous. There are only two hosts per subnet left for
expansion and there is only one subnet left. The ISP should make very sure that this
company will not grow anytime soon.
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Chapter 78
Example Two: Relaxing the Assignment

The previous assignment works, but is it real ly good? Although we were able to be very
stringent with the address assignment, this is not a good way of assigning or masking the
address. It does not leave much room for growth on the host side or on the network
side. For example, what if the company expands to 100 hosts per subnet and requires two
more subnets? It could call its ISP back and request another address assignment. But by
now, the ISP has handed out a few more addresses and the next available address for
the customer is 200.24.64.0/24. This is not contiguous with the original assignment and
the ISP has to add another entry in the ISP’s table when this could have been avoided.
To anticipate for this expansion, the customer could have been assigned four Class Cs.
The ISP block assigned to the customer could be 200.1.252.0/22 (one entry in the ISP
routing table), which yields the Class C addresses of 200.1.252.0, 200.1.253.0, 200.1.254.0,
and 200.1.255.0. The customer is free to assign any subnet mask he or she wishes to the
addresses without notifying the ISP.

From here the customer could assign 1 bit of subnet mask on the address of 200.1.252.0,
which allows for 7 bits of address space yielding 125 (2"7 —2) hosts per subnet. The other
address could remain intact or be split with 1 bit subnet mask. The customer could also
have simply used all the bits in the fourth octet, using no subnet mask. Yes, 1 bit subnet
mask is allowed on a Class C: a 0 subnet and a 1 subnet. Review RFC 1812. The only time
this will lead to problems is if the site is using all subnets broadcast. However, check
with your router vendor. Cisco does not support 1-bit subnet masks. In this case, you will
have to use the Class C assignment with subnets. With VLSM, the consumer would have
to devise a plan to determine which subnets will only have 60 hosts and which require
more.

Example Two: Relaxing the Assignment



This is a simple example of how you must think about your network design before
calling an ISP. You need to know how many hosts and what the traffic patterns are on
the network. IP addresses are in short supply and ISPs do not hand them out

haphazardly. They must take into consideration their routing tables as well.
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Chapter 79
Supernetting Exposed

In the previous example, we showed a subnet mask for a Class C address that was
shorter than the natural mask. Applying this to the example, the ISP has a block of
addresses. As far as the ISP is concerned, there is no Class associated with the address; it
is simply a block of addresses defined by the prefix. This block is assigned to the ISP by
the Internet Registry under the authority of the Internet Assigned Numbers Authority
(IANA, yes, the same group, actually only one person who handles the top-level
domains). This is small (four Class C addresses), but it shows up as one entry in the
routing table 200.1.252.0/22. Notice the mask at the ISP is pushed back to the left beyond
the natural subnet mask of a Class address. This is known as supernetting.

The current approach (in lieu of IPv6) is to provide large contiguous blocks of Class C
(and possibly other classes) addresses. They are provided by more local levelsin an
hierarchical fashion. For example, a national backbone provider (call it ISP-1) with
connections to other national backbone providers through Network Access Points
(NAPs) will be assigned a large block (one that will last two years) of Class C
addresses. In turn, other regional service providers (call them ISP-2) who utilize ISP-1
will be assigned a block of addresses from ISP-1’s address block assignment. In turn, ISP-
2 will provide address assignment to its customers from the block it was assigned. This
allows for very efficient and manageable global routing tables (those routing tables
on the top-level providers).

Super-l:etting Exposed
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Chapter 80
Route Aggregation

Route aggregation is not a protocol. It is actually a definition of what we are
accomplishing on the Internet routing tables. Using the example mentioned previously,
you have been introduced to a concept known as route aggregation. It allows a router to
summarize a group of routes as one advertisement. Imagine having one entry in the
routing table to represent a large group of addresses. The router simply needs to know
the prefix. This is completely possible with route aggregation, however, it is only useful
when the routes are contiguous. Punching holes in the continuity of the routes reduces
the efficiency of this concept.

To show this benefit clearly, | have chosen a Class A example. The network address is
20.0.0.0. The natural mask for this is /8. or 255.0.0.0. We first subnet the address using a
/16 prefix, or 255.255.0.0. This allows for addresses in the range of 20.0.0.0 through
20.255.0.0. We take the 20.127.0.0 subnet and further subnet it with a prefix of /24
(255.255.255.0). Finally, we take the 20.127.1.0 subnet and apply a /27 prefix.

Route aggregation is based on the concept of a common prefix. What is the common
prefix assigned to a group of IP addresses? For example, the 20.127.1.0 was subnetted to
/27. However, all the subnets that are created by this can be advertised as one route:
20.127.1.0/24. This is detailed later in this section. All of the addresses in this range
have the same prefix. This would indicate to all other routers that any network in the
range of 20.127.1.0 should be forwarded to that router. The other routers do not care
about any of the particular subnets beyond that address. The router that receives the
datagram to be forwarded to any subnet below 20.127.1.0 will be identified by the
router and it will forward it to the correct network.

Route Aggregation




The rules are simple:

Write down the addresses in the range.

Convert each address to binary, one below the other.

Check for a contiguous, common prefix.

Move the prefix to the last bit of the contiguous binary digit.

Write the address starting the first address and apply the step 4 prefix.

ok wpdE

Remember, do not make this complicated. It is confusing enough. Three variable subnet
masks are enough to work with for most networks (business networks and ISPs
excluded).
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Chapter 81
Deter mining a Common Pr efix

The /27 prefix al lows for an address range of:

20.127.1.32

20.127.1.64

20.127.1.96

20.127.1.128

20.127.1.160

20.127.1.192

20.127.1.224

Convert this to binary:
000010100.01111111.00000001.00100000 = 20.127.1.32
000010100.01111111.00000001.01000000 = 20.127.1.64
000010100.01111111.00000001.01100000 = 20.127.1.96
000010100.01111111.00000001.10000000 = 20.127.1.128
000010100.01111111.00000001.10100000 = 20.127.1.160
000010100.01111111.00000001.11000000 = 20.127.1.192
000010100.01111111.00000001.11100000 = 20.127.1.224
000010100.01111111.00000001.00000000 = Common prefix to all of the preceding
addresses

Determining a Common Prefix

Therefore, applying rules 4 and 5, we have 20.127.1.0/24, which represents all of the
addresses.
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Chapter 82
Another Look at Route Aggregation

In this example, aggregation is somewhat less efficient, but you would not know it from
the address. The fol lowing addresses appear to be contiguous:

155.1.140.0
155.1.141.0
155.1.142.0
155.1.143.0
155.1.144.0

But when we translate it to binary to find the common prefix to all of the addresses,
we find a noncontiguous bit pattern:

10011011.00000001.10001100.00000000 = 155.1.140.0/24
10011011.00000001.10001101.00000000 = 155.1.141.0/24
10011011.00000001.10001110.00000000 = 155.1.142.0/24
10011011.00000001.10001111.00000000 = 155.1.143.0/24
10011011.00000001.10010000.00000000 = 155.1.144.0/24
10011011.00000001.100011xx.00000000 = Common prefix

The common prefix is 100011xx in the third octet. Why? Because we do not know where
145 or higher is? We have to see which ones have the same prefix and then use that. Any
other numbers must be separate entries in the table. This would give us a route
aggregation of 155.1.140.0/22, but this leaves out the 155.1.144.0 subnet. Depending on
the range that this address is in, it could be listed in another route aggregation prefix.
Since this is all the information we were given, however, 155.1.144.0 must be listed as a
separate route: 155.1.144.0/24 (subnet mask of 255.255.255.0). This is due to this address
not being within the range of the common prefix of the other addresses even though the
decimal address is contiguous. Networks do not calculate routes in decimal!!! Humans
do, and this is why we make mistakes.



Another Look at Route Aggregation

155.1.140.0
155.1.141.0
155.1.142.0
155.1.143.0
155.1.144.0

When we translate it to binary to find the common prefix to all of the addresses, we
find a non-contiguous bit pattern:

10011011.00000001.10001100.00000000 = 155.1.140.0/24
10011011.00000001.10001101.00000000 = 155.1.141.0/24
10011011.00000001.10001110.00000000 = 155.1.142.0/24
10011011.00000001.10001111.00000000 = 155.1.143.0/24
10011011.00000001.10010000.00000000 = 155.1.144.0/24
10011011.00000001.100011xx.00000000 = Common prefix

You should also notice that this al lows us to have one route entry instead of four.
This may not seem like much, but when this concept is applied to a larger range of
addresses (such as those on the Internet routing tables), one route entry is used to
aggregate thousands of individual addresses.

The common prefix is 100011, which allows us to aggregate those routes to 155.1.140.0/14.
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Chapter 83
Classless I nter-Domain Routing (CIDR)

Thereis a lot more to CIDR than what is presented here, but for our purposes, this wil l
do. With CIDR, network numbers and classes of networks are no longer valid for
routing purposes. This is where the network IP address format changes to <IP Address,
prefix length>. Mind you, this is for the Internet routing tables (ISPs); Class addressing
Is continuing to be used in customer environments. Classless could operate in a customer
environment, but most hosts would not understand this type of implementation. The
millions and millions of hosts that are attached to the Internet are still operating in a
Class environment; therefore, we simply have created a hierarchical routing
environment that does not affect the customer environment whatsoever. Let’s start
out this discussion by assigning a prefix to the well-known Class addresses. CIDR could
operate in a customer environment, but that would require upgrading all routers and
hosts to understand CIDR. This is not going to happen. CIDR is primarily used on the
Internet routers.

Class A networks have a /8 prefix
Class B networks have a /16 prefix
Class C networks have a /24 prefix

18?1167 [24? Hopeful ly, something clicked here! What we have changed to is the
network prefix. A network number is basical ly a network prefix. Nodes on a classless
network simply determine the address by finding the prefix value. This value indicates
the number of bits, starting from the left, which will be used for the network. The
remaining bits are left for host assignment. The prefix can range anywhere from /0 to
/32, which allows us to move the network portion of the address anywhere on the 32-bit
number.

Imagine then, an address of 198.1.192.0/20. This looks like a Class C address, but the
natural mask for a Class C is 24 bits or /24 prefix. This one allows for only 20 bits as the
network assignment. But this prefix could be assigned to any address regardless of
class. It could be assigned to 15.1.192.0 or 128.1.128.0. The prefix does not care about



Class. This is the capability of CIDR. The fol lowing section assumes that you can
convert binary to decimal and vice versa. If not, please refer to the appendix at the end
of this book for an explanation on binary.

Classless Inter-Domain Routing (CIDR)

Network numbers according to classes of addresses are no longer valid.
IP address format changes to <IP Address, Prefix>.
Primarily used in ISP routing tables.
» The global Internet routing tables
* Most hosts on a network would not understand this
Easy examples are changing the class address.
» Class A has a /8 prefix
» Class B has a /16 prefix
» Class C has a /24 prefix
What about 198.1.192.0/20?
» Supernetted Class C address that provides for route aggregation using
a concept similar to VLSM
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Chapter 84
Classless I nter-Domain Routing (continued)

You know that | must be leading up to something. It is the next step in understanding IP
addresses and Internet routing. It is called CIDR (pronounced cider). CIDR is explained
in RFCs 1517-1520, so | am not detailing the CIDR spec here. Just the concept. The
concept is simple: Implement a generalization of Variable Length Subnet Masks and
move from the traditional Class A, B, C address toward the idea of a 32-bit IP address
and a prefix (without the concept of a Class). In CIDR, there are 32 bits and a prefix. To
understand CIDR, you must place the concept not on your local network but on the
Internet routers. You can employ CIDR on your network, but there is really no reason
to (since your hosts would have to be configured to understand supernets). The
Internet routing tables were expanding at a exponential rate (without CIDR, they
would have passed over 80,000 routes today). The Internet routers are simply those
devices that move data towards a destination indicated by its IP address, and therefore
do not have large subnets off of them with which to support hosts. CIDR works on the
notion that we are routing arbitrarily sized (a range) network address space instead of
routing on Class A, B, and C. CIDR routes based on routing information that has the
prefix attached to it. For example, the address of 200.15.0.0/16 could be an entry in the
Internet routing table—one entry indicating a range of addresses. Any IP datagrams
received by that router with the first 16 bits indicating 200.15 would be forwarded out
the port indicated in the routing table. This prefix could be assigned to any range of
addresses because CIDR does not associate a prefix with a Class.



Classless Inter-Domain Routing (continued)

* Pronounced “cider.”
Explained in RFCs 1517-1520.
Uses a generalization of the VLSM.
Move from traditional Class to a prefix.
Allows for route aggregation in the Internet routing tables.
* Reduces the size and therefore increases the speed
Works on the notion that we are routing arbitrarily sized network address
space.
* One entry in a routing table could possibly match mil lions of addresses.
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Chapter 85
Prefix Assignments

Prefix Dotted-Decimal Number of Addresses Number of Class Addresses

/13 255.248.0.0 512k 8 Class B or 2048 Class C
/14 255.252.0.0 256k 4 Class B or 1024 Class C
/15 255.254.0.0. 128k 2 Class Bor 512 Class C
/16 255.255.0.0 64k 1 Class B or 256 Class C
117 255.255.128.0 32k 128 Class C

/18 255.255.192.0 16k 64 Class C

/19 255.255.224.0 8k 32ClassC

/120 255.255.240.0 4k 16 Class C

121 255.255.248.0 2k 8 Class C

122 255.255.252.0 1k 4 Class C

123 255.255.254.0 512 2Class C

124 255.255.255.0 256 1Class C

125 255.255.255.128 128 _Class C

126 255.255.255.192 64 _Class C

127 255.255.255.224 32 1/8 Class C

We must look at this concept through the ISP networks. ISPs give us the ability to
communicate over the Internet. You cannot simply attach to the Internet unless you
connect with an ISP. ISPs come is a variety of flavors: some are large and provide access
to other ISPs and individuals, and some are small and only provide Internet
connectivity to individuals and businesses. ISPs are allocated blocks of addresses that
are contiguous in range. The concept first used Class C addresses since Class B addresses
were exhausted and Class A addresses were not handed out (they are being handed out
today). The basic idea of the plan is to allocate blocks of Class C (first, other Class A
and B addresses to fol low) network numbers to each network service provider. (It is
very helpful here to read RFC 2050 before continuing this section). The customers of



these providers are then allocated bit mask-oriented subnets of the service provider’s

address. The assignment blocks to the IR can be found at the end of this section.

Prefix Assignments

Prefix Dotted-Decimal [[Number of Addresses||Number of Class
Addresses

/13 255.248.0.0 512k 8 Class B or 2048 Class
C

/14 255.252.0.0 256k 4 Class B or 1024 Class
C

/15 255.254.0.0. 128k 2 Class B or 512 Class
C

/16 255.255.0.0 64k 1 Class B or 256 Class
C

/17 255.255.128.0 32k 128 Class C

/18 255.255.192.0 16k 64 Class C

/19 255.255.224.0 8k 32Class C

/20 255.255.240.0 4k 16 Class C

121 255.255.248.0 2k 8 Class C

122 255.255.252.0 1k 4 Class C

/23 255.255.254.0 512 2 Class C

124 255.255.255.0 256 1Class C

125 255.255.255.128 128 _Class C

/26 255.255.255.192 64 _Class C

127 255.255.255.224 32 1/8 Class C
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Chapter 86
A Look at the Addressesof an | SP

An ISP has been assigned this block from the InterNIC:
209.16.0.0/16.

At first glance, this address looks like a Class C, but the prefix does not match a Class
C. Itisa Class B prefix. Again, this is known as supernetting and shows that CIDR does not
care about Classes. With a prefix of /16, this would represent 256 Class C addresses.
However, in CIDR, the ISP is free to choose any method of segmenting this address and
handing it out to its customers. The ISP also knows that IANA and the InterNIC do not
just hand out lots of addresses; therefore, the ISP is very careful about carving up the
addresses.

The ISP pulls off a portion of the address space using a /20 prefix: 209.16.16.0/20. This
represents a small portion of the addresses, or 16 Class C addresses. The ISP leaves the
upper 4 bits of the address reserved for future use. 209.16.16.0/20 is the address space
that we will work with. Based on some surveys with its customers, the ISP cuts the
address into two pieces yielding 209.16.16.0/21 and 209.16.24.0/21. (For those not familiar
with binary, shifting right 1 bit divides the number by 2. Shifting left 1 bit multiplies the
number by 2). 209.16.16.0/21 (eight Class Cs) is assigned to a single customer. The other
half of the address, 209.16.24.0, is cut up again into three pieces:



A Look at the Addresses of an ISP

* ISP isallocated a block of addresses: 209.16.0.0/16.
* It must now find an efficient breakup of the address

ISP segments off 16 209.16.0.0/16 11010001.00010000.00000000.00000000
addresses of the becomes 11010001.00010000.0001 | 0000.00000000

original address 209.16.16.0/20

ISP splits thisnew  209.16.16.0/21  11010001.00010000.00010 | 000.00000000
address in half, 209.16.24.0/21  11010001.00010000.00011 | 000.00000000
yielding two address

ranges

Based on a customer Yields 8 Class C

survey, 209.16.16.0/21 addresses

Is given to asingle

customer
209.16.24.0/21 is 209.16.24.0/22 11010001.00010000.000110 | 00.00000000
split up again 209.16.28.0/23 11010001.00010000.0001110 | 0.00000000

209.16.30.0/23  11010001.00010000.0001111 | 0.00000000

209.16.24.0/22 representing _ of the address (four Class Cs)
209.16.28/23 representing 1/8 of the address (two Class Cs)
209.16.30.0/23 representing 1/8 of the address (two Class Cs)
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Chapter 87
A Graphic Look at the Example

How is this done

Action Address Space Binary Equivalent

ISP segments off 16  209.16.0.0/16 11010001.00010000.00000000.00000000
addresses of the becomes

original address 209.16.16.0/20 11010001.00010000.0001 | 0000.00000000
ISP splits this new 209.16.16.0/21 11010001.00010000.00010 | 000.00000000
address in half, 209.16.24.0/21 11010001.00010000.00011 | 000.00000000
yielding two address

ranges

Based on a customer Yields8 Class C
survey, 209.16.16.0/21 addresses
Is given to asingle

customer
209.16.24.0/21 is 209.16.24.0/22 11010001.00010000.000110 | 00.00000000
split up again 209.16.28.0/23 11010001.00010000.0001110 | 0.00000000

209.16.30.0/23 11010001.00010000.0001111 | 0.00000000

Therefore, customer A gets the Class C address range of 209.16.16.0 through 209.16.23.0.

Customer B gets the Class C address range of 209.16.24.0 through 209.16.27.0.
Customer C gets the Class C address range of 209.16.28.0 through 209.16.29.0.
Customer D gets the Class C address range of 209.16.30.0 through 209.16.31.0.

A Graphic Look at the Example



Use the preceding addresses and count up in binary using the table and you will get a
better picture of how this operates.

So CIDR is at the ISP and Class addressing is at the customer site. What does this buy us?
Not necessarily anything (except a faster network with the ISP), but it does great
things for the ISP’s routing tables and, therefore, the Internet routing tables.
Whereas the ISP would have had 16 entries in the routing table, it now has 4. Whereas
the Internet routing tables would have had 256 entries in the global routing table,
they now have 1. Now multiply this by the number of ISPs worldwide and | think you
begin to see the efficiencies of this protocol, and without it the explosion of the
Internet routing tables.
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Chapter 88
CIDR and VLSM Comparison

CIDR and VLSM seem similar; in essence, they are. Why not use VLSM instead of CIDR?
The difference is that CIDR allows for the efficient routing mechanism to take place by
the recursive allocation of an address block. Routing is then based on this address
block allocation and not on an individual Class address. This block is handed down by
the IANA to the IR, to the upper-level ISP down through the ranks of downstream ISPs,
and, finally, to the customer.

CIDR and VLSM Comparison

 CIDR and VLSM are similar.

» CIDR allows for the efficient routing mechanism to take place by the ability
of the recursive allocation of an address block.

« Routing is based on the address block allocation and not the individual Class
address.

e VLSM permits recursion at will but more so on an individual address space in
use by the customer.

* VLSM allows for variable lengths based on a Class address assigned by an ISP.

VLSM permits recursion as well, but more so on an individual address space in use by the
customer. A customer division of an address space is not visible by the Internet. VLSM
still operates with Class addresses.

Variable-length masks al low for variable-length subnets per network ID based on an
address assignment by an ISP. This allows one network number to contain different
masks and is a better use of an IP address. With VLSM, a lot of the bits in an address
space are wasted. The example is assigning an IP address to a point-to-point WAN link,
which wastes 252 address bits.



This allows for greater flexibility when dividing up a network ID into subnets and
hosts. Without VLSM, you have to choose between having enough networks, with close

to the right amount of hosts, or having the right amount of hosts with close to the
right amount of networks.
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Chapter 89
Special Subnet Considerations

RFC 950 (page 5) states that we should preserve the all 0s and all 1s in the subnet
field, for they have special meaning in the certain fields indicated by IANA-assigned
RFC numbers. For example, the address 130.1.255.255 could be interpreted as meaning all
hosts on the network 130.1, or the address 0.0.0.1 could be interpreted as meaning host 1
on this network.

It is useful to preserve and extend the interpretation of these special addresses in
subnetted networks. This means the values of all Os and all 1s in the subnet field should
not be assigned to actual (physical) subnets.

Due to increasing demand to make full use of all of the bits in the 32-bit wide address,
subnet Os and 1s are allowed. However, you must exercise caution when doing so. RFC
1812 (Requirements for IPv4 Routers) states:

All-subnets broadcasts (called multisubnet broadcasts) have been deprecated. ... Ina
CIDR routing domain, wherein classical IP network numbers are meaningless, the
concept of an all-subnets-directed-broadcast is also meaningless.

Basically, there are not subnets in CIDR.

Now, while the preceding extract was talking about the CIDR router domain, it could
be misread by any routed domain. Many router vendors interpret RFCs different ways.
For example, 3Com has the ability to turn ASB (All Subnets Broadcast) routing on or
off, thereby allowing all 1s subnetwork number free to be assigned.

You may think, why would you want to place an ASB? This can come in handy when
multicasting. As of this writing, the multicast protocols are not being used on customer
networks, mainly due to inexperience and nervousness of the router support staff and
its management. Routed networks are tricky enough without thoroughly
understanding multicasting. Therefore, multicast application software vendors support



ASB to route their information in a nonmulticast network. Unruly, yes, but it works.

This thinking may be propagated down to the lowest levels of routing in the Internet:
the customer AS. IT the customer AS has “deprecated” ASB, then you will be
implementing all Os and all 1s subnets. However, if a customer network has implemented

it (all 1s subnets), then a packet addressed to an ASB will be routed to the subnet
represented by the all 1s.

Special Subnet Considerations

* RFC 950 originally indicated that Os and 1s should not be used in either host
or subnet assignments.
» Special meaning in that 0.0.0.1 means host 1 on this subnet.
 Increasing pressure forced the use of all available bits for subnetting.
» CIDR has no concept of subnets, therefore it has no concept of 0s or 1s being
reserved.
* You should be careful in using all Os or 1s in a subnet. An all 1s subnet could
be misinterpreted as an all-subnets broadcast.
o All 1sin the subnet field could direct a router to forward the packet
to all subnets under the indicated network ID.

Previous [Table of Contents |INext




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 90
Internet Assigned Numbers Authority

Internet Assigned Numbers Authority

* The owner of all number assignments for the TCP/IP protocol, including many
other number assignments from other protocols that are asociated with TCP/IP.
» This includes port numbers, multicast address, IP addresses, etc.
* IANA chartered by the Internet Society (ISOC) and the Federal Network
Council (FNC).
e Current RFC number is RFC 1700.
» Updates are available through:
ftp://ftp.isi.edu/in-notes/iana/assignments

The Internet protocol suite, as defined by the Internet Engineering Task Force (IETF)
and its steering group (the IESG), contains numerous parameters, such as internet
addresses, domain names, autonomous system numbers (used in some routing protocols),
protocol numbers, port numbers, management information-based object identifiers
(including private enterprise numbers), and many others.

The Internet Assigned Numbers Authority (IANA) is the central coordinator for the
assignment of unique parameter values for Internet protocols. The IANA is chartered by
the Internet Society (ISOC) and the Federal Network Council (FNC) to act as the
clearinghouse to assign and coordinate the use of numerous Internet protocol
parameters.

Certain fields within IP and TCP are required to be unique. Imagine a port number that
is arbitrarily assigned for FTP, or an IP address that is al lowed to be assigned by any
site and then wants to connect to the Internet. It is the task of the IANA to make those
unique assignments as requested and to maintain a registry of the currently assigned
values.


ftp://ftp.isi.edu/in-notes/iana/assignments

As of this writing, RFC 1700 contains the compilation of assigned numbers. However, an
up-to-date FTP site is available at:

ftp://ftp.isi.edu/in-notes/iana/assignments

Requests for parameter assignments (protocols, ports, etc.) should be sent to:
<iana@isi.edu>

Requests for SNMP network management private enterprise number assignments should
be sent to:

<iana-mib@isi.edu>

The IANA is located at and operated by the Information Sciences Institute (ISI) of the
University of Southern California (USC). If you are developing a protocol or
application that will require the use of a link, socket, port, protocol, and so forth,
please contact the IANA to receive a number assignment (refer to RFC 1700).
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Current | ANA Address Block Assignments

Address Block

000-063/8
064-095/8
096-126/8
127/8
128-191/8
192-193/8
194-195/8
196-197/8
198-199/8
200-201/8
202-203/8
204-205/8
206/8
207/8
208/8
209/8
210/8
211/8
212-223/8
224-239/8
240-255/8

Registry - Purpose

IANA

IANA—Reserved
IANA—Reserved

IANA

Various Registries

Various Registries—MultiRegional
RIPE NCC—Europe
Internic—Others
Internic—North America
Internic—Central and South America
APNIC—Pacific Rim
Internic—North America
Internic—North America
Internic—North America
Internic—North America
Internic—North America
APNIC—Pacific Rim
APNIC—Pacific Rim
IANA—Reserved
IANA—Multicast (Class D)
IANA—Reserved (Class E)

Date
Sep 81
Sep 81
Sep 81
Sep 81
May 93
May 93
May 93
May 93
May 93
May 93
May 93
Mar 94
Apr 95
Nov 95
Apr 96
Jun 96
Jun 96
Jun 96
Sep 81
Sep 81
Sep 81



Current IANA Address Block Assignments

Address Registry - Purpose Date
Block
000-063/8 IANA Sep 81
064-095/8 IANA—Reserved Sep 81
096-126/8 IANA—Reserved Sep 81
12718 IANA Sep 81
128-191/8 Various Registries May 93
192-193/8 Various Registries—MultiRegional May 93
194-195/8 RIPE NCC—Europe May 93
196-197/8 Internic—Others May 93
198-199/8 Internic—North America May 93
200-201/8 Internic—Central and South May 93
America
202-203/8 APNIC—Pacific Rim May 93
204-205/8 Internic—North America Mar 94
206/8 Internic—North America Apr 95
207/8 Internic—North America Nov 95
208/8 Internic—North America Apr 96
209/8 Internic—North America Jun 96
210/8 APNIC—Pacific Rim Jun 96
211/8 APNIC—Pacific Rim Jun 96
212-223/8 IANA—Reserved Sep 81
224-239/8 IANA—Multicast (Class D) Sep 81
240-255/8 IANA—Reserved (Class E) Sep 81
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Chapter 92
| P Routing

We had to go through the IP addressing section in order to understand routing.
Hopefully, this section will be a 1ot more comprehensible. Packets are routed based on
the address that is in the packet. Routers read this information and determine the best
path known as the next hop. A packet switched network (compared to a circuit switched
network) is based on a unit of information (known as a datagram) and its ability to make
its way through the network to the destination. The datagram may be routed locally
(the destination is on the same subnet as the originator) which is known as direct routing,
or it may invoke the use of a forwarding device such as a router if the destination is
remote (on a different subnet than the originator). The latter is known as indirect
routing, which infers hierarchical routing. A datagram that is sent may invoke both
direct and indirect routing.

Why not just have one large flat network? Place everyone on the same network. ATM
tried to do this as well as switches and bridges. Eliminate indirect routing completely.
Flat networks do have their place: in small networks or WAN protocols or to extend a
subnet through switches or bridges. With the current suite of network protocols, a
large flat network is inefficient (it does not scale well), especial ly when you estimate
the millions of addressable stations that are attached to it. And the protocols that
currently run on networks are broadcast oriented. This means the network allows for
multiple stations to be attached and grouped to a single network, and these stations
see all data on their network no matter who sent it and who it is for. The protocols
were built for shared environments. These networks were invented before the advent
of switches and routers. Also, when stations need to communicate, the initial
communication could be sent in broadcast mode. Communication between certain devices
(routers) is always done in broadcast or multicast. This is a special type of packet that
enables all stations to receive the packet and hand it to their upper-layer software to
filter or process. As you scale for growth, a network cannot remain flat. There must be
some sort of hierarchy to allow for efficiency.



IP Routing

» Two types: direct and indirect.
* Routing provides for efficient network topologies.
« Flat networks cannot scale.
» Protocols used today are the same ones that were used back in the shared
network environment.
» Two types of routing protocols: IGP and EGP.
* IGP provides for routing within a single AS
» EGP provides for routing between ASs

Not all stations need to see each other. As a network scales, it must maintain its
manageability. To make any network more manageable, it will be split into many
networks called subnets (virtual ly any network today, whether split or not, is called a
subnet). To make these subnet networks manageable they will in turn be split further
into sub-subnets. The interconnection of these subnets is accomplished by forwarding
devices known as routers. Routers enable data to be forwarded to other networks in a
very efficient manner. It will always be easier to manage many smaller networks than
it will be to manage one large network. Also, broadcast data stays on its network or
subnet. It is not forwarded by routers (exceptions occur and they will be noted in those
sections, such as DHCP or all subnets broadcast).

In order for routers to forward data to other networks, they use special protocols
(known as routing protocols) to enable them to internally draw a map of the entire
internet for the purposes of routing. To accomplish this, there are two types of
protocols used: Interior Gate-way Protocols (IGPs) and Exterior Gateway Protocols
(EGPs). The Exterior Gateway Proto-col used with IP is known as Border Gateway
Protocol (BGP). The IGPs that | will explain are known as the Routing Information
Protocol (RIP and RIP2) and Open Shortest Path First (OSPF).
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Chapter 93
Direct Routing

As stated before there are two type of routing: direct and indirect. This section gives
you a brief introduction to direct routing. Throughout this section, different network
numbers will be used. The examples will not employ the use of subnets. Subnets
effectively act like network numbers. Subnets are also separated by a router. For
example, in the slide, the network numbers could be 140.1.1.1 on the network with
endstation B, and 140.1.2.1 on the network containing host A. Using a subnet mask of
255.255.255.0 would yield two different networks: 140.1.1.0 and 140.1.2.0. For simplicity
in explaining routers, | have chosen to use completely different network numbers.

How does a network station know whether the packet has to be directly (local) or
indirectly (remote) routed? For the network station, it is a relatively simple process.
The whole basis for routing is in the IP network number assigned to the network
station.

Remember from the previous section on Addressing that an IP address contains the
network number as well as the host number. With the first 1, 2, 3, or 4 bits of the 32-bit
IP network address identifying the class of the address, this allows for any network
station (workstation or router) to quickly extract the network portion out of the
class of IP address. In other words, by reading up to the first 4 bits of the IP address, a
network station can quickly determine how much of the IP address to read to determine
the network number of the address. The sending station will compare the packet’s
destination network number to that of its own network number. If the network number
portion of the destination IP address matches it own, the packet can be routed directly
on the local LAN, without the use of a router. The packet is simply transmitted to the
station (using ARP if necessary).

Once this determination is made, and the packet is destined for a local route, the
network station would check its ARP table to find the IP-to-physical-address mapping.
IT one is found, the packet is physical ly addressed and transmitted onto the network.
The physical destination address (located in the datalink header) will be that of the



receiving station. If the station’s address is not in the ARP cache, the ARP request
process is invoked.

Referring to the slide, endstation B and host A are located on the same network.

Again, a point needs to be brought up here: There is a difference between a routing
protocol and a routable protocol. A routable protocol is one that allows for routing
such as NetWare (IPX) and TCP/IP. NetBIOS and LAT (a DEC terminal/printer protocol)
are not routable protocols. RIP and OSPF, are routing protocols whichenable the
routing functions to work properly.

Direct Routing
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Chapter 94
| ndirect Routing

Indirect Routing

» Occurs when the source and destination network or subnet do not match.

« Source will ARP for a router and send the datagram to the router.

* The router will either forward the packet directly to the destination or it
will forward it to another router in the path to the destination.

* Routers decrement the TTL field.
* Routers forward the packet based on the IP address and not the MAC address.

I f the source and destination stations are on different networks, they must use the
indirect routing services of a router. The transmitting station will address the physical
destination address of the packet to that of the router (using ARP, if necessary, to find
the physical address of the router) and submit the packet to the router. Each
workstation may be able to determine the address of its closest router, or it can be
preconfigured with the address of its default router. The router has two choices:

1. If the destination network indicated by the address in the IP header is directly
attached to the router, it will forward the packet directly to the destination
station.

2. If the destination network indicated by the address in the IP header is not
directly attached to the router, it must use the services of another router to
forward the packet and let that router determine the next hop path.

Notice here, the destination physical address is that of the router and not the final
destination station. This type of routing is indirect routing. The final destination IP
address is embedded in the IP header.

Sending a packet to its final destination might be accomplished by using both direct and



indirect routing. For example, when a packet is to be delivered across an internet, the
originating station will address it to the router for delivery to its final network. This
is indirect routing. The originator and destination may be separated by more than one
router. No matter whether the final destination network ID is directly connected to
that router or whether the packet must traverse a few routers to reach its final
destination, the last router in the path must use direct routing to deliver the packet to
its destination host.

Depending on the Options field settings, it should be noted that the original IP
datagram, will not be altered with two primary exceptions: the TTL (Time to Live) field
and the Cyclic Redundancy Check field. If an IP datagram is received by a router and it
has not arrived at its final destination, the router will decrement the TTL field. IFTTL
>0, it will forward the packet based on routing table information. The IP datagram’s
header contents will remain the same (with the exception of an error-detection field
known as the Cyclic Redundancy Check, or CRC). Since the TTL field changed, the CRC
must be recalculated throughout all the networks and routers that the datagram
traverses. Otherwise, the only alterations that are made are to the datalink headers
and trailers. The IP addresses in the IP header will remain the same, as the datagram
traverses any routers in the path to its destination.

IP routers forward datagrams on a connectionless basis and therefore do not guarantee
delivery of any packet. They operate at the network layer, which provides best-effort
or connectionless data transfer. Routers do not establish sessions with other routers
on the internet. In fact, IP routers do not know of any workstations (nonrouters) on
their subnets.

These routers forward packets based on the network address of the packet (in the IP
header) and not on the physical address (the 48-bit address for broadcast networks) of
the final destination (the receiver). When the router receives the packet, it will look
at the final network address (embedded in the IP header of the packet) and determine
how to route the packet. Routers only route packets that are directly addressed to
them. They do not operate in promiscuous mode (watching all LAN traffic) for
forwarding datagrams.
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Chapter 95
A Flowchart

The slide shows the flowchart of the routing process.

Before complete confusion takes over here, there are some entities that need to be
explained about the IP layer that allow the internet to operate. In other words, when
a router receives a packet, how does it know where and how to send these packets? In
order for a packet to be delivered through a router, the router must know which path
to deliver the packet to in order for the packet to reach its final destination. This is
accomplished through IP routing algorithms, which involves two steps: maintaining a
table of known routes (network numbers), and learning new routes (network numbers)
when they become available.

A Flowchart
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Chapter 96
Routing Protocols—Distance Vector

Information is kept in the router that allows to it to know all the networks or subnets
in its domain and the path to get to those networks. The information is about networks
and their paths. This information is grouped together into a table—a table is the same
thing as a table in Microsoft Word. It contains a grouping of like information to be use
as awhole. There are two standard methods for building these tables: distance vector
and link state. Link state will be covered later. Distance vector means that the
information sent from router to router is based on an entry in a table consisting of
<vector, distance>. Vector means the network number and distance means what it costs to
get there. The routers exchange this network reachability information with each other
by broadcasting their routing table information consisting of these distance-vector
entries. This broadcast is local and each router is dependent on other routers for
correct calculation of the distance.

Each entry in the table is a network number (the vector) and the amount of routers
(distance) that are between it (the router) and the final network (indicated by the
network number). This distance is sometimes referred to as a metric. For example, if the
source station wants to transmit a packet to a destination station that is four hops
away, there are probably four routers separating the two networks.

Any time a datagram must traverse a router (thereby passing through a new network
number) it is considered a hop (metric). For RIP, the maximum diameter of the internet is
15 routers (hops). A distance of 16 is an indication that the network is not reachable. In
other words, if the network is more than 15 routers away, it is considered unreachable.
Remember: This is RIP and RIP is an IGP, which is under one domain. The Internet itself
encompasses many domains and the diameter of the Internet is much larger than 15 hops.

As shown in the slide, each router will contain a table with starting entries of those
networks that are directly attached to it. For a router that has only two network
connections (there are no other routers on the internet), the initial entries in the
table would look like the following:



Network Metric Port Age
134.4.0.0 1 1 XXX
134.3.0.0 1 2 XXX

There are actually more header entries in a routing table, but the significant portions
are shown in the slide. From this table, we know that networks 134.4.0.0 and 134.3.0.0
are directly connected to this router. Network 134.4.0.0 is assigned to port 1 of the
router and 134.3.0.0 is directly attached to port 2. It is running the RIP protocol, and
xxx indicates how long the route has before it is deleted from the table.

ThEE

Routing Protocols—Distance Vector
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Chapter 97
Updating Other Routers (Distance Vectors)

Updating Other Routers (Distance Vectors)

« Upon initialization, each router reads its preconfigured IP address and metric
(cost in hops) of all its active ports.
« Each router transmits a portion of its routing table (network ID, metric) to
each “neighbor” router.
» Each router uses the most recent updates from each neighbor.
« Each router uses the update information to calculate its own “shortest path”
(distance in hops) to a network.
» Tables are updated only:
* If the received information indicates a shorter path to the destination
network.
* If the received update information indicates a network is no longer
reachable.
* If a new network is found.

Some but not all the entries of the router’s route table are sent out the ports to
update other routers as to the networks that this router knows about. There are a few
exceptions, which will be explained in a moment. These updates are not forwarded by
any router, meaning the updates stay on the network on which they originated. Any
router that is located on the same network will receive the packet, read the routing
table data, and update its table if needed. All participating routers will accomplish
this. In other words, all routers forward their tables out each active port. As each
table is received, the routers are building a picture of the network. As each broadcast is
transmitted, more and more information is being propagated throughout the network.
Eventually, all routers will know of all networks on their internet.

There are three possibilities that can cause a router to update its existing table based



on just-received information:

1. If the received table contains an entry to a network with a lower hop count,
it will replace its entry with the new entry containing the lower hop count.

2. If a network exists in the just-received table that does not exist in its own
table, it will add the new entry.

3. If the router forwards packets to a particular network through a specified
router (indicated by the next-hop router address) and that router’s hop count to
a network destination changes, it will change its entry. In other words, if router
A normally routes data for a network X through router B, and router B’s hop-
count entry to that network changes, router A changes its entry.
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Chapter 98
A Bigger Update

This slide shows what happens when router A submits its routing table out of its port
connected to network 2. This slide assumes all routers are newly initialized. (For
simplicity, the slide shows the updating through one port only. In reality, routing
tables are submitted out all ports of a router, with a few restrictions on which entries
of the table get transmitted.)

Router A transmits its table containing two networks: Z and Y. Each of these networks
Is one hop away (they are directly connected). Router B will receive this packet and
will add 1 to each hop-count entry in the received table. (This is accomplished assuming
the RIP cost assigned to that port of router B is 1. The configured hop count could be
set to something else.)

Router B examines its table and notices that it does not have an entry for network Z. It
will add this entry to its table as: network 1, available through port 1, two hops away.
It will then check the next entry. Network Y will not be added, for router B already
has network 2 in its table with a cost of 1. Since the incoming table reports network Y
has a cost of 2, router B will ignore this entry. (There are rules that will prevent
router A from sending out information about network 2, which will be discussed later.)

Once its table is updated, router B will transmit its table out its ports every 30 seconds
(again, for simplicity only one router update is being shown). Router C will receive this
table from router B and will perform the same steps as router B. Eventually, all
information about all networks on the internet will be propagated to all routers.

-+

A Bigger Update
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Chapter 99
| P Routing Tables

The slide shows an example of what is in a routing table. This is a distance-vector
routing table, not a link-state routing table. OSPF would have a different kind of
table. In this table, it is important to note the network number, hops to that network
number, and the next router in the path to that network.

Routing table fields vary, depending on the update mechanism used. The following
table is a sample of a routing table used by the routing information protocol (RIP) for
the IP protocol.

The route table entries on the slide are defined as follows:
Network number. A known network ID.

Next router to deliver to. The next router that the packet should be delivered to if
the destination network is not directly connected. A directly connected network is one
that is physical ly connected to the router, since most routers today have more than
two connected networks.

Hops. This is the metric count of how many routers the packet must traverse before
reaching the final destination. A 1 indicates a local route.

Learned from. Since many routing algorithms may exist in a router (i.e., RIP, OSPF, and
EGP may exist in the same router), there is usually an entry in the table to explain how
the route was acquired.

Time left to delete. The amount of time left before the route will be deleted from
the table.

Port. The physical port on the router from which the router received information
about this network.
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IP Routing Tables
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Chapter 100
The Routing Information Protocol (Version 1)

Routing tables al low routers to determine the next hop path for a received datagram.
But what builds those tables? Dynamic updating is the process by which routers update
each other with reachability information. Before the advent of dynamic updates of
routing tables, most commercial vendors supported manual updates for their router
tables. This meant manually entering network numbers, their associated distances, and
the port numbers into the router table. The Internet was then known as the ARPAnet
and it employed a routing update scheme known as the Gateway Information Protocol
and later the Gateway to Gateway Protocol (GGP). This is beyond the scope of this book
and is not used anymore. Independent router vendors did not have that many routers
and subnets to update, so placing a manual entry in the routers was not all that bad.
As networks grew larger, this became a cumbersome way of building tables.
Commercially, RIP was the protocol that enabled automatic updates of router tables.

The RIP algorithm is based on the distance-vector algorithms just described. RIP placed
the fundamentals of distance-vector in a simple routing algorithm. Implementations of
these protocols were first found on the ARPAnet in 1969 using the Gateway
Information Protocol. However, it was first devised by Xerox Corporation as the
routing algorithm used by Internet Datagram Protocol of XNS.

RFC 1058 first defined RIP for TCP/IP, and it was formal ly adopted by the IAB in 1988.
Although it was not primarily intended as the routing algorithm for TCP, it gained
widespread acceptance when it became embedded into the Berkeley 4BSD Unix operating
system through a service known as routed (pronounced “route d”—d is for the daemon
process that runs the protocol in Unix). Placing the functions of RIP into an RFC
allowed for interoperability and detailed certain functions.

-
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The Routing Information Protocol (Version 1)




With RIP information, any router knows the length of the shortest path (not
necessarily the best) from each of its neighbor routers (routers located on the same
network) to any other destination. There are many deficiencies in this protocol and
they are discussed at the end of this section.

The RIP packet is quite simple. The slide shows the RIP header and data encapsulated in
an Ethernet packet. The RIP data is the table information one router shares with
another.
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Chapter 101
RIP Operational Types

RIP Operational Types

* RIP can operate in either ACTIVE or PASSIVE mode.

« Active means that it builds routing tables and responds to RIP requests.

» Passive means that it can build a routing table for its own use, but it does not
respond to any RIP requests.

» Most workstations (PCs) use a default gateway (i.e., router) and not a routing
update protocol like RIP.

There are two types of RIP packets that traverse a network (indicated by the command
field, shown next): one to request information and the other to give information (a
response packet). A response packet is generated for a request packet and is used for
periodic RIP updates. Most RIP packets that traverse a local network will be the
periodic RIP table updates. Does RIP operate in a workstation? The answer is, “yes and
no.” Some workstations implement RIP. Windows NT and Unix both use RIP; however,
most simple workstations such as Windows 95 do not (they have a default gateway). If a
workstation does implement RIP, it is usually in what is known as passive mode, which
means it can receive and process updates, but cannot respond to RIP requests or
broadcast its table.

In passive mode, RIP listens only for RIP updates. (It may build its own tables or it may
not. If it does, it will not broadcast these tables.) It will build a table so that it will
not have to request information from other routers on the network. Passive end is used
for nonrouting network stations. These devices have no reason to broadcast updates,
but have every reason to listen for them. Today, most DOS PC computers will use a
concept of a default gateway, explained later. Even Windows 95 uses a default
gateway if prompted. It can build a routing table, but Windows 95 is not RIP-enabled.



The RIP passive protocol allows the host to maintain a table of the shortest routes to a
network and designates which router to send the packets to. This consumes a
considerable amount of RAM for both the table and the algorithm. Without it, TCP/IP
requires a default gateway entry, which specifies that when a packet is destined for a
remote network, the host must submit the packet to a specified gateway for processing,
even if this gateway is not the shortest path to that network. Passive implementations
add no overhead to the network, for they listen only to routing table updates that are
on the network. Without passive RIP, these devices have to maintain their own tables or
implement a default route.

Most workstations do not invoke active versions of the RIP protocol They do not build
tables and keep track of networks. To communicate with a router, workstations
generally use their default gateway parameter. This is for simplicity. Higher-powered
workstations, such as Sun SPARC workstations, can build and maintain routing tables.
However the early implementations of ICP/IP were not powerful and required a simple
method.Remember, RIP packets do not leave their local network. All participants in the
RIP protocol (for example, routers) will receive the packet, update their tables if
necessary, and then discard the packet. They will compute the reachability of networks
based on adding a cost (usually 1) to the just-received tables or count entry, and then
broadcast their tables out their ports (usually being mindful of a protocol named split
horizon, which is explained a little later).
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Chapter 102
RIP Field Descriptions

The fields in the RIP packets are:

Command  Description

1 Request for partial or full
routing table information

2 Response packet containing a
routing table

3-4 Turn on (3) or off (4) trace
mode (obsolete)

5 Sun Microsystems’ internal
use

Version. Used to indicate the version of RIP. Currently set to 1 for RIP version 1.

Family of net x. Used to show the diversity of the RIP protocol and to indicate the
protocol that owns the packet. It will be set to 2 for IP. Since XNS could possibly be
running on the same network as IP, the RIP frames would be similar. This shows that the
same RIP frame can be used for multiple protocol suites. AppleTalk, Novell NetWare’s
IPX, XNS, and TCP/IP all use the RIP packet. Each packet is changed a little for each
protocol.

IP address. Indicates the IP address of a specific destination network. This would be
filled in by the requesting station. An address of 0.0.0.0 indicates the default route
(explained later). The address field needs only 4 bytes of the available 14 bytes, so all
other bytes must be set to 0. This will be explained in RIP Version 2.

IT this is a request packet and there is only one entry, with the address family ID of 0
and a metric of 1, then this is a request for the entire routing table.



As for the distance-to-network field, only the integers of 1 to 16 are allowed. An
entry of 16 in this field indicates that the network is unreachable.

The next entry in the field would start with the IP address field through the metric
field. This would be repeated for each table entry of the router to be broadcast. The
maximum size of this packet is 512 bytes.

The RIP protocol relies on the transport-layer protocol of the User Datagram Protocol
(UDP, discussed in the next section on transport-layer protocols). In this will be the
specification for the length of the RIP packet. Also, for those interested, RIP operates
on UDP port number 520 (port numbers are discussed in the UDP section).

e e et I
RIP Field Descriptions
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Chapter 103
Default Router and Gateways

On a TCP/IP network, there is a concept known as the default route. Except for
proprietary implementations, this is not part of any other network protocol (XNS,
AppleTalk, IPX, etc.). The default route can be maintained in two places: the router and
the endstation.

For an endstation that does not support the active or passive functions of the RIP
protocol, thereby allowing it to find a route dynamically, the default router
(commonly called a default gateway) is assigned to it. This is the 32-bit address of the
router the workstation should route to if remote routing is necessary. The IP layer in
the endstation would determine that the destination network is not local and that
the services of a router must be used. Instead of implementing the RIP protocol, the
endstation may submit the packet to the default router as assigned by the default
route number. The router will take care of ensuring the packet will reach its final
destination. If that router does not have the best route, it will send a message (using
the ICMP protocol) to the endstation to inform it of a better route. This will be
explained later.

A router may also be assigned a default route. It is indicated as 0.0.0.0 in its routing
table. There is no subnet mask associated with it. This is implemented for when a router
receives a packet and does not have the network number in its table. The router will
forward the packet to another router for which it has an assigned default route. This
means that when a router has received a packet to route, and its table does not contain
the network number indicated in the received packet, it will forward the packet to its
default router, hoping that the default router will have the network number in its
table and will be able to properly forward the packet. The default router will receive
the packet and, if the network number is in its table, it will forward the packet. If the
network number is not in its table with the best route, it, too, may have a default
router, and it will forward the packet to that router. If there is no route and there is
not another default route, the last router will send a control message (through ICMP)
back to the originating station indicating it could not forward the packet.



The problem with default routes in workstations is that a workstation’s default router
may go down and the workstation will not know if there is another router on the
network. The network number may change or there may be a better path for the
workstation to take. The default gateway allows for the elimination of routing tables
in the network station and routers by al lowing groups of networks to become available
through the default route.

]

Default Router and Gateways

Previous [Table of Contents |INext




llisstrated llustrated TCP/IP

TCPflP by Matthew G. Naugle

Wiley Computer Publishing, John Wiley & Sons, Inc.
ISBN: 0471196568 Pub Date: 11/01/98

Previous [Table of Contents |INext

Chapter 104
Disadvantages of the RI Pv1 Protocol

As noted earlier, the acceptance of RIP in the Internet community was based on its
implementation into the popular Berkeley 4BSD Unix operating system through a
process known as routed (Pronounced Route - d, two words). Unfortunately, it was
implemented before the rapid growth of TCP/IP. RIP had many disadvantages that were
not considered limiting at the time it became accepted. Before RIP was implemented, some
router tables had to be constructed manually. RIP allowed these tables to be updated
dynamically, which was a real advantage. The disadvantages follow.

RIP, based on a simple hop count, understands only the shortest route to a destination,
which may not be the fastest route. RIP understands only hop counts. For example,
there may be two paths to a destination: one that traverses two T1 lines (three hops)
and another that has two hops, but is a 9600 baud serial line. RIP would pick the 9600
baud line, because its shorter (two hops). There are variations of RIP that allow the
network administrator to assign an arbitrary RIP hop count or cost to a route to
disallow for this. This solves one problem, but creates another. This incremented RIP
number adds to the upper limit of a 15-hop diameter in RIP, which creates another
problem. The number of hops that a network may be distanced from any network station
is limited to 15—a hop count of 16 is considered unreachable. If you add additional hops
to a path, you decrease the total number of routers allowed in a path.



Disadvantages of the RIPv1 Protocol

* RIPv1 only understands the shortest route to a destination, based on a simple
count of router hops.
It depends on other routers for computed routing updates.
* Routing tables can get large and these are broadcasted every 30 seconds.
» Distances are based on hops, not on real costs (such as the speed of a link).
» Patched with split horizon, poison reverse, hold-down timers, triggered
updates.
* It continues to be a router-to-router configuration. One router is fully
dependent on the next router to implement the same options.
» Fix one problem and others appear.

With RIP, routing table updates are only as accurate as the router that submitted
them. If any router made a computational error in updating its routing table, this error
will be received and processed by all other routers.

What may also be apparent is the fact that the routing tables could get very large. If
the network consisted of 300 different networks (not uncommon in larger
corporations), each routing table of every router would have 300 entries. Since RIP
works with UDP (connectionless transport-layer service), the maximum datagram size of
a RIP packet is 512 bytes (576 bytes, including all media headers). This allows for a
maximum of 25 <network number, distance> combinations in each packet. Therefore, it
would take 13 packets from each router to broadcast its routing table to all other
routers on all the local networks in the internet. This would be broadcast every 30
seconds by each of the 300 routers. All this, and the possibility that nothing had
changed from the previous update! This is an unnecessary consumption of bandwidth,
especially over slow-speed serial lines.

This leads to the second disadvantage. RIPv1l normally broadcasts (datalink physical
address of all FFs) to the network every 30 seconds, even across slower-speed serial
links. This makes the datalink pass the packet up to the upper-layer protocols on all
stations on the network, even if the stations do not support RIP.

Every time we solved one problem, another popped up.
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Chapter 105
Scaling with RIP

Here is where RIP real ly shows off the limitations. Try and build a large network
based on RIP. RIP was designed for small stable networks. It states this in the Xerox
documentation. RIP does not handle growth very well. This problem is twofold. The
first limitation is that a destination network may be no more than 15 hops away in
diameter (a distance of 16 in any routing table indicates the network is unreachable).
Careful planning is needed to implement large-scale networks based on the RIP
protocol.

The other scaling problem is the propagation of routing information. Four terms need to
be understood here, for they are used quite frequently: split horizon, hold-down timer,
poisoned reverse, and triggered updates.

Refer to the slide. With router A directly attached to network z, it advertises that
route through all its ports as a distance of 1 (whatever the RIP-assigned cost of the port
that attaches to that network is). Router B receives this and updates its table as
network z1 with a distance of 2. Router B then broadcasts its table (at the 30-second
update timer) and router C receives this and updates its table as network n with a
distance of 3. Notice that all routers broadcast all the information in their tables
through all ports (even the ports from which they received the update).

Why would router B broadcast a reachability of network z when router A already has
a direct attachment to it? Wouldn’t this confuse router A if network z is located?
Normally it would, but remember that the only changes that a router will make to its
tables is when the hop-count distance is lower, is a new entry, or if the next hop router
path taken to a network changes its hop count. Since that hop count is higher, router A
will simply ignore that particular entry in the update table.

Using the original algorithm, a serious problem occurs when router A loses it
reachability to network z. It will update its table entry for that network with a
distance of 16 (16 indicates not reachable), but will wait to broadcast this information



until the next scheduled RIP update. So far, so good, but if router B broadcasts its
routing table before router A (notice that not all routers broadcast their tables at
the same time), router A will then see that router B has a shorter path to network z
than it does (a distance of 2 for router B versus a distance of 16 for router A). Router A
will change its entry for network z. Now, router A, on its next RIP update broadcast,
will announce that it has a path to network z with a distance of 3 (2 from the table
entry received from router B plus 1 to reach router B). There is now a loop between
routers A and B. A packet destined for network z will be passed between routers A and
B until the TTL counter is 0. When router B receives a packet destined for network z, it
will forward the packet to router A; router A will forward it back to router B; and
this will continue until the TTL field reaches 0. This is known as looping. The RIP
protocol works extremely well in a stable environment (an environment where routers
and their networks rarely change). The process of clearing out dead routes and
providing alternate paths is known as convergence.

Scaling With RIP

Even future RIP updates will not quickly fix the convergence in this case. Each update
(every 30-second default) will add 1 to the table entry, and it will take a few updates
to outdate the entry in these routers. This is known as slow convergence, and it causes
errors in routing tables and routing loops to occur. What if you had a network
diameter of 15 routers and each was exactly opposite on the timer to broadcast its
update? In other words, when one router broadcasts its table, the receiving router just
finished its broadcast. The lost route could take many minutes to update those routers
at the end of the network.
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Chapter 106
Routersand Subnet Masks

From the previous discussion on choosing a subnet mask, a routing protocol known as
RIP version 1, or RIP1, requires that a subnet mask be uniform across an entire network
ID. An address assignment of 150.1.0.0 must contain one network mask. The fault here is
the inability of RIP1 to supply a subnetmask entry in its routing updates to be consumed
by other routers. Therefore, RIP1 is forced to make assumptions. It assumes that the mask
Is the same for the learned subnet of the same network ID as its configured ports. This
means that if a subnet route is learned on a port that has the same network ID as the
port, RIP will apply the assigned mask to that learned route as the port. If the learned
subnet route has a different network ID than the port it learned the subnet route
from, it assumes the learned subnet route is not subnetted and fal ls back to applying
the natural mask for that class.

Here’s an example: A router has two ports. Port 1 is assigned an address of 150.1.1.1 with
a subnet mask of 255.255.255.0. Port 2 has an address of 160.1.1.1 with a subnet mask of
255.255.255.0. If the router learns of a route 150.1.3.0, then it will apply the 24-bit
subnet mask because it has the same network ID as its port. However, if the router
learns a subnet route of 175.1.6.0, this network ID is not on either one of its ports and it
will apply a natural subnet mask of 255.255.0.0 to that address before updating its
table. That is for learned routes.

How about routing updates? When does a router apply the subnet mask to a route and
then include it in the routing update? The same rule applies. Using the network numbers
from the preceding example, when the router would like to broadcast its table, it will
apply the subnet mask of 255.255.255.0 to the learned route of 150.1.3.0 when it sends its
update out Port 1. However, it will send the address of 150.1.0.0 when sending the
update out Port 2. Port 2 has a different network ID associated with that port and,
therefore, the natural mask is applied before sending out the table.

This is why RIP1 supports only one subnet mask for network ID.



The next section gives more examples of address assignment and Variable-Length Subnet
Masks (VLSM).

Routers and Subnet Masks
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Chapter 107
RIP Fixes

RIP Fixes

« Split Horizon—Rule states that a router will not rebroadcast a learned
route back over the interface from which the route was learned.

* Hold-Down Timer—Rule states that when a router receives information
about a network that is unreachable, the router must ignore all subsequent
information about that network for a configurable amount of time.

» Poisoned Reverse and triggered updates—Rule states that a router is allowed
to rebroadcast a learned route over the interface from which it learned it, but
the metric is set to 16. A triggered update allows a router to broadcast its
table when a network is found to be down.

To overcome the limitations, a few rules were added to the IP RIP algorithm:

Split horizon. Implemented by every protocol that uses a variation of RIP (AppleTalk,
IPX, XNS, and IP), this states that a router will not broadcast a learned route back
through a port from which it was received. Therefore, router B will not broadcast the
entry of network z back to router A. This keeps router B from broadcasting the
reachability of network z back to router A, thereby eliminating the possibility of a
lower hop count being introduced when network z becomes disabled. The entry in
router B’s update to router A would not include an entry for network z.

Hold-down timer. This rule states that once a router receives information about a
network that claims a known network is unreachable, it must ignore all future updates
that include an entry (a path) to that network (typically, for 60 seconds). Not all
vendors support this in their routers. If one vendor does support it and another does
not, routing loops may occur.



Poison reverse and triggered updates. These are the last two rules that help to
eliminate the slow convergence problem. They state that once the router detects a
disabled network connection, the router should keep the present entry in its routing
table and then broadcast “network unreachable” (metric of 16) in its updates. These
rules become efficient when all routers in the internet participate using triggered
updates, which allow a router to broadcast its routing table immediately fol lowing
receipt of this “network down” information. The two most common are split horizon and
poison reverse.
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Chapter 108
Split Horizon Demonstrated

In the slide, there are three routers, labeled A, B, C, and four subnets, labeled W, X, Y,
Z. Upon startup, the routers learn of their immediate subnets. Router A learns about
subnets Y and Z. Router B learns about subnets X and Y. Router C learns about subnets
W and X. The routers may or may not automatically broadcast their tables out after
initialization (this is vender independent). Router C transmits its table containing
subnets W and X. It will transmit this information out the ports connecting to subnets
W and X. Router B will transmit its table containing subnet X and Y out both of its
ports, and router A will transmit its table containing subnets Y and Z out both of its
ports. All of the costs in these tables are set to 1. So far, so good.

Router C picks up the information that router B transmitted out and makes some
decisions. It will add to each entry the cost associated with the port on which it
received the information. In this case, that port was assigned a cost of 1. Therefore, it
now has two entries in the received table, each with a cost of 2. It then compares it to
its table. It already has a entry for subnet X and it has a cost of 1, so it discards that
information. The next entry is for subnet Y with a cost of 2. It does not have that
entry, so it will add this entry to its table with a cost of 2. Router C figures it is now
complete. Eventually, router C will update its table with the entry for subnet Z
(propagated by router B after router B received this information). Router C now has
the entries in its table of subnet Z, cost 3; subnet Y, cost 2; subnet X, cost 1; and subnet
W, cost 1).

Split Horizon Demonstrated

The periodic timer has expired (every 30 seconds) and router C is ready to broadcast its
table. Out the port associated with subnet W, it will list the entries for subnets W, X,
Y, and Z. However, on the port associated with subnet X, it will only include those



entries for subnet X (some routers do not include this entry if they know of another
router on this segment) and subnet W. It will not include the entries for subnets Y and
Z. This is known as spilt horizon. The rule for split horizon is not to rebroadcast a known
route back over the port that the router learned it on. Poisoned reverse allows for the
network number to be rebroadcast out, but it will include a 16 in the hop count so no

other router can update its tables. This is used to avoid routing loops in oddly looped
networks.
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Chapter 109
RIP Version 2

In November, 1994, RIP was modified with some additions (extensions) to overcome some
of its shortcomings. RIP version 1 continues to exist on many routers and as of this
writing, continues to outnumber OSPF networks. However, there is no reason not to
implement version 2 of the protocol. Version 2 is backward compatible with version 1 and
contains all of the capabilities of the version 1 protocol.

RIP version 2 implemented the fol lowing features:

Authentication—simple text password

Subnet masking

Next host

Multicast—to allow for variable-length subnet masks to be implemented
Route tag—to provide a method of separating RIP routes from externally
learned routes

» Compatibility switch—to allow for interoperability with version 1 routers

Notice that the same format is used for RIPv1 and RIPv2. Apparently, there was some
thought when building RIPv1 that future protocols of RIP may be different and that
more information is to be carried in the packet. The original packet indicated that the
field must be set to 0, and not reserved. Now you can see why. If not, we will revisit this
in the subnet mask topic of this section.

) s I
RIP Version 2
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Chapter 110
Authentication

There really is not room in the RIP update datagram for authentication. But since this
has become commonplace (OSPF), room was made for it. The address family identifier
(AFI) is used for authentication. If the AFI contains a OXFFFF, then the first entry in
the route entry list is the password to be used for authentication. The header of the
RIP datagram changes as shown in the slide. The authentication type is type 2 (simple
password) and the next 16 bytes contain this password (any amount of characters up to
16 bytes). RIPv1 will ignore this entry (the first entry), for the AFl is not set to an
address family of IP.

IT a RIPV2 router is configured with no authentication, it will accept and process both
RIPv1 and v2 unauthenticated messages and discard authenticated messages.. If the
RIPv2 router is configured for authentication, it will accept RIPv1 and v2 messages that
pass authentication. Remember, not all v1 implementations follow the RFC. They may
play with the fields and still be able to be processed by RIPv1 routers! This is not
recommended. Unauthenticated RIPv2 messages will be discarded.

Authentication
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Chapter 111
Subnet Mask Field

This is what is making RIP stick around a little longer. Yes, it still has problems with
scaling and still needs split horizon and poisoned reverse to operate properly. But to
use the address scheme more efficiently, RIP version 2 now has the ability to support
multiple subnet masks per network address. As we learned in other sections of this book,
one of the biggest problems with RIP was its inability to support a subnet mask in the
routing update. This led to the shortcoming of one subnet mask per network ID. Subnet
masking really extends the life of RIP. RIP v1 does not indicate a subnet mask on a route
entry. This can create many problems, two of which are learning and updating. How
does RIPv1 know how to apply a subnet mask for a learned IP address? How does RIP
provide a mask for its updates? Good questions! The answer is not real good though. RIP
assumed that the IP address uses the same subnet mask as it does providing the IP
network ID portion of the address is the same as its own and there is a subnet mask
applied to its interface.

For example, a router has two interfaces: Interface 1 has an IP address of 130.1.1.1 and a
subnet mask of 255.255.255.0. Interface 2 has an IP address of 205.1.1.1 and a subnet mask
of 255.255.255.0. When interface 1 receives a routing update, any entry that has the
same network ID as its own, 130.1.x.x, will apply the subnet mask that is configured to
its port to those entries. You will see an entry in the routing table for that learned
address. So, if a RIPv1 update was received on interface 1 and the update contained the
entry 130.1.4.0, then the interface will record 130.1.4.0 in its routing table. However, if
interface 1 received 155.1.1.0 on that interface, it would only place 155.1.0.0 into its
table because it does not know the subnet mask for the address of 155.1.0.0. You must be
safe when you assume.




Subnet Mask Field

When the router must transmit its table, how does it know to apply a mask to any of the
entries in the table? It will depend on the interface from which it is transmitted. On
interface 1, the router will transmit two entries: 150.1.1.0 and 200.1.1.0.

So, RIPv1 and subnet masks did not understand each other. RIPv2 fixes that. Notice in
the slide that the format of the RIP datagram is preserved. The two fields in RIPv1 that
stated “must be 0” are not used for the subnet mask and next-hop entries. Each route
entry in the datagram will have an associated subnet mask with it. If the field contains
a 0, there is not a subnet mask associated for the route entry. Also, in coordination
with RIPv1 routers, a mask that is shorter than the Class’s natural mask should never
be advertised.
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Chapter 112
Route Tag and Next-Hop Fields

The route tag entry is used to advertise routes that were learned externally (notin
this IGP). OSPF has this capability and allows the OSPF IGP to learn about routes
external to the IGP. For example, if the routes were learned via BGP-4 ( a routing
protocol used between autonomous systems), the route tag entry could be used for
setting the autonomous system from which the routes were learned.

The next-hop field allows the router to learn where the next hop is for the specific
route entry. If the entry is 0.0.0.0, then the source address of the update should be used
for the route. Over a point-to-point link (to routers connected by a serial line) there is
not much use for this entry (the next hop could be extracted from the source IP address
in the IP header of the packet). This field does have considerable use in instances where
there are multiple routers on a single LAN segment using different IGPs to
communicate to multiple LANs.

Route Tag and Next-Hop Fields
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Chapter 113
Multicast Support

A key improvement for the RIP protocol is the ability to use a multicast address for its
packets and for its datagram IP header. The multicast address for RIPv2 is 224.0.0.9 with
a MAC address of 01-00-5E-00-00-09. Of course, this must be mapped to an Ethernet
multicast address (for more information on this, please refer to Part Six, BOOTP, DHCP,
RSVP, and SNMP in this book, or RFC 1700).

Multicast Support

* RIPv2 uses the multicast address of 224.0.0.9 to multicast, does not broadcast
its table.
« MAC address of 01-00-5E-00-00-09.
» Details of this conversion are covered in RFC 1700 and the multicast
section of this book.
* RIPv1 uses a broadcast address in both the IP header and the MAC header.
* IGMP is not used for this multicast support.

If you read the section on multicasting, you know that the benefits of multicast are
great. RIPv1 uses a broadcast address that not only interrupts the NIC but the IP
service layer as well, even if the packet is not destined for that host. Why interrupt
the host when the packet/datagram is destined for some other host? All broadcast
packets must be received and processed. Not a problem when RIPv1 was introduced to the
IP community (there were not many hosts to contend with).

Multicast allows only those hosts that have specified their NICs to receive and process
multicast packets. All other multicast packets will be ignored.

Even though multicast is used, it is not IGMP (Internet Group Management Protocol)
and is not to be used for the address in a local multicast address. This means the packet



will never leave the network it was transmitted on (i.e., it will not be forwarded by
routers).
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Chapter 114
RIPv2 Compatibility with RIPv1

RIPv2 Compatibility with RIPv1

» Configuration parameters on the router for:
* RIPv1 only—Version 1 messages will be sent
* RIPv1 compatibility—RIP 2 messages as broadcast
* RIPv2—Messages are multicast
* None—No RIP messages are sent

So, if all of these new “features” are used, how do we communicate with version 1 RIP
routers? There are two sides to this story. Some simple rules apply:

» If a RIPV2 router receives a RIPv1 update, it will process it as a v1 update and
does not try to convert any of the information received into RIP features.

» If aRIPv1 request is received by a RIPv2, the RIPv2 router should respond with a
version 1 response.

Now, there are many changes (multicast, broadcast, etc.) to which a v2 router could
respond. Therefore, during the configuration of a v2 router, there will be
configuration parameters that allow for the v2 router to act in many different ways:

* RIP-1—only version 1 messages will be sent

» RIP-1 compatibility—RIP 2 messages are sent with broadcast addresses (IP header
and MAC)

» RIP-2—messages are multicast

* None—no RIP messages are sent

Although not required, some routers have implemented a receive parameter listing
which allows for RIP-1 only, RIP-2 only, or both.



Also, for compatibility, RFC 1058 stated that the version field should be used in the
following format:

« Any version field of 0—discard the entire packet.

» Any version field of 1 and MBZ fields that are not 0 are discarded.

« Any version greater than 1 should not be discarded simply because the MBZ
fields contains a value other than 0.

Therefore, routers that strictly adhere to RFC 1058 may be able to process RIPv2
updates and build routing tables based on that information. RIPv1 routers will ignore
the subnet mask and next-hop field. They will also ignore the route tag field (it is a
reserved field in RIPv1). RIPv1 will ignore any AFI that is set to FFFF (for RIPv2
authentication) and the route that applies to the AFI. (For RIPv2, it will be the first
entry of a RIPv2 datagram. All other entries will be valid RIP route entries).
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Chapter 115
Open Shortest Path First (OSPF, RFC 2178)

Open Shortest Path First (OSPF, RFC 2178)

» Shortest-path routes based on true metrics, not just a hop count.

« Computes the routes only when triggered to or every 30 minutes (whichever is
less).

» Pairs a network address entry with a subnet mask.

Allows for routing across equal paths.

Supports ToS.

Permits the injection of external routes (other ASs).

Authenticates route exchanges.

Quick convergence.

Direct support for multicast in both the IP header and the MAC header.

The major shortcomings of the RIP protocol are:

* The maximum distance between two stations (the metric, measured in router
hops) is 15 hops. A destination (network ID) whose hop count is 16 is considered
unreachable.

* The cost to a destination network is measured in hops. RIP determines a route
based on a hop count that does not take into consideration any other
measurements except for the number of routers between the source and
destination networks. A two-hop high-speed network will be bypassed for a one-
hop low-speed link. A router can be tricked into taking a better path by adjusting
the hop-count metric on the router port, but this reduces the available diameter.
* RIP updates it entire table on a periodic basis consuming bandwidth using the
broadcast address. (RIPv1; RIPv2 uses multicast or broadcast).

* RIP sends its update in a 576-byte datagram. If there are more entries than 512
bytes, multiple datagrams must be sent. For example, 300 entries require 12 back-



to-back 512-byte datagrams.

» RIP suffers from slow convergence. In the worse case, a RIP update can take
over 15 minutes end to end. This can cause blackholes, loops, etc.

* RIPv1 does not support VLSM.

The first shortest-path-first routing protocol was developed and used in the ARPAnet
packet switching network all the way back in 1978. This research work was developed
and used in many other routing protocol types and prototypes. One of those is OSPF.

OSPF Features

» Shortest-path routes are based on true metrics, not just a hop count.

* The routing tables are updated only when needed, or every 30 minutes using a
multicast address.

« A network address entry is paired with a subnet mask.

* Routing across equal paths is allowed, performing load balancing.

* Type of Service (ToS) routing is supported.

* The injection of external routes is permitted (routes from other autonomous
systems).

* Route exchanges are authenticated.

* Quick convergence is realized.

» Multicast is directly supported.
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Chapter 116
An OSPF Networ k

The following diagram is a picture on OSPF topology. OSPF introduces many new
concepts. OSPF has areas, and runs metrics based on true costs. OSPF does not broadcast
its table out; only link information is sent to a specific router.

The metrics assigned are based on a number set by the network administrator. It should
be based on the speed of the line—a lower cost for higher-speed lines. For example, if
workstation A wants to converse with workstation Z, OSPF will produce a routing
table that routes the datagram over the two T1 lines instead of the 56k line.

The name for this routing protocol is elusive. Shortest path first? Shouldn’t any
routing protocol try the shortest path first? This protocol evolved after many years of
research on the Internet and was the aggregate of many routing protocols. It was a
Xerox Network Systems protocol and was widely distributed through the Berkeley
Unix system. RIP was not invented on the Internet; however, OSPF was.

An OSPF Network
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Chapter 117
A Routing Protocol Comparison

When reading through the fol lowing sections on the OSPF protocol, keep one main
goal in mind: network design. OSPF allows us to build very efficient networks through
segmenting of an autonomous system into small groups called areas, variable-length
subnet masks, Type of Service routing, and a host of other betterments compared to the
RIP protocol. It was mentioned at the beginning of this section that there are two types
of routing methods: IGP and EGP. The table compares RIP with OSPF.

Function/Feature RIPv1 RIPv2 OSPF
Standard number RFC 1058 RFC 1723 RFC 2178
Link-state protocol No No Yes
Large range of metrics Hop count Hop count Yes, based on
(16=Infinity) (16=Infinity) 1-65535
Update policy Route table every Route table every Link-state
30 seconds 30 seconds changes, or every
30 seconds
Update address Broadcast Broadcast, multicast Multicast
Dead interval 300 seconds total 300 seconds total 300 seconds
total, but
usually much
less
Supports authentication No Yes Yes
Convergence time Variable (based on  Variable (based on Media delay +
number number dead interval
of routers x dead of routers x dead
interval) interval)
Variable-length subnets No Yes Yes
Supports supernetting No Yes Yes

Type of Service (TOS) No No Yes



Multipath routing No No Yes
Network diameter 15 hops 15 hops 65535 possible
Easy to use Yes Yes No
A Routing Protocol Comparison
Function/Feature RIPv1 RIPv2 OSPF
Standard number RFC 1058 RFC 1723 RFC 2178
Link-state Protocol No No Yes
Large range of metrics Hop count Hop count Yes, based
(16=Infinity)  (16=Infinity) on 1-65535
Update policy Route table Route table Link-state
every every changes or
30 seconds 30 seconds every
30 minutes
Update address Broadcast Broadcast, Multicast
multicast
Dead interval 300 seconds 300 seconds Up to 300
total total seconds
total,
usually
shorter
Supports No Yes Yes
authentication
Convergence time Variable based Variable based Media delay
on on +
(number of (number of dead
routers routers interval
x dead x dead
interval) interval)
Variable-length No Yes Yes
subnets
Supports supernetting No Yes Yes
Type of Service (TOS) No No Yes
Multipath routing No No Yes
Network diameter 15 hops 15 hops N/A but up
to 65535
Easy to use Yes Yes No
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Chapter 118
OSPF Overview

There are two types of standardized IGPs: RIP (versions 1 or 2) and OSPF. Like RIP, OSPF
Is an IGP, which means that it is designed to run internally to a single autonomous
system (AS). (An AS is described as those networks and routers grouped into a single
domain under one authority.) It exchanges routing information within a single
autonomous system. It can be used in small, medium, or large internetworks, but the
most dramatic effects will be readily noticed on large IP networks. As opposed to RIP (a
distance vector protocol), OSPF is a link-state protocol. It maintains the state of every
link in the domain.

The following is a simple algorithm for OSPF:

Upon initialization, each router records information about all its interfaces.
Each router builds a packet known as the Link State Advertisement (LSA).
The packet contains a listing of all recently seen routers and their costs.
LSAs are restricted to being forwarded only in the originated area.

Received LSAs are flooded to all other routers.

Each router makes a copy of the most recently “seen” LSA.

« Each router has complete knowledge of the topology of the area to which it
belongs.

» Adjacencies are formed between a designated router (and backup DR) and other
routers on a network.

» Shortest-path trees are constructed after routers exchange their databases.
* Router algorithm updates only when changes occur (or every 30 minutes,
whichever is shorter).



OSPF Overview

« Upon initialization, each router records information about all its interfaces.
« Each router builds a packet known as the Link State Advertisement (LSA).

» Contains a listing of all recently seen routers and their cost

» LSAs are restricted to being forwarded only in the orginated area
* Received LSAs are flooded to all other routers.

» Each router makes a copy of the most recently “seen” LSA
* Each router has complete knowledge of the topology of the area to which it
belongs.
» Adjacencies are formed between a Designated Router (and Backup DR) and
other routers on a network.
» Shortest Path Trees are constructed after routers exchange their databases.
* Router algorithm only when changes occur (or every 30 minutes, whichever is
shorter).

This information is “flooded” to all routers in the domain. Flooding is the process of
receiving the information on one port and transmitting it to all other active ports on
the router. In this way, all routers receive the same information and can compute their
own routes. This information is stored in a database cal led the link-state database, which
is identical on very router in the AS (or every area if the domain in split into multiple
areas). Based on information in the link-state database, an algorithm known as the
Dykstra algorithm runs and produces a shortest-path tree based on the metrics, using
itself as the root of the tree. The information this produces is used to build the routing
table.
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Chapter 119
OSPF Media Support

OSPF supports broadcast and nonbroadcast multiaccess (NBMA), and point-to-point
networks. Broadcast networks, like Ethernet, Token Ring, and FDDI, can support one, or
more network attachments together with the ability to address a single message to all
those attachments; a broadcast network. Alter-natively, non-broadcast networks, like
X.25, ATM or Frame Relay, support one, or many hosts but do not possess a method for
broadcasting. Point-to-point is exactly that, a link that has two connection points. Two
routers connected together through a serial line (56k through T1) is an example of a
point-to-point link. There can be no other connections in between these two points.

OSPF Media Support

» Broadcast—Networks such as Ethernet, Token Ring, and FDDI.

* Non-broadcast Multiaccess (NBMA)—access that does not support broadcast
but allows for multiple station access such as ATM, Frame Relay, and X.25.

» Point-to-Point—Links that only have two network attachments, such as two
routers connected by a serial line.
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Chapter 120
Router Types

When there is only one area, there is basical ly only one specialized type of router: the
ones that deal with external routes. When an OSPF environment is split into multiple
areas, multiple routers are required. There are six types of routers in an OSPF
environment:

Backbone Router (BR): A router that has an interface to the backbone.
Area Border Router (ABR): A router that has interfaces to multiple areas.

Autonomous System Boundary Router (ASBR): A router that exchanges routing
information with routers that are attached to different autonomous systems.

Internal Router (IR): A router whose attachments all belong to the same area.

Designated Router (DR): One router on a subnet that is selected as the designated
router. All other routers on the subnet form an adjacency (a logical point-to-point
connection on a subnet) to this router. Information about networks to and from the
subnet is transferred over the DR. The DR generates network LSA on behalf of its
subnet and floods this information throughout its area. This advertisement in the DR
identifies all routers adjacent to this DR and records the link-states of all the routers
currently attached to the network.

Router Types

Backup Designator Router (BDR): Backs up the DR in case the DR fails.



Some of these router types have overlapping roles. For example, an ABR can also be a
backbone router.
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Chapter 121
Router Names and Routing Methods

Router Names and Routing Methods

* Three types of routing in an OSPF network:
* Intra-Area routing—Routing within a single area
* Inter-Area routing—Routing within two areas of the same AS
* Inter-AS routing—Routing between AS systems

There are three types of routing in an OSPF network:
Intra-area routing. Routing within a single area.
Inter-area routing. Routing between two areas.

Inter-AS routing. Routing between autonomous systems.
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Chapter 122
M essage Types

OSPF routers pass messages to each other in the form of Link-State Advertisements
(LSAs). Each link-state advertisement describes a piece of the OSPF routing domain. All
link-state advertisements are then flooded throughout the OSPF routing domain, but
within a single area. A single area can be an entire OSPF domain. The flooding
algorithm is reliable, ensuring that all routers have the same collection of link-state
advertisements.

Type 1—Router Links Advertisement: This message is flooded within an area
and contains information about neighbors’ router links (basically the IP address
of an interface and the cost associated with that interface). Every router
originates a router links advertisement.

Type 2—Network Links Advertisement: This message is flooded within an area.
It is generated by the designated router (DR) and includes information on all
routers on this multiaccess network. Whenever the router is elected the DR, it
originates a network links advertisement.

Type 3—Summary Links Advertisement: Flooded into an area by an Area Border
Router (ABR). This message describes reachable networks from outside the area
(in other areas of the OSPF domain).

Type 4—AS Boundary Router Summary Link Advertisement: This message is
flooded into an area by an ABR. The message describes the cost from this router
to an AS Boundary Router.



Message Types

» OSPF routers communicate by sending Link State Advertisements (LSAS) to
each other.
Type 1—Router Links Advertisement
Type 2—Network Links Advertisement
Type 3—Summary Links Advertisement
Type 4—AS Boundary Router Summary Link Advertisement
Type 5—AS External Link Advertisement
* Type 6—Multicast Group Membership LSA
» LSAs contain sequence numbers to detect old and duplicate LSAs.

Type 5—AS External Link Advertisement:

This message is flooded to all areas except stub areas (explained later). It
describes an external network reachable via the AS Boundary Router that
generated it.

Type 6—Multicast Group Membership LSAs: Allows multicast-enabled OSPF
router to distribute IGMP (multicast group information).

One last thing about LSAs: They contain 32-bit sequence numbers. This number is used to
detect old and duplicate LSA packets. Each new LSA uses an incremented sequence
number; therefore, OSPF routers keep their LSA databases current by updating them
with an LSA of a higher sequence number. This also allows the OSPF router to flush
out old entries.

Another method employed by OSPF on its LSA database is the age field. Each LSA entry
has an expiration timer that can expire, allowing the database to purge old entries.
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Chapter 123
Metrics (Cost)

Metrics (Cost)

» Reference RFC 1253

 Metric=10

* n8/interface speed

o Examples:
* => 100 Mbps 1
* 10 Mbps 10
*E1 48
*T1 65
* 64 kbps 1562
* 19.2 kbps 5208
* 9.6 kbps 10416

A cost is associated with the output side of each router interface. This cost is a
configurable parameter on the router. When LSAs are transferred between routers,
the cost of the individual links is added as well. The cost of a link is the cost associated
on the outbound link and this information is added up in a router (receiving LSAS)
before Dykstra runs. Multiple paths can be found to a destination and the path with
the lowest cost will be placed in the routing table. Simply stated, the lower the cost of
a router port, the more likely the interface is to be used to forward data traffic.

According to RFC 1253 (OSPF Version 2 MIB), the following is a recommendation for
assigning costs to links in an OSPF environment:

For costing a link, there is a default value that can be used. It is only a recommendation
and any number can be used. For example, if you are using a higher-speed link (such as



those available with the ATM protocol) room should be left to compensate for this. This
yields a number having the following typical values:

Metric = 10n8 /interface speed

Network type/bit rate—Metric

Speed Cost
>= 100 Mbps 1
Ethernet/802.3 10
E1 (2.048 Mbps) 48
T1 (ESFor 1.544 65
Mbps)

64 kbps 1562
56 kbps 1785
19.2 kbps 5208
9.6 Kbps 10416
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Chapter 124
Generic Packet For mat

As of this writing, there are seven types of advertisements. All OSPF packets have the
same header, but the body of the packet is different and this is noted by the LSA specific
field.

Generic Packet Format
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Chapter 125
The Hello Protocol

Routers periodical ly transmit Hello packets to not only find other OSPF routers on
their subnet but also to transmit and make sure that certain parameters are set to the
same values within all the routers on that subnet. The Hello packet format is shown
here. The Hello packet stays on the local subnet; it is not forwarded by the router. The
Hello packet contains:

* The router’s selection of the DR (designated router) and BDR (backup
designated router)

» The router’s priority used to determine the DR and BDR

» Configurable timers that include the Hello Interval (time a router expects to
hear hellos) and the RouterDeadInterval (the time period before a router is
declared down)

» A list of neighboring routers that this router has received hellos from

The most basic exchange between routers is cal led the Hello protocol. This protocol
allows OSPF routers to discover one another (in a single area) and allows for the
building of relationships between routers. This is the protocol that allows for the DR
and BDR to be selected. Once the DR is selected, adjacencies are formed (discussed next).

% =

The Hello Protocol

For multiaccess networks, when a router transmits a Hello packet it is sent using the
ALL-SPF-Routers (which means all OSPF routers) multicast address of 224.0.0.5

OSPF routers build and maintain their relationships by periodic exchanges of Hello
packets. Included in the transmitted Hello packets is a list of all the routers a router
has heard from (i.e., received Hello packets from). When a router sees its address in a



received Hello packet, it knows that the router that transmitted that packet has seen
it. Once this is accomplished, the DR and the BDR are selected. Any DR with a priority
of 0 counts itself out of the selection. There is one DR and DBR per subnet or LAN

segment.

These packets are continual ly sent every Hello period specified in the packet. This is
how a router can detect that another router is down (Deadinterval), which it uses to
wait and build a new database with the Dykstra algorithm.
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Chapter 126
Adjacency

After the Hello discovery process has al lowed for the DR and BDR to be selected,
routers on a single LAN segment determine whether to form an adjacency with one
another. An adjacency is important because it enables two routers to allow the
exchange of routing information through link-state advertisements. The following are
the requirements for establishing an adjacency:

* The link is a point-to-point link or a virtual link (discussed later).
* The router is the DR or BDR.
* The neighbor is the DR or BDR.

So, you can see that if the router is the DR or BDR, an adjacency is formed between the
DR/BDR and an attached router. If these conditions are not met, then an adjacency is
not formed. That is, not all routers form adjacencies with each other, only with the DR
and BDR or a point-to-point link.

As the adjacency is formed, the “adjacent” routers’ databases must become
“synchronized.” That is, each must contain the exact same information. There is a series
of steps before full adjacency. The reason for this is to synchronize the link-state
database. The adjacent routers transmit to adjacent neighbors a summary list of LSAs
using the database description packet. The router takes this information, compares it to its
own LSA database, and then builds a request list of LSAs that are in the received
summary list but not in its LSA database, and LSAs that are in the database but not in
the received information from its adjacent neighbor.

i Hgnd
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This newly build request list is then transmitted to its neighbor using the Link State
request packet. Each router that receives this request list responds to each requested
record in the list. The router that received the request packet responds with a Link
State Update packet. Neighbors are considered to be fully adjacent when they have
received all responses to the requests and become fully adjacent on a one-on-one basis
with each router that has formed an adjacency. After the routers become fully
adjacent, each will run the SPF algorithm using the information supplied in the
database. The outcome of the algorithm is OSPF routes, which are added to the routing

table.
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Chapter 127
Maintaining the Database

After the algorithm is run, the databases are continually checked for synchronization
between adjacencies using LSAs and the flooding procedure. The flooding procedure is
simple: Receive an LSA, check for the information in the database, and determine
whether or not to forward it to another adjacency using a LSA. To ensure reliability,
the flooding procedure uses an acknowledgment procedure.

Reliability is also built into the protocol. When an LSA is transmitted, it is
acknowledged. An unacknowledged packet is retransmitted by the issuing router until
it is acknowledged.

Every LSA contains an age field. This field is used to age old entries in the database. If
an entry is aged out, this information is flooded throughout the domain (a single area)
and the Dykstra algorithm is run again to build a new router table.

Sequence numbers are generated for all LSAs. When a router transmits an LSA, it
applies a sequence number to it. In this way, the receiving router will know if it is
receiving the most recent information from anotherrouter. The sequence number is 32
bits long and is assigned to an LSA in ascending order.



Maintaining the Database

After Dykstra runs, the database is checked for consistency.
Uses the flooding procedure:
* Receive an LSA
* Check for the information in the database
» Determine whether or not to forward this LSA to an adjacency
Reliability checked using an acknowledgment procedure.
Each LSA contains an age entry.
Sequence numbers are generated for every LSA.

Changes in the LSA database require a rerunning of the SPF algorithm and an update of
the routing table depending on the outcome of the algorithm.
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Chapter 128
OSPF Areas

OSPF uses a concept known as an area. Refer to Slide 140.0. An area is a grouping of
contiguous networks and its associated routers that have interfaces belonging to those
networks and hosts. An OSPF autonomous system can simply be one area (in this case, it
must be the backbone area) or it can consist of many areas. Each area runs its own copy
of the link-state routing algorithm, allowing for each area to build its own
topological database. It is important to note that an area limits the flooding of an LSA.
LSAs do not leave the 