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THE EXPERIENCE OF LIGHT


Light is everywhere and is probably the first thing we experience as we enter the world. Its
presence or absence controls the way we do many things. Our day is planned around the ex-
istence of sunlight. We wake up at the first sign of light. We work in areas filled with light.
We learn new things in rooms full of light. We change our daily routines and schedules as the
amount of light changes with the seasons. Light gives us the ability to travel safely at night by
making the road, the dashboard, and the map visible. Technological revolution was fueled by
the creation of artificial light that illuminates the nightspots we go to and the street signs we
pass by. It makes the cinematic experience possible. It is crucial to late-night ball games and
concerts. If we are not bound to rigid schedules at work or school, we plan activities in ac-
cordance with the availability of light. 


It is the change of light and its effect on the environment that signal the change of the sea-
sons. The movement of the sun, the moon, and the stars is what we perceive as time, but all
involve light. Vacations are planned around the summer for the sunlight and temperature it
provides. Light affects our moods during the gloomy days of fall. Light is being studied for
its psychological effects and used in clinical therapy to treat seasonal affective disorder and
applied directly in surgery through lasers. We use external light changes as internal cues. We
experience light every day, even though we tend to take it for granted. It is essential to our liv-
ing, but we really do not “see” it or think much about it.


Looking at light does not seem to require any effort. We move our eyes and head to scan
our environment, and somehow it makes sense to us. We have an inherent level of under-
standing of our environment through our vision. When that visual information is coupled
with our other senses, the impression becomes more complete. With candlelight, for exam-
ple, we notice the yellowish light that it emits, smell the smoky soot it gives off, and feel the
heat it generates. We realize that the candle is burning and consuming something that we see
and feel. Today we try to capture such experiences with light through video and film. Before
the advent of film and electronic imaging systems, we had charcoal and red ochre on Lascaux
(which is a cave in the Dordogne region of France where cave drawings were found); silver-
point, red chalk, and fresco of the Renaissance masters; and emulsified media such as oil and
egg tempera with the Dutch painters to represent what we see. Today, many people are ex-
tending these artistic tools to the World Wide Web via computer graphics (CG) that ma-
nipulate light in realistic ways. 


But looking and seeing are two different things. One must be attuned to the way light
molds, strikes, and changes a surface to be able to really see it. One does not always see when
looking, and before we can see, we must be able to understand what we are looking at and
how we see what we are looking at—not just know how it happens, but why. Therefore, we
need to understand light as a quantifiable and measurable entity as well as understanding
how we perceive it. As Marcus Aurelius once asked, “What is its nature?” Nature in this in-
stance refers to the old Roman interpretation, meaning “fixed order or immutable,” as well
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as the contemporary usage, which means “inherent property or disposition of things.” One
must know the nature of light to be able to work with it and put it to work. 


THE NATURE OF LIGHT


It is hard to define light without first outlining its history and its measurable quality. Its na-
ture has been debated throughout history. Today light is defined as a source of illumination,
something that provides clarification or insight, spiritual illumination, as well as an applica-
tion of one’s choice or standard. Light is actually all these things, but the last definition is es-
pecially true in the technique of CG lighting. 


Light also is thought of as the visible part of the electromagnetic radiation that has a con-
stant speed. It is difficult to discuss light without resorting to discussing its observable and
measurable qualities, as depicted in Figure 1.1. However, its history must first be understood
before we can comprehend its nature.


Pythagoras of Samos (582–500 B.C.) thought of light as something emitted by the eyes
that shine on the objects that we see. He saw light as “antennas” or “tentacles” that reach out
to the objects we see. This is called the visual ray theory. Democritus (460–370 B.C.), the
“great atomist,” thought that objects themselves emit particles that we see. Democritus per-
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ceived the world as full of particles and voids. He called the tiny particles atoms, which means
“indivisible” (atomos).


Epicurus (341–270 B.C.), however, thought of light as originating from a source that il-
luminates objects, and the reflection from the objects is what we see. Epicurus thought that
image impressions of things flow from one object to another and can be experienced. Epicu-
rus was greatly influenced by Democritus’ notion that objects emit atoms, which are even-
tually what the eye “catches” and what is transmitted to the soul. 


Plato (428–327 B.C.) suggested that light generation is both a ray emission from the eye
as well as from the object. His follower, Aristotle (384–322 B.C.), rejected the visual ray the-
ory but accepted the notion that the origin of vision lies in the “activity” between the eye and
the object, although he ultimately asked, “If the light originates from either the object or the
eye, why are things invisible in the dark?” The logic of Aristotle’s query invalidated both the
visual ray theory and the particle emission theory, but it avoided answering the question.
Aristotle also accepted the notion that four basic elements—earth, water, air, and fire—make
up everything on the terrestrial sphere, and everything on the celestial sphere is made of
“aether.”  


Anatomically and physiologically, the “rays” idea continued. Galen (129–199A.D.), the
famous physician, thought of the optic nerve as the transmitter of the “animal spirits”
(pneuma) from the brain, which it in turn projects out of the eyes into the air and then to ob-
jects we see. Leonardo da Vinci (1452–1519) discovered that the eye functions like a camera
obscura, and from the eye the image we see is directly projected into the brain. Unfortunately,
Leonardo did not speculate any further. Johannes Kepler (1571–1630) later realized that the
eye indeed inverts the image and focuses it on the retina. This realization was the beginning
of the end for the visual ray theory. 


However, the notion that light itself is made up of either waves or particles continued.
The competition between these two versions of the nature of light and vision reached its cul-
mination in the rival theories of Isaac Newton (1642–1727) and Christiaan Huygens
(1629–1695). Newton popularized the idea that light is made up of “corpuscles” that “vi-
brate” and travel in straight lines. He believed this theory because shadows are sharp and
would not form if they were made up of waves, which would instead wrap around the object.
Newton believed that light’s particles vary in size from red, which is the largest, to violet,
which is the smallest. 


Huygens believed that light, like sound, travels in waves, but since light travels every-
where, there must be a medium that carries it, like air or water carries sound. He called this
medium aether, and believed that light travels and is “vibrated” and “pulses” along this sub-
stance. This theory is similar to Aristotle’s assertion that vision results from the interaction in
space between the observer and the object being observed. However, Newton’s enormous
reputation and influence led his light emission theory to become more widely accepted than
the wave undulation theory of Huygens. Newton also believed in the existence of the aether.


Newton’s view persisted until the 19th century, when Thomas Young (1773–1829) started
his interference and diffraction experiments, which supported Huygens’ vision. Thomas
Young discovered early on that the eye’s lens changes its shape in order to focus, a phenome-
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non we now call accommodation. This realization led to his famous “double slit” test, in
which he passed a single light through two small vertical slits and projected it into a dark
chamber. The double slit generated alternating patterns of light and dark on the dark cham-
ber’s walls. These alternating bands of light are called interference fringes. The areas where
light overlapped generated a bright line, and in areas where the beams of light canceled each
other, a dark line was produced. Young realized it is inconceivable that particles can destroy
each other, and even if they did, that should release visible energy, so the only logical expla-
nation was that light from each slit amplified the other slits of light as well as canceling each
other out. This behavior is consistent with Huygens’ wave theory of light.  


The wave theory of light became widely accepted, and James Clerk Maxwell’s
(1831–1879) electromagnetic equations in the 1860s broadened it as a field theory. A field is
a region of influence in space around a force or energy; it can also be thought of as an area of
disturbance around a thing or an object. Maxwell demonstrated that light is a small part of
a collection of rays or emissions, which is called a spectrum. Light is a narrow band of electro-
magnetic spectrum that stretches from x-rays to radio waves and that is visible to us. Maxwell
also showed that light is a combined oscillation of both an electrical and a magnetic field
moving perpendicularly (at right angles) to each other as they travel along a path. In short,
for example, if the electrical field vibrates vertically, up and down, the magnetic field vibrates
against the electrical field sideways, from left to right. 


The only difference between all the types of rays we experience is their wavelength.
Radio waves have long wavelengths; x-rays are short, with the visible spectrum in the middle.
Before Maxwell, electricity and magnetism were thought to be two different and unrelated
phenomena. Maxwell’s findings indicated that energy is emitted at all levels, from the very
“hot” x-rays to the very “cool” radio waves. These waves are radiated. Radiation means “light
emission of any wavelength.” Maxwell’s findings implied that heat is just a form of radiation
and that all objects emit radiation. It also concluded that “visible radiation” is just a hotter
stage in the electromagnetic spectrum. This implies that a hot object will give off continuous
energy until it is exhausted. Alternatively, it indicates that, as the frequency (vibration) in-
creases, so does the amount of radiation. This is true for the lower frequencies, but the model
also predicted that at high frequencies (where wavelengths shorten), the energy should be in-
finite, which is absurd and does not fit observation. Therefore, Maxwell’s radiation emission
model did not fit reality.


In 1888, Heinrich Hertz (1857–1894) discovered that shining light on metal emits elec-
trons from its surface. This is called the photoelectric effect, since the current is produced by
shining light on one of two plates connected to a battery. When the metal is bathed in light,
it emits electrons, which complete the circuit. The current is voltage. Hertz wanted to mea-
sure the current to find out how much energy is in the electrons, which he theorized should
be proportional to the energy of the light shining on it. He found that certain frequencies of
light do not cause the emission of electrons and that the number of electrons emitted corre-
sponds to the intensity of light, but the electron energy is independent of the light intensity.
Ultimately, Hertz found that the electrons are emitted in the instant the surface is bathed in
light. These findings cannot be reconciled with the wave theory, since it dictates that the elec-
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tron energy should not be independent of the light intensity and that there should be a delay
in its emission due to build-up. 


The wave theory of light, however, still gained wide acceptance until the early twentieth
century, when Albert Einstein (1879–1955) explained the nature of the photoelectric effect
that supported the particle nature of light. The photoelectric effect is the knocking of elec-
trons off atoms by the light (mainly ultraviolet light) shining on them. The energy of the
electrons depends on the intensity and frequency of light. The wave theory dictated that
when light is shone on a metal plate, it slowly vibrates the metal until there is enough vibra-
tion to cause electrons to be emitted. This means that the energy should build up, as the in-
tensity of the light is increased; alternatively, it should decrease as the intensity is turned
down. 


This is not what was found in experimentation, however; reducing the intensity of the
light did not reduce the energy of the electrons, only the number of electrons emitted. More-
over, changing the color (frequency) of the light could alter the energy of the emitted elec-
trons. This means that each color of light is associated with a specific amount of energy,
meaning the energy itself is emitted in packets, or quanta. This finding supported the theory
of quantum mechanics, which now regards light as either a wave or a particle, depending on
the circumstance.  


THE ELECTROMAGNETIC SPECTRUM


Light, as observed, has a dual nature. It can be manifest as a wave or a particle. In this section,
we deal first with the wave nature of light. The wave property of light, however, cannot be
discussed without defining what a wave is and how it can be recognized. 


Waves are displacements of undulated disturbance. The spaces between the undulations
of equal displacement are called the wavelength. The wavelength is the distance between two
crests, which are commonly denoted with the Greek letter λ. The height of a crest or trough
is called amplitude, as denoted by the letter A. If we measure how fast or how slow these in-
dividual crests move based on a given fixed point in space, we are determining light’s fre-
quency,  which is the number of pulses or cycles per second based on a fixed stationary point
of reference. It is denoted by the Greek letter γ. See Figure 1.2. A single pulse or cycle per sec-
ond is called a hertz (Hz), a term that is fairly familiar to computer users in the form of mega-
hertz (MHz), which is equivalent to millions of cycles per second.


Visible light has a very small wavelength, from 400–700 nanometers. (A nanometer, ab-
breviated nm, is equal to one-billionth of a meter.) Two extremes, infrared radiation and ul-
traviolet radiation, occupy the two ends of the visible spectrum. Infrared, the radiation we
feel as heat, is located on the far red end of the visible spectrum. Ultraviolet light resides on
the other end, the far violet side of the spectrum, which we know as dangerous radiation for
the skin and eyes. Radio waves are on the further end of the spectrum with long wavelengths.
X-rays and gamma rays are located on the other end with short wavelengths. Our sensitivity
to visible light is probably a consequence of our adaptation to the sun’s radiation output. The
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sun puts out more energy in the visible spectrum, and the earth’s atmosphere does not filter
much of that spectrum.


THE PROPERTIES OF LIGHT


Light as it interacts with matter manifests itself in a great number of ways. Since it travels in
both a vacuum as well as most media, its interaction with matter is observable. Its behavior
can be categorized in several ways. The observable properties of light show its wave particle
duality nature. The following list presents some categories into which we can place light in
terms of its behavior (See Figures 1.3-1.12):


• Reflection. Reflection is the throwing or bouncing back of light as it hits a surface.  


• Refraction. Refraction is the bending or turning of light as it crosses from one
medium to another; for example, in passing from air to glass or water, the light gets
bent.


• Transmission. Transmission of light is the conduction or conveying of light through
a medium. 


• Diffraction. Diffraction is the apparent bending of light around an edge that results
in intensity and directional changes. Diffraction produces light bands.


7


The electromagnetic spectrum.FIGURE


1.2







3D LIGHTING8


Reflection.FIGURE


1.3
Refraction.FIGURE


1.4


Transmission.FIGURE


1.5
Diffraction.FIGURE


1.6


• Interference. Interference is the wavelike interaction of light that results in amplifica-
tion, cancellation, or composite generation of the resultant light wave.


• Scattering. Scattering is the spreading or dispersal of light as it interacts with matter
or media. It is the multiple reflection of light in different directions.  


• Diffusion. Diffusion is the even scattering of light by reflection from a surface. Dif-
fusion also refers to the transmission of light through a translucent material.  


• Absorption. Absorption is the nonconductance or retention of light by a matter or
media that does not result in either reflection or transmission.


• Polarization. Polarization is the selective transmission of light based on its orienta-
tion. When light is reflected or refracted, its orientation and alignment change.
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• Dispersion. Dispersion is the effect of light being separated or broken into different
wavelengths because the light passed through a second medium that has a different
refraction index from the first. This is the common prism effect or grating effect. To
work, dispersion requires the presence of two different media. It is the change in the
index of refraction as a function of the wavelength in a transparent medium. 


A light interaction could have one or more of these manifestations happening at the same
time—that is, light could be reflected as well as scattered and absorbed at the same time, es-
pecially when interacting with a material or a medium. Light interaction is a complex phe-
nomenon; however, it can be calculated because its behavior has a pattern and is predictable.
Most of our recognition of everyday objects is based on our experience and memory about
that object’s interaction with light, its color, and how it shines, scatters, and absorbs light. We
recognize what an object is made of (if we have encountered a similar object before) based
only on how it looks.


LIGHT BEHAVIOR


Since light is radiation, it obeys the rules of radiation. Radiation has properties and qualities
that are quantifiable and well as predictable. Before discussing the finer points of radiation
and its properties, we have to distinguish between thermal radiation and reflected radiation.
Thermal radiation is the type of radiation that depends on the temperature of the object
emitting it. This means that any radiation given off by an object is generated from that ob-
ject itself. Sunlight and light from burning objects are examples of thermal radiation. Re-
flected radiation ( e.g. blacktop or metal giving off heat) is the type of radiation that is
reflected off objects and is indirectly distributed. Radiation from objects that are not self-
burning or undergoing a chemical reaction is considered reflected radiation. 


THE INVERSE SQUARE LAW


Since light is a part of the electromagnetic spectrum, it is nothing but the emission of energy
as it is transferred around and seeks a lower, more stable stage. Maxwell accounted for the ex-
istence of heat as nothing but radiation that we cannot see but only feel. Our eyes are not
sensitive enough to see the extreme far red called infrared. When you approach a light
source, it gets hotter as you get closer and cooler as you increase the distance. You will notice
that the rate of its warmth or coolness is not directly proportional to the distance. It gets hot-
ter or cooler more quickly than the covered distance might indicate. This property of fading
over a distance is also shared by light and is called the inverse square law.


Formally stated, as for radiation, irradiance (power per unit expressed in watts/meter2) is
inversely proportional to the square of the distance from the source in the absence of media
scattering and absorption. The inverse square law is related to a radiation source’s apparent
brightness rather than its intrinsic brightness. Apparent brightness is the object’s perceived
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brightness as it is attenuated by distance; intrinsic brightness is related to light’s own energy
emission per second, which is luminosity. The inverse square law affects apparent brightness
of an object due to distance.


As light spreads out to cover more area, it loses its power predictably. At twice the distance
from the source, it loses one-quarter of its power but the area covered is now four times big-
ger (4x). At a quarter of the distance from the source, light loses 1/16th of its power, but the
area covered is 16 times greater (16x). So, doubling the distance reduces the intensity by a
quarter, or simply put, light falls off as the square of the distance . Actually, however, the light
does not fall off, it is only spread over a larger area as it moves outward, meaning the area it
is illuminating gets larger. At two feet from the source, light illuminates an area 4x larger, and
at four feet away, it illuminates an area 16x larger. This law is depicted in Figure 1.13. How-
ever, the inverse square law’s strict behavior would be followed by light if there were no
overtly participating media interference such as a foggy or rainy day. Other types of forces,
such as magnetism and gravity, follow the inverse square law as well.


Why is it important to understand this law? Because it describes the way light behaves in
the real world, and it is suggested that your CG light have attenuation, or inverse intensity fall-
off. If your lights have fall-off, you will be able to create scenes with a maximum depth of light.
Most 3D applications, however, are not set by default to have inverse square fall-off, and most
beginners wonder what they are doing wrong in terms of lighting! Their scenes are either too
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dark or too light, and then they try to change the intensity, without much success. Further-
more, with fall-off, shadows, especially soft shadows, will look better. The specular reflection
on some objects will also improve, although some shaders will override this feature. Some ap-
plications do allow the rate of light fall-off to be changed to make it closer or extend it out-
ward. Although such a technique is valid, it is important to understand light and lighting as
they occur in the real world before you make any creative light parameter changes.  


In general, changing the camera-to-subject distance will not affect the rendering of the
image of your scene as long as the light on the subject remains the same. That means that no
matter how far your camera is from the subject, it will not affect the scene’s contrast or in-
tensity. It will only affect the visible area that is covered and the size relationship between the
subjects in the scene. The normal impression is that when we change the camera-to-subject
distance, the light intensity, or the light itself, should be moved, too, since the camera is now
further away and the light is dimmer. But this need not be done, because the area to which
the camera has been moved receives less light than before, so no compensations are needed.
Therefore, in effect, in moving the camera to subject distance, the inverse square law com-
pensates by decreasing the available light the same amount. This is true even in real-world
photography.


One way to visualize this is to literally picture yourself holding a camera and moving away
from the subject. It’s the camera that moves; the light source remains in the same place. It’s
the same in a 3D scene you’ve created. If you move the camera, leaving the lights in the same
position will not change the light’s interactivity with the subject.


WEIN’S LAW


Wein’s law states that the wavelength of the peak radiance decreases linearly as the tempera-
ture increases. It could also be defined as “The hotter the object gets, the bluer the radiation
it emits.”


Our discussion of the nature of light indicated that visible light is also a form of heat that
we see. Now imagine a totally black ball that perfectly radiates and absorbs light. If we started
to heat this light, it would start to give off color in stages as it gets hotter. This means that the
color it would give off would start from infrared to the reds, orange, and yellows until it
reached the blue and ultraviolet light and beyond. 


This concept can be approximately demonstrated in a welding example. When you start
to heat a quarter-inch plate, the first thing you notice is the build-up of heat, which cannot
be seen, only felt. Once the plate has built enough heat, it starts to have a yellow-orange glow
that is very visible. The plate suddenly turns cherry red and ultimately becomes white, then,
ultimately, it would melt. If the steel did not melt and was capable of accepting more heat,
the color emission would go to blue, if not violet and beyond. This spectral emission corre-
lation with temperature is called Wein’s law. 


Wein’s law also explains why cold objects are not visible at night and why burning objects
give off heat and visible light. Objects emit a wide spectrum that includes the visible spec-
trum; however, they may emit more or “peak” at a specific band or spectrum. This means
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that an object might emit most of its radiation in the infrared zone and some in the orange-
red zone. We would perceive such an object as hot and would see it as reddish orange. Alter-
natively, Wein’s law could be stated as “The maximum wavelength gets shorter as the
temperature of the object gets hotter.” This is depicted in Figure 1.14.


This idea of studying heat and its color emission is commonly known as black body radi-
ation. A black body is defined as an ideal body that absorbs and emits light. A black body can
be approximated using an opaque hollow sphere in an oven with a tiny opening through
which spectral measurements are taken. However, there are no perfect black bodies in the
real world. It is only a way to show that the temperature of an object can be known by look-
ing at its spectral emission (light).


COLOR TEMPERATURE


This color emission pattern that is dependent on its temperature is important because it is
the basis for the color temperature scale used in lighting. A luminous object that is progres-
sively burning ascends the spectrum ladder as it gets hotter. The object’s temperature is indi-
cated by its color emission (Figure 1.15).


In lighting, the color of light is not indicated in terms of red, yellow, or blue or in terms
of what kind it is; rather it is specified as a color temperature. The unit of measurement used
in color temperature is the Kelvin scale in degrees. Since it is deceptive to use negative num-
bers when dealing with temperature, Lord William Thompson Kelvin (1824–1907) pro-
posed an absolute scale of temperature. It is based on an object that has given off all its heat;
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this state is called absolute zero. Therefore, incandescent lighting in Kelvin scale is around
2,300K; sunlight is around 5,400K.


Color temperature, however, refers only to its visual appearance and has no real correlation
with its spectral distribution emission. Color temperature is purely a subjective visual desig-
nation. It is possible for two light sources to have the same color temperature but be pho-
tographed differently. This is due to the differences in their spectral emission and distribution.


The color temperature of artificial light sources is constantly changing. The color tem-
perature depends on how old the light is, what kind of coating it has, the amount of current
that is flowing through it, and even the light fixture’s housing. This is why when you are pho-
tographing critical scenes where there is “mixed lighting,” you should use a color temperature
meter and apply appropriate filtration over the light source or over the lens. 


THE LAW OF REFLECTION


The law of reflection states that the angle of the reflection equals the angle of the incidence as
relative to the surface’s normal, a line perpendicular to the reflecting surface at the point of in-
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cidence. This means that the reflected light’s angle would be the same as the incoming light’s
angle (Figure 1.16).


The law of reflection is recognized and was known in antiquity. Pompeiian excavations
and wall paintings show that the Romans used portable ornate mirrors made from silver or
bronze. The simulation of this law in CG is what makes the chrome balls reflect the check-
ered plane and make them look believable. Our eyes always assume that light travels in a
straight line.   


SNELL’S LAW


Snell’s law states that the ratio of sines of the angles of incidence and refraction is a constant.
It requires that the incident and refracted rays be on opposite sides of the normal at the point
of incidence (entry).


Snell’s law states that the incoming light would bend more if it passed from the less re-
fractive medium to a more refractive medium relative to the normal. The angle of light as it
travels on the second, more refractive medium depends on the angle of the incoming light.
This is because as the light crosses the boundary and changes media, the speed of light
changes, and in some media, it actually accelerates. This bending of the light causes magni-
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fication and distortion. In certain cases, when the refracted angle equals the incoming angle,
the light does not go through the second medium but gets reflected back into the first
medium. The angle that produces this effect is called the critical angle. This is responsible for
the “internal reflections” that we see in certain situations.


The law of refraction is responsible for many of the interesting effects that we see, in-
cluding caustics, which are a kind of collectively focused specularity. The law of refraction is
also responsible for the ease of simulating glass and other transparent media in CG.


THE INDEX OF REFRACTION


The index of refraction is the number derived when the speed of light in a vacuum is com-
pared with the speed of light in a medium. It is really the ratio of the speed of light (c) divided
by the speed of light in a medium (v). This ratio, called the index of refraction, means that
the higher the number, the slower the medium. And since light does not travel any faster
than the vacuum, the number is always 1.0.


In CG ray tracing, the index of refraction is always 1.0, and it never goes below it. If you
always set your glass shader settings to 1.0, the light will not bend. Glass is commonly
around 1.5 or higher; water is at 1.33, and air, at 1.00029, is slightly higher than a vacuum.


Reflection and refraction are the most visible properties of light besides illumination.
They were the first light effects that were simulated with computer graphics because of their
predictable nature. However, some materials change and do not obey the laws of reflection
and refraction because of their surface properties.   


THE MATERIAL PROPERTY INFLUENCE
ON LIGHT BEHAVIOR


Materials can be classified into two groups, depending on how they react with incoming
light. Specifically, materials can be classified depending on how the velocity of light of a par-
ticular wavelength varies in the material. There are two main classifications: 


Isotropic Materials for which refractive indexes do not depend on the direction in
which the light travels are called isotropic. The term also means that the light transfer
is equal relative to the surface’s normal.    


Anisotropic Materials for which the refractive index does depend on the direction in
which the light travels are called anisotropic. The term commonly refers to a reflection
or transmission that changes relative to the rotation on the surface’s normal. It means
that the reflection or the transmission depends on the viewer’s angle. It is a kind of di-
rectional reflection that depends on the viewer’s perspective and angle.
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SHADOW FORMATION


Light interacts with almost any object. It bends, is reflected, or is transmitted. Most light ei-
ther passes through objects or is reflected. However, when an object obstructs the light and
does not let it pass through partially or totally, it creates a shadow.


A shadow is defined as the area in which there is partial or total absence of illumination
due to an obstruction between the light source and the area of illumination. As you know,
shadows are not uniform in shape, form, or quality. Shadows change with the illumination.
However, shadows could either have a sharp boundary, as they do at noon, or they could
have a soft, spread-out quality, as they do on overcast days. The variation of shadow forma-
tions led to their classification into penumbra and umbra.


It is important to recognize shadow formations and tonality because their rendition is the
key to obtaining realistic renderings. The human visual system takes a cue from the shadow
formation in judging what the object is made of or whether it is hard, where the light source
is located, depth, and the relationship between itself and other objects. These, however, are
subconscious decisions. The realistic simulation of shadow formation affects the way a scene
is received by the viewer. See Figure 1.17.


Penumbra
Penumbra is the area of the shadow that is partly illuminated and partly occluded. It is, in
general, lighter in tone than the darker, central area.
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Umbra
Umbra is the totally occluded area of the shadow that has no illumination. It is mostly dark
in the center with a gradual tonality change as it merges with the penumbra.


CONCLUSION


This chapter explored the nature of light in terms of its origins, how it interacts with objects,
how those objects react with it, and finally, how its properties affect our perception of simu-
lated CG scenes.


Knowing the nature of light will aid you in deciding the best way to simulate it and ren-
der it. It is necessary to understand light before we can control or manipulate it. However,
understanding does not necessarily translate into awareness, which is critical to creating
realistic lighting. Awareness requires perception, which is the topic of the next chapter.
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We tend to take the mechanism of seeing for granted. When we wake up, we
merely open our eyes and seeing the world is effortless. When we move our
heads, we scan objects and immediately know what they are, their colors, and


can even guess at what they are made of. Seeing denotes acknowledgment and understand-
ing of the object being observed. However, we may look, but we may not always see. Look-
ing is a passive process of obtaining visual sensory information; seeing has a component of
recognition and comprehension. To understand this concept better, we must examine the
concept of sight.


Although we look at things every day, sight is actually a very complicated phenomenon.
As infants, we use our eyes to engage the world around us; to find colorful, shapely things to
pick up; and to distinguish and remember familiar faces. We also try to avoid situations that
recede into the distance, into which we could fall. Perception experiments on infants show
that they can perceive depth cues without being taught. Infants can see a bottom on a glass-
covered surface and refuse to crawl over it. Of two objects, infants can also discriminate be-
tween them and reach out to the one that is closer to them. This kind of performance
indicates that there is more information processing going on than simply responding to the
stimuli presented. Learning how to use our eyes so effortlessly tends to make us indifferent to
the complexity of sight.


The eye is probably one of the most complex organs that ever evolved. Evolutionarily
speaking, it started as a simple light-gathering organ to navigate ancient shallow waters. Since
most activities happen during the day, it was necessary to be able to perceive the environment
as well as function in it when light is most abundant. The earliest forms of life have com-
pound eyes made of calcite, a clear form of calcium carbonate, the same stuff our teeth are
made of. These kinds of eyes can see everything, in 180 degrees. These primitive eyes were so
effective that scientists were able to use them as lenses to capture photographs. 


Human eyes, our primary tool for seeing, are also a biological light-gathering instrument,
and, like a camera, they collect, focus, and process light. They have lenses for focusing and
concentrating light, a “shutter” that controls the amount of light entering, a light-sensitive
area at the back that serves as “film,” and finally, a brain that processes and “develops” the
image. The camera analogy, however, is simplistic. The eyes function more like sophisticated
three-dimensional spatial visual processors. The eyes constitute the only part of the central
nervous system that is exposed to the outside world. Parts of the eyes are actually derived
from the brain, where it buds off during development to migrate to the front of the face,
below the brain. 


Externally, when we look at an eye, we see a white ball with red veins called sclera; we see
the shiny, glasslike round cornea, the ever-colorful iris, and finally, the dark void in the cen-
tral area, the pupil. To better understand the primary instrument we use to make and evalu-
ate visual impressions, we need to do a quick review of the anatomy and physiology of the
eye. (For a more thorough coverage of the human eye, please refer to Appendix 1.)
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ANATOMY OF THE EYE


SCLERA


The sclera is the hard white tissue on the eye that is lined with veins that become red when ir-
ritated. The sclera is primarily the tissue that gives the eye its distinctive ball shape as well as
protects the inner delicate areas. The sclera is filled with a clear liquid that serves as nutrient
and maintains the round shape of the eye (Figure 2.1).


CORNEA


The cornea is the central, glossy, transparent, hemispherical part of the eye. The cornea bends
most light that enters the eye. It also determines whether or not the incoming light is para-
llel and directs it to fall in front of or behind the retina.


IRIS


The iris is the variable opening in the eye that changes with environmental light intensity. Its
surface gives rise to the myriad coloration we see in individuals’ eyes. The opening left by the
iris is called the pupil.


21


The eye.FIGURE


2.1







LENS


The lens is the secondary optical system in the eye. It is located directly behind the iris and
changes shape for close and far vision.


RETINA


The retina is the area where light is converted from a sensory input into an electrochemical
signal that the brain understands. It is both a light receptor and a processor.


OPTIC NERVE


The optic nerve is the bundle of biological wire that directly transmits the visual signals from
the retina to the brain for processing.


VISUAL CORTEX


The retinal signals are integrated, evaluated, and processed in the visual cortex. This is the
area from which environmental recognition and awareness come.


LIGHT PATHWAYS IN THE EYE


As discussed in Chapter 1, people used to think that the eyes give out rays that shine on the
environment we see. Today we know that this assumption is wrong. We know that light
comes from an external source and that what we see are reflections from the objects around
us as they are illuminated by various light sources.


HOW LIGHT TRAVELS IN THE EYE


The light from our surroundings first enters the cornea of the eye. This is where the greatest
light bending occurs due to the change in the media through which the light travels. This is
similar to looking through two clear glasses, one with water and one without. If you observe
the one with water, it magnifies the environment. The glass with water bends light more be-
cause the light has to pass from the air through the solid glass and then to the water and back
through glass to the air. This kind of magnification also happens in the eye when light crosses
from the outside air into the cornea, passes through the liquid in the eye, and enters the
pupil.


From the pupil, the lens bends the light further. The lens then modifies its shape to focus
the light in the eye. The eye’s lens is like a variable zoom that makes it possible for us to focus
as close as three inches and as far as into infinity. The lens is controlled by small stringlike
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muscles that become weak when we reach a certain age, when the eye can no longer change
the lens’ shape as efficiently as before. As we age, the lens also changes color and causes
cataract. Once the light exits the back of the lens, it passes through the clear liquid in the eye
before reaching the retina.


In the retina are light-sensitive cells that trap light. These light receptor cells contain light-
sensitive chemicals that change shape when struck by light. This chemical change builds up,
and the visual information is translated into electrical signals, which are then passed to the
brain. The retina also traps any stray light that reaches it and prevents it from bouncing
around the inner eye.


THE RODS AND CONES


There are two types of photosensitive receptor cells in the eye. The first are called the rods.
These cells primarily provide contrast perception, which is useful in low-light situations, pat-
tern recognition, and discrimination. Rods are also used for motion detection and analysis as
well as night vision. These cells collectively function like an ultrasensitive black-and-white
contrast and motion detector. Rods are uniformly distributed in the retina and are the most
abundant type of photosensitive cell (Figure 2.2).


The other type of photosensitive receptor cells in the retina is the cones. These cells func-
tion only when enough light is available. Cones are centrally located in the retina, directly in
the light pathway from the eye’s lens. Cones are responsible for acute detailed color vision.
The central area where cones are located and where detailed color vision occurs is called the
fovea.


Cones make it possible to see the warm hues of a sunset, the rich greens of the forest, and
the cool blues of the ocean. There are also red, green, and blue cones in the retina that detect
the millions of hues we see. Each type of cone is not limited to “seeing” one color or another;
rather, their spectral sensitivity overlaps, and they communicate with each other in detecting
varying hues.


Since the rods are sensitive to dim light and are very good at motion detection, they are
located on the sides of the retina; the cones occupy the central middle area, to be able to de-
tect the world in high-contrast detail and full color. The two types of photosensitive cell
work together, the cones providing the central detailed color vision and the rods providing
contrast and motion detection and low-light capability. When the light level of the environ-
ment drops, the rods take over and dominate visual processing, but this occurs gradually so
we do not notice it. They provide a gradual change from highly saturated scenes to muted
coloration and eventual transition to monochromatic vision. 


This process is demonstrated easily in a movie-going experience. When we first enter a
darkened theater, we do not see much. We can read and discern only the bright areas, such
as the red exit sign and maybe a few of the lighted areas along the aisles. It takes awhile for
our eyes to adjust and be able to see the seats and the bodies of the people in the theater. This
happens because when we first enter the theater lobby, it is primarily our eyes’ cones that are
functioning; when we enter the darkened theater itself, the rods begin to take over, but with
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the cones still responding to brightly lighted areas that have color. Since it takes time (around
25 or 30 minutes) for the rods to “dark adapt,” we slowly see the dark areas open up. Even-
tually, the details of our environment begin to form, and we are able to discern more about
the theater. 


This process happens in reverse once the movie is over. When we exit the dark theater, the
bright lights outside instantly blind us. At this instant, we see only bright patches of light,
with some form but not a clear picture. It takes three to four minutes for the cones to achieve
maximum sensitivity. Therefore, it is easier and quicker to adapt when we move from a dark
environment to a bright one than from a bright to a dark environment. Anybody who has
had a camera flash go off in front of his or her eyes knows this too well! However, there are
exceptions: dark-adapted eyes are not affected if a red light is used, because the rods are more
sensitive to the blue spectrum and do not “see” the red color. In addition, since the rods are
more sensitive to the spectrum, as the light levels go down the perception of bluish hues
increases.


The implication of this functionality is that in an artificially lit scene, the brightly lighted
areas attract the eye’s attention more than the dark areas do. Only after observing the bright,
colorful areas would a viewer’s gaze change and start to examine the dark, recessed areas. If,
however, the scene is moving, it is only necessary to give a suggestion of detail instead of a
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fully modeled piece. In addition, if you use a bluish light to light your dark scenes, viewer’s
perception of this scene will be enhanced.


PROCESSING VISUAL INFORMATION


Retina cells work together so that we have a complete impression of the world instead of a se-
ries of flashing images. The key word is impression. Why? Because the world that we perceive
is merely a collection of processed, integrated sensory information. This means that some of
the sensory signals are altered and manipulated by the senses before they reach the brain. For
example, we perceive cinema to be continuous, whereas in fact it is nothing but a series of
still frames projected one after the other at 24 frames per second. The same idea holds for
television, which is projected at 30 frames per second. Because we perceive these flashing
frames as smooth movement, there must be something more to the visual system than just
pictorial representation of the environment.


In the visual processing system, it is the rods and cones that are primarily responsible for
reception and processing of light signals. The rods and cones, however, do not directly “talk”
to the brain. Intervening cells collect and process the signals from several photosensitive cells.
What this means is that each photosensitive cell does not have a one-to-one correspondence
in the brain; rather, each photosensitive cell functions with its neighbors collectively in de-
termining what is seen. The neighboring cells play a role in visual processing in terms of the
visual stimulus, but they do not merely determine that a particular cell sees a bright yellow
sign on top a hill. What occurs in the retina is a bit more complicated than that. 


When a single photon of light strikes the retina, the photosensitive cells detect it but do not
necessarily report it to the brain. Why? Because if the retina reported each single photon that
strikes the eye, our vision would be full of flashing “noise” and would probably flicker. What
happens instead is that the retinal intervening layer functions like a neural filter, reporting only
significant and important stimuli and ignoring others. The eye needs about five to nine pho-
tons to allow those stimuli to be reported to the brain; however, there is supporting evidence
that the information can be detected but not processed and reported. Furthermore, since the
initial sensory stimuli are amplified by the visual system, raising the level of awareness or reti-
nal response to a single photon would amount to reporting a pond wave displacement as a
tsunami. It would be a kind of system definitely prone to errors.


The retinal neural filtration system works as an initial visual signal-processing system. For
a sensory signal to be processed, it first needs to be detected and integrated. The rods and
cones serve as the detectors of light. Integration comes when the detectors’ signals are put to-
gether to determine whether the sensory signal has a significance or meaning. If this were not
done, the individual signals would compete for dominance in the brain. This situation
would be akin to having a radio without a tuner—you would hear all the stations, together
with the static noise, each one equally strong as the next—in other words, chaos. So, a way
must be found to make sense of all the signals that are coming through your eye and be able
to differentiate the signals from one another. You need to be able to tell one “station” from
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the next. Analyzing the last part of the previous signal with the start of the new signal ac-
complishes this goal of integration.


In the retina, rather than functioning as a simple off and on detector, a device tells what
is happening in the neighboring cells to make sense of the signal as a whole. Without such a
device, the retina would be able to tell that there is a signal, but it could not make sense of it.
In the retina, it is the function of the intervening layers to make sense of the signal.


The intervening layers in the retina are the bipolar cells, horizontal cells, amacrine cells,
and ganglion cells. The bipolar cells act like an amplifier for the photoreceptors as well as an
inhibitor, depending on the signals they receive from the photoreceptors. The horizontal cells
and the amacrine cells collect and integrate adjacent photoreceptor signals. The ganglion re-
ceives the signals from all of them and forms a visual field. A visual field is a collective field
that is either stimulated aggressively or is inhibited by a direct or indirect pathway. The
matrix formed by the activity of the cells of the intervening layers is the first step in vision sig-
nal processing.


Visual fields have been found to have selective central sensitivity, which can make the field
either excited or inhibited, depending on the stimuli on the field as well as on the surround-
ing receptors. So, if the central receptor is excited, the surrounding receptors are inhibited,
and vice versa. This signal-processing system is quick and sensitive because it is either on or
off, depending on the field’s neighbors’ state. This system helps you determine the edge
boundary of an object, for example. The signal integration is necessary so that you are not
deceived by erroneous stimuli and are able to process many signals at once. In a sense, this is
a kind of multi-layered parallel visual-processing system, where the signals are processed in
three cross-referenced dimensions.


The retina’s intervening neural cell layers (Figure 2.3) provide our ability to distinguish
accutance (edge sharpness) and enhance our ability to respond to what is called lateral inhi-
bition. With lateral inhibition, if a light shines on a central receptor, the response of that re-
ceptor increases; when its surrounding receptors are then stimulated with additional light,
the first central receptor does not have an increase in activity—its activity actually decreases.
This ability to hinder the surrounding receptors is a way to prevent strong, single photonic
events from dominating the visual field. It ensures that the visual field is receiving the proper
stimuli and is not affected by irrelevant signal “noise.” See Figure 2.4.


Once the light is converted into neural signals, they are passed to the brain through the
optic nerve (Figure 2.5). The optic nerves cross at an area known as the optic chasm, an x-
shaped crossing of the optic nerves. Each visual field is split so that each side of the brain
“sees” half of each visual field. This means that perceived visual files are cut in half, with the
right visual field from both eyes going to the right side of the brain and the left visual field
from both eyes going to the left side of the brain. This structure ensures that each brain
hemisphere has it own visual field representation. In of the event of brain injury, one hemi-
sphere is still able to process visual signals from each eye.


The visual signals from the optic nerves are then projected to an intermediate brain area
called the lateral geniculate. This area has six layers of cells that are sensitive to specific stim-
uli. The first four layers sense form, texture, and color. In short, these four layers sense what
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Retina Layers.FIGURE
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is being seen. The last two layers sense contrast changes, which detect object location, image
flicker, and motion detection. The cells in the lateral geniculate could be considered feature
detectors. However, these neural detectors are not passive. A good demonstration of their
ability to take action is the inability to perceive a blind spot without the aid of a diagram de-
picted in Figure 2.6.


This ability shows that the higher visual functions sometimes generate signals to make
sense of the world the human perceives. Visual illusions are another type of visual process


A blind spot. Look at the cross on the diagram at a distance of 14 inches or so with your
right or left eye. Slowly bring the book closer to your eye until the black circle on the left
side disappears.


FIGURE
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that demonstrates that the visual system is an active processing system. Visual illusions are
perceived objects that are absent in the stimuli. In general, they do not exist in the object
being seen.


SENSING MOVEMENT


The visual field can be thought of as a signal-processing system that is driven by importance.
It detects the stimuli first, then responds to it. The only drawback to this kind of system is
that once the stimuli become static, the system’s ability to perceive deteriorates rapidly, since
the photoreceptors become used to the same signal and refuse to respond. As an object
moves across the retina’s field of vision, the photoreceptors fire sequentially. This firing
occurs mainly as retinal processing. It does not yet involve the use of the eyes to actually track
an object that is in motion, which necessitates the eye coordinating with the brain for
tracking.


There are basically two kinds of motion detectors in the visual system: the retinal image
system and the eye-head system. These are two independent but coordinated systems. The
retinal image detection system does not require eye movements to be able to respond and track
an image across the visual field. This system responds to changes in contrast and illumina-
tion. Via this system, we mainly see an object moving, but we do not perceive that move-
ment as motion; in other words, we don’t perceive that the object is independently moving
through space. 


This concept can be easily demonstrated with your index finger. Place it in front of you,
about 14 inches away from your face, and hold your head steady. Now move your index fin-
ger from side to side, wagging it as though you are indicating a “don’t do that again” sign.
Notice that you detect the finger to be moving but not in motion. Now, still looking at your
index finger, move it around as though you are drawing in three dimensions and the finger
is flying. Keep your eyes on the finger and follow it as it flies. Now the combination of eye-
head and retinal image detection gives rise to the sense of movement. You can achieve this
same effect by asking another person to hold a pencil and move it around so that your hand
movement does not influence you in your perception of the visual stimuli. 


Another exercise you can do is to keep your head still and look around with your eyes
only. Scan the whole environment with your eyes. Doing so will not make you dizzy. The en-
vironment seems to be staying in place, even as you move your eyes around, so there must be
a mechanism that integrates both of these motion-detection systems. 


The eyes, however, are better at detecting motion when there are recognizable objects in
the background rather than a plain neutral or dark background. In short, we are more capa-
ble of perceiving relative motion (motion against a structured background) than absolute mo-
tion (motion against a static or neutral background). This preference for sensitivity to relative
motion causes illusions. When a large object is moved against a smaller object, the smaller
object is perceived as the one moving. On clear, windy nights when the moon is full, the
moon and the stars appear to be static, but once low-lying clouds appear, the sensation
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changes. The large patches of cloud cause the moon rather than the clouds to be seen as the
object in motion.


When the retina is prohibited from scanning, the perceived image remains as the eye is
moved. A bright light in a darkened room demonstrates this concept. After a bright image
is shown or projected, we can perceive a ghostly after-image. This after-image follows wher-
ever we point our eyes. But if we push the skin around the sides of our eyes with our fingers,
the after-image does not move. This phenomenon is unlike regular visual stimuli, which
move in the opposite direction from the one in which the eye is pushed. This difference
demonstrates that the retinal image motion detection system is independent of the eye-head
system and that the eye muscles are not responsible for signaling to the visual system to
cancel the retinal image when detecting motion. What actually happens is that the brain
commands the eye muscles; however, the brain also waits for the retinal image for image
comparison.


THE SEVEN EYE MOVEMENTS


There are seven eye movements of which we are not fully conscious. They can be demon-
strated easily, however. 


In a darkened room with a lighted cigarette as a light source, the light appears as though
it is hovering, and any attempts to make it stationary will fail. The perception of movement
is illusory. In addition, if we fixate on it, the image appears to vibrate. This phenomenon,
called tremor, is due to the imperceptible tugging of the eye muscles. If we stare at the object
longer, the bright source then begins to move off center and wander off. This phenomenon
is called drift. We are aware of this drift until a quick correction is made to force the eye back
to the center. This quick correction is called flick. Tremor, drift, and flick—the first three
types of eye movement—ensure that an image is continuously refreshing the retina’s pho-
toreceptors and avoiding image adaptation. 


Since the retina gets “tired” of an image if it is kept still, it must refresh in order to keep the
visual acuity intact. This is why the eye has to keep moving when tracking an object. The eye
actually does not move smoothly when tracking an object in its visual field. It performs a se-
ries of short, jerky movements that predict the speed and location of the object it tracks.
These jerky scanning movements of the eye are called saccades. Typical saccadic movements
are short eye movements that follow a fixed moving point. Sometimes a saccadic movement
is a single, large burst of eye movement with a subtle correction at the end. Saccadic eye
movements translate into “look, hold it, move again, and then look again.” Essentially, these
movements perform a series of snapshots (fixations) and jumps (saccades) to the next image.
Saccadic movement is the fourth type of eye movement. 


When you followed your index finger in the previous demonstration, your eyes smoothly
tracked the object in motion, ignoring all other stimuli. This is the so-called smooth pursuit,
the fifth type of eye movement. This type of movement happens only in relatively slow to
moderate speed tracking. When we are using our eyes to follow a person walking across the
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room, we use smooth pursuit eye movement. If the object being tracked is moving fast, the
eye uses a combination of saccadic and smooth pursuit eye movements. 


Using your index finger again, hold it about 14 inches from your face and slowly bring it
closer until your eyes can no longer focus on it clearly. At this distance, there is a perceptible
image disparity. The eyes looking at an object 300 feet away, however, do not detect a dis-
cernible disparity. This is because each image on the retina is almost identical, and there are
no eye muscle strains. As the image gets closer, however, the eyes begin to experience image
disparity as well as eye strain. This experience generates the sixth eye movement, which is
called vergence. To gauge distance, the brain strains the eye muscles. 


Now, move your index finger behind your head and flicker (wag) it back and forth, then
slowly bring it forward while still staring straight ahead. If you did not move your eyes while
bringing your index finger forward, you would notice that your eyes were very sensitive to
changes in stimuli in your peripheral vision. Stimulating your peripheral vision generates an
impulse to turn your head if the stimulus interests you. The sixth eye movement is vergence
and nystagmus is the seventh. 


THE VESTIBULAR SYSTEM


The eyes are not alone in giving sensory information to the brain for movement assessment.
The vestibular system, including components of the inner ear, is also involved. In the inner ear
are semicircular bone canals. Within these canals are membranous ducts with protruding
pouches. These bony canals are filled with fluid in some places, and the membranes are di-
rectly attached to the bony structures in other areas. The membranes have hair cells that pro-
ject from them. Moving the head changes the orientation of membranes but leaves the fluids
to orient as they were before. This creates localized pressure that bends the hair cells, thus
sending the signals to the brain. Once the head motion stops and inertia is overcome, the ex-
erted pressure changes, the membranes return to their previous state, and the hair cells
straighten. It is the displacement of the hair cells that is responsible for the sensation of
balance. 


You can visualize this whole system by picturing a bent tubular balloon filled with water.
When you move the balloon, the water tries to maintain the proper orientation with respect
to gravity. As the water is moved, the ends of the tubular balloon either protrude when the
water pushes them out or are concave when the water pulls them in. If these two ends were
connected and the bending of this membrane were monitored using straight wires, we could
simulate the function of the vestibular system. As with the balloon, as the pressure builds on
one side of the membranes in our head opposite the direction of acceleration, it exerts pres-
sure on the monitoring membrane and causes the hair cells to bend. The extent of hair dis-
placement and how often the hair is bent gives the brain an approximate idea of how fast the
head is moving and hence how fast the body is moving and its orientation. 


The vestibular system detects three axes of head movement: up and down motion as in
nodding, side to side shaking, and tilting to the side. This is very much like the three-axes co-
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ordinate system used in 3D graphics, the x-axis, the y-axis, and the z-axis. This system is
most sensitive to changes in acceleration and orientation. The head rotation, together with
eye tracking, gives us the information on how fast things move. 


The vestibular system functions like a biological 3D gyroscope with a built-in ac-
celerometer. It can sense the orientation of the body, even if the visual information is incon-
clusive. However, the combination of retinal images with head and body motion can be
exploited to create artificial environments that are persuasive enough to be used in training
simulations and for entertainment purposes. 


The reliance of the retinal image on the vestibular system for orientation assessment is the
root of the success of theme park rides. Using full hemispherical vision projection (180 de-
grees) with motion actuators (moving platforms), the sensory illusion is convincing to the
audience. The wall-to-wall projection screen covers the peripheral and the foveal vision, or
the vision that occurs in the color-sensitive fovea, and the motion of the platform exaggerates
the body movement that is timed with the retinal cues. The early immersive virtual reality
rides were nothing but moving platforms with huge dome screens that filled the audience’s
field of vision. The platforms pitched up and down, banked sideways, and rotated slightly to
suggest movement. They never actually moved from a given point; all the suggestions of mo-
tion relied mainly on the retinal image with the head and body motion. With today’s addi-
tion of earth-shattering sound systems and a few environmental changes (such as water vapor
and generated heat), the observer now feels immersed in this make-believe environment. 


Newer state-of-the-art theme park rides enhance the experience, using 3D polarized im-
ages that give the illusion of image disparity depth together with a platform on a moving
track. The projected 3D images are constantly refreshed to reflect each new perspective as the
platform runs along the track. This technique not only simulates retinal and eye-head mo-
tion but also binocular depth with a feeling of acceleration. The system tracks the position of
the ideal viewer each second, and a 3D binocular image is made from each new perspective.
To make the illusion better, the main foreground characters are lighted a bit brighter than the
background in order to provide 2D depth recession. The induced axial motions of the mov-
ing platform are timed with the visual cues to enhance the perception of movement in space.
But since this kind of projection requires 3D glasses, the projection screen does not have to
occupy the whole visual field but only be around 90–120 degrees, which is enough to fill the
area the viewer sees with the 3D glasses. 


The visual system not only relies on 3D depth cues but also 2D depth cues, which are
called monocular cues. 


MONOCULAR CUES


Monocular cues are necessary because at a certain distance, around 80 feet (30 meters) the
retinal images on both eyes are virtually identical, so other depth extraction mechanisms
must be used. Binocular depth cues are not reliable after a certain distance, and the eye alone
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must rely on the retinal image to perceive depth. These cues are derived from object interre-
lationships and object obstruction cues. 


RELATIVE OBJECT SIZE


A small object paired with a large object is seen as further in the distance, as long as the ob-
jects are identical. Furthermore, with two objects of identical size, if one of the objects is
shrunk, it appears to recede into the distance. See Figures 2.7. and 2.8.


Relative object size.FIGURE
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TEXTURE GRADIENT


Texture gradient is the so-called “impressionism” effect. It is the perception of depth based on
the merging of small details as they are repeated on both the foreground and the background.
The repetition of the pattern as it approaches the horizon is perceived as receding into the
background. This concept is very easy to visualize if you think of a field of grain or grass that
extends to the horizon. Texture gradient cues are also related to another monocular depth
cue, the spatial summation cue (Figure 2.9).


SPATIAL SUMMATION


Spatial summation is the integration of small objects into a larger collective perception, even
if the small details on their own are independent. Spatial summation is the “summation” of
adjacent areas into one, as shown in Figure 2.10. It is the fusing of small stimuli into a larger
sensation.
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Spatial summation.FIGURE


2.10


INTERPOSITION


Interposition is the perception of depth when objects overlap each other, as seen from one per-
spective. See Figure 2.11. Objects that are superimposed are perceived as having depth, even
if they are all situated the same distance from the eye, as long as they overlap.


Interposition.FIGURE
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AERIAL PERSPECTIVE


Aerial perspective is the perception of depth due to light scattering, caused by the atmosphere
making distant objects bluish as well as making them fuzzy and out of focus (Figure 2.12).
We always perceive distant objects as soft and slightly blurry as well as having a bluish hue. 


Atmospheric haze and fog are also examples of this kind of depth perception, even if these
phenomena are closer to the observer than pure atmospheric scattering.
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RELATIVE HEIGHT


Relative height depth perception is related to aerial perspective. It is the perception that ob-
jects above the horizon are farther and more distant than objects below it. Objects below the
horizon and nearest the viewer are perceived as the immediate foreground; objects above the
horizon, especially bluish and hazy objects, are perceived as in the distance (Figure 2.13).


Aerial perspective.FIGURE
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SHADOW POSITION


We intuitively gauge depth based on the shadow that objects cast on their surroundings. In
short, we evaluate the size, depth, and form of an object based on the kind of shadows it
forms. Since our eyes are sensitive to contrast change, we “read” spatial orientation based on
an object’s shadow. This is basically depth perception through illumination position and
shadow orientation extraction.


The position of the shadow is also used for evaluation of texture, material density, and
composition. Shadows are also used for light position analysis, even if the light source itself
is not visible. This means that by looking at shadows around an object, we can determine the
form and shape of the object and what it is made of (Figure 2.14).
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Relative height.FIGURE


2.13







3D LIGHTING38


Shadow position.FIGURE


2.14


This chapter explains the process of seeing how our eyes perceive objects and scenes. With
a solid understanding of how the eye works, you are better prepared to illuminate scenes so
that they are perceived correctly and evoke the emotional response that you planned. In the
next chapter we will investigate the fundamentals of photography and cinematography.








C H A P T E R


3 Fundamentals of
Photography and
Cinematography
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You might wonder what a photography and cinematography chapter is doing in a
book about 3D lighting. In reality, 3D lighting has a lot to do with the traditional way
of handling lighting in movies and still photography. 


When computer graphics were first being developed, their creators tried to mimic what
photographers do with film. The primary reference for computer-generated images (CGI) is
photography. CGI researchers’ aim has always been to simulate or synthesize in a computer
display or rendering, natural scenes as captured by a photographic device. The early, simple
raytraced CG images by Lee Westover and Turner Whitted and the complex ones by Eric
Haines and Donald Greenberg were astounding for their impressions of photographic fi-
delity. No matter what kind of algorithm is used, the goal of a computer-generated image is
to have a photorealistic impression. Photorealism means resembling photography. Today’s CGI
applications still require this photographic homage by making CGI blend seamlessly with
live-action film or video. It is no longer a matter of merely synthesizing photorealism; CGI
is now required to exist seamlessly with film. 


Photography is, literally, writing with light. It is the process of making images captured on
a substrate permanent, whether that substrate is metal, paper, or plastic. 


Since the early 1700s, it has been known that certain silver compounds darken when ex-
posed to light. When an object is placed on top of a silver compound and then exposed to
light, the silver compound is photosensitized, or reduced to metallic silver, in the places where
it is exposed. The areas where the object protected the silver compound from light remain
less dark compared with the exposed areas. The problem with this method of “photography”
is that gradually, the protected areas darken when exposed to ambient light. Numerous at-
tempts in the early 1700s to make the exposed image permanent failed. It was not until 1839
that Sir John Herschel found that sodium hyposulphite can make the images permanent. He
is also credited with inventing the word photography. 


NOTE: A condensed treatment of the history of photography is contained in Appendix B, “The History of
Photography.” Reading this appendix will help you understand the physical and chemical basis for
the premier art form of the 20th century, which is cinema. 


The success and adaptation of photography depended on the invention of fast, high-ac-
cutance emulsions coated on flexible substrate that is portable. This means that the film had
to be fast enough for available light photography, sharp enough for hand-held use, and avail-
able in a form that can be carried around. This necessitated the insight of using flexible back-
ings to carry the emulsion, making the emulsion dry and stable, and the ingenuity of having
it in rolled form. The invention of sockets, or perforations, in the substrate made it possible
for the lens and the film assembly to align perfectly. Without this film perforation, it would
be impossible to register each exposed frame accurately.
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FILM


Knowing about the roots of photography and understanding film and light interaction will
make 3D CGI lighting easier for you, since silver gelatin-based photography is the reference
point for all CGI today. Digital works are being manipulated to mimic the “look” of film and
to blend in with the plate or live action. To understand photography, we must first grasp the
concepts behind film.


As discussed in Chapter 1, light is an electromagnetic vibration of which we see only a
narrow portion, called the visible spectrum. Even though today we use film, which is really a
piece of cellulose acetate (plastic) coated with silver halides (mainly silver bromide, silver
chloride, and silver iodide), the picture-taking principle has remained unchanged from the
day, circa 1800, when a young English chemist named Thomas Wedgwood exposed his first
paper emulsions. 


The silver halides are really lumpy polyhedral compounds that respond and change into
metallic silver when struck by light. There are, however, some impure compounds such as sil-
ver sulfides in the emulsion. Light changes these impure silver compounds so that they be-
come “magnetic” to the free silver floating in the compound. The formation and attraction
of metallic silver specks constitute the latent image we see as a photograph. 


The lightest parts of the photograph’s subject have the most silver specks; the shadows
and dark areas of the subject have the least speck formation. The formed latent image is
merely an invisible impression of the picture that was taken. This latent image is recovered
through the process of development. The chemical film developer reacts and amplifies the sil-
ver specks and turns them black until they become visible. However, the developer does not
affect the dark shadow areas much, and it forms a milky substance. Immersing the film in an
aqueous acid solution (acetic acid) immediately halts the film development process. The
latent image is then visible but is not permanent. If the film were exposed to light at this
stage, the entire image would blacken, since the shadow areas would then react to the light.
This is the classic Wedgwood image-fading problem. To resolve it, the film needs to be fixed.
The fixer is generally sodium hyposulphite, or hypo for short. It dissolves the milky silver
halides that did not react with light and makes those areas transparent. Now we have black
exposed areas as well as a light transparent area, which together form a negative. 


When projected, the black areas absorb light and the light areas let light through. Since
the light did not strike the unexposed film evenly in all areas, some areas partially allow light
through. When developed and projected, these areas are perceived as subtle tonal gradations.
This is how we perceive tones in film and is the basis for all kinds of film we use today. Spe-
cial films such as infrared are also based on these principles.


LIGHT AND FILM INTERACTION


When light passes through film, it creates several physical manifestations that affect the film.
Light readily interacts with things; when it does, it is absorbed, scattered, transmitted, or
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reflected. Although the behavior happens in various degrees, certain materials reflect more
than transmit light or scatter it more than reflect it, but the various types of light interaction
are always present. Light always interacts in the presence of suitable media. Light passing
through film is no exception. It goes from the air to the plastic and then to the silver halide
emulsion and then to the film’s antireflective coatings and out the other side. See Figure 3.1.


Light passing though the film’s emulsion creates a primary image by directly interacting
with the silver halides; in some areas, it passes directly through the film. In areas where it in-
teracted with the silver halides, the light is reflected indirectly around the film, creating irra-
diation. Irradiation creates a kind of “ghostly edge glow” on the film and  tends to soften the
perceived captured image. Irradiation, in short, reduces film resolution and edge sharpness.
Irradiation is similar to the effect created when you drop paint on water; you see a concen-
trated central area that contains most of the paint, and you see diluted sides where the paint
spread out a bit. Irradiation is the diffuse spreading of light from the main contact area. In
photography, it is hard to avoid irradiation.


The light that passes through the silver halide layer eventually reaches the “back” of the
film. When it does, some of the light is reflected back into the silver halides. This creates
what is called halation. Halation creates secondary ghost images in the film, which to pho-
tographers is bad because they are a by-product of unintentional light and film interaction.
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Light interaction.FIGURE
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Most modern films have an antihalation backing to prevent this from happening. Antihala-
tion backing is normally dark brown when dry and after development is sometimes seen dis-
solved as a pinkish-red coloration. Refer to Figure 3.2.


The film and light interaction is really more complex than just irradiation and halation.
This process covers several disciplines, from photometry to sensitometry. Modern film min-
imizes the effects of irradiation and halation, but photography is still a complex process.
However, this does not mean that the process is not possible to predict and the light and film
interaction are not possible to control, as we shall see. 


BLACK-AND-WHITE FILM


All early forms of photography created basically monochromatic, or one-tone, pictures. These
early emulsions responded only to extreme blue-green to ultraviolet wavelengths. 


NOTE Please see the CD-ROM for color versions of Figures.


As Figure 3.3 shows, the eyes cover a wider spectrum in terms of sensitivity than the pre-
dominantly blue-green, unfiltered response of film. The colors that the film does not “see,”
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Light passing through film.FIGURE
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especially reds, oranges, and yellows, are rendered darker than the eye would expect. Since
the film is “blind” to reds and yellows, these colors are rendered identically as dark tones.


Later, dyes were added to film to make it respond to the green and yellow wavelengths,
since the early films “saw” only blues and extreme violets (Figure 3.4). These dyes absorb the
same spectra as themselves, meaning that a yellow dye absorbs yellow and a red dye absorbs
red. Film that has these dyes is called orthochromatic film (Figure 3.5), meaning that it re-
sponds to the colors of nature. Although orthochromatic film is an advance compared with
early emulsions, it still does not respond to red very well. To do so, orthochromatic film
needs to have full spectral sensitivity, from red to ultraviolet. Panchromatic film (Figure 3.6)
addresses the red and yellow shortcomings of orthochromatic film because it has additional
organic dyes in its emulsion. It responds to reds and yellows but is still more sensitive to blues
and greens, resulting in red apples having the same gray tones as green leaves. Today’s black-
and-white film, even if panchromatic, still suffers from tonal imbalance compared with what
the eye expects to see, especially in dealing with greens and reds. 


Through the use of filtration, development changes, and exposure, the spectral response
of black-and-white film can be exploited to change the tonality that film captures. 


3D LIGHTING44


The scene shot showing the blues and extreme violets. FIGURE


3.3







CHAPTER 3 FUNDAMENTALS OF PHOTOGRAPHY AND CINEMATOGRAPHY 45


Scene shot with dyes added to film showing more of the blues and extreme violets.FIGURE


3.4


(Orthochromatic) This shows how an orthochromatic film renders this scene. Notice how
some colors have lightened up but the red remains dark.


FIGURE
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COLOR FILM


Fundamentally, color film is black-and-white film with blue-green sensitivity at its core.
How do we get color from black-and-white film? Remember that adding dye couplers mod-
ifies the basic blue-green sensitivity of film, so these dyes are also used in color films. How-
ever, they work differently than in black-and-white film. In color film, the silver halides with
a specific spectra-absorbing dye are separated into three layers. This has not always been the
case, however. In early color film, dye migration was a problem. The dye moved and mixed
with the other colors and ruined the color balance. 


Modern color films are composed of a top blue layer, a green middle layer, and a bottom
layer that is sensitive to red light. The layers change color once they are developed. The top
blue layer becomes yellow, the green layer becomes magenta, and the red layer becomes cyan.
The film behaves this way because the fixed dyes in the film are complementary to each orig-
inal color. The complement of blue is yellow, of green is magenta, and of red, cyan. This
demonstrates that the red-green-blue (RGB) color system is adequate to capture an impres-
sion of reality.


Once the color film is exposed, the silver halides are turned into metallic silver, just as they
are in black-and-white film, but in color film, the developer combines with the dye couplers,
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(Panochromatic) This shows how a modern panochromatic film responds to this
scene. The relative rendering of the tones, especially red, green, and yellow
approximate the way the eye expects them to be, as a grayscale version of the scene.


FIGURE
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which are either in the film itself or are introduced during film processing. This combination
forms the dyes that make a color film. The metallic silver is then bleached, which means that
the silver is removed from the film. This type of film is known as chromogenic film for its abil-
ity to generate colors from the latent silver halide image. This kind of spectral sensitivity fil-
tration, together with dye coupling and eventual bleaching, is the basis for all color negative
films, slide films, and color prints. Not all films generate color through dye coupling, how-
ever. Kodachrome’s color is introduced during film development rather than being present in
the emulsion itself. This is why Kodachrome is more archival (i.e., long lasting) than regular
film. 


No matter what kind of film is used, photography is still about the capture and control of
light as it falls on a scene or subject. For most people, however, it is hard to see the varying
levels of luminance on a scene due to humans’ perception of color. The best method of solv-
ing this problem is to perceive the scene in terms of black and white. For other people, it is
even harder to visualize a color scene in black and white, so they use visualization aids with
filtration. In both cases, one still needs to know how to analyze the scene, manipulate its
tonal contrast, and expose it. 


LIGHT METERS AND “EIGHTEEN-PERCENT GRAY”
In talking to photographers, you often hear the phrase 18 percent gray. This is the kind of
gray that a Kodak gray card gives, as well as the tonality you get if you follow the indications
on your camera’s light meter when you expose a pure white wall. It means that 18 percent of
the light striking an object is reflected. Eighteen-percent gray is roughly the tonality you get
when you mix equal amounts of white paint and black paint. In short, most light meters, es-
pecially light meters built into cameras, see light as “middle gray.” Such a light meter does not
“see” a white wall or puffy clouds or a bride’s white wedding gown; it “sees” these objects as
gray. See Figures 3.7–3.11 for the following examples.


Now imagine the white wall. It is textured and rough. In the middle of the wall is a pure
black painting in a gray frame. If you meter the scene by pointing your camera straight ahead
at the wall so that the light meter sensors fall on the black painting and you make an expo-
sure, once the film is developed, you will have a picture of a gray painting on a washed-out
white wall. (That is, you’ll have such a photo if the lab did not make corrections to the print.) 


Now what if the meter saw the white wall instead of the black painting? If you expose the
picture as the camera meter indicates you should, the white wall will become gray and the
black painting will be even darker. What if you meter the black painting first, then the white
wall, and average the reading? What you will get is an adequately exposed picture of a white
wall with a black painting. The other technique to correct the exposure is to read the gray
frame and follow what the meter says. Since the light meter is reading a gray surface, it will
not be fooled, and you will get the same result as you did using the averaging technique. 


Once you realize that light meters never perceive light the way we do, it changes the way
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Black painting exposure.FIGURE


3.8


A white wall with a black painting in a gray frame.FIGURE
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White wall exposure.FIGURE


3.9


Average exposure.FIGURE


3.10
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Grayframe exposure.FIGURE


3.11


you visualize a scene. It forces you to evaluate the scene before you make an exposure. Fur-
thermore, it forces you to meter several areas of the scene before you expose it. 


This is an important concept in photography; it is not the first that is discussed in pho-
tography or cinematography courses, but it should be. Why? Because all light levels on a
given scene are evaluated using some kind of a light meter. Light meters are devices that read
the amount of illumination present in a given area. They are crucial tools in making suc-
cessful photographs and capturing the light shining on scenes.


There are two basic kinds of light meters: reflected light meters and incident light meters.
A reflected light meter reads the light reflected off a scene. This is the type of light meter that
is present in most auto-exposure cameras; it assumes a middle gray. Reflected light meters
can be used to “inspect” the various tones present in a scene such as the white wall example.
The one problem with reflected light metering is that it can be fooled by very bright light
sources or reflections. If you point a reflected light meter toward the sun, for example, it gives
you a false reading because it can be “blinded” by overly bright light. This problem of re-
flected light meters being affected by specular light sources makes them more “brightness me-
ters” than light exposure meters. In situations in which there is a great deal of reflected
specular light, as in halls or mirrors, or in which there are visible light sources that can be seen
in the camera viewfinder, incident light meters are preferred. 







CHAPTER 3 FUNDAMENTALS OF PHOTOGRAPHY AND CINEMATOGRAPHY


Incident light meters can be considered true exposure meters because they are unaffected
by directional light sources in a scene. Incident light meters cannot be used to individually
“sample” the tones present in a scene. These meters can read only the light falling on a scene.
Therefore, these types of light meters must be pointed in the direction of incoming light
rather than reading the light reflected off the subject. Incident light meters are mostly hand-
held light meters with white diffusers. These diffusers can be either white domes or flat discs.
The white domes “average” the amount of light shining on the scene; the flat discs are used
to evaluate the individual light’s lighting ratio.


Most commercial photographers and cinematographers use incident light meters because
they can easily measure the various light levels falling on a scene without the subject influ-
encing the reading. However, one difficulty in using incident light meters is that they cannot
meter the light falling on the top of a mountain or on a cloud. In these instances, a reflected
light meter with a narrow sensor area is a better choice. So, in practice, both types of light
meters are used to evaluate the tones present in a scene.


THE H AND D CURVE


Film cannot possibly capture all the tones present in a scene, especially if the scene is taking
place on a bright, sunny day. Films have a limited ability to capture different light levels. In
short, film has a dynamic range. This means there is a limit to the range of brightness film can
record, that there is a maximum as well as minimum illumination it can capture.


Have you ever overexposed or underexposed a frame of film? Most likely, you have done
so using a flash or under a bright sun or in places and situations in which there was not
enough light. You probably realize that the amount of light the film was exposed to is directly
related to the resulting density of the film. The more light exposed to the film, the denser the
negative becomes, and vice versa. When plotted on a graph, this direct correlation between
exposure and film density displays a characteristic shape and form. See Figure 3.12.


Let’s say you want to find out the range of light levels that a particular film can handle.
The best way to do this is to use a standard light that is consistent, and then expose the film
to the light incrementally. Afterward, inspect the developed film using a densitometer, which
is a device that measures the amount of light transmission on a particular area of film. 


The curve resulting from your work with the densitometer is called an H and D curve, for
Hurter and Driffeld, who discovered this form of measurement in 1890. It is also called the
density versus log exposure curve. If you look at the H and D curve, you notice that there is a
baseline below where there is already an existing level of exposure. Since film has coatings, is
made of plastic, and is exposed to ambient (gamma) radiation, these materials have an in-
herent contribution to the film density, so they are called film base plus fog density. Each type
of film has its own such density. 


If you increase the film’s exposure, it does not directly translate to an increase in film den-
sity, even if you double the light level. The initial incline or slope that is seen on the H and
D curve, called the toe, registers the shadow areas of a scene. Once the light reaches a suffi-
cient level, the tones on the scene fall on the straight-line section of the curve. This is where
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the dark but detailed areas of the scene are registered, as well as the middle gray and the light
grays. The area where the curve begins to level off is the shoulder area. That is where the “tex-
tured highlights” are registered. 


What does the H and D curve tell us? It means that through exposure and development,
you can control the amount of detail and tonality you capture in film. 


In Figure 3.13, there is a nice balance between the shadow areas and the highlights as well
as the intermediate tones. The exposure contributed to the success of this image by ade-
quately compressing and capturing the light levels present in the scene. This is achieved by
proper light metering and scene tonal evaluation. The development process also helped by
ensuring that the film is not processed denser or thinner than normal processing. The expo-
sure of Figure 3.13 tells you that the middle tones of the scene were placed on the straight
portion of the H and D curve. The tonality extremes such as the highlights and shadow areas
were also placed on the curving sections of the toe and the shoulder. As this photograph
demonstrates, exposure is critical to good photography.


When an image is overexposed, the gray tones of the scene are shifted to the toe portions
of the curve and become darker, whereas the highlights fall on the upper portion of the
straight line of the curve. If the overexposed frame shown in Figure 3.14 were printed nor-
mally, the highlights would be washed out and the shadows would be very dark. This is a
simple case of the tones being compressed and shifted to the toe section of the curve. 


The H and D curve.FIGURE


3.12
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Normal exposure.FIGURE


3.13


Overexposure.FIGURE


3.14







If, however, you were to underexpose the frame, the gray tones would be shifted to the
upper portion of the straight-line area of the graph and the shadow areas would be pushed up
to the straight line. Underexposure moves the grays into the highlight areas and the shadow
areas into the gray areas, as demonstrated in Figure 3.15. For this reason, when you print an
underexposed negative, the shadows are gray and the highlights are dull. In this case, the
tones are compressed and shifted to the shoulder section of the curve.


This tone compression and shifting property of film can be exploited to manipulate
the tones of a scene, to make them darker or lighter as the photographer desires. This is the
reason for scene evaluation and analysis: to ensure that the important areas of the scene are
captured and, if the existing tones are beyond the capture capabilities of film, that the exist-
ing tones on the extreme sides of the curve (toe and shoulder) are modified, either by adding
lights or turning down key lights through diffusion. However, exposure alone does not con-
trol the tone compression and shifting in film; for these, film development also plays a role. 


This technique of tone compression and shifting generally applies only to black-and-
white film, in which tonal compression results in increased contrast and grain. Color film
would produce undesirable results for the scene’s important tones if they were not placed on
the straight-line portion of the H and D curve. In color film, compressing the tones through
exposure and development changes might result in increased grain, soft shadow areas, color
shifts, desaturation, and increased contrast. 


There are workarounds, however. They involve changes in either film processing or film
“flashing.” Increasing the development time for a particular film is called force or push pro-
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Underexposure.FIGURE


3.15
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cessing. In another technique, the film could be exposed to low light prior to use; this is called
preflashing. Preflashing is rarely done nowadays, however. Photographers prefer to flash the
film in the laboratory after exposure in a process called postflashing. Flashing pushes the sen-
sitivity of the film beyond the film base plus fog so that the shadow areas become more sen-
sitive to light by shifting the toe toward the straight-line portion of the curve. With flashing,
fill lights are sometimes eliminated, and only light kickers are used. 


EXPOSE FOR THE SHADOWS, DEVELOP FOR
THE HIGHLIGHTS


Most photographic subjects have bright, “textured” areas; neutral, smooth tones of gray
(middle tones); and rich, “detailed” shadows. Most subject matter has these properties, too;
it is up to the photographer to capture and accentuate areas that are deemed important. It is
the photographer’s job to analyze, emphasize, and capture the important areas of the scene.
The film is only capable of capturing a certain degree or “latitude” of tones present in a scene.
Even modern, fully automatic cameras cannot begin to “know” which areas of the scene are
important to the photographer. 


The major areas of a scene are the highlights, middle tones, and shadow areas of your
print or film. The highlights are where the subtle suggestion of sand grains lies, or where the
frosts of winter, the chaotic foaming of water, the vibrancy of silk lace, and the delicacy of
complexion are hinted at. The middle tones capture the old weathered concrete, the clear
north sky, and Kodak’s gray card. The shadow areas contain the shaded areas of rock, the
muddy nonilluminated soil, the dark areas of a suit or fabric, and the detailed but dark re-
cesses of a model’s hair. 


Of these elements, the highlight and shadows are controllable. The middle tones tend to
fall in place during normal exposure and development. This is due to the principle that ad-
equate metering and exposure result in the placement of the important tones on the straight-
line portion of the H and D curve, as discussed before. This ability to control the tones as
captured by photography led to the formulation of a basic rule: Expose for the shadows, de-
velop for the highlights. 


This is an often-repeated, basic rule of photography because it works well. You expose for
the shadows because no amount of film processing is able to give details on the shadow areas
if these areas did not receive adequate exposure. This is true because the photochemistry does
not affect the shadow areas very much. In other words, the development process cannot cre-
ate shadow details if there wasn’t enough light to reveal the details of those areas to start with.
However, the highlights can be controlled through development because the developer af-
fects these areas a great deal. The exposure of the film affects the number of silver halide crys-
tals that are converted into metallic silver, but it is the development that affects how much
metallic conversion happens. In short, development controls how much physical and chem-
ical change would occurs on the exposed silver halide crystals. 







CONTRAST AND DENSITY


The basic, perceptible properties of film are density and contrast. Contrast is the tonal dif-
ference between the highlights and shadow areas of the subject. Density is the difference be-
tween the amount of light striking the film and the amount light that actually passes through
the film. In other words, density is a measurement of how much transmitted light passes
through the film. The contrast of the film is dependent on the amount of exposure on the
shadows as well as the amount of development of the film. Contrast is the tonal ratio of shad-
ows to highlights. The differences in the density of the film determine its contrast. Density
is technically defined as the ratio between the light striking the film and the amount of light
passing through it. Density, then, is really a measurement of the amount of transmitted light
in a film. An example of a contrast and density curve can be seen in Figure 3.16.


If you use black charcoal to draw, the harder you press on the paper, the darker your draw-
ing gets. If you have very white paper, the black charcoal together with the white paper gives
you a certain amount of contrast. But what if you use a number-two pencil instead of char-
coal to draw? Will you get the kind of blackness with the number-two pencil that you
achieved with the charcoal, even if you press very hard? Of course you won’t. Why? Because
the charcoal and the pencil each have their own built-in contrast capability that cannot be
changed. It does not matter whether you use different papers for this test; the charcoal ren-
dering will still be darker than the pencil. See Figure 3.17.
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Showing density and contrast in film.FIGURE
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In photography, you control the contrast in two ways: by exposure and by development.
The more exposure you give a film, the higher contrast it has, and vice versa. However, ex-
posure alone does not determine the amount of contrast. The development process also af-
fects contrast. The exposure determines the amount of silver halide crystals that are
converted into metallic silver, and the development process determines how much conver-
sion happens. 


Remember that the shadow areas of your subject reflect less light on the film than do
the lighted areas of your subject, so the shadow areas and the middle tones affect fewer sil-
ver halide crystals. The highlights of the subject, however, reflect a great deal of light back
to the film. Since photochemistry reacts with the exposed areas of the film, more metallic sil-
ver will be converted in the highlights than in the middle tones and shadow areas. The de-
veloper both physically transforms the silver halide and chemically changes it. But the
developer does need time to penetrate all the areas of the film. The development penetration
process depends on the time and temperature of the developer. In general, temperature
speeds up any chemical reaction as well as makes the gelatin more “open” to reaction due to
expansion. This photochemical penetration creates density. Penetration determines how
much physical and chemical change takes place in the exposed silver halides. 


As we’ve seen, density in photography is the ratio between the light striking the film and
the amount of light actually passing through it. In short, density is a measurement of trans-
mitted light. As discussed, density in film is dependent on the initial exposure and the
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A charcoal drawing versus a pencil drawing. FIGURE
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amount of development. It is the amount of density in a film that creates the perception of
contrast. If you can readily see through a negative after development, the film is said to be
thin or of low density. If, however, it is hard to look through the negative, the film is said to
be dense. Refer to Figure 3.18 for an illustration of density in film.


Thin negatives can be intensified and dense negatives can be bleached, or lessened in in-
tensity. Intensification is done through the use of another metal, such as selenium, to replace
and “intensify” the metallic silver. Bleaching is done with potassium ferrocyanide. Intensifi-
cation and bleaching are still practiced by still photographers. However, it is always better to
control density through exposure and development rather than through a postprocessing
procedure.


Processed films that have a good balance of highlights, middle tones, and shadow areas
are called normal. This does not mean, however, that there is a standard of “normal” nega-
tives by which others are judged. Normal merely refers to the good separation of highlights,
middle tones, and shadows as captured on film. A particular frame could be predominantly
black but still have a good tonal range; the same could be true of a snow scene, which is
mainly highlights of white. These scenes are “normal” if there are good gradations from
blacks to middle tones and whites. 


Remember the compression and shifting of the tones in the H and D film characteristic
curve? If the hardware used in photography is reliable in the way it exposes each frame, and
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if the processing procedure is controlled and the exposure of each frame is consistent, it is
possible to have the ultimate control of the tones present in the negative. This kind of con-
trol is aimed to do only one thing: to steer the photographic process to obtain a specific print.
This kind of control enables the photographer to place the important tones where it is pos-
sible to “slide” the tonality in the direction desired. 


With the use of filtration, reliable equipment, processing procedure calibration, and vi-
sualization, photographers Ansel Adams and Fred Archer were able to devise such a process,
called the zone system. Understanding this system is critical to understanding tonal relation-
ships in 3D lighting. 


THE ZONE SYSTEM


The zone system is a photographic technique that lets a photographer visualize and decide at
the scene how the tones of that particular scene will be rendered in the print. This system is
about controlling exposure and film development to get a specific kind of photographic
print. It is not a process that lets the photographer faithfully record the tones existing on the
scene; rather, it is a way for the photographer to move and shift the tones where he or she
wants them to be. However, the system can be used to increase the probability of recording
the tones as they are. 


If this is a photographic process, why is it important to know about it for CG lighting? It
is important because this process will enable you to make rendering evaluations based on
graphic and tonal relationships. It will help you evaluate the important areas of your scene as
well as aid you in how to light that scene. Ultimately, the language of the zone system is the
language of photography.


THE ZONES


Remember our white wall with the black painting in a gray frame? What if you actually took
some pictures of that wall? Let’s say that you expose the first frame at the camera meter’s rec-
ommendation, and then you expose the next frame with twice as much light as the one be-
fore, and so on until you have exposed four frames. Now, what if you then underexpose the
next six frames, using half the light for each successive exposure? See Figure 3.19.


Step frame.FIGURE
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What you have done is to make a zone system strip. Although yours will not be a contin-
uous strip that goes from dark to light, it demonstrates the zones on which Adams and
Archer based their system. There are 11 zones numbered from 0 to X. Ansel Adams popu-
larized the use of Roman numerals to designate zones, so the zones break down like this (Fig-
ure 3.20):


• Zone X. This zone is the whitest white possible, devoid of any discernible texture.


• Zone IX. This one is slightly darker than Zone X but still has no texture.


• Zone VIII. This zone is grayer than Zone IX and has texture, mainly where highlight
patterns and formations are rendered. 


• Zone VII. This zone renders the textured highlight, with detail. It renders the crisp
details of snow and sand.


• Zone VI. Into this zone fall skin tones, fabric patterns, and concrete texture.


• Zone V. Middle gray. This zone represents what the reflected light meter assumes the
scene to be when reading.


• Zone IV. This zone renders the visible but dark shadows such as those in tree bark and
dark stones. This is a medium dark-gray tone with details.


• Zone III. This zone renders the darkest shadows with visible details and texture. It
renders a dark gray with detail. 


• Zone II. This zone is very dark but still retains discernible texture and detail.


• Zone I. This zone is one step away from total black. It is slightly lighter than full
black.


• Zone 0. This is the blackest zone. It has no visible texture or detail of any kind.
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The zones are arranged so that that each receives either twice or half the light of the zone
before or after it. If you did the preceding exercise, your result was in Zone V. The zones,
when superimposed on the H and D curve, look like Figure 3.21.


As explained in the previous section, exposure controls the shadow, whereas development
controls the highlights. Remember that if you expose the film well and place the important
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An H and D curve with zones superimposedFIGURE
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tones on the scene within the film’s dynamic range, the important zones (Zones IV through
VII) will fall on the straight-line portion of the H and D curve. This will make it easier to
slide the zones upward or downward, depending on the exposure and development. Mea-
suring with a reflected light meter the areas where there are important tones achieves this
goal. 


Since the light meter sees middle gray, it is up to the photographer to evaluate where a
particular tone lies on the zone system. That is, the photographer must evaluate whether a
wooden board or a skin tone lies on Zone V or Zone VI. All the important areas of the scene
are evaluated this way to find out if the film will be capable of recording them. So, for most
photographers, this means finding out which areas have textured highlights (Zones VII and
VIII) and which shadow areas fall into the detailed shadows (Zones II and III). Once the
zones are established, the photographer decides what tone will be placed in what zone. 


Take, for example, an outdoor scene with visible sky and trees. The trees are a dark green
color, and the meter reading of the old bark reads f/16 at 125th of a second. If the light meter’s
reading is followed, that bark will become lighter than what the eye expects it to be once
printed, since it was placed in Zone V. It needs to be at least a Zone IV, so it needs half the
light, or one f-stop less. (We’ll discuss f-stops in more detail shortly.) So, the exposure should
be f/16 at 250th of a second, or f/8 at 125th of a second. Once the tone is placed on Zone IV,
the rest of the tones in the scene fall into the other zones in relation to the tonality of the







trees. In short, you could assign a zone to the tone in the scene by exposure and film devel-
opment control. This means that the tones present in the scene could be altered and manip-
ulated in a predictable manner, as well as controlled. This is the essence of the zone system. 


It is important to understand the zone system so that you grasp the tonal relationship in
a scene as controlled by exposure and film development. The ability to shift, expand, and
compress the zones up and down the H and D curve is important to understand because it
controls the contrast in a scene. The resulting contrast present in the frame has a psycholog-
ical impact on the way the scene is perceived. Whether the film being used is black and white
or color is irrelevant, as long as you are aware of how the scene’s dynamic range is captured
and rendered. Dynamic range in film is the “gray steps,” from the washed-out white (Zone
IX) to the textured highlights (Zones VII and VIII) down to the middle grays (Zone V) and
finally to the detailed shadows (Zones III and IV) and stark blacks (zones I and II).


THE CAMERA


Cameras today are evolving to meet the demand of the consumer. The most exciting of these
changes is the advances in digital photography that allows you to instantly incorporate the
pictures you’ve taken into a 3D program. What this means is, as you’re modeling an element
that will be added to a photograph you’ve just taken, you can set up the lighting, placement,
and angle so your model will fit perfectly into the scene. As the prices come down and qual-
ity goes up on these cameras (we’re now at the 3 megapixel range, which is getting very close
to the quality that can be captured on film), sales will begin to skyrocket. Film cameras,
meanwhile, whether still or motion, are still strong partners for your work. Through scan-
ners (for still images) or video input cards for video tape, CD-ROM, or DVD, come in vir-
tually every price range and are in almost every home in the world. 


Let’s take a moment to go over the parts of the standard film camera, because much of this
information is directly applicable to the way you will set up the rendering in your 3D program
(Figure 3.22).


BASIC COMPONENTS


The following are the camera’s basic parts:


• Viewing system. This is where the photographer sees the scene from the camera’s
point of view. This system aids in aiming and positioning the camera as well as fram-
ing the subject.


• Film/light sensor. This is where the light-sensitive materials of the camera are located.
The material can be either chemically based (film) or electronically based (CCD).


• Shutter. The shutter controls the amount of light that enters the camera through the
speed at which it opens and closes. It also prevents the light from entering the camera
before the intended exposure. 
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• Lens. The lens is the optical part of the camera. It focuses the rays of light at the back
of the camera. The projected image at the back of the camera is a reversed upside-
down image of the scene.


• Aperture or diaphragm. This mechanism controls the amount of light entering the
lens. The aperture is composed of a ring of metal leaves that has a variable opening in
the middle. Changing the size of the opening changes the amount of light that passes
through. The aperture also controls the depth of field. 


• Focus control mechanism. This mechanism controls the distance of the lens to the
film. It can either move the lens assembly away from the film plane or move the lens
assembly toward the film plane. In modern cameras, the focus control mechanism is
located inside the lens itself and moves the optical mechanism instead of the camera
body or lens assembly., The mechanism functions like a screw by moving in and out
of the lens.


• Film advance. This mechanism advances the frames of the film after each exposure.
It can be either a manual rotating mechanism or a motorized assembly that automat-
ically advances the film frame. 


• Camera body. This is the main assembly of the camera. It shields and protects the
film from light as well as acting as the receptacle for the lens and focusing assembly.
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DIFFERENCES BETWEEN MOTION-PICTURE CAMERAS
AND STILL CAMERAS


There are numerous types of cameras, both still and motion-picture types, but the basic prin-
ciple of focusing and capturing light as well as exposing film in the scene remains the same.
A camera is a light-recording device, and the difference between a motion-picture camera
and a still camera is the way each handles the recording of light. 


FILM MOVEMENT


The main difference between a still camera and a movie camera is in the film movement
mechanism. In a still camera, the frames of the film are exposed individually; in a motion-
picture camera, the frames are exposed continuously. The overlapping replacement of indi-
vidual frames provides the illusion of a moving image.  In this case, the film is exposed at
24fps (frames per second), enough to fool the eye into believing it’s seeing fluid motion.
Videotape records at 30fps. This is an important difference because, after you’ve created your
animation, you need to know what media it will be played back on and the correct fps in
which to render it.


THE SHUTTER


A movie camera is able to capture 24fps because of the way its shutter is designed. To un-
derstand what we mean by that, let’s first look at the anatomy of a still camera. 


The shutter of a still camera can be either a leaf shutter or a focal plane shutter. A leaf
shutter is a metal diaphragm that quickly opens and closes. The blades that make up the di-
aphragm quickly move to create an opening. The film is gradually exposed as the light level
slowly builds up and the opening goes from small to large and back to small again. A focal
plane shutter, on the other hand, exposes the film through a narrow slit that transverses the
film. It exposes the film in sections instead of as a whole. A focal plane shutter is like a win-
dow opening, sliding across the film to expose it. 


Motion-picture cameras employ neither a leaf shutter nor a focal plane shutter. They use
a rotating circular shutter with a 180-degree cut-out. The rotating circular shutter is shaped
like a fan so that it can alternately open and cover the speeding film as it passes by the lens.
You can imagine this type of shutter as a World War I biplane with machine guns. The  ma-
chine guns on these planes are timed to shoot bullets in time with the rotation of the pro-
pellers, to avoid shooting your own propellers out from under yourself. Now imagine the
propellers as a synchronized shutter of light. Such a shutter will not expose the film between
frames in the movie camera, the way the machine gun will not shoot bullets through the
plane’s propellers. 


The shutter in a motion-picture camera is rotating constantly, so the actual exposure re-
ceived by the film is really 1/48th of a second. If the speed of the film is halved (12fps), the ex-
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posure increases to 1/24th of a second. If the speed is doubled to 48fps, the exposure is re-
duced to 1/96th of a second. In short, changing the camera speed affects the exposure of the
film. In some lighting situations, it is desirable to increase the exposure without changing the
camera speed. In cases like these, variable shutters are used. Variable shutters are able to
change their “fan-opening” spread. They can change their “cut-out angle” and by doing so
are able to expose more light per second without affecting the camera speed.


THE VIEWING SYSTEM


The viewing system of a camera lets the operator see the framing and composition of a scene
as well as gauge its tonality. Some cameras use a viewing system that is independent of the
film-plane light path. This type of viewing system does not directly show what the film “sees”
due to the difference in the placement of the two optical systems. 


This phenomenon is demonstrated nicely on point-and-shoot cameras as well as
rangefinder cameras. The viewing area in these cameras is either above or to the side of the
lens. For relatively near objects, this lens placement creates a problem, since the viewing sys-
tem is not directly aligned with the lens axis and causes parallax. Parallax is the discrepancy
in the position of an object in space due to the comparison of the difference in observational
position. In other words, it is the apparent shift in the position of an object due to the mis-
alignment of viewing perspective. To solve the parallax problem in some cameras, the light
path is split between the film plane and the viewing system. This split is accomplished
through the use of mirrors, prisms, and, in some cases, beam splitters.


Advanced modern still cameras use a prism to split the incoming light toward the film
plane as well as the viewing system. The camera bounces the incoming light from a mirror
and directs it to a prism and then to the viewfinder. Passing the light through the prism “up-
rights” the inverted image, so what the photographer sees in the viewfinder is what the film
also “sees.” The mirror/prism that directs and inverses light is called a reflex. This mirror-re-
flected principle is also used in some motion-picture cameras. The front of the circular shut-
ter is mirrored. When the rotating circular shutter obscures the film plane, the mirror reflects
the incoming light into the prism and then into the viewfinder. Other movie cameras split
the incoming beam in half using a beam splitter. The use of a beam splitter reduces the avail-
able light for viewing, so split beam reflex viewing system movie cameras have a dimmer
image. 


There are other, minor distinctions between still and motion-picture cameras. The film
transport mechanism of modern still and motion-picture cameras uses motors. The motors
on the movie camera must be able to be synchronous (at constant speed), have changeable
speed (variable), or be interlocked for external synchronization. The other difference is in the
use of film magazines. The most that a still camera can take is a 250-frame multiple-exposure
roll. A movie camera can handle 200 to 400 feet of film. 
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CONTROLLING THE AMOUNT OF LIGHT


In any form of photography, it is important to be able to control the amount of light enter-
ing the camera’s lens as well as the amount of light to which the film is exposed. There are
two ways to control the amount of light entering the camera: one is to control the speed of
the shutter; the other is to change the size of the aperture. 


Shutter Speed
The shutter speed controls the amount of light reaching the film by varying the amount of
time the film is exposed to the light. The shutter speed is primarily a time exposure-control
mechanism. Increasing the shutter speed decreases the exposure; decreasing the shutter
speed increases the exposure. This system mainly controls how long light flows light into the
lens. It does not control the amount of light flow. The shutter speed setting ranges from 1/8th


of a second to 1/12,000th of a second in half-periodic intervals. 
The shutter speed also controls the motion of objects in the scene as captured on film. A


slow shutter speed of 1/30th of a second blurs an object if the object is moving faster than the
speed of the shutter. This results in a smeared rendition of the moving image. Blur occurs be-
cause the shutter is slower than the moving object. Faster shutter speeds, such as 1/500th of a
second, however, capture fleeting moments not noticed by the human eye. This speed
“freezes” the action of a moving object because the shutter is quicker than the moving object.
See Figure 3.23.
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(Shutter Speed) This image shows the relationship between the amount of light
allowed and the corresponding shutter speed setting. Notice that the slowest shutter
speed setting allows the most amount of light, however, it blurs moving objects. The
fastest shutter speed lets in the least amount of light, but it freezes the action.


FIGURE
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Aperture
Aperture is the size of the opening of the lens diaphragm. As does changing the shutter speed,
changing the aperture affects the exposure of the film. The aperture controls the amount of
light flow. It is primarily a controller of intensity or brightness of light.


Enlarging the aperture opening allows more light to pass through the lens; inversely, de-
creasing the aperture opening diminishes the light flowing through the opening.


f-stops in still photography and t-stops in motion photography indicate the size of the
aperture opening. f-stop is short for focal stop; t-stop is short for transmission stop. The differ-
ence between an f-stop and a t-stop is that t-stops are more accurate; they are based on the ac-
tual light transmission of a particular lens. f-stops, in contrast, are based on the ratio of the
lens focal length with the iris.


The f-stop is the number that equals the focal length of a lens divided by the diameter of
the effective aperture. It is also called relative aperture. 


In practical use, the terms f-stop and t-stop are interchangeable and basically mean the
same thing. In fact, the two are so interchangeable that you won’t find any reference to the
latter when working with and learning your favorite 3D application. Unless you plan to be-
come a professional cinematographer, f-stop will be the most useful term to work with.


The f-stop settings range from f/1.0, f/1.4, f/2, f2.8, f/4.0, f/5.6, f/8, f/11, f/16, and f/22
to f/32 and so on. Some lenses do not have this f-stop range, however. As the aperture
changes—let’s say, from f/8 to f/11—the light is “halved.” If the change is reversed from f/11
to f/8, the light is “doubled.” So a change of one “stop” means that the aperture was de-
creased or increased by a factor of two (Figure 3.24).


The larger the f-stop number (f/11–f/32), the smaller the actual diameter of the opening,
so less light is allowed into the lens. The smaller the f-stop number (f/1–f/8), the larger the
opening and the more light is allowed in.


An f-stop is also used to indicate whether a lens is fast or slow. A fast lens is considered
faster if it has a maximum aperture greater than f/2.8. A slow lens has a maximum aperture
of f/3.5 or higher. The lens with an f/2.8 aperture is considered “faster” than a lens that can
only open up to f/3.5.


Each change in the exposure represents a “stop.” It does not matter if the change occurs
in the shutter speed or in the aperture opening. So, in photography, when someone says,
“Open up a stop,” it means you will double the amount of light reaching the film, either by
setting the aperture higher (f/8 to f/5.6, for example) or by decreasing the shutter speed
(1/250 to 1/125). However, if you changed both the aperture and the shutter speed at the
same time, you have changed the exposure two stops, meaning the light is either increased 4x
or decreased 1/4, depending on the direction in which you made your change. “Stopping
down” a lens means decreasing or cutting the light in half. This could be accomplished by
setting the shutter to a higher speed or by shifting the aperture to a higher f-stop number. So,
we see that there is an inverse relationship between the aperture and the shutter speed; both
control the amount of light reaching the film.
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Depth of Field
The other way that the aperture affects light is through a change in depth of field. Depth of
field is the area or region that has the sharpest focus, a kind of bracketed region of sharpness.
Two planes of focus, the far plane and the near plane, bracket the depth of field. 


The depth of field should not be confused with the critical plane focus. The critical plane
is where the actual “focus” of the lens falls (which is the actual focus that you select, either by
turning the focusing ring on a manual camera or by setting the autofocus on an automatic
camera selection). The depth of field lies before and after the critical plane focus. The depth
of field functions as a regional sharpness compressor and expander. as dictated by the aper-
ture opening.


These far and near planes of focus change with the aperture. Wide apertures (smaller f-
stop numbers  f/1–f/5.6) have a very narrow depth of field because the far and near planes of
focus are closer to each other. This proximity throws the background and the foreground be-
yond the two planes into a blur because the light is not focused on those areas. If, however,
the aperture is set to small (larger f-stop numbers f/8–f/64), the depth of field increases. In
this case, the near and far planes of focus move away from each other, making the sharply fo-
cused region deeper. This means more areas of the scene are brought into the bracketing
plane of sharpness. Greater depth of field results in most areas of the scene in sharper focus,
hence giving the impression that there is more contrast as well as a “harder” light. Lesser
depth of field can result in the perception of less contrast and, consequently, less light (See
Figures 3.25–3.27). 
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(Aperture) This image shows the relationship between the aperture setting and the amount
of light it allows through the opening. Notice that the bigger the f-stop numbers the
smaller the opening so less light enters. The large f-stops number have larger openings so
they let in more light.


FIGURE
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In this image the critical plane of focus is centered on the second figure from the left.
Notice that the closest figure and farthest figures are blurred while the right central figure
is only slightly fuzzy. This kind of depth of field is obtained by setting the f-stops to the
smaller numbers like f/2.8. This kind of depth of field is said to be narrow.


FIGURE


3.25


In this image the depth of field became wider due to a change in the aperture setting.
Notice that the foreground figure on the left is not as blurred as in fig 3.25. The depth of
field now has become wider. This kind of depth of field can be obtained by setting the f-
stops to a larger number like f/8-f/11.


FIGURE
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CONCLUSION


Photography lets you take a snapshot of the world and reduce it to an abstracted form with-
out losing its reality or its fidelity. Photography is the making, controlling, and recording of
tonal relationships in a scene. Since photography and its output are the benchmark for most
computer graphics lighting and shading algorithms, it is important to be able to speak and
converse in the language of photography if you want to work in 3D computer graphics. In
the next chapter we will explore color and materials. 
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In this image the critical focus has been shifted to the left foreground figure while
retaining the aperture opening. This shifted the depth of field plane, but its range of
influence remains the same.


FIGURE
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C H A P T E R  


4 Color and
Materials
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We take color, like light, for granted. We see the world in color, we make choices
based on color, and color in our language helps us express emotion. We use color
to decorate our surroundings. Decoration through color has always been prac-


ticed, from the Neanderthal’s use of flowers in burials to humanity’s first known paintings,
the Paleolithic murals in Lascaux and Altamira. We saw the beginnings of symbolic art in the
Upper Paleolithic era. Color pigments were probably first devised when fire and cooking led
to the mixing of animal grease with earth tones. Paleolithic art was so astounding to modern
people that for years, archeologists did not believe primitive man could have created such
scenes of vivid color and representation. In their mural paintings, the primitives followed the
natural forms and contours of the cave walls that house their art. They also “incised” the
walls to outline the forms and painted them with wick and tallow as well as spraying pig-
ments with their mouths. 


The kingdoms of the ancient Near East, such as Sumeria and Assyria, also used wall reliefs
and animal motifs in bright pigments. The Egyptians, however, were much more developed
in their wall paintings. Their art embodied luxurious colors of gold, silver, and lapis lazuli.
Their monuments were polychromatic. All Egyptian art was done for religious purposes.
Even the Greeks, with whom most people associate white temples, were polychromatic
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CHAPTER 4 COLOR AND MATERIALS


artists; they used red, blue, and yellow to decorate their temples. The Romans, too, were col-
orful, especially in their wall paintings and mosaics; they borrowed from the Greek public art
and made them private.


NOTE Please see the color insert section and the companion CD-ROM for color versions of the figures.


People have always harvested color from the earth’s minerals, plants, and animals. Bright
and luminous dinnerware and glassware were made of uranium oxides. Red and yellow ochre
are minerals of iron that have been used for millennia as pigments. Indian yellow was derived
from the urine of cows that were fed with mango leaves. Saffron, a spice used for cooking and
as a pigment, is made from the Crocus sativus flower. Tyrian purple is taken from the Purpura
haemastoma (mollusk) secretion. Even ground-up mummies were used for coloration as well.  


Color, however, is not always used by mankind’s choice or design; it can also occur natu-
rally. In nature, color is very stable and predictable: The sky is always blue, the leaves and
grass are mostly green, and blood is always red. In nature, animals use color to attract mates,
warn potential predators, and as camouflage. Plants use color to attract pollinating insects
and birds as well as to entice animals to eat their fruit. Naturally, certain things are always
white, such as clouds, snow, and cotton.


The perception of color is not limited to man; primates, birds, and some insects also see
in color. Due to the complex world in which we live, it has become necessary for creatures to
perceive color in order to function and survive. The ability to discriminate color tones is no
longer enough. When you consider the extent that mapping of the central part of the retina,
where we see color, has on the brain, you can appreciate the importance of color to people.
Perceptually, we tend to think that we see in color only because of its dominance in our vi-
sual perception. This assumption is deceptive, since we do see in monochromes, too, and the
majority of the eye’s photoreceptors “see” only in black and white. 


Color also plays a large role in determining our moods. Perhaps subconsciously, colors do
affect our mood. The integration of color into our psychological state is reflected in our lan-
guage, symbolism, and descriptions of affect. Blue can mean moody, sullen, unhappy, a flat
musical note, or strict or puritanical, as in bluestocking. Yellow can mean weakness, cowardice,
or caution. Red is a danger signal or warning as well as indicating sacrifice or loss or a politi-
cal affiliation. Color is even used in hospitals as a soothing effect as well as in prisons to min-
imize violence.  


COLOR HISTORY


The history of color is as varied as the subject itself; it could be separated into two major
groups, the art history of color and the scientific investigation of color. The art history of
color is primarily interested in the nature of color and pigmentation as they apply to paint-
ing and decorative purposes. The scientific inquiry of color tries to discover the very nature
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of color and how it works. It is essentially an investigation into the notions of art history. So,
the history of color has roots in both applied and pure science. Stimulus and wavelength dis-
crimination, the perceptual versus the physical manifestation, separate the two types of his-
tory of color. 


COLOR THEORY


The origin and nature of color, like light, have been speculated on for hundreds of years. Its
qualities have been widely known and used, even if its nature has not been fully explained or
understood. A number of theories on color have evolved through the ages.
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Color wheel.FIGURE
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THE COLOR WHEEL


The color wheel is an elegant and simple way to present colors and show their relationships.
The wheel is a polar coordinate plotting of colors in which the colors are arranged in quad-
rants, as follows: (See Figures 4.3–4.12)


• Primary colors. Fundamental colors that when mixed create secondary colors. These
hues are said to be pure colors, including red, blue, and yellow.


• Secondary colors. Secondary colors are the colors that result when the primary colors
are mixed. These colors are green, violet, and orange.


• Tertiary colors. Tertiary colors result from the mixture of the adjacent secondary
colors. 


These three main groups of color can be further categorized as follows:


Red


Blue


Green


Yellow
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• Triad colors. Triad colors are any three colors that are balanced and equidistant from
each other on the color wheel.


• Complementary colors. These are hues that are opposite each other on the color
wheel, such as yellow against violet or blue against orange.


• Split complementary colors. Split complementary colors use three colors of any hue
and the two colors adjacent to its complementary color, such as yellow, lavender and
magenta or red, apple-green and cyan.


• Analogous colors. Analogous colors are any combination of colors adjacent to each
other on the color wheel. These colors are said to have a common hue among them.


• Double-complement colors. Double-complement colors are made up of a pair of
complement colors, such as yellow and violet or blue and orange.
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• Tetrad colors. Tetrad colors are a cross of four hues composed of a primary color and
secondary and a tertiary color.


• Alternate complementary colors. Alternate complement colors are composed of a
triad color plus a complementary to one of the hues.


TRICHROMATIC COLOR THEORY


Since color is more varied than light, it is impossible for the eyes to have a receptor for all
possible colors. In 1807 Thomas Young proposed a color theory that tried to explain it in
perceptual terms (Figure 4.13). He proposed that there are three types of receptors that func-
tion as a filtration system in the eyes. The signal on each receptor produces a single sensation
of the three possible colors: red, green, and violet. Since the wavelength response of each re-
ceptor is continuous, the wavelength responses overlap the sensitivity of the other receptors.
Each receptor is tuned to a specific wavelength, but the color sensation is not singular.
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Hermann von Helmholtz (1821–1894) improved on Young’s theory with his own ideas,
which has become known as the Helmholtz-Young theory or the trichromatic theory.
Helmholtz found that some receptors in the eyes are most sensitive to short wavelengths,







whereas others are sensitive to long wavelengths. Helmholtz was also able to derive a sensi-
tivity distribution curve that shows to which colors our eyes are most sensitive.


This theory explains the changes of the response of each receptor as the wavelength varies.
It explains the ability of the eyes to see color changes as a continuous experience. However,
this theory has some problems. It cannot account for the creation of white light from blue
and yellow and the fact that the mixture of red and green light looks yellow. It also cannot ac-
count for how the receptors are able to respond depending on the wavelength.


OPPONENT COLOR THEORY


Ewald Hering, a German physiologist/psychologist that lived from 1834-1918, found
that people who are blind to green are also blind to red. This is also true for yellow and blue.
Color after-images also show these pairings. For example, if you stare at a green circle for 20
seconds and then look away and stare at a white area, you see a red after-image. If you stare
at a yellow circle, it creates a blue after-image.


Because of the inability of the Helmholtz-Young theory to account for color blindness
and such after-images, Hering proposed the opponent color theory. Hering believed that four
basic colors exist as opposing pairs: red paired against green and blue against yellow. The
color information can only be sent through these two channels. A channel takes input from
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at least two of the pairs, and the signal sensation is either allowed or blocked. Furthermore,
this theory has a third channel for black and white that sums up all the other sensory inputs
(Figure 4.14). Hering also proposed that there are chemicals in the retina that build up and
break down upon excitation. This means that when red is excited, green is being broken
down, and vice versa. This idea predates the actual discovery of a chemical in the eye that
does break down when excited and then builds up again (retinal/opsin).


Today the Helmholtz-Young and opponent color theories are merged into one cohesive
theory. We do have three photoreceptors that detect light and color; however, when the sig-
nal crosses into the brain, the opponent color theory takes over!


HOW WE SEE COLOR


As Sir Isaac Newton found, white light is composed of a mixture of all the colors. This pro-
found insight means that objects themselves do not carry the color information within
themselves; rather, objects reflect and absorb certain colors. In other words, a red hat is not
actually red, it only absorbs all the other colors and reflects red. A white object reflects all the
colors falling on it, so it is perceived as white. A black object absorbs all the colors falling on
it, so it does not reflect any color, therefore appearing black. Black also can be generated
through the absence of illumination. The sky really should be black, since there is nothing
there but space; however, due to light scattering (Rayleigh scattering), the blue spectra are
passed through, “coloring” the sky.


The retina’s photoreceptors receive and interpret the most dominant wavelength reflect-
ing off an object and analyze its color. The primary question is, how does the eye distinguish
hue among the millions of colors available? The human eye surely cannot possibly have a re-
ceptor for each color variation.


CHARACTERISTICS OF COLOR


The characteristics of color are hard to explain without breaking the concept of color down
to its components and properties. We could easily explain what we see but not adequately
narrow down our experience with color. There are several ways of describing color’s charac-
teristics, into which we delve here. 


HUE


Hue is really the proper name for color. Hue is the property or attribute of color (chroma) as
it is perceived and determined by the wavelength of light. Hue can be either reflected or
transmitted. Red, blue, and yellow are examples of hues (Figure 4.15).


White, black, and gray, however are called achromatic colors because they are devoid
of hue. Achromatic color can only be described in terms of intensity and luminance,
which are light properties. Objects with hue are called chromatic. It is better to use the word
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BRIGHTNESS


Brightness is the apparent intensity of light that ranges from a totally dark black or a luminous
white. The word brightness is used only to describe self-luminous objects that emit light
(Figure 4.17).
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hue in place of color since the latter term can also mean black, white, or gray, and these are not
hues.


SATURATION


A hue can be pure depending on its mixture with gray. This property is called saturation. A
saturation scale ranges from gray to the pure color (Figure 4.16).


In other words, saturation is the vividness or dullness of a hue. It is also a perception of a
hue’s purity. Saturation is, in effect, the perceived intensity of a hue. Saturated colors are per-
ceived to have a no white color component. An example of a saturated color is fire-engine
red; the unsaturated version of red is flamingo pink.


COMMISSION INTERNATIONALE DE L’ECLAIRAGE - International Commis-
sion on Illumination (CIE) defines saturation as “the colorfulness of an area judged in pro-
portion to its brightness.” Yellow is a color that is highly saturated as well as possessing the
tendency to be “bright” perceptually.


Red Rust Yellow Green Blue Purple Brown


Gray Red
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When a color is on a surface of an object, its brightness characteristic is described by its
value. Brightness is really a perceptual evaluation that indicates whether an object appears to
emit more or less light. 


VALUE


Value is the deviation of a hue from white or black. It is an indication of how light or dark an
object is. Value really refers to a shade of an object, which is determined by the light reflect-
ing off it (Figure 4.18).


Value can be thought of as the perception of color with the achromatic properties of an
object. Value is also called lightness; it can be considered the nonlinear response to luminance.


Pigment Mixture Color Characteristics
Although the terms hue, saturation, and value can be used to describe a color, when dealing
with pigments we use different but related descriptions. Value changes are called tint, shade,
and tone (Figure 4.19–4.21).


Tint
Tint primarily results from the addition of white to a pure hue. The consequence of adding
white to a pure color is decreased saturation.


Dark Bright


Dark Bright







Shade
Shade is the opposite of tint. A shade is created by the introduction of black to a pure hue.
The addition of black decreases the object’s lightness.
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Tone
Tone results from the addition of black and white to a pure color, so tone is really hue plus
gray. 


COLOR MIXING


Color can be perceived as either coming from a luminous object or reflected from pigments.
Color mixture in pigments is different from luminous color mixing, which occurs in a TV, a


White Blue
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computer monitor, or a projector. When the three primary colors of red, green, and blue are
projected, the resulting color is white, as Newton would have expected. With pigments,
however, mixing red, green, and blue results in a muddy dark brown. Actually, it is supposed
to produce black, but since there are impurities in the “colorant,” muddy color results. 


Colored light produces white because it is an additive approach. It is called additive be-
cause by adding light, a new spectrum is added into the mix, and since a mixture of all col-
ors produces white, it is an “additive” process. Additive color is made up of three primary
colors: red, green, and blue (RGB) (Figure 4.22). Other colors are obtained by mixing these
three colors. So, if you mix yellow and blue light, you get white light. The result is the same
with green and magenta light as well as the mixture of red and cyan light. In essence, the ad-
ditive process is the introduction of each color from darkness to make white light. To get var-
ious colors from the additive process, the intensity of each light is changed. 


However, if you mix yellow and blue pigments, you get green. Why? Because mixing
paint or pigment is a subtractive process (Figure 4.23). By introducing new pigment into the
mixture, you let the object absorb new wavelengths from the white light illuminating it. The
subtractive process also has three primary colors: cyan, magenta, and yellow (CMY), which
are the inks used in the printing industry, plus black. Black (K) is added because mixing
cyan, magenta, and yellow results in dark brown instead of black. Combined, these make up
the so-called CMYK (Cyan, Magenta, Yellow, Black) colors. 
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COLOR MODELS


Color space is a range of possible colors arranged in a 3D coordinate system. The range of all
the possible colors is called a color gamut. Color space is a convenient way to display the spec-
ification of colors in a gamut. 


HARDWARE-ORIENTED COLOR MODELS


Hardware-oriented color models are geared toward their use with hardware, such as computer
monitors, printing presses, etc.


RGB
The red, green, blue (RGB) color model is used in monitors. The color gamut is projected on
a cube, with blue, cyan, magenta, red, green, yellow, black, and white positioned on the
cube’s corners. The black and the white are on the opposing edge and quadrant (Figure 4.24).
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CMY
The cyan, magenta, yellow (CMY) color model is the model used for dealing with printed
copies. The CMY model is also projected on a cube (See Figure 4.25).
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CMYK
The CMYK model is related to the CMY model and is used in the four-color printing
process. Black (K) is added instead of equal amounts of C, M, and Y to generate contrast and
tones. Refer to Figure 4.26


PERCEPTUALLY ORIENTED COLOR MODELS


Perceptually oriented color models are based on artistic sensibilities about color. These are com-
monly found in 3D applications and image-editing software.


HSV
The hue, saturation, and value (HSV) color model is projected on an inverted hexcone (a six-
sided pyramid) with black at the bottom and white on the middle of the flat face and the col-
ors cyan, green, yellow, red, magenta, and blue on the six corners. Refer to Figure 4.27.


HLS
The hue, lightness, and saturation (HLS) color model is projected in a double hexcone (a dia-
mond) with black and white on both apexes (Figure 4.28). The edges of the double hexcone
are the colors red, yellow, green, cyan, blue, and magenta, assigned in a counterclockwise
manner.
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HVC
The hue, value, and chroma (HVC) color model is projected onto a distorted double hexcone
to account for the uniform distribution of the color space. See Figure 4.29.
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EMOTIONAL COLORS


In animals, colors provoke a response; it is no different for people, although with animals,
color is a stimulus for behavior. When a chicken sees red, it pecks; stickleback fish attack and
defend their territory when they see red; and a red dot on an adult herring gull makes a chick
herring gull beg for food. So, in nature color is paired with a behavior as well as with a re-
sponse. People also respond to color, but their response is subtler and is evaluated within a
learned context. 


COLOR SYMBOLISM


For ages, color has been used to denote an affiliation, meaning, or significance. This tradition
is clearly demonstrated by the multitude of colors on flags of various nations as well as color’s
use on banners, in parades, and on holidays. 


It is important for computer graphics artists to know the meaning and association of each
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color so that its emotional content can be applied in a scene. This is especially true when de-
ciding what kind of lighting to use in the design. 


Lighting is mainly “motivated” by psychological needs. Cinematographers can easily
convey a mood by lighting a scene appropriately through the use of color casts and balanc-
ing. For hundreds of years, painters were able to evoke an emotion on a two-dimensional
plane through color and lighting. There are a number of generally accepted conventions as-
sociate with certain colors according to Faber Birren’s (1900-1988) work with the Modern
American Color Association.


White
In most cultures, white indicates loyalty, purity, cleanliness, youthfulness, and illumination.
White is referenced by the state of illumination, of light. It is also referenced against clean,
clear water.


Black
Again in most cultures, black represents doom, death, gloom, and negativism. Black is ref-
erenced mainly in the absence of light, the state of the night and the state of blindness.


Brown
Brown denotes practicality, reliability, conservativeness, and sturdiness. It is mainly used in
reference to the color of the earth, which denotes roots, foundations, and firmness.


Red
Red denotes passionate activity, impulsiveness, martyrdom, and sacrifice as well as anger. It
is mainly referenced against blood as a life force and as a literal physiological feeling. Red is
also associated with brotherhood in experience as well as a variety of other political ideals. Fi-
nally, red is used to express one’s love for another.


Orange
Orange denotes warmth, cheerfulness, and fruitfulness. It also indicates lust and vigor. Or-
ange is mainly referenced against fires and other burning phenomena.


Yellow
Yellow signifies warmth, revival, radiance, creativity, and playfulness. It also indicates fidelity
to one’s ideals, such as faith and lifestyle. However, yellow also has negative connotations
such as jealousy, cowardice, and sickness. It is mainly referenced with sunlight and summer.


Green
Green indicates peace, balance, and sterility. It also means renewal, abundance, fertility, and
progress. It is mainly referenced with the growth of plant life and the fertility it represents. It
also denotes environmental awareness, such as in the Green Party. However, green, like
yellow has negative meanings, especially envy and greed. We are sensitive to more shades of
green than any other color.
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Blue
Blue signifies cold, contemplativeness, spiritual constancy, and faith. It also means peace, fi-
delity, and nurturing as well as purification. Blue is mainly referenced with the sky and the
ocean. Like other colors, it has a negative connotation: melancholy, detachment, and rigidity.


Violet
Violet denotes sensitivity, dignity, power, and leadership. It also denotes wealth and re-
spectability. It is mainly referenced to royalty and kingship. Wealth is also referenced because
of the expense of obtaining Tyrian purple dye in antiquity. Violet can also represent pom-
posity as well as mournfulness.


COLOR WEIGHT


When color is perceived, it has weight. It is also perceived to have density, which changes the
visual perception of that object’s apparent size. 


Red is perceived as the heaviest color with the most density. Oranges and reds would tend
to make things look smaller than they really are. Blues and greens have equal weight; yellow
is perceived as lighter. White makes things look lighter than they really are; dark tones make
things look heavier and more massive. A diagram of colors and their respective weights can
be seen in Figure 4.30.
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This concept of color weight can be used in lighting a scene by making foreground ob-
jects in warm colors and the background in cool colors. This contrast results in perceiving
that the image has weight that extends beyond the two-dimensional plane.


COLOR CONSTANCY


Sometimes when we go from one lighting situation to another, we tend not to notice the
color that each light source “casts” on our perception of color. A paper that looks white out-
doors would still look white indoors in fluorescent light as well as under incandescent lights
if our eyes were given enough time to acclimatize. This means that initially, under incandes-
cent lighting, the paper would look orange-yellow; however, once our visual system got used
to the warmth of the incandescent light, the paper would then look white. This ability to
perceive an object the same way under different lighting conditions is called color constancy. 


Color constancy is the ability to ignore or negate the color of the illuminant under dif-
ferent lighting conditions. This means that our visual system knows and recognizes the ob-
ject reflecting the dominant light and “guesses” at the “right” color. Refer to Figure 4.31 for
an example of color conststancy.
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COLORED SHADOWS


Color constancy is related to an old piece of advice related to painting: if the color of your
light is cool, your shadow’s color should be warm, and vice versa. This means that if your key
light is bluish, your shadow color should be yellow-orange. This suggestion works because it
clearly demonstrates color constancy. Look, for example, at Figure 4.32. The key light’s color
has been changed, whereas the fill light’s color is constant. The perceived color of the shadow
on the left changes and becomes the complementary color of the key light. In reality, how-
ever, the color of that shadow is constant across all the images, and the white fill light from
the right only illuminates it.


The recognition and understanding of how we see color aid in computer graphics light-
ing because these abilities enable you to create emotional lighting through the use of color. It
is also important to recognize the effect of colors on a scene, specifically after-images. Color
is dependent on lighting, since it cannot exist without adequate illumination. With color,
lighting is enhanced, especially in emotional scenes. The scene is not complete without the
attention paid to how the objects themselves interact with light.


Additionally, creative use of light that does not necessarily reflect its real world counter-
part to evoke an emotional response has been incorporated in the art and film industries
throughout history. A visually non-invasive subtle light source placed into an image or scene
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can affect the way we interpret that image’s emotional content. Artists have used this tech-
nique very effectively to lead the viewer into an emotional connection with the work that
otherwise might not be immediately apparent. This is referred to as subliminal lighting and,
when done correctly and in conjunction with natural lighting techniques, can change the
mood of the work dramatically.


MATERIALS


The understanding of light and color is important for lighting; however, what happens to
that light after it leaves the light source and affects the objects in the scene is also important.
You can use the most realistic lighting setup and color, but if your material properties setting
is wrong, the believability factor collapses. Even if your aim is not photorealism, it is impor-
tant to be able to convey a suggestion of an object’s nature and origin. Refer to Figure 4.33
for examples of different types of materials.
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SPECULAR VS. DIFFUSE


Real-world material properties can be broken down into two parts: the specular components
and the diffuse components. What this means is that the materials that we see are nothing
but a balance between the specular highlight component with the diffuse reflection. Ne-
glecting light absorption, there is always a tug of war between specular and diffuse reflection
due to the finite amount of light falling on an object. If the object reflects 80 percent of the
incident light as specular, 20 percent is reflected as diffuse. On the other hand, if the object
reflects 60 percent diffuse, the rest is reflected as specular. This simplified realization aids in
setting up realistic, real-world materials in CG. It is important to acknowledge the different
properties of materials as they interact with light, since arbitrarily setting the material prop-
erties results in unnatural renderings. See  Figure 4.34
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MATTE


A matte object is an object that has a dull, rough finish. Matte surfaces are really diffuse re-
flectors, meaning that they equally spread out incoming light. Since they spread light equally,
the surrounding area of a matte object has a higher ambient light than other objects if the in-
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cident light is strong enough. However, the visibility of this effect depends on the distance of
the light source to the matte object. This “light glow” around directly illuminated matte ob-
jects is not always noticeable because the dominant light blinds us from seeing the subtle il-
lumination brought about by the matte surface (Figure 4.35).


If done well, this effect should be subtle and noninvasive, since it does not always happen
in the real world. The actual object’s matte surface is easy to simulate using Gouraud shad-
ing, if not a matte shader. Matte objects by nature need to have their ambient term increased
slightly to mimic the light glow. Matte materials have almost no specularity, although some
matte materials have “specular-to-diffuse” capability. That means that depending on the ori-
entation of the material, the object would reflect highlights and, on other surfaces, diffuse il-
lumination.


SHINY NONMETAL REFLECTORS


We are all fascinated by glossy and reflective surfaces because of the movement of the re-
flected environment on their surfaces. Because such objects reflect their surroundings, it is
not always easy to light glossy or shiny objects. Reflective objects are hard to light so that
their own form and shape will be seen. This is especially tricky with light or dark back-
grounds. 
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Reflective objects are not forgiving when it comes to improper lighting, which hides
them, not emphasizes them. Reflective surfaces have the tendency to disappear or become
black in incorrect lighting. Most nonmetal reflective surfaces reflect only 4 percent of the in-
cident light, and the rest is given off as diffuse. This means that shiny nonmetal objects look
“wrong” if you set their reflectance higher than 4 percent, since only metal does that. 


The other property of shiny nonmetal objects is the color of their specular. With shiny
nonmetal objects, the specular color is white. With metal objects, the specular takes on the
color of the metal (Figure 4.36).


We should mention a special case of nonmetal materials that behave like metal: metallic
car paint finishes. These materials are composed of small, ground-up pieces of metal mixed
with lacquer paint and coated with several layers of protective polymer paint. This type of
paint reflects the environment the way a metal would but with less specularity and muted re-
flection.


Most shiny objects are difficult to light because of the reflection they create and the dif-
fuse component makes the object look flat. The idea is to create a large source or surface that
could be used to wrap around the reflective object. The use of a large surface creates light and
dark regions that define the shiny object. This is the reason for using checkered boards under
chrome balls in computer graphics, since the checkered pattern would serve as a large area
that would wrap around the shiny object. This technique gives the object “character” (Figure
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4.37). Although this CG technique has been criticized and has been parodied numerous
times, it is an ideal scene to check for errors in the rendering engine as well as to make beau-
tiful images. 


The most common technique in still photography for solving the problem of reflective
objects is to use a light tent. A light tent is a conic, white translucent accessory—often referred
to as an umbrella—that covers the whole object with a small hole for the camera lens. The
light tent envelopes the whole object and creates light and dark areas depending on the light
positions. Large softboxes are also used. These are cubic- or rhomboid-shaped light boxes with
a reflective inner surface and a diffusing material in front. They generate a huge area of even
illumination, which, when reflected by shiny objects, creates an outline as well as serving as
illumination.


In CG, however, it is impractical to use a hollow cone as a light tent. The solution is to
use flat boxes (panels) all the way around the object or to use one of the primitives and make
it hollow through Boolean subtraction, then place the object inside. Another technique is to
use reflection maps, which can be convincing in the proper environment without the penalty
of raytracing. The placement of the lights, however, is critical, and in most situations, area
lights are ideal because they illuminate a larger area as well as avoid localized hotspots. 


Softboxes are normally placed near the subject and are always larger relative to the subject
so that they envelope the subject when it is reflected. In studio lighting setups, it is common
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to have two or more softboxes functioning as the key light. Lastly, the reason for using large
softboxes is not merely to reflect and illuminate but also to define the subject well, especially
if it is highly reflective. If you use a sharp, small light source to illuminate a highly reflective
surface, the areas of illumination, on the terminator and on shadow boundaries, compete
with the reflections. This makes the scene confusing to look at because of the many reflec-
tions and sharp shadow boundaries. With a large, diffused light source, the surfaces facing
the viewer are evenly illuminated, defining the surface by its own material properties. If the
object were highly reflective, it would reflect mostly its environment, without the light
“drawing” new things that can confuse the form and shape of the object. 


SOLID VS. TRANSMISSIVE


The difference between objects that are solid and objects that are transmissive is quite ob-
vious: One allows light to pass through itself and the other blocks it. You cannot mistake one
type of object for the other. In CG, however, it is easy to unintentionally create an object that
looks transmissive, even though it was intended to be a solid object. The problem lies in the
excessive use of the material properties/shader’s “ambient term.” When this shading compo-
nent is abused, not only would the object look wrong, it would also stand out from the rest
by lowering the contrast between itself and the other objects in the scene.


Solid objects in general have a wide tonal dynamic range, whereas transmissive objects al-
ways have limited tonality. What this means is that transmissive objects almost always have
similar and related tonality and do not represent both ends of the tonal spectrum. Transmis-
sive objects that are dark and black in general are devoid of whites and light grays unless they
are partly transparent and luminous. Solid objects almost always represent the extreme ends
of the tonal scale. They always have white highlights (diffuse or specular) and some dark
grays, if not black. These are the main differences between solid objects and objects that are
transmissive.


Most render engines account for only the specular component of a transmissive object
and judge the light transmission through the object based on the transparency component of
the shader/material properties. That means that they account for only the specular trans-
mission. Not all rendering engines account for specular transmission, only reflectance. Those
that do can compute stained-glass light transmission since that is mainly focused specular
transmission. Most of the rendering engines account for only specular reflection, not specu-
lar transmission. This is why, on some rendering engines, you cannot accurately model light
passing through glass and shining on a surface on the other side without resorting to tricks
such as maps assigned to an object. Others fully account the light transfer from the light
source to the material and back out the material, and then the light path is traced again from
the eye back into the environment; the intersection of these two rays and subsequent ray gen-
eration is computed. These are the so-called bi-directional raytracers, which can generate
caustics, or focused specularity through refraction or reflection. 
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REFLECTION, REFRACTION, AND GLASS


An object’s reflection can be categorized into three main types: diffuse, specular, and di-
rectional diffuse (Figure 4.38). Diffuse reflection is the even reflection of light, regardless of
the direction from which it came. Specular reflection is focused reflection that is determined
by the direction of the incoming light. Directional diffuse reflection is the reflection that is a
combination of biased diffuse reflection (directional) coupled with specular reflection. Of
the three types of reflection, diffuse and specular are modeled in CG. In order to work, di-
rectional diffuse reflection requires complex reflectance distribution functions, so it is not
commonly used yet in CG. 


Imagine that incoming light has a specific energy; then the reflected light would be close,
if not equal, to the incoming light’s energy. Since light gets scattered and absorbed, not all the
energy would be present in the reflection. However, the ratio of diffuse to specular and spec-
ular to diffuse would always be related. If the object mainly has diffusion reflection, it would
have a minimal specularity or none at all. Alternatively, if the object were highly reflective,
there would be minimal, if any, diffusion. 


This “push-pull” aspect of reflection can be put to use when simulating certain materials.
It is a kind of law or rule that says that the combination of diffusion and specular reflection


99


Reflection.FIGURE


4.38







on an object remains constant. When there is a lot of specularity, there is minimal diffusion;
inversely, when there is a lot of diffusion, there is minimal specularity. Since in CG the
shaders allow you to set the diffusion parameter as well as the specular, it is important to
know that there needs to be an inverse relationship between the these two parameters. If
there is not, the resulting object will look unnatural.


Specular reflection does not always have to be sharply defined. Since specular reflections
in the real world act as a light source themselves, secondary illuminations (bloom, glare, and
glow) are created around the objects from which they reflect. These secondary illuminations
are caused by light and media participation—namely, light dispersion and scattering around
focused specularity. Sharp reflections without blurring look too perfect and reveal a CG ori-
gin. Although some focused specularity is better left sharply defined, as in caustics, in most
cases, reflected specularity works better when softened. 


Refraction is the bending of light as it passes from one medium to another. Glass both re-
fracts and reflects, which is very problematic when it comes to lighting. Due to Snell’s Law,
refractive materials also have the property of reflectivity—for example, glass. The problem
when lighting refractive transparent objects is that they tend to blend into the background or
lose definition. The lighting setup should be able to outline the glass as well as make it trans-
parent. There should be a separation between the object in the foreground and the back-
ground through lighting. 


Glass is an especially difficult material to light in the real world because it both reflects the
environment as well as has the capacity to blend into the environment. Frosted or diffuse
glass objects, however, function similarly to transmissive objects, so they are easier to light. As
with shiny metallic objects, glass also needs to be enveloped in a wall of solid illumination as
well as tone. 


However, lighting setups involving glass require areas that absorb illumination—namely,
the use of black cards to create outlines and to “darken” certain areas. For light backgrounds,
the typical solution is to create a black outline along the edges of the glass using black cards
and then light the back of the glass to make it transparent. The black cards in general should
be larger than the object so it can wrap around it when reflecting. The absence of black cards
on the side would make the rim and edges of the glass blend in with the light background.
The black cards also create a tonal gradient across the surface of the glass. For dark back-
grounds, white cards are used. The aim here, again, is to create an outline along the edge of
the glass to help define its form. However, sometimes it is necessary to combine the use of a
white and a black card to make the glass “snappy” and contrasty.


METALS


Metals are polished shiny objects that reflect their environment, they also have colored
highlights, which are some of the properties that make an object look metallic. Additionally,
metals also tend to have dark, shadowed areas, whereas shiny nonmetal objects have some of
the diffuse component visible. The size of the specular reflection in metal varies, but the
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color is always the color of the metal object and not of the light source. This is the main dif-
ference between metals and shiny nonmetal objects. 


Metal’s main problem is its ability to create unwanted reflections. The first recourse in
this situation is to change the perspective. Metals obey the law of reflection, so changing the
angle of the camera changes the way the light strikes the metal. This is the easiest solution,
since changing the light would change the level of illumination and moving the objects
would change the composition. Examples can be seen in Figure 4.39.


The ability of metal to change the amount of reflected light as the viewing angle changes
is called anisotropic reflection. Anisotropic reflections can be sharp or blurred. Metals that
have been brushed, such as aluminum alloys and stainless steel objects, have this property.
Objects that reflect equally as the viewing perspective is changed are called isotropic.


The problem of lighting metal is identical with the glass problem, only metal is not trans-
parent. Metal reflects everything around it. The solution here is to find objects that create
outlines, definition, and reflections on the metal’s surface. Metal reflection follows the Fres-
nel equation, which can be simply stated as: “The total incident light gets divided into trans-
mitted light and reflected light. The transmitted light is the one that passes through the
material and the reflected light is the one that gets bounced off the material and thus the
amount of transmitted light and reflected light depends on the angle of the incident light.”
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For metal surfaces, the object always absorbs the transmitted energy. This means that the
use of Fresnel equations indicates that the surface being modeled is very smooth, with no
perturbations. Although the results of metal reflection in CG are convincing, the rendered
result is suggestive of objects that are new and in “mint condition.” Most objects are far from
new, however, and this method lacks the “dirt randomness” and surface imperfections as well
as the surface patina caused by oxidation.


CONCLUSION


The color and materials of an object determine the way that object interacts with its en-
vironment. The material information is also used by the visual system to ascertain what the
object is made of without direct interaction. The mind together with the eyes internally
access and process light information without us being aware of it. This is clearly evident in
“illuminant neglect” cases, in which the tonality we see is not really there. 


Without understanding the process and concepts of color, it is hard to know the mecha-
nism of lighting, and vice versa, for one cannot exist without the other. The proper use of
color and materials goes a long way toward making your CG scenes more believable. Your
lighting setups do not have to have exact fidelity; rather, they should convey enough infor-
mation to suggest the intended impression.
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Computer graphics as a discipline started as an academic research interest and pro-
gressed to military applications before it became widely used commercially. The
early application of computer graphics was very academic and technical, and focused


on visualizing mathematical problems that cannot be viewed any other way. Researchers
were also interested in using computer graphics as a tool to help various industries operate
more efficiently. 


Other researchers, however, were intent on developing and using computer graphics as an
end unto itself to make “pretty pictures” that are indistinguishable from photographs. When
computer graphics exploded as a phenomenon, it permeated and changed every industry,
even those that at first had only peripheral if not cursory CG application. Computer graph-
ics have been applied almost everywhere and have forever changed how information is dis-
played in print, in the movies, and on the Web. Computer graphics changed the way
computers are perceived, taking them from laboratory curiosities to vital communication
tools. CG has also entered the Post-Modern world; it is now being used to design chips that
these same computer graphics programs run on! 
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BASICS


Everything has to start somewhere, and computer graphics has certain basic fundamentals
from which all of today’s programs are based. As with drawing and painting, generating an
image starts with a point, lines, and shading. However, before a painter or a draftsman starts
work, they have to decide on the size and shape of the paper or canvas. The placement and
position of the first elements also must be decided on. In painting, this means doing prepara-
tory sketches and studies. For frescoes, it even requires a cartoon, which is a full-scale draw-
ing that is applied to the wall. However, in painting as well as in drafting, the actual media
surface is directly accessible.


In CG, direct access to the medium is not possible, since we are limited by the display de-
vice used, so it is necessary to first create a mapping system to give the computer a starting
reference point. The most widely used coordinate system is the Cartesian system, so called
after the philosopher/mathematician Rene Descartes, who developed it (Figure 5.2).


The Cartesian system is composed of vertical and horizontal graduated rules with nu-
merical designations. These rules can be set up like a cross, with the origin at the center of the
display device. The origin can also be set on the lower-left or upper-left corner so that the in-
creasingly positive direction goes from left to right. In algebra, the horizontal rule is called the
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x-axis, and the vertical rule is called the y-axis. The Cartesian system also mimics graph
paper, so it is easy to navigate. 


The density, or the number of lines, on the x- and y-axis of a display device is called its res-
olution. Resolution is the device’s ability to hold information dependent upon the number of
steps between the starting and the ending lines of each axis. The more lines, the more resolv-
ing power the device has because it has more places to capture and place information.


DISPLAY GENERATION


The visible objects used in 3D computer graphics are composed of simple elements that make
it possible for complex forms and shapes to exist on the output device. The basic elements
used for display generation are points, lines, polygons, splines, and patches (Figure 5.3).


POINTS


Using the Cartesian coordinate system, it is easy to generate a simple point, since all that
needs to be done is to match the numbers from the horizontal axis with the numbers from
the vertical axis. So, by matching up the x and y coordinates, we create the position of a point
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in space. Imagine the coordinate system as a mesh or a net composed of horizontal and ver-
tical lines; where two lines that cross can be designated as a point. A point can be designated
to have any color, including black. Since a line is composed of a series of points, line genera-
tion is easy. 


LINES


A line is a figure generated by a series of points with both a beginning and an end. In CG,
there are two popular ways of generating a line. One is by specifying a start and end point
and then connecting these two points, forming a line. This method is called vector line gen-
eration. A line could also be created by specifying the position of each of the points that make
up the line, which involves taking note of the location of each of the points . This process is
called raster line generation. Lines can be oriented and directed in any way to form diagonals
and curves. 


POLYGONS


A polygon is defined as a closed plane figure enclosed by lines that form many angles. A poly-
gon is composed of lines that create edges and that indicate either a 3D or a 2D representa-
tion of an object. A 3D representation using polygon(s) that do not have any ”surface skin”
is called a wireframe model. In addition, a polygon is an area that is bounded by three or more
straight edges, with a shared vertex in every corner.


In 3D CG, however, a polygon is defined differently, since the use of the word more likely
refers to a polygon mesh. A polygon mesh is the “surface” that is composed of points or ver-
tices that form an edge that shares at least two adjacent polygons. Three-dimensional poly-
gons can be composed of either quadrilaterals (four-sided) or triangles. A polygon mesh’s
orientation is defined by its normal vector, or, simply put, its ‘normal’ which tells the com-
puter whether the polygon is facing outward or inward.


SPLINES


Splines are lines or curves with control points (control vertices) for modification purposes. A
spline can either approximate a curve or interpolate it. The approximation of the curves can
be influenced by adding more control points or vertices. This is called spline curve weighting.
There are several types of splines:


• Linear. Composed of segments that are straight, with intermediate control vertices.


• Cardinal. Composed of segments that are curved, with intermediate control vertices.


• Bezier. Composed of segmented curves with four control vertices. The two interme-
diate control vertices modify the shape of the curve. Bezier splines cannot be generated
as one continuous curve; they must be drawn in segments. 
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• Hermite. Composed of segmented curves with two end points and two control ver-
tices that modify the curve’s orientation (tangent) through its “wing handles” or
“helpers.” 


• B-spline (basis spline). Composed of curve segments but are generalized Bezier
splines. A B-spline’s control points affect only a small part of the curve (local control)
and do not pass through the spline curve itself; they do not directly affect the orienta-
tion of the curve. B-splines can be drawn continuously, and the connected “control
vertices” form what is called a control polygon.


• NURBS (Nonuniform rational B-splines). Composed of curves that are defined by
control vertices that control the curve’s stiffness and tension. NURBS are a subset of
B-splines.


In short, a spline is a mathematically defined line that is easier to modify because of the
intermediate control points that define the curve. 


PATCHES


A spline patch is a mathematically defined surface usually composed of two or more curves.
A spline patch fills the hole between connected points and is commonly referred to as “skin-
ning.” It is purely a “skin” and is hollow inside. Patches are used for complex organic model-
ing and design. 


A patch is ideal for the depiction of smooth, curved surfaces. A spline patch can also be
converted to a polygon mesh. 


SURFACE MODELING VS. SOLID MODELING


A polygon mesh is composed of a set of points that form interconnected lines, which in turn
form the surface that creates the “mesh.” Grasping the idea that a polygon has a surface re-
quires understanding the two forms of model representation in 3D graphics. If the polygon’s
surface is shaded, meaning that the points and lines have been used to make a “skin,” that
does not necessarily mean that the polygon is solid. Even if the object representation looks
solid, it is made up of connected surfaces. This means that some 3D models can be wire-
frames with surfaces attached. Computer-aided design (CAD) programs normally model
their 3D objects as surface models, whereas computer-aided manufacturing (CAM) pro-
grams use solid modeling. The best way to tell if a 3D application is a surface modeler is to
see if you can use it to build a cube by setting up four points. Then, if you create polygons in
each face of the cube, the floating points would look solid. If this look is attainable, the pro-
gram is probably a surface modeler. However, some 3D programs today are hybrids, so this
rule might not apply (Figure 5.4). 


A surface modeler only “knows” of the 3D objects’ edges and surface; it is not “aware”
of the object’s volume and inner workings. Surface models are approximated geometry as
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described by an array of selected points. Although the object might look solid, its computer
representation is not. If such a model were imported to a 3D application that is a solid mod-
eler, the 3D form would still be there, but it would be composed of polyfaces, and Boolean
operations would not be possible. The 3D surface model would need to be converted to a
solid before any Boolean operations (union, intersect, subtract) could be done. However, it
is possible to perform Boolean operations with solid models in 3D surface modelers. 


A solid modeler would most likely require a geometry primitive such as a cube, a sphere,
or a cylinder when starting. The modification of the primitive requires a Boolean operation
together with the use of another primitive to function as a positive or negative form that is
used to mold the primary primitive. Solid models are mostly derived from a combination or
a subtraction of other primitive geometry. Any subsequent Boolean operation or surface
trimmings would still result in a volumetric solid form. 


Surface modeling and solid modeling, however, are mainly a modeling and rapid proto-
typing issue. For the rendering of stills and animation, surface versus solid modeling 
are mostly a nonissue. Once the point and lines have been turned into 3D form, the next
important thing to know is how the ”skin” would interact with the other objects in the 
scene.
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ILLUMINATION MODELS


The way an object’s surfaces are shaded, the way they represent themselves, and the way they
interact with light is set by the object’s material properties. 


In CG, in order for an object to mimic reality, it must interact with light. This material-
to-light interaction requires the development of lighting models, or illumination models. Illu-
mination models are simplified rules of light-to-object interaction. That is, they simulate the
behavior of lighted materials as observed in the real world. An illumination model is an at-
tempt at making the rendered CG objects behave similarly to real objects, without resorting
to complex calculations. In short, illumination models generalize and idealize the behavior of
light-to-object interaction, with each model representing a particular type of interaction.


Numerous illumination models simulate these light-to-object interactions. Other illu-
mination models deal with the global light’s interaction with objects. These concepts are
called local illumination and global illumination, respectively. 


LOCAL ILLUMINATION


Local illumination is direct illumination from a light source; this means it is the kind of light-
ing that directly comes from visible light sources. It does not take into account full light
transfer; it only shows how the light affects the objects that it “sees” in a scene (Figure 5.5).
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Local illumination neglects interobject reflections and light propagation as it is bounced
around the environment. Local Illumination is direct illumination plus material properties’
ambient light term. In other words, the light-transfer simulation in local illumination com-
putes the light only as it goes from the light source itself to the object that it illuminates and
then stops there. It is, in a sense, an incomplete light-transfer model because it computes
only the effect of the direct light and “cheats” by setting an environmental light “glow” to
suggest the influence of reflected light. 


Local illumination is the solution to the problem of how light directly affects the illumi-
nated objects in a scene. The next question to ask is, how does light affect the visible objects
in the scene? This problem is tackled by global illumination calculations.


GLOBAL ILLUMINATION


Global illumination is the calculation of a more complete light-transfer model. Global illu-
mination accounts for the indirect reflected light transfer in a scene (Figure 5.6).


There are two types of global illumination model implementations. One simulates
the light behavior of perfect specular light; the other simulates the behavior of perfect dif-
fuse light. These are most commonly referred to as ideal specular, which is what ray tracing
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does. Perfect diffuse reflections are called ideal diffuse reflections, which are calculated using
radiosity (Figure 5.7).


Global illumination is really the discipline or the problem of a light transfer simulation as
it applies to computer graphics. Global illumination started as a technique for obtaining
more realistic computer images but progressed to mimicking light transfer. In short, it went
from image synthesis (photorealism) to simulation (photo accuracy). In essence, global illu-
mination is the problem of how to solve all the light transfer in a given scene. Whether the
light directly comes from the source or is reflected around the environment, global illumi-
nation computes it and accounts for it.


So, for a more complete solution, the raytracer is combined with radiosity. This is the so-
called two-pass solution. The radiosity is computed first, and then the raytracer is computed
to calculate the direct illumination as well as the reflection and refraction.
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In order to obtain a complete light transfer model, it is not only necessary to simulate direct
light illumination and reflections, but you must also simulate the way the light affects the ob-
ject’s own material. These models are called shading models, or local illumination models. 
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AMBIENT LIGHT


Ambient light is the constant-intensity setting on a scene that serves as the sum of all the in-
direct light reflections in the scene. In effect, ambient light is a kind of “self-glow” illumina-
tion model that mimics the object-to-object light reflection. It is an independent intensity
for all the objects in the scene. Actually, the ambient light was invented so that direct illumi-
nation would be balanced with a fake interobject reflection so that the resulting images
would not be contrasty and dark.


The ambient-light setting is done either globally through a scene parameter or per object.
For most renderings, it is preferable that ambient light be set to zero or to a low setting un-
less the object is luminous. This setting makes the fill and other secondary lights’ influence
in your scene more visible (Figure 5.8).
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CONSTANT SHADING


Constant shading is the assignment of one color to the entire object. It is really the computa-
tion of one ”shade” with the absence of shading. The 3D objects are not really given any di-
mension. This is the most primitive of the all the shading models, see Figure 5.9.







FLAT SHADING


Flat shading is related to the constant shading model but looks and behaves differently. It is
the generation of shading across a polygon. Flat shading is a kind of per-polygon shading to
make an object look volumetric and 3D.


Flat shading takes into account ambient lighting together with diffuse lighting. By na-
ture, flat shading is fast, but it looks synthetic and the objects look angular (Figure 5.10).
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GOURAUD SHADING


Gouraud shading, named for Henri Gouraud, who worked with Louis Daguerre in the early
days of photography, is the simulation of smooth, matte surfaces. Gouraud shading is tech-
nically called intensity interpolation shading, or color interpolation shading because it computes
the intensity for each vertex and then distributes the computed intensities across the poly-
gon. By performing this intensity interpolation, it removes the visible boundary between
polygons, making them smooth.


This smoothing of the polygon boundary is one of the advantages of using Gouraud
shading over flat shading, although the disadvantage is that it removes the angular impres-
sions on some models, such as cubes and pyramids. In addition, since the intensity is dis-
tributed across the polygon, it cannot show some specular light reflection situations well. In
effect, Gouraud shading “spreads out” the highlights across the polygon, see Figure 5.11.
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PHONG SHADING


Phong shading, named after Bui Tuong –Phong, is the simulation of glossy and shiny sur-
faces. Also called normal vector interpolation shading, it is related to Gouraud shading but
handles specular reflection better by interpolating the surface normal instead of intensity.
This is done with each pixel of the polygon during rendering. By interpolating the polygon
surface’s orientation (normal vector) to simulate light reflection, Phong shading is able to
capture specularity better than Gouraud shading. Phong shading takes into account the po-
sition of the viewer, the surface normal, and the direction of the reflection (Figure 5.12). 


Using Phong shading, it is also possible to change the size of the specular reflection but
not its color. The color of the specular reflection in Phong shading depends on the color of
the light or lights present in the scene. Phong shading can be considered the simulation of an
imperfect specular reflector. It recognizes only the light source’s intensity and position. 
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LAMBERTIAN SHADING


Lambertian shading, named after Johann Heinrich Lambert, is the simulation of dull,
smeared matte surfaces. It is also called ideal diffuse reflection, or cosine shading. Lambertian
shading is the modeling of light falling on a subject (incident light) that has a constant re-
flection independent of the viewer’s perspective. In other words, Lambertian shading as-
sumes that the incoming light is reflected equally in all directions, without bias. The angle of
the incoming light has no effect on the direction in which it is reflected (Figure 5.13).


Visually, Lambertian shading simulates the look of materials such as chalk, powder, and
cotton. However, in reality, there are no real Lambertian surfaces, since most would have a
combination of diffuse, specular, and directional diffuse reflection. By making a surface
Lambertian, you make the calculations easier because you do not have to account for the di-
rection of the incoming and outgoing light and how it is modified by a surface when re-
flected. This is why most radiosity rendering engines assume that the surfaces on a scene are
Lambertian.
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BLINN SHADING


Blinn shading, named after James Blinn, is the computer graphics application of the
Torrance-Sparrow-Cook shading model, named after Kenneth F. Torrance, Ephraim M.
Sparrow and Robert L. Cook, based on realistic specular-to-diffuse reflections. The Tor-
rance-Sparrow-Cook, illumination model assumes that the surface of an object is made up of
microscopic facets that are specular; these facets are capable of self-shadowing. It also ac-
counts for the edge specularity on certain materials when viewed from certain angles. It is a
physically based shading model. The Torrance-Sparrow-Cook reflection model was first ap-
plied to CG by James Blinn; thus the term Blinn shading, see Figure 5.14.
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RAY TRACING


Ray tracing is the global illumination technique that uses rays or photons to keep track of the
light path in a scene as it is projected on a 2D viewing plane (a monitor). Therefore, the
backward ray tracing from the eye is view dependent. That is, it computes the visible surfaces
only from the perspective of the viewer. It ignores the surfaces that are not visible to the
viewer. This is the classic backward ray-tracing technique.


Backward ray tracing starts with setting up a 2D viewing plane that is subdivided into a
fine grid or mesh. This mesh is representative of the video display device (the monitor). Each
square on the grid represents a picture element, or pixel. It is the job of the ray tracer to de-
termine the color (chroma) and the brightness (luminance) of each pixel based on the avail-
able scene information. This is the so-called visibility question. It asks, What are the visible
and relevant objects present in the scene, from the viewer’s perspective? 


The way it is traditionally done is by “shooting” a ray from the pixel’s origin and back into
the scene until it hits something head on, skims it, or gets lost in the scene. When the ray hits
or grazes something, that indicates that there is an object there—a fact that becomes impor-
tant since it is related to depth. So now the visibility question becomes an occlusion question:
What are the nearest objects that are visible in the scene?
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Once the ray strikes a surface, it must be determined whether that surface is reflective, re-
fractive, or luminous. Reflective surfaces bounce light, refractive surfaces transmit light, and lu-
minous surfaces are a source of light. Every ray must “ask” this question once it encounters a
surface as it goes backward from the eye. This is known as “backward ray tracing” or “light
ray tracing” as defined by James Arvo. This is the reason ray tracing is computationally
expensive. 


When the ray has figured out whether the surface is reflective or refractive, it has to find
out how it arrived there. That is done by sending out a new ray from the spot. The ray shoots
out new particles from the spot to find out the origin of this specific intersected ray. If some
of the new particles (rays) do not hit an object, they can be ignored because no light arrived
from that direction. If the particles hit new objects, new rays are “spawned” from that spot.
This process is repeated until the light’s entire source is known. For every new ray that is
spawned, its origin must be followed and known until all light is accounted for. This inves-
tigative process is done for every pixel in the 2D viewing grid, so the higher the resolution,
the longer it takes to compute due to the use of more rays. 


For determining shadows, shadow rays are used. These are additional rays shooting from
the pixel toward each light source. If the rays are obstructed before reaching the light source,
there is no light from that direction. Alternatively, if the shadow ray passes through without
obstruction, that particular pixel reflects that light. 


This recursive property of ray tracing is what makes it a global illumination technique.
The technique of backward ray tracing from the eye has become known as ray tracing in CG.
It is possible to trace the ray from the light source instead and then let it find its way into the
viewer’s eye. This process is called forward ray tracing. Backward ray tracing became widely
used because it is more efficient than forward ray tracing. Tracing light from the source
might seem to be the best way to do ray tracing; however, the majority of the rays emanating
from a light source has minimal contribution to the generation of a picture. As Andrew
Glassner said, “Very few photons leaving the sun would contribute noticeably to a picture of
the Grand Canyon!”


Backward and forward ray tracing can be combined to generate realistic light transfer
phenomena, especially in the simulation of focused specularity. This process of combining
backward and forward ray tracing, called bidirectional ray tracing, traces from the eye as well
as the light source. Most raytracers are not bidirectional.


Although classical backward ray tracing is a global illumination process that computes the
three types of reflection (specular, refractive, and diffuse), it is only the specular component
that is traced backward. Therefore, ray tracing is only a specular global illumination solution. 
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RADIOSITY


Radiosity is technically defined as the rate of energy leaving a surface per unit of time per unit
area. It is a measurement of how much energy is exiting a particular point on a surface. Ra-
diosity’s root originates from thermal engineering and space science, which deal with heat
transfer and radiation.


Radiosity is the more complete global illumination technique that is the resolution for
both direct and indirect illumination in a scene. It eliminates the ambient light used in local
illumination because it accounts for indirect light interreflection. Radiosity also models the
object shadow’s umbra (the totally dark occluded part of a shadow where the light source is
not visible) and penumbra (a partial shadow where it is both partially occluded and illumi-
nated by the light source) more accurately than ray tracing. See Figure 5.15.


Radiosity treats each surface in the scene as a light emitter or a light source. This is done
by dividing all the visible surfaces (based on the polygon normal) into a grid or a mesh ma-
trix. For radiosity to account for the total light transfer, all the surfaces receiving light must
be able to emit it as well for further propagation. Therefore, the energy in radiosity goes from
the light source to the immediate surrounding areas. Those immediate surrounding areas
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then act as the new light emitters the next time around; the surfaces that these new “light
patches” affect become in turn the next light patches themselves. In radiosity, the light emit-
ters are called patches whereas the receivers are called elements. On some radiosity implemen-
tations, when one of the elements receives more energy than it is assigned to receive, that
element is subdivided and energy is passed down to that element’s children. Inversely, if the
child element receives more energy than assigned, this energy is passed on to the parent. So,
in this instance, there is a “push/pull” energy process. This patch/element light transfer goes
on until all the initial energy is distributed into the environment. 


What radiosity actually directly computes is the fraction of energy leaving a patch that is
arriving at another patch. The process of solving for a specific set of patch/element interac-
tion is called an iteration. The problem-solving process in radiosity is called finding a solution.
The process of passing the energy from the brightest patch to the elements and then the ele-
ments turning into patches and so on until the radiosity solution is gradually improved is
called progressive refinement. As the iteration progresses, the solution is modified until the
final solution. This modification of the solution every iteration is the refinement. This ra-
diosity implementation is the form commonly available today. 


The total accounting of energy transfer is responsible for radiosity’s color-bleeding effect.
This is a spectral cast caused by light bounced into the surrounding environment. Imagine a
white room with red carpeting. If the sun shines on the carpet, the carpet then bathes the en-
vironment with a red cast because the bright light is reflected off the red material. This ex-
ample demonstrates color bleeding, one of the most obvious effects of radiosity. Radiosity
ultimately computes the luminance of the scene. That is, it computes the intensity of light
per unit area based on the existing light source or sources.


If you set up all the visible surfaces in the scene to be subdivided into a mesh and compute
the light transfer, radiosity is no longer limited to one perspective of a 2D window. This con-
cept, called view independence, is discussed next.


VIEW DEPENDENCE VS. VIEW INDEPENDENCE


View independence is the ability to view a scene without recalculating to generate a new per-
spective. Since radiosity is view –independent (scene information is stored in the geometry),
all that needs to be done when a new view is needed is reorient the polygons, find the nor-
mals, and a new display will be generated. So, with radiosity it is possible to generate an in-
teractive walk-through using the existing solution. 


NOTE: Progressive refinement radiosity embeds its solution on the scene geometry’s vertices. This storage
makes it possible to quickly generate new perspectives. Because radiosity stores the solution with the
geometry, it requires an enormous amount of memory (RAM) and storage space (HD). This is the
reason for the large radiosity scenes that go into the hundreds of megabytes for a single file. 


Ray tracing’s 2D grid projection and its subsequent emphasis on the viewer’s perspective
makes it a view-dependent solution. This means that in order for ray tracing to generate a new
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perspective, it has to recompute everything from the beginning. Radiosity, unlike 
ray –tracing, is never viewer biased. 


ASSUMPTIONS OF RADIOSITY


With all of radiosity’s advantages, it has limitations and assumptions. Radiosity’s glaring lim-
itation is its inability to compute specular and refractive reflection, in which ray tracing ex-
cels. Like ray tracing, radiosity requires certain simplifications in order to adequately model
global illumination as well as manage computer resources. These assumptions have to do
with how radiosity simulates real-world energy transfer and how it manages the simulation.


THERMODYNAMICS


Thermodynamics is the study of heat transfer and conversion. Because the roots of radiosity
lie in thermal engineering, radiosity assumes that energy is a closed system going from a
highly ordered state to a chaotic state. The total energy in a system goes from the hottest to
the coldest. This is the essence of the Second Law of Thermodynamics. 


As applied to radiosity, this law means that light transfer has to go from the light source
into the environment, where it subsequently dissipates. However, the closed system terminol-
ogy means “something that does not leak energy” and is self-contained. This does not mean
that radiosity scenes should be closed interior scenes only; it simply means that energy is con-
served. This is the First Law of Thermodynamics (the conservation of energy), which says
that the total energy emitted in a closed system is equal to the energy received and that en-
ergy can be neither created nor destroyed, only transferred. When this law is applied to ra-
diosity, the amount of starting energy from a light source ultimately equals the amount of
energy distributed throughout the scene. This assumes that there is an energy balance be-
tween the emitter and the receivers. Since the total amount of starting energy is known, it is
only a matter of finding out how the energy is dissipated into the environment. This is the
problem radiosity solves. 


Radiosity’s obedience to the laws of thermodynamics indicates one more assumption re-
lated to this study, and that states there is no media participation. That means radiosity as-
sumes that there is no air, water, or an intermediate energy transfer medium. Therefore, the
energy transfer from the patch to the elements is direct and is not attenuated or disturbed by
any media between the patches. In the real world, the energy that comes out of the light
source is transferred to the environment in two common ways: via light and via heat. Light
travels in a vacuum, but heat travels only on a medium, such as air or water. In addition, light
might be attenuated by the participating media around it through reflection, scattering,
transmission, and absorption. In radiosity, this does not happen.


123







THE LAMBERTIAN SHADING MODEL, REVISITED


As discussed, the energy flow in radiosity is conserved; it goes from a hot to a cold state. Since
light travels in a vacuum, it is difficult to track the light’s total pathway, since it would require
an enormous amount of computer memory and computation. 


There are two ways to solve this problem. One is to use probabilistic computations to
solve the most likely light pathway in the scene. This is called the Monte Carlo solution,
named after a gambling mecca in Monaco. This method is similar to ray tracing, where rays
are shot from a point to investigate the environment. The other solution is to assume that the
incoming light’s direction has no effect on the way it is reflected into the scene. Since the
Lambertian shading model assumes that light is reflected equally, regardless of its direction of
origin, this model makes it easier to compute the energy transfer because all we have to know
is the intensity.


This is why most radiosity renderers assume all surfaces are Lambertian. This is a big lim-
itation, since Lambertian surfaces in the real world do not exist. However, this does not de-
tract from the accuracy of the energy transfer computation. For this reason, radiosity is used
for lighting analysis and visualization. 


DISCRETIZATION


Discretization is the subdivision of all the visible surfaces in a scene into a uniform mesh. This
process sets up the patches and the elements in a radiosity scene, see Figure 5.16. 


3D LIGHTING124


Meshing.FIGURE


5.16







CHAPTER 5 COMPUTER GRAPHICS


The process of discretization collapses geometry hierarchy (geometry parentage and glu-
ing are removed) and partitions it in an ordered fashion. This partitioning is always a pre-
cursor to every radiosity processing action. Geometry collapsing makes all the visible objects
in the scene known. 


Each of the discretization’s patches is stored in memory. Moreover, this process makes it
possible to dissipate the energy into the environment. The coarseness quality of the mesh is
called its resolution. The finer the mesh, the more patches and elements exist, and the better
it is at capturing the abrupt changes in the way the light affects the scene. Higher-mesh res-
olutions can resolve shadow boundaries better but at the expense of speed and memory re-
quirements because of the consequential increase in the number of patches.


The discretization changes, however, as the radiosity solution progresses. Its subsequent
formation is controlled primarily by the amount of energy a patch receives. The meshing
change as the iteration progresses is called adaptive subdivision. It is the dynamic change in
the mesh formation as dictated by the energy transfer within the scene. 


TONE MAPPING


Tone mapping is the plotting or display of computed luminance information to the display
device. Radiosity computes the luminance in a scene, and, since it is physically based, it uses
real-world units. Consequently, the range of its calculations is very high (in the high dynamic
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range). If displayed, the extent of the calculated luminance in radiosity, would exceed the ca-
pability of current display devices (monitors and video cards). Therefore, in order for the lu-
minance to be “visible,” it must be “mapped” to the limited range of the display device. This
process is called tone mapping (Figure 5.17). Most display devices today can handle only a
tonal range of 1:255, whereas computed luminance might be 1:10,000 or more. 


Why is this important? Because currently, radiosity has no way of determining which
parts of the computed luminance are important. It is blind to what is “interesting” in the
scene. Radiosity as implemented at this juncture always needs user evaluation and interven-
tion because of this “blindness.” User intervention is necessary in radiosity because the pre-
sentation of the important areas of the scene cannot yet be automated. Therefore, the
computed tones need to be shifted to the visually important range. Without this shifting, the
presented image could be either too dark or too washed out. 


MODELING CONSIDERATIONS


The process of modeling for computer graphics has been a nonissue for the most part. The
process can accept polygon-based models or a NURBS model. For ray tracing, this is appli-
cation based; however, for radiosity, modeling issues arise that drastically affect the scene dis-
cretization. These modeling considerations do not directly affect the computation process
but do affect the displayed output of the scene.


GEOMETRY SCALE


Radiosity is a physically based light-transfer model, so it uses real-world units in its calcula-
tions. As explained earlier, a point source light that is very close to an object begins to act like
an area light. Inversely, a large area light, when placed afar, begins to act like a point source
light. Therefore, in this instance, if your scale is wrong, so is your lighting.


In addition, the formation of the mesh (discretization) is dependent on the scale of the
objects. If your scene scale is off, your meshing will also be wrong; consequently, your solu-
tion will also look wrong. Larger-than-life scenes create coarse meshing and make your light-
ing look unnatural and contrasty.


Since the geometry hierarchy is collapsed prior to discretization, the initial state of the
polygon surfaces determines the formation of the mesh. Polygon surfaces composed of tri-
angles would more likely create radiosity artifacts than would quadrilaterals, see Figures
5.18–5.19.
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Regular modeling.FIGURE
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Radiosity quad modeling.FIGURE
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QUADRILATERALS VS. TRIANGLES:
INTERPOLATION ARTIFACTS


The most common problems associated with triangulated geometry are the formation of vis-
ible discontinuities. Radiosity shows the computed solution by shading interpolation across
the polygon and in areas where the polygon is bisected into triangles; the boundary shows up
as a line. This is especially true since the eye emphasizes the edge boundary between light and
dark areas. This result is known as mach bands. This is purely a perceptual issue. Mach bands
can sometimes be eliminated by creating a denser mesh.


The subdivision of an irregular polygon normally results in the creation of triangles. Tri-
angles with acute angles are sometimes intensified through a limb or edge darkening caused
by discontinuities in the shading. The only way to avoid interpolation artifacts is to mini-
mize the use of triangles or the eventual subdivision of quadrilateral surfaces into triangles by
bisecting irregular polygons manually into quadrilaterals. Some triangles, however, such as
equilateral triangles, are suited for radiosity because the use of interpolation shading with it
does not emphasize an edge or a quadrant. When you have a triangulated polygon that has
a sharp angle, the narrow corners will “darken” and become “discontinuous.” This will result
in making the patch darker than its surroundings thereby detracting from the uniformity of
the surface.


However, quadrilaterals also create some problems—namely, the creation of T-vertices in
the polygon surface. T-vertices are vertices that reside on a median of a polyline between two
elements. Visually, a T-vertice is a perpendicular line between a large element and two adja-
cent smaller elements. However, they sometimes result from adaptive subdivision. T-vertices
also create discontinuities in the shading interpolation.


LIGHT AND SHADOW LEAKS


Ultimately, when modeling, it is always desirable to explicitly indicate and outline polygon
boundaries as well as edges. There should be no overlapping or intersecting planes that do
not have their boundaries divided. If the boundaries are not indicated, light or shadow leaks
will occur at the intersection. Imagine a long box positioned obliquely in the center of a
checkered tile room. The long rectangular checkered box forms an angle against the regular
tile formation. Now imagine that the checkered tile is the interpolated shading used in ra-
diosity; the position of the rectangular box would divide the exposed tiles in half. Since the
shading across the polygon is interpolated, this shading is carried across into the areas unoc-
cluded by the rectangular box, so a shadow leak occurs. A light leak occurs in the opposite sit-
uation of a shadow leak. It forms when an illuminated area crosses an area where there is
inadequate meshing to capture the boundary. This is especially evident in polygon-to-poly-
gon boundaries in which there is an exposed but occluded surface. Light leaks and shadow
leaks give the affected polygons a “floating” impression. See Figures 5.20–5.25.


Light and shadow leaks can be solved by increasing the density of the initial mesh before
processing the solution. However, doing so unnecessarily increases the elements, but
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A non-explicit geometry modeling setup.FIGURE


5.20


Note the light and shadow leaks on the floor and wall.FIGURE


5.21
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The reverse side of Figure 5.21 showing the black shadow leak under the wall.FIGURE


5.22


Explicit geometry modeling.FIGURE
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Results of meshing with an explicit geometry setup. The light and shadow leaks have
been reduced with the same mesh resolution setting.


FIGURE


5.24


Results of meshing on the reverse side of Figure 5.24. Notice the lack of shadow leaks
and the accuracy of the boundary between the wall and floor.


FIGURE
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sometimes this is unavoidable. The ideal solution is to either explicitly indicate the polygon
surface’s boundaries or to use a manual per-surface meshing technique. This means that the
individual geometry blocks or surfaces have their own meshing resolution, depending on
their importance in the scene—specifically, if they are occluded by other objects or fall
within direct illumination. In other instances, it is preferable to do a combination of the
three solutions: create explicit geometry boundaries, increase meshing resolution, and use
manual individual per-surface/block meshing resolution.


Of all the radiosity artifacts, light and shadow leaks are the most obvious and offensive.
Mach bands can be tolerated in certain instances, but light or shadow leaks cannot. 


CONCLUSION


There is a huge difference between the way a raytracer and a radiosity renderer simulate light
transfer. A raytracer accounts for only direct illumination and assumes that all the surfaces are
ideal specular reflectors. This is why in CG we resort to texture blending and shader manip-
ulation because the rendering engine assumes an ideal reflector. In radiosity, however, all the
surfaces are assumed to be ideal diffuse surfaces, so the objects in a radiosity renderer look
“chalky,” since chalk is the closest real material we have for simulating Lambertian reflection.
Knowing the strength of both methods and their use leads to a more complete light-transfer
simulation and rendering. In the next chapter we will put these concepts to work in a series
of tutorials.
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TYPES OF LIGHTS


Lighting is both a state (of being illuminated) and a process (of illuminating). Lighting is uni-
versally accepted as the means by which an object is made visible through the application of
an illuminant. Our most basic application and definition of lighting are utilitarian in nature.
When we want to see or investigate something, we manipulate existing light by either
bouncing it off mirrors or other shiny objects or focusing and concentrating it with lenses.
We use artificial light sources when natural light is not available. We use lighting just about
anywhere and everywhere: the industrial use of cutting paper and measuring distances, ani-
mated entertainment in concerts and stage shows, the treatment of depression in psy-
chotherapy, and finally, for the basic illumination of homes and cityscapes. Even our sleep
cycle is determined by light and lighting (Figure 6.1).


Since light is never constant and is always variable, lighting also changes. A state of light-
ing could mean something that is immobile or that exists in a situation that changes from
moment to moment. The natural sunlight that we experience moves with the passage of
time, but it’s quality can remain the same. Light can also be stationary but its quality change,
as when it is partly cloudy; then, the quality of light changes from a hard, harsh abstraction
to a soft, mellow fuzziness. It is hard to define the term state of lighting because its effect is
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broad and its influence dynamic. However, the term could mean intensity of light, its direc-
tion, its texture and form. It could also mean something emotional. Take, for example, a
restaurant where the light it kept purposefully low so as to be romantic. Then, when color
change is involved, more emotions can be generated as in the phrases feeling blue (sad) and
seeing red(anger). Lighting as experienced produces numerous behavioral and language ref-
erences that are universally understood, as discussed earlier.


Lighting, though, is also a process. By this we mean the intentional and deliberate place-
ment of a light source. Lighting is the “purposeful planning and design” of light to illuminate
a subject or an object. When you decide that a light is necessary, the light’s position
and placement are the first things to consider after you have decided on the intensity. The
lighting process could also refer to the analysis of light quality as it strikes and models a
subject.


This chapter deals with both the state and the process of lighting as just outlined. Every-
one sees light and lighting, but not everyone is aware of it. This chapter breaks down the sub-
ject of light and lighting as it is experienced and applied. 


Lighting is both a discipline and a learned process that is experienced through course
study, apprenticeships, and hands-on experiences. It is not just about steps and procedures,
but it is an ongoing creative process. There are no hard rules that apply to every situation, but
rather each situation needs to be addressed individually. Each scene can have many lighting
solutions, and the processes and states of lighting shown in this chapter are merely some of
the available solutions . 


CG LIGHT INSTANCE


Before you can do the tutorials in this chapter, you must gain some knowledge about 3D
light setups and groupings. Here we discuss the actual placement of lights in 3D space coor-
dinates. Most people tend to use multiple lights in a 3D scene, each with a single instance.
This means one light serves a single purpose. In some scenes, this solution works well, but if
you are after a more realistic scene and rendition, it is important to mimic the way real-world
lights illuminate objects, especially the way they color objects and illuminate surfaces.


When doing lighting setups in the real world, you will find it easier to get feedback on the
effect of lighting on your scene by adjusting the placement of lights and varying their inten-
sity. In CG, however, it is more complicated, because you not only have to set intensity, color,
falloff, and placement or position, but you also have to do test renders to make sure the light-
ing is working properly. Before the discovery of 3D light arrays, single instances of light were
used to simulate real-world lighting.


Three-dimensional arrays were developed out of necessity because using single lights
will not illuminate an entire scene or object accurately, if the artist is going for a realistic
environment. The most important quality of 3D light arrays, however, is the way they mod-
ify visible color in the adjacent areas of the highlights and middle tones of a subject. In addi-
tion, for some 3D applications that lack area light and linear light as an option, 3D artists
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were forced to simulate them with multiple-point-source lighting. The next section in-
cludes a set of tutorials that demonstrate the use of three-dimensional light arrays using true-
Space, LightwWave, and 3D Studio MAX. Please keep in mind that these tutorials are
intended to show principles and motivations of lighting and should not be applied as static
solutions to a dynamic problem. 


THREE-DIMENSIONAL LIGHT ARRAYS TUTORIALS


trueSpace 4.3


Three-dimensional light arrays are relatively easy to do in tS because you can simply create one light,
set the correct color temperature and intensity, and copy the light to create more instances. Nor-
mally, the main, central light is created first; it serves as the most dominant light in the array. This
light has the most intensity and determines the color of the diffuse and specular reflections on the
objects. The peripheral lights are then created with 3⁄4, 1⁄2, or sometimes even less of the main light’s
intensity. This is to ensure that the peripheral lights do not overpower the influence of the main
light. The peripheral light is easier to obtain by cloning (duplicating) the main light, then changing
its color temperature and its intensity. It is then displaced from the center of the main light to create
one instance. This light is then copied and displaced around the main light to create different 3D
light arrays.


Open tS 4.3 and load the 3D light array tutorial.scn file. See Figure 6.2.


Create a Local Light (an omni light) and right-click the Object Info box; make sure you
make the World and Object units in meters. 


Enter the following light parameters: 


Location: X = 3.048  Y = –6.096  Z = 2.896
Rotation: X = –180  Y = 0.0  Z = 0.0


Leave everything as default. 


Now render the scene on the Camera View. Notice that the omni light uses shadow maps
to make soft shadow boundaries. This is the kind of rendering you will get when you use
shadow-casting omni lights with shadow maps. 


Change the light to nonshadow casting by clicking the Do not cast shadow icon on the
Light properties.


Render the Camera View that has the woman’s bust in close up. Notice that the Phong
shading still suggests a light direction. If you change the Reflectance shader to Matte, it still
indicates the direction of the light source because these shading-model routines are good ap-
proximations of how materials interact with light. Now change the shadow type to Ray by
clicking the light properties, turning on the shadow casting, and right-clicking the Toggle
Shadow icon on the Light properties. 
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trueSpace tutorial screen.FIGURE


6.2


Render the Camera View again. 


NOTE Notice that the rendered image is not much different from the nonshadow-casting rendition,
with the exception of the direct illumination’s sharp shadows. The polyfaces’ looks are primarily
affected by the material properties settings, although the light intensity plays a role. Of the two
shadow types, most people prefer shadow maps because they make the shadows soft. However, they
sometimes create contrast banding (shadow rings), which are unwanted. The ray-traced shad-
ows give an object a high-contrast look. Real-world lights cast very sharp shadows when you are
close to them and get softer as you move farther away. Most shadows in CG do not behave this
way; they are either sharp all the way to the back (ray-traced shadows) or they are soft from the
moment they leave the light source (shadow maps). The solution is to either combine these two
types of shadows or create multiple instances of ray-traced shadows to suggest a soft light source.


Now change the material properties of the woman’s bust to Darktree Simbiont and select
the Stone_WhiteMarble.dst for the Color, Reflectance, and Displacement shader. 


Click the Transform panel on the Darktree Simbiont Color.


Change the Scale parameters to .03 to make the textures render smaller. This is to make the
woman’s bust have a marble texture.
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Click the Local Light and resize it to make it larger.


Change the intensity of this original light to .75.


Copy it once and size it down. The reason for resizing the original light is that you will be
making several copies of this light and it is hard to select and distinguish it later if you do not
resize it. The size of the light as displayed does not affect its intensity or its influence in the
scene. This is mainly to make a visual difference between the lights in the scene and to avoid
confusion. Switch the perspective view to the Top View and zoom in on the light. 


Click the Object Move icon and slightly move the copied light toward the top of the screen.
Your light location parameter should be:


X = 3.048  Y = –6.124  Z = 2.896


Now change the intensity of this light to 0.14.


Copy another instance and place it below the original main light at:


X = 3.051  Y = –6.070  Z = 2.896


Proceed to make two more copies and place them on the same y-axis; displace it on the x-
axis by placing it on the two sides of the main original light respectively at: 


X = 3.082  Y = –6.099  Z = 2.896
X = 3.020  Y = –6.099  Z = 2.896


So now you have four copies and a main light. Render the close-up camera. Notice that
the shadows on the wall are starting to soften up slightly. 


Now clone the last light you copied and place it on the same position as the original main
light. You might have to zoom in really close to do this. Switch the Top View to the Front
View, then move and zoom in on the light location. With the cursor on the main tS desktop,
click the Object Move tool, right-click the tS desktop and displace the light vertically to:


X = 3.049  Y = –6.098  Z = 2.925


Again, make one more copy of this light and displace it down vertically at:


X = 3.049  Y = –6.098  Z = 2.872


Zoom out and select the main original light. Click the Glue as Sibling icon, and glue the
other lights to the main light. What you have done is to create a diamond 3D light array. It
is one of the simpler 3D light array types. Although it functions very well, it takes awhile to
make. You can load the 3D light array tutorial Diamond light array.scn to view the fin-
ished scene.


NOTE: Although 3D light arrays take time to construct, trueSpace developer Casey Langen has been kind
enough to provide a 3D light array plug-in that automatically creates the 3D light array form and
intensity of each light. His 3D Light Array Generator (3DLAG) plug-in has accelerated my light-
ing setups; you can find it on the CD. Just install it on the /tS 4.0/Tsx folder. When you open the
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3DLAG plug-in, you are presented with a panel that shows the different 3D light arrays available.
When you click each type, a second dialog box appears that you can use to set the color and inten-
sity of the main light as well as the secondary lights and, if necessary, the number of secondary lights
used. The 3DLAG plug-in generates shadow-casting lights that use shadow maps as default.


With the diamond 3D light array selected, move down in hierarchy and make all the sec-
ondary peripheral lights have their shadow types set to Map, Shadow Sharpness to Low,
Shadowmap Size to High (512), and Shadow Quality to High (8). You might have to
switch to Left or Top View to be able to set all the secondary lights to have shadow maps. 


Render the Camera View.


Notice how the highlights have changed; their quality is now more realistic compared with the
Phong or Matte shader. This realistic specularity is due to the way Darktree’s Simbiont procedurals
work with the tS’ render engine. It is almost impossible to get the same kind of reflectance using a
texture bitmap, especially in tS, where there are no provisions for using specular or illumination
maps. With Phong shading and even with the actual Darktree White Marble procedural turned
into texture maps, the woman’s bust looks plastic. It lacks density and properly streamlined, fo-
cused specularity. See Figure 6.3.


Now delete the diamond light array. 
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Diamond light array with DST marble texture.FIGURE
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Load the 3D light array generator tSX, if it is not already loaded. Click the ring array and
use the following parameters: 


Number in Ring: 16
Radius: 1
Main Light:


Intensity: 0.75
Color: White (R: 255, G: 255, B: 255)


Secondary Lights:
Intensity: 0.07
Color: White (R: 255, G: 255, B: 255)


Now switch to the Top View and position the 3D ring light array slightly ahead of the
woman’s bust. 


On the Top View, position the array between the camera lens and the bust: 


X = 1.078  Y = –1.334  Z = 0.0


Switch to the Front View and displace it vertically using the right-click, hold, and move
technique at:


X = 1.078  Y = –1.334  Z = 4.670


Render the Close-Up View and observe the way a ring light array illuminates the bust. The
top of the head gets more illumination than the shoulders. The inner surfaces of the neck are
illuminated by the secondary lights. Although the contrast is less than using a local light or
an area light, it envelopes the head’s roundness because the light array is circular. 


Now change main central light’s shadow type on the ring light array by selecting the ring
light array and going down the hierarchy, selecting the main light and changing the Shadow
Type to Ray. Leave all the other light types as they are. See Figures 6.4–6.7.


Render the Camera View.


Notice that the central main light generated a sharp shadow, but the shadow-mapped secondary
peripheral lights continue to indicate soft shadows. This suggests the existence of a medium light
source. It also shows the power of combining shadow-mapped and ray-traced lights.


Delete the ring light array. 


Load the 3D light array tutorial point source.scn.


Render the Camera View. Take note of the harsh contrast created by the point-source
light. This effect is desirable in certain scenes; however, if you want the dark shadow areas to
come out, you could either add a fill light or increase the ambient light of the object’s ma-
terial properties. However, there is yet another way. 


Make a copy of the point-source light.
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Ring light array shadow mapped of woman bust.FIGURE


6.4


Area light rendering of the woman bust.FIGURE
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Ring with raytraced main light.FIGURE
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Point source raytraced.FIGURE
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Scale it down to half the size of the original, change this light to have no shadows and
turn down the intensity to .60. 


Render the Camera View. The addition of the nonshadow-casting light increases the over-
all illumination of the scene, changing the tones. The middle tones have now been pushed
upward toward the highlight areas, but the shadow areas also have been made lighter. This
is an example of shadow tone attenuation using cloned nonshadow-casting light, which is also
an example of a dual 3D light array (Figure 6.8).


The other types of light arrays would give you subtle differences in the way they illuminate the
scene, but the basic premise of using several glued lights to simulate a single light is advantageous
to using a single instance of each light with minimal impact on the rendering time. The dome light
array and the pyramid light array are used mainly for outdoor scenes where you want to give the
upper area of the scene a blue hue while the direct main light is still yellowish. The best way to learn
the use of light arrays is to experiment. Go ahead—load up one of your old scenes. Use the
3DLAG plug-in and start with low-intensity light settings; try the various light arrays available.
You will notice how much different your scenes become. However, 3D light arrays are not an an-
swer to all your lighting needs; they might not even apply to most scenes. Still, it is good to know
when it would be advantageous to use them.
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LightWave 5.6 or higher


NOTE: With the release of LightWave 6, Newtek has made some modifications to the graphic user inter-
face. While the information supplied in this and subsequent sections dealing with LightWave 5.6
is compatible with the newer version, there may be some slight differences in the methods used to
generate the same results. Please refer to your LightWave 6 User Manual if this occurs.


Three-dimensional light arrays in LW are relatively easy to do; you could just parent the lights
to a null and move the null object as a whole. However, 3D light arrays in LW must be manually
created unless you can create an Lscript routine that would create them automatically. Before we
actually create a 3D light array, it is important to recognize the way the ordinary single instance of
lights in LW behaves. Since LW does not support shadow maps for point-source lights, we are lim-
ited to either ray-traced shadows or no shadows at all when using point-source lighting. This limi-
tation does not detract from LW’s ability to render convincing images (Figure 6.9).


Open the 3D light array.lws. 


Render the scene. Notice that the point-source light creates a harsh, high-contrast render-
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ing, especially on the highlight, middle tone, and shadow boundaries. Even with a change in
the bust’s texture, the harshness still exists, see Figure 6.10. 


Close the current .lws. 


Load the 3D light array Phong.lws (Figure 6.11). This scene has no textures except the sim-
ulation of a Phong shader. Notice that the subtle tonal gradations in the middle tones are
controlled by the material properties (surface) and that the light primarily affects the inten-
sity and direction of the object shading as well as the direct illumination’s shadow. If you
compare the background tones of the two images, you’ll see that they are identical, with the
exception of the bust having slightly different tonality.


Now that the traditional single light instance behavior has been demonstrated, the subtle
but naturalistic rendering of 3D light arrays is shown. 


Close the current scene. 


Load the first scene 3D light array.lws. 


Go to the Top (ZX) View on the main desktop and select the point-source light. You can
see that the light’s far reach extends beyond the backdrop. This was done because it needed
to be a strong light to make the bust visible. However, the addition of more lights in the
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Phong raytraced.FIGURE


6.11


scene would make the objects in the scene too washed out if it were left at the same Max
Range. 


Select the Point Light and change the Max Range to 8 meters. Press Enter.


Click Clone Light and Rename Light to amblite. 


Change the Shadow Type to Off. 


Switch to the Camera View and Render. Notice that the scene has become washed out be-
cause light is cumulative. Now the overall intensity has become 32 (16 × 2). What needs to
be done? You could reduce the intensity of each of the two lights to 8 to maintain the level
of illumination of the original, but there is a better way.


Go to Objects and add a null object by clicking Add Null Object. 


Go back and click the main original light, either by going to Lights and selecting Light or
by clicking the desktop. 


Go to Reset-Parent and parent this light to the Null. Move the light directly on top of the
Null Object.


Click the Null Object and reposition it back to where the amblite is. See Figure 6.12.


Click Lights and select the amblite. 
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Click Edit-Lights to make the lights the selected entity, and go to Reset-Parent. Amblite
will move and reposition itself over the null object.


What you have created is a dual light array, with one light controlling the direct illumina-
tion and the other controlling the shadow tonality, middle areas, and partly the highlights.
See Figure 6.13.


Notice that the shadow areas are now lighter. Most of the middle tones have also been
pushed up toward the highlights, which you’ll see if you compare them with the single
point-source light scene. The background also has been made darker. 


Close the current scene and load the 3D light array.lws again. 


Go to Objects and create a new null object by clicking Add Null Object. Select the point-
source light and position it directly over the null object. Switch to the Side (ZY) View,
click Edit-Objects, and move the null object upward by clicking the left mouse button and
moving the Null Object toward the point-source light. 


Click the point-source light or switch to Edit-Lights to select it. Go down to the target and
parent this light to the Null Object. Click OK. Move and adjust the light distance to the
null’s center.


Go to the Top (XZ) View and select the point-source light, or click Edit-Lights. 


Copy the point-source light by going to Lights to open the Lights Panel. Click Clone
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Light and accept the default number of one (1) on the Number of Clones panel. Press
Enter. Change the Max Range of the light to 4 meters and click the Rename Light. Enter
seclite1 (for secondary light one). With the view still on the Top (ZX) View, zoom in on the
area of the lights. 


Move the newly copied light and position it slightly above the original light at:


X: 1.0225 cm
Y: 1.0001 cm
Z: 37.8795 cm


Proceed to make five (5) more copies of this light, positioning the copies in a diamond fig-
ure around the original and the null object. It is really not that important to get the exact
displacement, but the spacing should be equal visually. 


Clone the lights by clicking Lights. Click Clone Light five times. You will have a seclite1
(1), seclite1 (2), seclite1 (3), seclite1 (4), seclite1 (5), and seclite1 (6). Rename these lights to
seclite2, seclite3, seclite4, seclite5, and seclite6. Changing each light’s designations makes
it easier to track which light is active and which array it belongs to. This is especially useful
when you have several light arrays in a scene. See Figure 6.14.
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Now select seclite2, close the Lights Panel, and move the light below and opposite seclite1
on the other side of the null and the original point-source light.


Select seclite3 and position it on the left side of the null; position seclite4 on the right side
(Figure 6.15).


Select seclite5 and position it directly over the center of the null object, and switch the view
to Side (ZY) View. Use the left mouse button to displace seclite5 vertically to make a tri-
angulation with the existing lights. Select seclite6 and position it below the other lights but
in the same axis as seclite5, forming a diamond (Figure 6.16).


Click Edit-Objects; selecting the Null Object and moving it will also move the 3D array.
You have just made a diamond 3D light array. Switch to the Top (ZX) View and zoom out.
Move the diamond light array and position it to the right side of the camera; move it
slightly away from it to form a gap. See Figure 6.17.


Switch to the Camera View and Render the scene. Now compare the renderings between
the scene with the single point-source light and this scene. The background now has gone
black because the main central light has less range. The way the diamond light array models
the bust, however, is almost identical to the way the point source illuminates it, with the ex-
ception of the subtle change in the tones, especially on the shoulders and the breast. The di-
amond light array illuminates the head more than the body; the single point source seems to
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LW screen capture showing the diamond light array as seen from the side.FIGURE
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LW screen capture showing the position of the four seclites as viewed from the top.FIGURE
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LW rendering.FIGURE


6.17


evenly illuminate the head and the body. The diamond light array scene is more suggestive
of a single light source that has a limited light power, and it functions more like a regional
light source than a single point-source light.


Finally, the great thing about the all the lights being parented to the null is that you can
change the quality of the light source as well as the intensity by resizing the null object. 


Go to Edit-Objects, select the Null Object if it’s not already selected, and click Mouse-
Size. Move the cursor to the main desktop, and move the mouse to resize the null larger.
Switch the view to Camera View and render the scene (Figures 6.18 and 6.19).


The enlarged diamond light array not only changed the apparent intensity of the light, but
it also created new penumbras (secondary shadows) on the bust object. 


Now shrink and resize the Null Object and reduce the intensity of all the lights in half,
meaning the main central light should now have a Max Range of 4 meters and the sec-
ondary lights all have a 2 meter limit (Figures 6.20–6.22).


Reposition the diamond light array closer to the bust at: 


X = 80 cm
Y = 2.375 m
Z = –3.65 m
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LW screen capture with diamond array resized.FIGURE
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The effect of resizing the null object.FIGURE
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Shrunk and reduced light Max Range.FIGURE
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LW screen capture Showing new position of the diamond light array.FIGURE
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Diamond light array closer to the bust.FIGURE
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Notice that the quality of light generated by light arrays is more natural and controllable
than a single light instance. Only the use of radiosity would improve the light quality com-
pared with the harshness of single light instances, even with fill and kicker lights.


3D Studio MAX 3.1


Light arrays in MAX are easy to do because you can simply place multiple light instances and par-
ent them to a Dummy object. This tutorial, however, will show you the different lights in MAX
and how they affect the scene.


Open the 3D light array.max scene file. This scene has a seamless backdrop object, a
woman’s bust, and a single omni light with inverse-square attenuation and has shadow cast-
ing with Ray Trace Shadows turned on. The bust has a Blinn Shader setting with white
color (R:255, G:255 B: 255), Ambient, Diffuse, and Specular setting. The Specular High-
lights settings are Specular Level: 35, Glossiness: 45, and Soften: 0.15.


Render the scene by clicking Rendering-Render.


Set the Output Size to 320 x 240. See Figure 6.23.


Render the scene.
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Notice the sharp shadow boundaries and the harsh directional quality of the light. The ren-
dering is a little flat and lifeless. It is, however, the kind of rendering you would get with the
standard omni light in Max with the Blinn shader. Notice that the light’s direction and in-
tensity are suggested in the way the bust renders the light source. 


Click the Omni01 light.


Switch to the Modify panel.


Scroll down to the Shadow Parameters.


Change the Object Shadows to Shadow Map. 


Change the Shadow Map Params to:


Bias: 1.0 Size: 1024
Sample Range: 4.0


Render the scene again.


Note the softer shadow boundaries, especially on the face (Figure 6.24). It gives a more nat-
ural rendition; however, the lack of shadows on the column makes a confusing rendition.
Shadow maps compute faster than ray-traced shadows but at the expense of shadow render-
ing accuracy.
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Select the woman’s bust object again.


Press M to open the Material Editor, or you can go to Tools-Material Editor.


Click the Type parameter to open the Material/Map Browser.


Click File-Open.


Open the DT_Stone.mat file, and click Open.


From the Material/Map Browser, pick the Stone::MarbleWhite (Darktree) material, and
click OK. This step should open the Simbiont for the Max Darktree procedural shader.


Scroll down and change the Shading Channels parameters to:


Diffuse: 1.0
Specular: 0.74
Glossiness: 0.89
Reflection: 0.02
Luminosity: 0.0
Metal Highlight: 0.04


On the Coordinates parameter, change the Scale to:


X: 1800.0
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A shadow mapped light with a Blinn shader.FIGURE
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Click Assign the Material to Selection, or drag the material to the selected object.


Minimize the Material Editor.


Notice that the use of the Darktree’s Simbiont changed the bust’s image quality making it
look more like a stone . Change the Object Shadow to Shadow Map and render the scene
again (Figure 6.25).


The shadow-mapped light resulted in a similar but not identical rendition (Figure 6.26).
The sharp shadow cast by the nose on the far cheek of the bust is gone, as are the sharp shad-
ows under the base of the column. In a way, shadow-mapped light can give conflicting in-
formation about the scene, but it’s great for most applications. There are, however, other
ways of obtaining a more realistic light rendition in MAX.


Select the Omni01.


Go to the Modify panel.


Set the Multiplier down to .65.


Create a Dummy by clicking Helpers-Dummy.


Drag and create the Dummy box that is bigger than the light, with the light positioned in
the center.


Switch to the Front or Left View to align the box with the light.
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Woman’s bust with DST shadow-mapped light.FIGURE


6.26


Click Main Toolbar. Select and link the Dummy with the light by selecting the light first
and dragging the mouse until the Dummy is linked with the Omni01 light.


Select the Omni01 light.


Clone this light by going to the Edit-Clone and making an Object-Copy.


Rename the light Sec1 and click OK. 


On the Top View, move the new light upward to separate it from the original light. See
Figure 6.27.


Change the Multiplier of the new light to .05.


Proceed to make three more copies and position them below, to the right, and to the left of
the existing original omni light to make a diamond shape.


Clone two more lights and position these above and below the original light as seen from the
Front or Left View to complete the 3D light array. What you have just done is create a di-
amond 3D light array in MAX. The process for making other types of light arrays is identi-
cal with the exception of the light array’s shape and form.


Render the scene at 640 x 480 resolution. This kind of light setup merged the qualities of
the single ray-traced light with the shadow-mapped light. It has both the sharp shadow


P-06 3470  3/13/01  12:02 AM  Page 158







CHAPTER 6 BASIC LIGHTING TECHNIQUES 159


Screen capture from MAX.FIGURE


6.27


boundaries of the ray-traced light as well as the softness of the shadow-mapped light. Take
note of the open shadow on the column’s base as seen in Figure 6.28.


Open the Light Lister in the Lights and Cameras panel and set the following parameters
(or Modify each light individually):


Set all the SecX lights (secondary lights) Multiplier to .08.


Make all of them non-shadow casting.


Render the scene. See Figure 6.29.


Pay attention to the gradual lightening and change in value of the dark shadow on the left
side. The secondary lights in the light array are now functioning as a kind of shadow tonal-
ity control. The flexibility of this setup is that the lights controlling the shadow density are
tied to the direct light source, which creates a light source that envelopes the object. This is
a much more natural kind of single instance lighting. 


Open up Light Lister again and, to make it slightly warmer and more natural, change the
Omni01 light’s color to:


R: 255
G: 255
B: 247
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Diamond 3D light array rendering.FIGURE
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Woman’s bust with non-shadow casting secondary lights.FIGURE
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Delete all but one of the secondary lights (secX).


Position the remaining secondary light over the original (Omni01) light. Align it on the
Front and Left Views as well. It might be necessary to zoom in on the views.


Set the Multiplier of this light to .50.


Select the original light (Omni01) and also set its Multiplier to .50.


Select and link the two lights.


Render the scene. See Figure 6.30.


You have just created a dual light array composed of one shadow casting light paired with a
non-shadow casting light. One light controls the direct illumination, the level of highlights, and
middle tones, while the other controls the tone of the shadow areas. Since the overall objects’ illu-
mination in MAX by the lights in the scene is cumulative, the desired illumination always must be
balanced between the main and secondary non-shadow casting light.


NOTE Blur Studios publicly released their RayFX toolset beta that replaces MAX’s built-in render engine,
which can create soft shadows from single light instances. However it does not negate the principle
and logic behind the use of a light array. In fact it enhances the effect of a light array setup since a
few lights would do the function of many. You can find the Ray FX toolset at http://www.blur.
com/blurbeta/rayfx/.
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Close 3DS Maxr3.1 if it is open. Download the rayFX toolset which includes rayFX Engine,
Material and Texmap as well as RayFX Shadows and Ink & Paint/Toon Assistant. Remove or
rename the existing RayFx.dlu, RayMtl.dtl and RayTex.dlt in your /stdplugs and place
the RayFX toolset in /Plugins. The idea is to rename or remove the standard plugins that
came with MAX with the beta RayFX toolset. You can proceed to do the tutorials in the
book using the RayFX render engine without problems.


If your 3D application has an area light or a linear light option, you already have a built-
in 3D light array setup. This is because area lights are simulated using a matrix array of point-
source lights. The actual number of lights used varies, and sometimes the number is
dependent on the size of the area light as well as its aspect ratio (length to width ratio). As for
linear lights, these are simulated using a row of point-source lights that are stringed like
Christmas lights. Both of these light types give out soft shadows due to the blending (inter-
polation) of overlapping shadows from each light. 


The problem with built-in area lights or linear lights is that you have no way of control-
ling the number of point-source lights they use, and their default settings tend to increase
rendering time. In addition, the built-in area lights and linear lights can have only one uni-
versal color, whereas 3D light arrays can have multiple color illumination, both from the
main central light as well as from the secondary peripheral lights. This means that the built-
in light arrays (area lights and linear lights) could have only one color setting, whereas with
3D light arrays, you can change the light color of each individual light that makes up the
array to have a warm outer light with a very cool inner color. 


The peripheral lights in a 3D light array could either be shadow casting or non-shadow
casting. If the peripheral lights were shadow casting, the resultant shadows would be soft.
Non-shadow casting peripheral lights function as localized ambient lights that open up the
middle areas of the directly illuminated objects. They lower the contrast of the visible objects
without the use of fill-in lights. 


3D LIGHT INSTANCE TYPE


There are several basic types of 3D light arrays; the types outlined here are the most common
ones and are only a sampling of all the possible setup combinations. They vary in accordance
to their application and intended effect. As an applied 3D lighting technique, the 3D light
instance type is the most versatile and flexible of all light setups. 


DUAL ARRAYS


The dual light array is Generally composed of two lights, one of which is non-shadow cast-
ing. The purpose of the non-shadow casting light is to fill in the shadows of the scene with-
out the need for an actual fill light This is, in a way, a kind of localized ambient light setting
because it makes the visible object’s shadow lighter. It is important that the second light in
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this kind of setup be nonshadow casting because it would function as another light only if it
is not a non-shadow casting light. See Figure 6.31.
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Dual 3D array.FIGURE
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COMPLEX LIGHT ARRAYS


A complex light array is generally a group of lights that behave and function collectively as a
single light. It has a single central light that gives the primary character to the light array, with
several peripheral lights around it that contribute to the color and feeling of the main central
light. Three-dimensional light arrays can be arranged in several ways: diamond, pyramid,
dome, ring, box, tubular, and combination. See Figure 6.32.


Diamond
A diamond-shaped 3D light array is composed of seven lights. There is a main central light
with six peripheral lights. The main central light generally has the highest intensity of all the
lights; it gives the 3D light array its dominant color. The six peripheral lights are arranged in
a diamond shape that often is a different color than the main light. The peripheral lights can
be either shadow casting or non-shadow casting (Figure 6.33).


Pyramid
This type of 3D light array is composed of six lights arranged in pyramidal form. The main
central light is in the center axis of the pyramid, above the base. Four lights compose the


P-06 3470  3/13/01  12:02 AM  Page 163







3D LIGHTING164


3D light array.FIGURE
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3D diamond array.FIGURE
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base, and a single light forms the apex. The pyramid could also be inverted so the brighter
main central light is lower and the base array of light is above (Figure 6.34).


Dome
A dome is commonly composed of 8 to 16 lights arranged in a hemispherical shape. This is
really a variation on the pyramid 3D light array. The 3D dome array can also be inverted
causing it to behave just like the inverted pyramid light array (Figure 6.35).


Ring
A ring is generally composed of 12 to 16 lights arranged in a circular shape around a central
main light. The ring arrangement can be horizontal, vertical, or even oblique. Each half of
the ring can even have its own color (Figure 6.36).


Box
A box 3D light array is composed of five lights arranged in a lattice. The main central light
with the highest intensity is centered on the cube/lattice of four peripheral lights occupying
the corners of the 3D box light array (Figure 6.37).
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3D dome array.FIGURE
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3D ring array.FIGURE
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Tubular
The tubular type of 3D light array can be composed of lights as few as 9 and as many as 25
or more. The main central light or lights are situated on the invisible central axis of the light
cylinder, with the peripherals on the sides arranged in a ring (Figure 6.38).


Combination 
The combination 3D light array is a composite of all possible 3D light arrays. It can be a ring
array, with each outer ring having its own peripheral light, or a blending of the box array with
the diamond array. This type is mostly used to solve complex lighting situations (Figure
6.39).


Three-dimensional light arrays do not always need to have a central main light. A
combination array can only be composed of peripheral lights arranged in form or shape. The
purpose of the main central light is to be the central hot core of direct illumination that dom-
inates the scene; the peripherals serve as an edge illumination colorant. It is there to give a
subtle coloration to the direct illumination without the use of fill lights. The use of periph-
eral lights does not mean fill lights are no longer necessary. They still are very much necessary,
especially for light modeling and form. The peripheral lights are there only to give the direct
illumination some edge coloration, a kind of “wrap-around illumination.” 


The array’s peripheral lights need not be in the same color or intensity, although setting
all the peripherals to one intensity makes it easier to predict the illumination and shadowing
behavior of the 3D light array. The important thing to remember is that the use of several
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3D tube array.FIGURE
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3D combination array.FIGURE
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lights as one enhances the subject through its subtle coloration and intensity changes across
its surface, especially in the areas around the highlights and middle tones.


The tutorials in this chapter demonstrate single isolated lights, but the majority of CG
light setups use 3D light arrays when necessary.


MAIN/KEY LIGHT


The most dominant and obvious light source in a given scene is called the main light, or key
light. These two terms are interchangeable, although the latter is used in professional settings.
A main or key light is also called a principal light. The important thing to recognize is the
presence of a dominant light in a scene. This is very important because light is a very active
phenomenon. It does not readily stop when it is dissipated into an environment. It keeps
going until everything is bathed and it becomes weak enough to be absorbed. 


Because of our visual processing, it is not easy to be attuned to the way the light behaves
on a scene, however, key lights do have a color cast, direction, and quality. 


DOMINANT LIGHT TYPES


SUNLIGHT


Sunlight is the natural light that comes from the sun. It is the direct illumination that comes
from the nearest star and is the most obvious and primitive light we experience. The sun con-
trols the seasons, the weather, the availability of food, the active and inactive cycles of most
living things, and even mood. The sun was even worshipped as a god by ancient civilizations.


In the modern world, sunlight is mostly experienced through outdoor activities. How-
ever, the quality of sunlight does change from season to season and from day to day. As the
sun rises, it scatters blue spectra in the atmosphere and lets the reds and yellows pass through.
Sometimes it is a pale tangerine light that breaks on the horizon and slowly becomes a bright
yellow as the sun moves higher. Ultimately it merges into the yellowish-white light we expe-
rience as sunlight. Why is this important to know? It is good to be aware of this concept be-
cause it helps train one’s eyes and one’s mind to be aware of how sunlight behaves across the
sky as the day progresses as well as how it changes and influences the objects that we see. 


NOTE: Plan a day to observe the breaking of dawn outdoors. Notice how the atmosphere behaves and how
the colors change as the sun comes up. Observe the color of the shadows created by the morning
light. Observe how the first rays of the sun change the look of the environment. Finally, observe the
presence of the sun and how it streaks across the scene. 


In photography, the best times to take pictures are in the morning, between 7:00 A.M.
and 10:00 A.M. or late in the day, around 3:30 P.M. to 5:00 P.M. These are recommended
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hours for photography because the angle of the sun at these times emphasizes an objects’
form and texture, which in turn creates an illusion of depth. The color balance of daylight
film (5,000K–6,000K) is tailored for the morning hours, because at that time the sunlight
passes through the atmosphere without much filtration and separation, the light is pure. Al-
though some photo shoots are still done in the morning, when the atmosphere is relatively
calm, today’s technology and judicious use of filters, make the time of day is less critical. (It
should be noted that shooting during midday hours is very difficult due to the temperatures
and the effect they can have on the scene.)


SUNLIGHT TUTORIAL


We are all familiar with sunlight, especially its light quality. However, most CG scenes that
suggest sunlight generally use a warm palette to indicate the most common “warmth” qual-
ity of sunlight. Although it is easy to use distant lighting to simulate sunlight, this is not al-
ways the best solution. Instead, it may be necessary to use 3D light arrays to create a real “wall
of light” in the same way built-in distant light do.


trueSpace 4.3 


In tS, the most obvious way to simulate sunlight is through the use of the infinite light. Although
it behaves like sunlight, infinite light is much too directional, uniform, and contrasty to provide a
pleasing rendition. It seems that the most important properties of a CG light that would best sim-
ulate sunlight are its direction, its intensity, and its color temperature. The quality that most peo-
ple miss is the way it renders the terminator, the area between the highlight and the shadow, as well
as the way it renders the transition between the specular highlight into the middle gray. Since it is
highly directional, infinite light uniformly illuminates the objects in the scene, creating a very flat
and uninteresting rendition.


Load sunlight.scn. This scene has two objects, the woman’s bust object and the
wall/ground object. It has two cameras and a single angled infinite light (Figure 6.40).


Render the scene by clicking the Render Scene icon on the Camera View. Notice how the
Infinite Light tends to flatten everything, especially the bust. It also seems to blend into the
background wall, but it lacks form, volume, and definition (Figure 6.41).


Add a point-source local light. 


Set this light with attenuation (squared falloff with distance) and Toggle Shadow Casting
and set Shadow Type to Ray. 


Close the Shadows Panel and move the light to the same position as the Infinite Light. 


Change to the Top View and zoom in to make it easier to align the Local Light with the In-
finite Light. Also switch to the Left View to align the light’s height. 
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Sunlight.scn scene.FIGURE


6.40


Infinite light’s effect on the scene.FIGURE
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Position the Local Light on the tip of the arrow of the Infinite Light at: 


X = 4.321
Y = –8.179
Z = 13.463


Set the Intensity of the Local Light to 2.0 and leave the light’s color to the default white
(R:255, G: 255, B: 255). See Figure 6.42.


On the Top View, do the following:


Click Infinite Light, then delete it by pressing the Delete key on the keyboard. 


Render the scene by clicking Render Scene on the Camera View (Figure 6.43).


There is a separation between the background wall and the bust, and the highlight and mid-
dle tone areas are better. The tones across the chest area are now gradational, but the rendi-
tion is still a bit harsh and cold.


Now select the 3D-tSx plug-ins icon and click the 3DLAG plug-in. Select the ring light
array and enter the following parameters:


Number in Ring: 8
Radius: .75
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Position of the new Local Light over the Infinite Light.FIGURE
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Main Light:
Intensity: 1.0
Color: White (R: 255, G: 255, B: 255)


Make sure you click the Color button to actually change the color; this plug-in defaults to
black, but the color indicator shows white.


Secondary Light:


Intensity: .14
Color: White (R: 255, G: 255, B: 255)


Click Create. This plug-in has created a single central main light that is surrounded by eight
lights arranged in a ring. 


Now move the ring light array over to the position of the existing Local Light by left-click-
ing Object Move and going to the Top View. Click inside the Top View’s work space and
move the ring light array. 


Go to the Left View and vertically displace the ring light array by right-clicking the main
desktop in the Object Move mode and moving your mouse forward until the ring light
array matches the vertical position of the Local Light. Alternatively, you can also click the
Left View and, using the left mouse button, click once inside the left view’s empty work-
space, holding the button down and moving the mouse forward until it aligns with the
Local Light. 


Now you have to angle the ring light array toward the bust. 


On the Left View, click Object Rotate and orient the ring light by right-clicking and hold-


Rendered image showing the effect of the Local Light. FIGURE
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ing while you slide the mouse sideways to the right until the central light’s vertical line aligns
in the direction of the bust, counterclockwise. 


Go to the Top View and rotate the 3D ring light array counter-clockwise until the longest
vertical line of the ring light array is pointed at the bust (Figure 6.44)


Change the main desktop’s view to Perspective View.


Render the Camera View. Notice that the shadow areas under the eyebrows have now
opened up and the neck is visible. The separation between the wall and the bust is better
since it is outlined by a clear tonal difference between the two. However, the shadow for-
mation on the wall is objectionable because it exhibits “ringing” and “banding.” See Figure
6.45. 


Change the Shadowmap Sharpness of each light to Low and set the Shadow Quality to
High. Changing the Shadowmap Size to 2000 can also help alleviate this problem. Be
warned that increasing the shadow map size could lead to increased memory use, so be care-
ful when changing this parameter if you do not have enough available RAM. 


You have to go down the hierarchy of the 3D ring light array to perform these changes, and
the easiest way to do this is to go down the first hierarchy level, which deselects and tem-
porarily “unglues” the central main light and one of the secondary peripheral lights. When
you click the secondary peripheral light, the Lights panel opens. Right-click the Toggle
Shadow casting icon to open the Shadows panel and change the parameters. 
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Ring light rotation on the left view.FIGURE


6.44


P-06 3470  3/13/01  12:03 AM  Page 174







CHAPTER 6 BASIC LIGHTING TECHNIQUES


Once you are done, close the Shadows and the Lights panel and click the next secondary
peripheral light on the left. This deselects the last peripheral light and the main central
light. 


Now go down in hierarchy again to “unglue” the left secondary light, and left-click it. This
opens the Lights panel. Proceed to right-click the Toggle Shadow casting icon and open
the Shadows panel again to enter the same parameters as before.


Alternatively, you can leave the Lights and Shadow panels after you have changed the pa-
rameters and just click the next secondary light going counterclockwise. If you collapse the
hierarchy, make the parameter changes, and then click the next secondary light, the Lights
and Shadow panels close and the previously unselected but still glued lights are selected.
Perform this sequence until all the secondary lights’ parameters have been changed. This
process is actually harder to read about than it is to do. 


Now render the scene.


Increasing the Shadowmap Size does increase the time it takes for tS to set up before actu-
ally rendering; however, its impact on the actual time of rendering is negligible. It does
lower the contrast of the shadows, making them lighter. It also affects the middle tones, de-
creasing the overall contrast of the scene (Figure 6.46).


The ideal solution in simulating sunlight is to make the shadows lighter and sharper with-
out making the scene too harsh. The shadows should be a bit lighter because, even in the ab-
sence of the skylight contribution, sunlight wraps around objects and illuminates their dark
sides. It is only the sides that are directly opposite the sun’s direction that are really dark. In
addition, the middle tones and the highlights need to have some contrast to suggest the
proper light quality. 
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Effects of the ring light array.FIGURE
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Now go down the hierarchy of the ring light again and select the main central light. 


Right-click the Toggle Shadow casting icon and set the Shadow Type to Ray. Render the
scene on the Camera View. See Figure 6.47.


Note the sharp shadow boundaries on the wall and the lightness of the shadows. Also ob-
serve the preservation of the inherent contrast on the textures and on the separation between
the middle tones and the highlights. Notice the really dark side of the face as well as the sides
of the bust, while the exposed areas of the neck are lighter in tone that gradually darkens as
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Effects of the modified shadow map size on the rendering.FIGURE
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Difference in the render quality with the main central light raytraced.FIGURE
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it fades back and blends upward. There is also a slight hint of specularity on the lower area
above the clavicle. The nose is well defined through tonal differences. The ray traced direct
illumination provides the direction of the light through its effect on the shadow formation
and the specular highlight direction, while the shadow-mapped secondary lights illuminate
the dark areas and open them up. You can really see the advantage of both types of shadows
working together to create convincing lighting. 


There are some areas that you could still tweak to improve the image. The shadow the wall
could be made darker by decreasing the intensity of the secondary peripheral lights slightly
and this image would be much better if the overall scene had a hint of white-yellow, espe-
cially the middle tones and part of the highlight. 


Go down the hierarchy of the 3D ring array and click the main central light. Change the
hue of the main central light to a slight yellow:


Hue: 42
Saturation: 0.086
Intensity: 1.0


Notice that the intensity was also changed slightly to compensate for the perceptual change
in contrast due to the introduction of color which helps reduce the perception of contrast. 


Change the color of all the secondary peripheral lights to:


Hue: 51.6
Saturation: 0.141
Intensity: 0.14


Or, an easier way to do this is to create a new 3D ring light array and reposition it over the
existing one with the following parameters:


Number in Ring: 8.0
Radius: 1.0


Main Light:


Intensity: 1.25


Color: Slightly yellowish white (R: 255, G: 255, B: 249)


(Hue: 39, Sat: 240, Lum: 237) 


Secondary Light:


Intensity: 0.15
Color: yellowish (R: 255, G: 254, B: 234)
(Hue: 37, Sat: 240, Lum: 230)


Do not forget to delete the existing ring light array. Also remember to set the Shadowmap
Size of all the secondary lights to 2000, the Shadowmap Sharpness to Low, and the
Shadow Quality to High. 
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Position it over the existing light array and orient it correctly in both the Top and Left
Views. 


Render the Camera View. Observe the subtle separation of tone on the sharp shadow
where the inner areas are darker than the peripheral area. The ray-traced main light gives the
sharp outline; the inner tonality is controlled by the shadow mapping of the peripheral sec-
ondary lights. Note that the bust seems to detach from the background wall, with its edges
clearly delineated. Look at the base of the bust; there are subtle hints of light reflection, even
though there is no radiosity involved. The upper surfaces of the base are illuminated with
light, as are the upper eyelids. The right exposed ear of the bust is also bathed in light, as are
the lips and the nose section. This is clearly a rendition superior to an infinite light or a
monochromatic 3D ring light array (Figure 6.48).
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trueSpace rendering.FIGURE


6.48


Experiment with the various 3D light array types and always position them in the same place to
have a consistency in direction and distance to the subject. This way, the only difference you really
see is the effect of each type of 3D light array and its parameters. This tutorial could have been done
with a pyramid or even a dome 3D light array, but it would have taken longer to set up and render. 


Finally, this tS tutorial shows the power of shadow-mapped lights in combination 
with ray-traced lights. Most think of these two types of lights as “this or that” situations without
fully exploiting the power of each to make a more convincing scene. I hope that this tutorial proves
that these two light types are mutually inclusive of each other. Although not all 3D programs are
capable of shadow-mapped, point-source lights; it is a very nice capability to have, especially when
applied in 3D light array setups. Without shadow-mapped, point-source lights, this tutorial would
not be convincing, and it would be necessary to simulate the skylight contribution to improve the
image. 
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LightWave 5.6 or higher


Simulating sunlight with LW is quite simple to do because you can easily set up parented lights and
simulate both the harsh, direct illumination of the sunlight and the skylight contribution. How-
ever, for this tutorial, only the sunlight key is demonstrated as it moves across the sky. Although the
effect of light changes in accordance with sunlight and sky interactions naturally, it is easier to
demonstrate the light quality by focusing on the direct sunlight first, showing the effect of the dif-
ferent CG lights in LW 5.6. 


Load Sunlight.lws into LW. Notice that the Ambient Intensity has been set to zero (0) be-
cause we want to illuminate the objects in the scene with the lights that we place and not be
influenced by a constant ambient light. This setup really forces you to see the effect of each
light that you place on the scene. Also, the Darktree shader Stone White_Marble.dst has
been modified from the default way it loads into LW. The Luminosity channel Brightness
Slider has been set to 0, and the Reflectivity channel Brightness Slider has been set to 4.
These settings increase the contrast of the object that has this shader, making their shadow
areas dark and their reflectivity closer to that of real-world materials. The Reflectivity at 55
is too high, which makes it look like metal instead of polished stone. 


In this scene we have the ground object with a wall and a sand pit in the front with the
woman’s bust. This scene also has a huge sky-dome object. You could remove it and use
Skytracer instead. However, unlike Skytracer, its blue color gets reflected into the objects
in the scene. It also has one directional white Distant Light and a Camera. Skytracer is not
reflected on the objects in LW. See Figure 6.49.
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Distant light effect on the scene.FIGURE
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Notice the directional quality of the Distant Light, how it outlines the shape of the bust, es-
pecially with the dark shadows. It is convincing for most, but it is not very natural. This is
the kind of lighting you get when you use the built-in Distant Light in LW.


Click the Lights panel.


Change the Light Type to Point Light and close the panel. 


Go to Render and look at the difference in the output. The replacement of the distant light
with a point-source light did not change the quality of light much — only the tonal rela-
tionship in the scene. The point source renders the scene lighter, with almost a stop differ-
ence. See Figure 6.50.


Click the current light and change the Light Intensity setting to 60% and click Close.
The original light must be reduced because new lights will be created in the scene.


Go to the Front (XY) View. 


Click Objects and then click Edit-Objects. Click Add Null Object and select Mouse-Size
to resize the Null Object, making it large. Close the panel. The Null Object at its default
size is hard to select, especially in this scene. The reason for cloning the original point light
is for it to serve as a reference for distance and position. The cloned light will be parented to
the null object, and if the original point light is parented, its position will shift relative to the
Null Object. By cloning, it avoids changing the position of the original light. 


NOTE It is very helpful to study the light position and direction using a point-source light or a distant
light in a scene so it renders quickly, even if you intend to use another light type or modify existing
light as the final light source in the scene. This is especially helpful if you intend to use 3D light ar-
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The effect of changing the light to a point source.FIGURE
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rays. Cloning the original light and parenting the cloned light or lights to a null object helps in
repositioning the final and even rotational movement of the light or lights.


Move and position the cloned light over the center of the Null Object.


Switch to the Side (ZY) View and Top (XZ) View to align it. Click Edit-Objects to switch
to the Null Object to check its position since it is a bit hard to see with the ground object
visible. Also zoom in to refine the alignment of the cloned light with the null object. 


Go to Target and parent the light to the Null Object. What you have created is the main
central light of the 3D light array. 


Clone the main central light. 


Change the Light Intensity to 12% of the cloned light by clicking the Lights panel. Posi-
tion this new cloned light to one of the radial arms of the Null Object. Proceed to make
seven more light clones (to make the total number of lights nine: one main central light
and eight secondary peripheral lights) and position these lights to form a ring around the
original light. Forming a cross and then adding the rest of the lights in between the quad-
rants will make it easier to create the 3D ring light array. 


Select the Null Object and rotate it so that the whole light ring array is angled toward the
bust. This changes the area influence of the ring light’s “wall of illumination.” Leaving it ori-
ented as it is would result in it functioning as an overhead light instead of an angled, direc-
tional light. See Figure 6.51.


Once you have positioned the 3D ring light array over the original light, delete the original
light by clicking the Clear Light since it is there only for reference.
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The ring light’s effect on the scene.FIGURE
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Render the scene. Notice how it is much more natural compared with the single instance of
either the distant or point-source lighting. However, the all-white light coloration is a bit ar-
tificial and uninteresting. There are very few totally white light sources in nature, and mak-
ing all your lights pure white makes your scene look synthetic. Giving the light a slight hue
helps it appear more convincing. 


Now change all the cloned secondary lights’ colors to:


R: 255
G: 253
B: 243


The last step makes the secondary peripheral lights a warm hue while the main central light
remains white. This effect creates white highlights, but it makes the diffuse component of
objects have a warm coloration (Figure 6.52).
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Warm ring light array effect.FIGURE
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The use of the 3D light array in this instance changed the way the materials of the object, es-
pecially the diffuse areas (middle tones), render without changing the quality of the direc-
tionally harsh light. You can experiment with the 3D ring light array by changing the size of
the Null Object. By resizing it, you spread out or shrink the secondary peripheral lights as
the null object is resized, changing the area of influence as well as the shadow boundaries.
Experiment with the size of the 3D ring light and observe its effect on the scene. Notice that
as you increase the size of the Null Object, the lighted side of the bust on the right opens up
with more illumination and the right eyebrow areas are illuminated more. These are very
subtle effects, but they work well if you need to change the light quality just a bit. Changing
the size of the Null Object of the 3D ring light array affects the sides facing the light more
than the shadowed side unless the distance between the light array and the object is short. 
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The great thing about LW is that, when the ray-traced lights are close together, they inte-
grate well into the shading of the middle tone and highlight areas of the scene. Although the
shadows are still separated, it is a vast improvement over single light instances without the
burden of area or linear lights. It is too bad that LW does not support shadow maps on its
point-source lights; that would have been a great way to do lighting effects. 


However, you can use a single spotlight instance with very wide Spotlight Cone Angle and
Spot Soft Edge Angle. What this would do is to use the spotlight to function as a kind of
pseudo-point-source light. Alternatively, you can also use a ring of spotlights that point out-
ward, with large cone angles and a single central light with a Spotlight Cone Angle of 180
degrees.


Load the Sunlight with Point light.lws scene. 


Click the Lights panel.


Change the Light Type to Spotlight. Set the following parameters:


Spotlight Cone Angle: 180.0 degrees
Spot Soft Edge Angle: 60.0 degrees.


Close the Lights panel and Render the scene. See Figure 6.53.


Notice that the middle tones became very dark and the shadow boundaries have been lost
and are replaced with extreme chiaroscuro. Shadow mapping after all is nothing but a
bitmap shadow projection. Increasing the light’s intensity to 150% alleviates the darkening
problem but does not fully solve it. The solution is to make the shadows open without los-
ing the sense of light direction and dominance.
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Spotlight functioning as a point source.FIGURE


6.53


P-06 3470  3/13/01  12:03 AM  Page 183







Go back to the Lights panel.


Set the Shadow Fuzziness to 5.0. Setting the Shadow Fuzziness above 1.0 makes softer the
shadow boundaries created by shadow maps. 


Set the Shadow Map Size to 1024.


Set the Light Intensity to 75%. 


Click the Clone Light to make a copy. 


Set the Light Type of this new light to Point Light. This setting automatically gives this
light a Shadow Type of Ray Trace, to which it defaults. 


Set the color of the Ray Trace Point Light to:


R: 251
G: 252
B: 244


Set the color of the shadow-mapped Spotlight to:


R: 249
G: 251
B: 217


Close the Lights panel and do another rendering. Now we have a highly directional light with
sharp shadows, which is handled by the ray-traced light. Furthermore, the dark, exposed sur-
faces have lighter shadows by using a soft shadow-map setting. The combination of the two cre-
ates a very persuasive rendering. See Figure 6.54.
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Effect of the shadow mapped spotlight with the raytraced point source light.FIGURE
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3D Studio MAX 3.1


Sunlight simulation in MAX can be achieved in several ways. Most people just use the Tar-
get Directional Light or the Directional Light to simulate sunlight in MAX. They do succeed
in creating a wall of light that hits the objects in the scene; however, they are much harsher
in their rendition. Sunlight for the most part is composed of both a sharp and a soft illumi-
nation as it arcs across the sky and changes with the atmospheric conditions. Although sun-
light can be modeled as a single, highly directional light, that kind of light occurs only when
the sun is directly above.


Load the sunlight.max scene. This scene has the woman’s bust standing against a wall on a
background (a sand pit) with a single target directional light and two cameras. The bust ob-
ject as well as the back wall both have the Stone: MarbleWhite Darktree texture.


Render this scene. Note the flat rendition brought by the use of directional light. The shad-
ows are sharp and penetrating, with solid black shaded areas. This makes the scene a 2D in-
terplay of forms instead of a 3D scene with volume. The ideal solution is to retain the highly
directional sharpness of the directional light and couple it with soft and open shadow ren-
dering (Figure 6.55). This surely can be done using dual light arrays with a single light and
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Max Directional light.FIGURE
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a nonshadow-casting companion; however, there is a more subtle way of simulating sunlight
in MAX.


Load sunlight with Omni light.max.


Click the Helpers panel and create a Dummy object.


On the Top view, then click and drag the mouse on the center of the existing light so the
created Dummy object is centered on the Omni Light.


Move and align the Dummy object on the Left and Front Views to adjust its position ver-
tically. 


Select the Omni Light and reduce its Multiplier to 0.60.


On Shadow Parameters-Object Shadows, turn on the shadows and change them to Ray
Traced Shadows.


Select the Main Toolbar.


Select and Link the Dummy object with the existing Omni01 light by selecting the Omni
Light first and then left-clicking, holding, and dragging to link it with the Dummy object.
See Figure 6.56.


Select and Clone the central light. Use the Object-Copy parameter.
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The Dummy object placement.FIGURE
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Click Modify and reduce the Multiplier of this light to .09.


On Shadow Parameters-Object Shadows, turn on the shadows and make them Shadow
Map.


Make an initial 4 copies of the Omni Light and rename them Sec1-4, the way you did with
the diamond light array. See Figure 6.57.


Make an additional 4 copies and position these along the empty quadrants around the first
four lights. Rename these lights Sec5-8 (Figure 6.58). 


Select each of the secondary lights and change their Attenuation Parameters- Decay to In-
verse Square. Click Show.


On the Left View, select the Dummy object.


Right-click and change the parameter to Rotate.


Rotate the Dummy object and make its bottom point toward the bust as in Figure 6.59.


Rotate the Dummy object on the Top View and point it toward the bust as in Figure 6.60.


Render the scene. Note the open shadow on the shaded side of the neck, the light shadows
on the column, and the subtle value lightness on the back wall shadow. Notice that the hair
on the left side of the bust is illuminated, as are the areas around the eyes and the upper lips.
The light quality is still suggestive of harsh sunlight but is now coupled with some subtle
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MAX screen capture showing initial 4 lights.FIGURE
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MAX screen capture showing subsequent 4 lights to form a ring light array.FIGURE
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Rotate the dummy on the left view.FIGURE
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Rotate the dummy on the top view.FIGURE


6.60


softness from the shadow-mapped lights. This is clearly a superior rendition to using a sin-
gle light to mimic sunlight with minimal rendering time. Changing the ratio of the main
central lights’ multiplier with the eight secondary lights to make them stronger than the
main central ray-traced light, however, can decrease the contrast. This makes the shadow
areas lighter. The use of a warm, central light also contributed to the ambient feeling of this
scene. You can also make the shadow areas lighter by scaling the dummy object larger to
have more separation between each secondary light. See Figures 6.61 and 6.62.


Finally, select all eight secondary lights and make them all non-shadow casting. You can
do this more easily by opening the Light Lister and clicking off the Cast check box. Alter-
natively, you can try to make all the secondary lights warm while making the central light
white. This would give the object’s shaded and middle areas a warm coloration while the di-
rect illumination would have white highlights.
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Rendered MAX image.FIGURE
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MAX ring light with no shadow casting secondary lights.FIGURE
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SKYLIGHT


Skylight is the collective, diffuse light contribution caused by light scattering in the atmos-
phere. The color of the skylight contribution depends on the time of day and the season. The
brightness of the skylight is never constant across the sky. The position and direction of the
sun intensify the skylight contribution in the area of the sky dome opposite the sun. The area
in which the direct sunlight shines in the sky gives the highest skylight contribution, so the
shadows are more open in this quadrant. This means that the shadow areas of the objects di-
rectly illuminated by the sun are lighter than in the other areas (Figure 6.63).


Skylight is really just the contribution of the whole visible atmosphere in a scene. The
whole sky is sometimes called the sky dome. However, in CG, a reference to skylight some-
times also denotes object-to-object light interreflection or radiosity. This means that the
overall light bounce is also accounted for when skylight is mentioned. 


Some 3D programs have another light type called skylight to function as the ambient
light aside from the ambient term in the material properties. This ambient light could be di-
rectional when there is cloud cover or omnidirectional when the sky is overcast. Skylight is
generally modeled in CG as bluish, which, due to Rayleigh scattering (scattering due to air
molecules) and Mie scattering (scattering due to aerosols), is what we see when we look up
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Skylight.FIGURE
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at the sky. Furthermore, skylight is not only due to light scattering and transmission through
the atmosphere; it is also partly due to the albedo effect: the reflection of light from the
ground back to the sky. The color of skylight changes in accordance with the height of the
sun above the horizon, the cloud/atmospheric conditions, the perspective of the viewer, and
the reflection of the ground onto the sky.


The best way to analyze the placement and simulation of skylight is to follow the way the
direct illumination spreads and reflects around a scene, with emphasis on the objects sur-
rounding the subject. Sunlight first hits the atmosphere; some of the light passes through
while the rest is scattered and absorbed. The sunlight that does not get scattered that much be-
comes the directional light that casts shadows on the objects in the scene. The scattered and
transmitted light becomes the skylight; since there is light dispersion, the light’s color shifts to
blue. You have to follow the main directional light first from the sky to the object and to the
ground and back to the objects. You also have to visualize how the light is reflected around the
scene. Take note of the color changes caused by reflecting from colored objects. This requires
essentially creating a “mental radiosity” that follows the light bounce in the scene.


SKYLIGHT TUTORIALS


trueSpace 4.3


Simulating the skylight contribution in tS is relatively easy if you do not use the Infinite Light. As
shown in the preceding sunlight tutorial, Infinite Light tends to darken the values of the scene and
decrease contrast. Although tS 4.3 has a Skylight object, it functions only with radiosity, so we
don’t use it in this tutorial. This tutorial focuses mainly on “seeing” and simulating the light
bounce around the scene as well as simulating the sky dome.


If you did the sunlight tutorial, you know that the best way to simulate sunlight is through the
use of either 3D light arrays or a local light functioning as a distant light. Let’s start with the local
light situation.


Load the Sunlight with Point source.scn. 


Render the Camera View if you have forgotten how the Local Light renders the objects in
the scene. Note that the light is coming from above and to the right with a slightly warm
tone. It creates a dark and sharp shadow on the left. Now let’s create the blue sky. 


Select the Local Light and change its color to: 


Hue: 43.6
Saturation: 0.086
Intensity: 2.0


This makes it a warm light source. 
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Click the 3DLAG plug-in and select the Ring light array. Enter the following parameters:


Number in Ring: 8.0
Radius: 3.0
Main Light:


Intensity: 1.0
Color: White (R: 255, G: 255  B: 255)


Secondary Light:
Intensity: 0.12
Color: Light Blue (R: 192, G: 234, B: 254)
(Hue: 133, Sat: 234, Lum: 210)


Click Create to make the ring light array. 


Collapse the hierarchy and delete the central main light, leaving a ring of light only. Make
sure you Zoom out of either the Top View or the Left View to see the whole ring light
array, since moving down the hierarchy also unglues one of the peripheral secondary lights. 


Select each secondary light in the ring light array and set it to non-shadow casting mode.
This is to avoid lowering the value of the scene, because introducing more shadow-mapped
lights decreases contrast. 


Go to the Left View and zoom out. Position the ring light array at:


X = 0.000
Y = 0.795
Z = 10.187


This is a bit lower in height than the existing local light but the purpose of this ring light is
to bathe the subject in bluish light. Render the Camera View. See Figure 6.64.


Look at the left side of the bust, particularly the terminator area; it is now bathed in blue
light. Also look at the shaded area by the neck; it too is bluish. The addition of the non-
shadow casting ring light made the shadowed middle tones take on blue coloration without
affecting the highlights, especially the specular highlights.


Now tracing the light reflection around this scene suggests that the wall behind the bust re-
flects light back on the bust. 


Add a non-shadow casting Local Light with attenuation (Squared Falloff with Distance). 


Set the color of this light to slightly yellow at: 


Hue: 17.5
Saturation: 0.094
Intensity: 0.45
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On the Top View, position it behind the bust on the right side, beyond the wall’s surface. 


On the Left View, lower this non-shadow casting blue light to the level of the neck. The
final coordinates of the light are:


X = –1.035
Y = 1.874
Z = 3.111


Render the Camera View. You can see in Figure 6.65 that the left side of the bust now has
lightened up and has the suggestion of the wall behind it. The change also gave the head
more definition and form. The position of this light behind the wall surface helps avoid the
creation of hot spots on the surface of the wall. Since it is nonshadow casting, it can still in-
fluence the objects beyond the wall, thereby illuminating the left side of the bust and simu-
lating radiosity. But we are not done yet. If you have walked on a red carpet that is
illuminated by the sun, you probably have noticed that the carpet’s red color is reflected
above, into its surroundings. In this scene, the sand on the ground needs to be simulated as
well to complete the fake radiosity lighting. 


Click the Add Local Light icon and set this light to have attenuation. Set its parameters to:


Hue: 32.6
Saturation: 0.901
Intensity: 0.11


On the Top View, position this light slightly in front of the bust and below the ground ob-
ject at:
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The effect of the making the point source warm and introducing a non-shadow casting blue
ring light array.


FIGURE
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Position of the new fake radiosity light.FIGURE


6.65


Position of the additional ground fake radiosity light.FIGURE


6.66
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X = 0.000
Y = –0.333
Z = –0.058


The position of this light is just enough ahead of the bust to be able to illuminate its under-
side as well as low enough not to overcome the other lights playing on the surface of the bust
(Figure 6.66). Its intensity as well as its attenuation play a large role in this light’s contribu-
tion to the scene.


Click the Camera View and render the scene. Take note of the existence of the new red-
dish warm coloration under the eyebrows and under the chin as well as in the breast area.
Also note the subtle shift of the red tone on the lower section of the wall. This is the final
setup for the point-source scene. You can see that the principle of following the light bounce
works very well (Figure 6.67).


Final render of the scene.FIGURE


6.67


The next tutorial applies the same principles to a scene in which the main dominant light is
composed of a 3D ring light array. This tutorial is not as detailed as the point-source tutorial, and
discusses only pertinent information as it directly relates to the use of the 3D ring light array.


Load Sunlight with Ring light.scn. 


Select the 3D ring light array and collapse the hierarchy. Select the main central light and
change the Shadow Type to Ray. Also change its color to:


Hue: 44.1
Saturation: 0.207
Intensity: 1.0
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This change is necessary to make the main key light warmer than before because the skylight
will be simulated with a ring light array as well. Since this main light is already competing
with its own peripheral secondary lights, it has to have more intensity compared with its
state as the sole illuminant. Move up the hierarchy again to glue the ring back together.
Render the Camera View again if you have forgotten how the 3D ring light array affects the
scene. See Figure 6.68.
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Position of the skylight ring array.FIGURE


6.68


As with the preceding point-source tutorial, we need to simulate the skylight contribution
using an array of blue lights above. Click the 3DLAG plug-in and select the Ring light
array. Enter the following parameters:


Number in Ring: 8.0
Radius: 3.0
Main Light:


Intensity: 1.0
Color: White (R: 255, G: 255 B: 255)
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Secondary Light:
Intensity: 0.12
Color: Light Blue (R: 192, G: 234, B: 254)
(Hue: 133, Sat: 234, Lum: 210)


And click Create to make the ring light array. 


Collapse the hierarchy and delete the central main light, leaving a ring of light only. Make
sure you zoom out of either the Top View or the Left View to see the whole ring light array,
since moving down the hierarchy also unglues one of the peripheral secondary lights. 


Select each secondary light in the ring light array and set it to non-shadow casting mode.
This avoids the lowering of the value of the scene because introducing more shadow-
mapped lights decreases contrast.


Go to the Left View and zoom out. Position the ring light array (as in Figure 6.69) at:


X = 0.000
Y = 0.737
Z = 12.438


This is about the same height as the existing 3D ring light array. It needs to be higher be-
cause the scene is already receiving a wall of light from the main key ring light array, and in-
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Ring light array settings.FIGURE
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troducing another ring array would wash out the middle tones as well as the highlights
(Zones VII–IX). Try to position the skylight ring array at the same height as in the Skylight
point-source tutorial and render the scene. You will find that the top surface of the head of
the bust blends in with the back wall. 


Now we need to simulate the sunlight’s reflection from the wall into the bust. 


Add a non-shadow casting Local Light with attenuation (Squared Falloff with Distance).
Set the color of this light to slightly yellow at: 


Hue: 17.5
Saturation: 0.094
Intensity: 0.45


On the Top View, position it behind the bust on the right side, beyond the wall’s surface. 


On the Left View, lower this non-shadow casting blue light to the level of the neck. The
final coordinates of the light are:


X = -1.035
Y = 1.874
Z = 3.111


Again, the position of this light behind the wall surface is to avoid the creation of hot spots
on the surface while still lending visible illumination to objects in the scene. Render the
scene on the Camera View. Note the slight reddish cast on the left side of the bust as well
as on the column and on the bust’s side (Figure 6.70). This additional non-shadow casting
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Effects of the non-shadow casting wall light.FIGURE
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light makes a lot of difference in the way the scene is perceived. It not only opens the shadow
area by the neck; it also functions as a complementary color to the skylight bluish cast.


Finally, we must also simulate the ground’s brownish red cast reflection. 


Click the Add Local Light icon and set this light to have attenuation. Set its parameters to:


Hue: 32.6
Saturation: 0.901
Intensity: 0.11


On the Top View, position this light slightly in front of the bust and below the ground ob-
ject at:


X = 0.000
Y = –0.333
Z = –0.058


Again, the position of this light is just in front of the bust to illuminate its underside as well
as have a low intensity that is enough to not overcome the other lights playing on the surface
of the bust as shown in Figure 6.71. 
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Final rendering.FIGURE


6.71


These two tutorials demonstrated the “follow the light bounce” principle in simulating
light transfer with traditional tS 4.3 tools. Notice that the only light type that was extensively
used is the Local Light. Most people would use only local omnidirectional light when simu-
lating light bulbs and candles; however, these lights function better as pools of illumination
rather than regional, spherical illumination when set as a group. 
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Finally, there are many ways of simulating sunlight in tS; the technique shown here is
only one of many. The most important thing to remember in cases like this is the “why”
rather than the “how.”


LightWave 5.6 or higher


In the Sunlight tutorial, the different light types were used to demonstrate their effects on the scene.
The use of each light type is always situational—more so with sunlight, which is probably one of
the hardest light sources to simulate effectively in CG. Most people think of it as a simple place-
ment of a high-intensity directional light in the scene, but in practice that does not always work,
nor is it convincing enough. However, the introduction of the skylight component in the scene
makes it possible to use a wider range of light types since you are no longer forced to deal with the
way a particular light type delineates a scene. This is because it is now possible to use any light type
and let its effect be modified by another light. 


Load Sunlight.lws. This scene, as you’ll recall, has a distant light that is serving as the main
dominant light in the scene. Recall that this light produced a very harsh, contrasty lighting
in the bust scene of the Sunlight tutorial. New lights in the scene would control the distant
light’s effect, unlike in the Sunlight tutorial where it is alone in defining the objects in the
scene.


Click the Lights panel:


Increase the Light Intensity to 120%. 
Change its color to a slight yellow: 


R: 252 G: 254 B: 238 or


Hue: 47, Saturation: 16, Value: 254


This change is necessary because new lights would be added into the scene and they would
increase the value as well as the contrast. By making the light intensity higher for the main
key light, you assure that it will dominate the scene instead of the new lights. The change in
color is also necessary because leaving it white would make it inconspicuous with the new
lights due to its color neutrality. 


Click Add Light: 


Set the Light Intensity to 12.0%.


Change its Light Type to Point Light.


Set this light to have Intensity Falloff with a Maximum Range of 50 meters.


Turn Off the Shadow Type and close the panel.


Rename this light Skylit1.
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Change the Light Color of this light to:


R: 192 G: 223 B: 252


Change to the Top (XZ) View.


Position this light at:


X = 7.177 cm
Y = 9.686 m
Z = –5.7151 m


Notice that the x-axis is in centimeters, while the rest are in meters (Figure 6.72).
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LightWave settings.FIGURE


6.72


Make 4 copies of this light using the Clone Light. Arrange them in a half-ring formation.
What really matters here is the formation of the light arc above the subject. The placement
is arbitrary. The idea is to create a ring of illumination that has attenuation with limited
range. The number of cloned lights above can be increased, but their intensity must be
changed to compensate. Rename the subsequent lights Skylit2, Skylit3, Skylit4, and
Skylit5.
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The positions used by these lights in the scene are:


Skylit2:


X = –3.6932 m
Y = 9.705 m
Z = –3.7551 m


Skylit3:


X = 3.4518 m
Y = 9.67 m
Z = –3.7351 m


Skylit4:


X = 5.0118 m
Y = 9.575 m
Z = –84.0136 cm


Skylit5:


X = –5.0882 m
Y = 9.575 m
Z = –87.0136 cm


Render the scene using these settings as shown in Figure 6.73. Observe the effects of the
five skylights together with the Distant Light.


Switch to the Top (XY) View. 


Click the Lights panel and Add Light. Rename this light Radlit1.


Change the Light Color to: 


R: 253 G: 250 B: 234 


Click OK.


Set the Light Intensity to 38%.


Change the Light Type to Point Light.


Turn Off the Shadow Type and close the Lights panel.


Press N and enter the following parameters:


X = –45 cm
Y = 99.515 cm
Z = 68.5 cm


Clone Light, rename Radlit2, and position the copy on the opposite side.


X = 45 cm
Y = 99.515 cm
Z = 69 cm
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These two lights placed behind the geometry now mimic the effect of light bouncing off the
back wall. The reason for placing them behind the geometry is to avoid creating a hot spot
on the geometry surface. By making these lights non-shadow casting, they pass through the
walls but still illuminate nearby objects. They are at low enough intensity to just illuminate
the bust’s sides without affecting the rest of the scene. They are placed on each side of the
bust to equalize the illumination on each side. 


Render the scene and look at the effect of the two radiosity lights. Look at the shaded side
of the face as well as the bust’s body. The lights’ primary purpose is to suggest that light is
bouncing off the wall into the bust. If you have several objects aligned in front of the wall,
you will need to add more radiosity lights to illuminate their shaded areas. However, the
light bounce tracing is not complete without a hint of the ground being reflected on the
bust.


Switch to the Top (XZ) View.


Click the Lights panel.


Add Light, rename it Groundradlit1 and set the following parameters:


Change the Light Color to:


R: 192 G: 175 B: 107
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Placement and formation of the 4 point source lights in the half-ring formation.FIGURE
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Set the Light Intensity to 65%.


Change Light Type to Point Light.


Click the Intensity Falloff and set the Maximum Range to 2.5 meters.


Set the Shadow Type to Off and close the panel.


The reason for making this one have attenuation (falloff) is that you want to restrict its influence
beyond the height of the bust so the whole wall will not be tinted with the ground color.


Move and position this light with the following parameters by pressing N:


X = 0 m
Y = –8 cm
Z = –5 mm


Notice the different measurement units used in the Light Position parameter settings in Figure
6.74.


Click the Lights panel again and Clone Light. 


Rename the light Groundradlit2.
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Placement of “groundradlit1” in relation to the bust and ground plane.FIGURE
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Press N and enter the following parameters:


X = 1.66 m
Y = –7.5 cm
Z = –5 mm


Click OK to close.


Open the Lights panel again and Clone Light. Close the panel.


Rename the Light Groundradlit3 and press N. Enter the following parameters:


X = –1.635 m
Y = –7.5 cm
Z = –5 mm


You have positioned three ground-colored, non-shadow casting radiosity lights below the ground
object with limited range and influence. Click OK to close the Light Position panel.


Render the scene. Make sure that the Rendering Mode is Realistic and that the Trace
Shadows, Trace Reflection, and Trace Refraction are checked. Notice that the lower part
of the wall is “warmer” than the top due to the influence of the non-shadow casting ground
radiosity lights. Also take note of the bust’s underside, which is now illuminated by the
warm lights below. This image combines the directional quality of the distant light with the
softness of the skylight light array, together with the radiosity feature of the non-shadow
casting bounced lights (Figure 6.75).
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Overhead light array, wall light bounce lights, and ground lights working together.FIGURE
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The same principle can be applied to a scene with a dominant light that is made up of a light
array with subtle changes. 


Load Skylight with ring light array warm Final.lws.


Render the scene. 


Note the subtle hint of blue on the back wall as well as on the bust. The existence of the warm
ground light and the overlapping shadow boundaries are caused by the ray-traced fake ra-
diosity point lights from the 3D ring light array. The only major changes in this scene are the
removal of some of the skylights and the conversion of the remaining lights to a spotlight that
points downward (Figure 6.76). This was done to narrow the light coverage and to avoid
washing out the back wall, since the existence of the 3D ring light array has already pushed
the tonality of the back wall higher, and adding more lights would wash it out. The Shadow
Type of all the peripheral lights in the 3D ring light array was changed to the following:


Light Type: Spotlight
Spot Cone Angle: 180 degrees
Spot Soft Edge Angle: 10 degrees
Shadow Type: Shadow Map with the following parameters:


Shadow Map Size: 512 
Shadow Fuzziness: 1.0
Shadow Map Angle: 30.0
Use Cone Angle: Off
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Same as 6.75 but with a ring light array setting as a skylight.FIGURE
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Render the scene.


Note the retention of the sharp shadow outline coupled with the soft and open shadow under
the neck and on the bust’s side (Figure 6.77); these effects make this rendering natural and more
persuasive than the overlapping sharp shadows in the previous tutorial. Its lighter shadow tonality
as well as the narrowing of the specular highlight seems to suggest less light intensity due to the
darkening effect caused by the shadow maps. It is a personal preference as to which is a better ren-
dition, although the shadow-mapped 3D ring light array peripheral lights are more suggestive of a
partly cloudy sky. The most important element that was changed is the change of Light Type to a
180-degree Spotlight and the switch of the Shadow Type from Ray Trace to Shadow Map on the
light array. 
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Changed secondary lights of the ring array to spotlights serving as a point source light.FIGURE


6.77


3D Studio MAX 3.1


Simulating skylight in MAX requires that the direct illumination be balanced with the skylight
contribution. Since lights in MAX are cumulative, the placement of the direct illumination cannot
be set without first adding the other lights. The easiest way to establish the level of tonality is to cre-
ate one light and set the Multiplier to a reasonable number, and then render the scene. 


Load the Skylight with Omni light.max scene. This scene is identical to the sunlight with
omni light scene with the exception of the subtle difference in the material properties on the
back wall and the woman’s bust object. The back wall has almost no luminosity, although the
bust has some to create a separation of tones. Having the two objects share identical material
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properties settings results in a flat rendering. Notice that the scene has one omni light on the
right with a 1.45 multiplier and is positioned above the bust. Render the scene and take note
of the tonality.


Go to the Helpers panel and add a Dummy Object.


On the Top view, position the cursor directly over the center of the bust and create a
Dummy Object that is .0447m.


Go to the Lights & Cameras panel and add an Omni Light. Position this light in front of
the bust in the middle of the box’s south side (Figure 6.78).


Position of first Omni light relative to Dummy Object.FIGURE


6.78


Go to the Modify panel and change the light’s name to sec1.


Change the light color to:


R: 247 G: 255 B: 255


On the General Parameter, change the Multiplier to .15.


On the Attenuation Parameters, select Decay-Inverse Square and click Show. Set Start at
0.3048m.


On the Shadow Parameter, click On and select Shadow Map.
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Click Light affects Shadow Color.


With the new light still selected, click the Main Toolbar.


Select and link the sec1 Omni Light with the Dummy Object.


Select Edit-Clone-Copy to create a copy of this light.


Position this light on the opposite side of the box.


Make two more Clone copies and position them as shown, directly on the edge of the back
wall near the bust (Figure 6.79).


Make two more copies of this light and position them in front of the bust on each side to
form a teardrop-shaped light array.


Select the Dummy Object and displace it vertically so that the teardrop light array is
slightly above the top section of the back wall (Figure 6.80).


Render the scene. Make sure to use the Catmull-Rom Anti-Aliasing Filter.


This is the effect of the teardrop light array functioning as a skylight, with its shadow-
mapped lights affecting the shadow color and the middle tones.


Now add a new Omni Light and rename it wallrad1.


Position it on the front and base of the bust’s column.
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Addition of two more lights.FIGURE
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Change its color to:


R: 255 G: 211 B: 149


Set the Multiplier to 0.35.


On the Attenuation Parameter-Decay set it to Inverse Square.


Set the Start to 0.0508m which makes its range just enough to cover the bust’s full height.


Make sure that the Shadow Parameters are set to Off and that the Light Affects Shadow
Color is checked.


Render the scene. Note that the new light functions as a warm-tone reflection from the
ground. This is to simulate the light bounce from the ground. (See Figure 6.81).


Now we need to simulate the light reflection from the back wall into the sides of the bust.


Create a new Omni Light and position it behind the front surface of the back wall. Ver-
tically displace it so that it is at the height of the bust’s face (Figure 6.82).


Clone this light and position it on the opposite side of the bust.


Render the scene again and observe the effects of the new two lights on the bust’s face. This
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Vertical placement of the Dummy Object.FIGURE
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Effect of the teardrop light array functioning as a skylight.FIGURE


6.81


Placement of the Omni light behind the wall serves as the indirect light bounce fake
radiosity lights.


FIGURE


6.82
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rendering is quite convincing, but we still need to make the upper surfaces of the back wall
have more illumination and maybe a bit of blue (Figure 6.83).


Effect of new lights on the scene.FIGURE


6.83


Create another Omni Light.


Rename it bakwalluprad1.


Set its color to:


R: 240 G: 255 B: 255


Set the Multiplier to 0.25. 


Set its Attenuation Parameter-Decay to Inverse Square.


Set its Start parameter at 0.0254m.


Make sure that the Shadow Parameters are Off as nonshadow casting.


Position this light above at twice the height of the bust.


Clone this light twice and position one directly over the bust and the other to the oppo-
site side.


Render the scene at 640 x 480 with the Catmull-Rom Anti-Aliasing Filter.
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This rendering of the scene shows the potential of light arrays to fake radiosity by following the
light bounce around the scene. With Max’s numerous ways to vary the shadow color and illumi-
nation influence through its exclusions, the possibilities are endless. What we demonstrated here is
only one of the many ways to simulate sunlight (Figure 6.84).
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Max skylight final rendering.FIGURE


6.84


The morning and afternoon hours generate a yellowish-white light, but when combined
with skylight, the perceived light becomes bluish; hence the shadow color changes. But re-
member that the perceived color of the shadows with a colored dominant light shifts to its
complementary color, so a yellow light would make the perception of the shadows bluer; or
a bright blue light would make its shadow yellowish. 


Since skylight is dependent on the position of the sun and cloud distribution, the color of
skylight shifts. It is yellow-orange on the horizon to pale blue to dark blue at the zenith. The
skylight shifts to yellow-white to orange and reds when the sun dips below the horizon, with
the zenith becoming dark blue to grayish blue. 


Daylight is the combination of direct sunlight with the skylight contribution. Daylight is
the interaction of the sun with the atmosphere. So, to have a complete dominant lighting
scheme, one should have both sunlight and a skylight. The ratio of the sunlight to the sky-
light is determined by the desired cloud cover. Sunlight could also be experienced at night
when the moon is full, although it is only a fraction of the daytime illumination.
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MOONLIGHT


Moonlight is the type of light when the moon is out and reflects sunlight back onto the
Earth (Figure 6.85). Moonlight is really reflected sunlight, so the color temperature is the
same as that of sunlight. This is true because the moon acts like a huge gray card that is neu-
tral in color. We perceive blue because of the low light level. The retinal rods in our eyes are
more active in low light and are more sensitive to blue; hence the perception of blue in
moonlight situations. If you take a long-exposure photograph using the moon’s illumination,
the colors you will see in the photo are as colorful as daylight and devoid of blue. However,
since we perceive blue at night, it is advisable to use a blue-colored light when simulating
moonlight. 


Rendering simulating moonlight.FIGURE


6.85


MOONLIGHT TUTORIALS


Our experience with moonlight influences our decisions on how it is to be simulated either
photographically or in CG. Our experience with moonlight suggests that it creates dark, di-
rectional shadows with either bluish white to light blue gray light. Film exposed long enough
using moonlight as the primary light source is indistinguishable from daylight photography,
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however. It looks as though it was taken during daytime (with the exception of the film’s rec-
iprocity failure or the inability of film to respond proportionally to exposure changes).


In live action, moonlight is either simulated by a white key light coupled with blue fill
lights, or normal lighting is employed and the camera is fitted with a blue filter. Because of
our cinematic experience, our expectation of moonlight’s simulation now leans toward the
use of cool lighting instead of a dim but neutral lighting. In most live action shots, the high-
lights are rendered either white or bluish white, with a dominance of blue-cyan serving as fill
light. Because of how our eyes experience nighttime lighting, this fill light technique simu-
lates the human experience very well, although it is incorrect in its truest sense.


The most common tendency in simulating moonlight is to make the key light blue and
leave it at that; however, if you realize that moonlight is nothing but reflected sunlight, its
spectrum is similar if not identical to that of sunlight. This means that the specular highlights
and upper areas of the middle gray are not blue but yellow-white like the sun. 


In reality if you expose film long enough to moonlight, the resulting image is identical to
daylight photography. Let’s say you have a white ball and you leave this outside and expose
your film for hours under moonlight illumination, the specular area of the ball will not be
colored blue but white.  This is also true for short exposures and shadows. For a more visu-
ally appealing rendition, it is preferable to have your highlights come out as white rather than
blue because blue can make your scenes look artificial. 


LightWave 5.6 or higher


Load the Sunlight.lws scene. Since moonlight is reflected light, we might as well start with
the sunlight scene and add a few modifications. 


Click the Lights panel.


Change the Ambient Light to 10%.


Rename Light to Moonlit and close the panel.


Change the light color to:


R: 115  G: 121  B: 192


This is to make it yellowish instead of pure white.
Reduce the Light Intensity to 60%.


Render the scene. Note the low-contrast quality of the scene and the predominance of a
single hue, which is okay since it represents night. However, the flatness of the scene is not
desirable (Figure 6.86).


Change the Light Color to:


R: 245  G: 251  B: 234
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Change the Light Type to Point Light.


The Shadow Type should be Ray Trace. 


Click Add Light and set the following parameters:


Rename Light to moonlitrad1
Light Color: R: 6  G: 64  B:130
Light Type: 12.5%
Shadow Type: Off


Click Clone Light four times to make four copies of this light.


Switch to the Top (ZX) View and press N.


Click Edit-Lights and select each moonlitrad light. Arrange them in a half-ring formation,
just as in the Skylight tutorial. Rename the subsequent lights moonlitrad2, moonlitrad3,
moonlitrad4, and moolitrad5. 


The position used by each light in this scene is as follows:


Moonlitrad1:


X = 5.0003 mm
Y = 7.44 m
Z = –4.01 m


Moonlitrad2:
X = –2.88 m
Y = 7.44 m
Z = –2.845 m
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Blue light as key with ambient light.FIGURE
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Moonlitrad3:


X = 2.895 m
Y = 7.44 m
Z = –2.805 m


Moonlitrad4:


X = 4.525 m
Y = 7.44 m
Z = 25.0001 cm


Moonlitrad5:


X = –4.545 m
Y = 7.44 m
Z = 25.0001 cm


Render the scene. The change here is the conversion of the key moonlight object to a warm
color and introducing non-shadow casting blue lights to act as moon fill lights. The color of
the blue fill lights is subdued (low value) because they function only as fill lights, and if you
set them with saturation, the rendered scene would look artificial due to the color intensity.
Simulating night is about subtleties; it is primarily getting away with less light without hid-
ing the important parts of the scene. Be warned, however, that setting the color of the blue
fills to values close to whites (light blues) would suggest that it is a skylight contribution in-
stead of a moonlight fill. The blue fill coloration must picked from the dark blue tones to
suggest moonlight (Figure 6.87).
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White point light with blue fill lights create a more natural scene.FIGURE
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The sharpness of the shadow boundaries can be distracting, so for some scenes it is better that the
edges are made softer. Since LW does not support shadow maps with Point Lights, they must be
simulated using a Spotlight. 


Click the Lights panel.


Change the Light Type to Spotlight.


Set the Spotlight Cone Angle to 180.0 degrees.


Set Spot Soft Edge Angle to 20 degrees.


Shadow Type to Shadow Map with the following settings:


Shadow Map Size: 1024 
Shadow Fuzziness: 1.5 
Use Cone Angle: Unchecked


Close the Lights panel.


Render the scene. You won’t see much change compared with the previous rendering, with
the exception of the soft shadow edges and slight change in the neck shadow’s value. A bet-
ter solution is to mimic the compression of the middle tones, its value and lack of saturation
as well as the sharpness of the shadows (Figure 6.88).


Load Skylight with ring light array warm Final.lws. 


Clear from the scene the following lights:


Sktlit1, Skylit2
Radlit1, Radlit2
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Effect of changing the point lights into spotlight with shadow mapping.FIGURE
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Groundradlit1-3


This setup leaves the 3D ring light array with its central light and secondary peripheral
lights. 


Rename the mainlight moonlit.


Increase the Light Intensity to 60% for the main light.


Select perlits. 


Change each Light Color to:


R: 23 G: 72 B: 130
Light Type: Spotlight
Spotlight Cone Angle: 180
Spot Soft Edge Angle: 5.0 degrees
Shadow Type: Shadow Map
Shadow Map Size: 512
Shadow Fuzziness: 1.5


This setup is almost identical to the tutorial showing sunlight with a 3D ring light array and
shadow-mapped secondary lights, without the skylights and radiosity lights since these are negligi-
ble at night unless there are other light sources involved. 


Render the scene. Note the dominance of gray on the middle tones, the blue cast on the
upper middle tones, and the blue highlights. Also take note of the dark black shadows. The
closeness of this image to gray without losing its cool quality makes this the most realistic of
all the moonlight setups. Also, by making the back wall suggest a hint of yellow, we succeed
in persuading the viewer that the light source is a full moon. Finally, we could simplify
things a lot by using a dual light array with one warm or neutral shadow casting light with a
clone that has a blue color and is non-shadow casting (Figure 6.89). 


Load Sunlight.lws.


Click Lights and Rename Light moonlit.


Click clone light.


Change its Light Color to:


R: 24 G: 85 B: 137


Change this new light’s Shadow Type to Off.


Close the panel. 


Render the scene. This rendition has a lot more in common with the first one with the blue
light and ambient term. It has the same blue wash across the surface and has about the same
shadow area tonal density. However, it is a marked improvement when you compare the
shaded areas, especially the neck and the column’s shaft. Here it is discernible with volume,
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but the image is still flat with low contrast. This is more of a tinted rendition than a simula-
tion of a lighting situation (Figure 6.90).
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Blue cast rendition.FIGURE
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Improved shadow tonality due to addition of the cloned new non-shadow casting light.FIGURE
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trueSpace 4.0 or higher


Load the Sunlight.scn scene. 


Click the Infinite Light on the Top View and change its parameters to:
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Hue: 227.6
Saturation: 0.474
Intensity: 0.8


Render the scene on the Camera View. Notice the relative flatness of the scene. The tinted
blue cast makes everything look 2D. This is the kind of rendering you will get if you just
change the light’s intensity and shift its color to blue. It is not very realistic. The solution is
to make the scene have volume without losing the blue cast (Figure 6.91).What about re-
taining the white color of the distant light but creating a non-shadow casting blue fill light? 
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Tinted blue cast rendering of the trueSpace moonlight scene.FIGURE
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Load Moonlight with blue dual light array.scn. This scene is identical to the preceding
scene with the sole exception of the following steps:


Select the Infinite Light and reduce its intensity to .45.


Clone the Infinite Light and set it to non-shadow casting. 


Increasing the clone’s intensity to .55.


Change the clone’s light color to:


Hue: 214.3
Saturation: 0.807
Intensity: 0.55
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Render the Camera View. Observe that the middle tones are now much more alive and
there is more contrast in the scene compared with the previous scene. Because of the pres-
ence of two different-colored lights, the scene’s overall cast has been changed and there is
now a perceptible gradation of tones because of the tonal shift.


Load Sunlight.scn again.


Click Infinite Light. 


Reduce the light’s intensity to .80.


Add Local Light and set the following parameters:


Hue: 225.1
Saturation: 0.996
Intensity: 0.15


Position this light to:


X = 0.059  Y = –9.419  Z = 13.390


This would be the furthest blue fill light from the bust. Clone this light four times and po-
sition the rest of the cloned lights to the following locations (Figure 6.92):
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Position and placement of the Loclights relative to the ground and bust.FIGURE
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LocLight,2:


X = –7.489  Y = –4.797  Z = 13.390


LocLight,3:


X = 7.898  Y = –4.797  Z =13.390


LocLight,4:


X = 11.935  Y = 1.814  Z = 13.390


LocLight,5:


X = –11.818  Y = 1.989  Z = 13.390


Render the scene. The overall tonality of the scene has been shifted toward blue; however,
there are still hints of warm light on the bust. Since the middle tones are lighter and the
highlights are white, this rendering is a bit deceptive. The color saturation of the dark areas
suggests light reflection, and that phenomenon is not evident at night. This image can pass
for an overcast, late-afternoon lighting situation, but it fails as a moonlight rendering. The
solution is to remove the hint of yellow in the highlights and reduce the blue saturation on
the shadow areas, especially on the neck.


Click the Infinite Light and set the following parameters:


Hue: 225.1
Saturation: 0
Intensity: 0.65


This reduces the main light’s intensity to reduce the diffuse light it would generate, which
creates the yellowish spread-out highlight on the side of the bust. This also reduces the illu-
mination on the back wall (Figures 6.93 and 6.94).


Click the blue fill lights and change their parameters to:


Hue: 226.4
Saturation: 0.972
Intensity: 0.8


Reducing the intensity of the fill light increases the contrast and darkens the shadows.


Render the scene. Note the absence of the warm highlights on the shoulder of the bust, the
desaturation of the blues and the downgrading of the values of the middle tones. Also notice
the retention of the white specular highlights and the subtle blue illumination on the neck
and shoulder area. The shift of the scene tone toward the gray made this rendering more be-
lievable. However, there is still room for improvement.
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Positions of 5 other local lights.FIGURE
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White specular rendition with the blue cast and a gray tonal shift in the scene.FIGURE
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Load the Sunlight with Ring light.scn scene.


Collapse the hierarchy of the 3D ring light array.


Change the central main light’s parameters to:


Hue: 60
Saturation: 0.082
Intensity: 1.0


Select the peripheral secondary lights and change their parameters to:


Hue: 223.2
Saturation: 0.701
Intensity: 0.7


Alternatively, you can select the 3D-tSx icon and open the 3DLAG plug-in. Select the
Ring light array and enter the following parameters:


Number in Ring: 8
Radius: 1
Main Light:


Intensity: 1.0
Color: R: 255  G: 255  B: 234
Hue: 40  Sat: 240  Lum: 230


Secondary Light:


Intensity: 0.8
Color: R: 0  G: 0  B: 121
Hue: 160  Sat: 240  Lum: 57


Position the ring light array over the existing ring light array, angle it on the Left View to
match the inclination, and rotate the ring light array on the Top View to match the orien-
tation of the original array (Figure 6.95).


Render the scene. Now this rendering has a ring of warm coloration around the dark
shadow areas on the back wall (Figure 6.96). This warm coloration does not really exist;
those patches of color are made up of middle grays. However, when we view it against the
blue tone, our perception makes it look warmer. This is the color illuminant neglect phe-
nomenon. It is potentially disturbing, so be careful in your choice of your light’s color, es-
pecially in a monochromatic scene.
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Placement of the angled ringlight array and the settings used in the 3D Light Array
plugin.


FIGURE
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trueSpace rendering simulating moonlight.FIGURE
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3D Studio MAX 3.1


MAX’s Directional Light can be used to mimic the look of moonlight; however, its rendition is flat
and lifeless. A better way of thinking about moonlight is to imagine it as nothing but reflected sun-
light that has a low intensity. In reality, if you observe your surroundings under a clear, full moon,
the direct illumination is rather white with very dark and sharp shadows. With moonlight, there is
no object-to-object interreflection, only direct illumination. 


Load the sunlight with Omni light.max scene. If you rendered this scene, you’d get an
identical rendering to the sunlight scene. What is needed is the suggestion of a blue-colored
environment. Using blue light arrays with shadow-mapped lights gives us this suggestion. 


Go to the Helpers panel and add a Dummy Object.


On the Top View, position the cursor directly over the center of the bust and create a
Dummy Object that is .0447m.


Go to the Lights & Cameras panel and add an Omni Light. Position this light in front of
the bust in the middle of the box’s south side (Figure 6.97).


Go to the Modify panel and change the light’s name to moonrad1.
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Position of the new Omni light.FIGURE
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Change the light’s color to: 


R: 6  G: 64  B: 130


On the General Parameter, change the Multiplier to .15.


On the Attenuation Parameters, select Decay-Inverse Square and click Show. Set Start at
0.3048m.


On the Shadow Parameter, click On and select Shadow Map.


Click Light affects Shadow Color.


With the new light still selected, click the Main Toolbar.


Select and link the sec1 Omni Light with the Dummy Object.


Select Edit-Clone-Copy to create a copy of this light.


Position this light on the opposite side of the box.


Make two more Clone copies and position them as shown, directly on the edge of the
back wall near the bust (Figure 6.98).


Make two more copies of this light and position them in front of the bust on each side to
form a teardrop-shaped light array (Figure 6.99).
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Placement of first cloned light relative to Dummy object.FIGURE


6.98


P-06 3470  3/13/01  12:14 AM  Page 229







Select the Dummy Object and displace it vertically so that the teardrop light array is
slightly above the top section of the back wall (Figure 6.100).


Render the scene. Make sure to use the Catmull-Rom Anti-Aliasing Filter.


This is the effect of the teardrop light array functioning as the blue ambient moonlight
with its shadow-mapped lights affecting the highlights and the middle tones (Figure 6.101).
This is convincing enough for most purposes, but there is a simpler way of simulating
moonlight in Max. It is the use of two lights, one a clone of the original with blue
coloration.


Load the sunlight with Omni light.max scene again.


Select the Omni Light and Modify its parameters.


Change its color to:


R: 255  G: 255  B: 255


Set its Multiplier to .80.


Click Edit-Clone-Copy to replicate this light (Figure 6.102).


Change its name to moonlitrad1.
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Placement of other cloned lights relative to Dummy object.FIGURE
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Moving the Dummy object.FIGURE
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Effect of the teardrop array functioning as the blue ambient moonlight.F I G U R E
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Clone options panel for copying the original lights.F I G U R E


6.102


Modify its color to:


R: 6 G: 64 B: 130


Change its Multiplier to .50.


Set the Attenuation Parameters-Decay to Inverse Square and set the Start at .2286m.
Click Show.


Change the Object Shadows to Shadow Map on the Shadow Parameters.


Render the scene. This rendering is quite different from the scene with the blue ring light
array. The correct rendition mainly lies in preference, since both can work. The whiteness of
the specular highlights and the dominance of blue in the middle tones on this last rendering
make it a more desirable solution than the one with the teardrop light array (Figure 6.103).


Finally, you can experiment with the lights in MAX by setting the secondary lights to have
only diffuse components so they act like a localized ambient light instead of changing the
Environment-Global Lighting-Ambient color setting. I always use a totally black ambient
light since I prefer to control the ambient light through the use of omni lights that either
have no shadow casting or have only the diffuse component.
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Rendering showing the moonlight scene with white specular.F I G U R E


6.103


Click the Light Lister and select moonlitrad1. Modify the following parameters: 


On General Parameters-Affect Surfaces, click Ambient Only.


This choice makes this light function as an ambient light with attenuation and location instead
of a global ambient setting. This has the advantage of making your dark shadows remain black and
dark, influenced only by illumination from actual lights in the scene (Figure 6.104).


Render the scene. The intensity strength of the white omni light coupled with the deep blue
ambient light makes this scene believable with less rendering overhead. The downside is that
the shadows, too, are now blue, but using negative lights could easily compensate for this blue
effect. Simply exclude the back wall from the negative light’s influence. This approach might
not apply to complex scenes, since subtle tonal gradations and interplay are sometimes
needed and those cannot be accomplished with localized ambient lights. For these scenes,
light arrays are preferable. You can load the Moonlight with dual light array with diffuse
component only with negative lights.max scene and render it to see the influence of the
negative light. (Yes, that’s a long name, but it’s descriptive of the scene.)


These tutorials showed you the various ways of simulating moonlight with the available
common light types and demonstrated the effect of each light and what it does to the scene.
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Effect of changes to the moonlitrad light.F I G U R E


6.104


The tutorials show that subtle but important differences exist between lighting setups and
that no one solution exists for every lighting situation. However, we did demonstrate the im-
portance of looking at the tonal relationships in the rendered image as well as the level of sat-
uration on the colors presented. Even though there is a guide in the color scheme for the
scene, it is the subtle gradations of gray and the hue’s saturation that make or break an image. 


ARTIFICIAL LIGHTS


INCANDESCENT LIGHTS


Incandescent lighting is the oldest type of artificial lighting (Figure 6.105). Ever since Edison
found a way to use electricity via air-evacuated glass encasings with filaments to make light
bulbs, our after-daylight activities and productivity have increased tremendously. Incandes-
cent lighting has literally changed our way of life. 


Incandescent bulbs burn at a lower temperature than other types of lighting, so they give
off an orange-yellow light. In most instances, we do not perceive this color to be orange-
yellow or even that all the colors are shifted toward the red spectrum. 
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Try this: Find a dark room that has incandescent lighting. Get a white sheet of paper and
a red object, a green object, and a blue object. Place the objects on top of the white paper and
place them under the incandescent light. What do the red, green, and blue objects look like?
Did their colors change? Does the lighting affect the color of the objects? No, at least not the
way they are perceived. They are still red, green, and blue, especially when the background
you are viewing them against is white. Even if you added a yellow object, it would still look
yellow. 


Now move the paper and the objects away from the incandescent light. Move the objects
back toward the light source. If possible, move them close to the light source but not touch-
ing it. Observe the objects as they move away and toward the light source. When the paper
is very close to the incandescent light, it is perceived as whiter, but its edge color is not
changed—it only gets darker and a bit bluer. If there were another light source in the room,
the shadows would take on the color of this other illumination, but the periphery would still
be observed as bluer and darker.


You will notice that the object’s color involved in this exercise does not appear to change
much, but the shadow colors do. The shadow becomes darker and does not exhibit any color
shift. This is because our eyes have color constancy—the ability to perceive color in its origi-
nal hue, even under different lighting conditions. This phenomenon is more evident with
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Rendering with a simulated incandescent light source coming from the right side.F I G U R E
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white objects. We perceive things to be white under different lighting conditions, even if the
main illumination lacks certain spectra to fully generate a white reflection.


In CG, incandescents are normally simulated using omni lights or point-source lights.
A better way to simulate incandescent lighting is to use a 3D light array with the central
light slightly whiter than the others. The peripheral lights would need to be yellow-orange,
however. 


The peripheral lights can be made cooler (color shifted toward blue) to emphasize the ef-
fect of the warm incandescent lighting. By making the peripheral lights cooler, we enhance
perception cues. The main light’s intensity would need to be increased by a stop and the pe-
ripheral lights decreased by a stop. But in most situations, it is easier to do this with the use
of fill-in lights.


FLUORESCENT LIGHTS


Fluorescent lights are white color lights that burn cool. Passing electricity through a gas-filled
vacuum tube generates the illumination. Fluorescents come in straight tubular form as well
as the compact type (CFL). It is the second most common type of lighting used today. Per-
ceptively, fluorescent lights are seen as white to pale bluish-white. However, in reality, fluo-
rescent lights emit a limited spectra (mostly green or blue-green) and, when photographed,
the environment lit by fluorescent lighting takes on a sickly green cast for the areas far from
the light source. The areas that are close to the light source become white because of the
phosphorus coating inside the fluorescent tube. The film perceives it as green because the
film accurately sees the limited spectra of fluorescent lighting and captures the limited range
of the phosphorous white. This is why we perceive fluorescent lighting as white even
though it has limited spectral emission. Fluorescent light is deficient in red and magenta
colors (Figure 6.106).


The only way to replicate this effect in CG with one dominant light is to again use the 3D
light array and make the peripheral light’s color greenish and the main central light white.
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Rendering with a fluorescent light.F I G U R E
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VAPOR-FILLED LAMPS


Vapor-filled lamps work by producing an electric spark between terminals in an enclosed vac-
uum glass filled with inert gases and various metals, mainly mercury. The heat produced by
the electric arc vaporizes the metals, which then emits light directly or indirectly through a
chemical coating on the glass. This term encompasses a wide variety of lamp types, but the
principle is the same: to generate light by electric arc and metal evaporation. These light
types are also called high-intensity discharge (HID) lights. 


METAL HALIDES


Metal Halides are HID white lights. These are basically mercury vapor lamps with metal
halides for better spectral emission. This type of light emits full spectra with a slight bias to-
ward the blue. In reality, metal halides come in different color temperatures, but when sim-
ulating them in CG, the peripheral lights are set to a slightly bluish-white hue.


Metal Halides are now used extensively in the industry, so it is important to know how to
simulate them in CG to get that industrial-lighting look. Together with mercury vapor
lamps, metal halides will make your scenes more believable (Figure 6.107).
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Rendering with a simulated metal halide light source.F I G U R E
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Rendering with sodium light source.F I G U R E


6.108


SODIUM LAMPS


Sodium lamps are either high-pressure or low-pressure lights that cast an orange-yellow or
pinkish hue if not phosphorized. This type of light emits mostly reds and yellows and lacks
blue-green to blue spectra. These lights are very bright-light sources that are used in street-
lights and in illuminating huge public spaces (Figure 6.108).


ARTIFICIAL LIGHT TUTORIALS


Most artificial lights are based on the principle of using an electric discharge to ignite or ex-
cite gas or evaporate metals to give off light. Actually, metal halide and sodium lights fall
under the umbrella of HID lamps. These types of illumination work by creating an electric
current across two electrodes, which in turn vaporizes the metal coating on the electrode,
which then gives off light. Mercury vapor lamps, which emit a blue-green color, make peo-
ple look like corpses because of their lack of yellow or reddish spectra. Metal halides are re-
lated to mercury vapor lamps but give a more balanced color output. Sodium lamps,
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commonly known as High-Pressure Sodium (HPS) lamps, put out orange to yellow-orange
light; they are commonly used as streetlights in modern cities. 


The main problem in replicating some of these lights is the difference in the way they are
perceived by human eyes and the way they register on film. Fluorescent light looks white to
the eye but photographs as green. Metal Halide registers as green-blue to blue-white to
white. Metal Halide also suffers from spectral shifts that differ in each bulb, so they do not
photograph consistently. Sodium, though, registers as orange to yellow-orange both to the
eye and on film. The difference between the way these lights register in film and the way they
are perceived by the naked eye is complicated by the fact that as these lights age, they change
their spectral output as well as their light output. 


The easiest way to replicate these lights in CG is to follow the way they register on film or
video, since these are used as reference sources. When scenes are photographed with artificial
light sources, the highlights, middle tones, and shadows register differently. Mercury vapor
and metal halides both affect the color of the specular highlights and the middle tones. Flu-
orescents, however, affect the tonal scale depending on the distance between the surface and
the light source as well as its age. Fluorescents normally register highlights and middle tones
as white, but as the distance increases, the middle tones become greenish. 


LightWave 5.6 or higher


Artificial lights are easy to replicate in LW, although they would be easier if LW had shadow-
mapped point light sources. These lights can be simulated using spotlights. 


Load the Simple Interior.lws scene. This scene has two chairs in front of an L-shaped desk
with overhead fluorescent light objects, recessed lighting, an architect’s lamp, and a waste-
basket. The scene also contains the woman’s bust and a plant. As loaded, this scene also has
two white omnidirectional light sources. 


Render the scene. Notice the two sets of shadows and the overall drab quality of the scene,
with high contrast. The walls need to be made “alive” as well as the objects interacting with
the light.


Now let’s mimic the behavior of the light in the room when only the architect’s lamp is
turned on. 


Go to the Top (XZ) View and delete the left point-source light. Click Edit-Clear to re-
move this light. Zoom in and position the remaining light over to the center of the archi-
tect’s lamp’s head (Figures 6.109 and 6.110).


Go to the Side View and position the light inside the lamp head within the recessed area.


Select the Lights panel and change the Light Color to slightly blue: 


R: 234 G: 249 B: 255
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Placement of the remaining light over the archetect’s lamp.F I G U R E


6.109


Top view of the remaining light placement.F I G U R E


6.110
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Rename this light archlamp core.


Set Light Intensity to 100%.


Switch the view to Camera View and render the scene. The scene is high contrast, with the
illumination falling off into the distance. Now what this scene needs is the addition of new
lights that illuminate some of the dark areas.


Go to the Lights panel again and clone the existing light.


Rename this light archlamp outer. 


Set the Light Intensity to 38%.


Change the Light Type to Spotlight with Intensity Falloff at a 5 meter Maximum
Range. 


Spotlight Cone Angle: 92 degrees
Spot Soft Edge Angle: 5 degrees
Shadow Type: Shadow Map
Shadow Map Size: 512
Shadow Fuzziness: 2.0 


Render the scene. Note that the lighting is now natural, with hot spots and dark areas (Fig-
ure 6.111). The tonality is evenly distributed. However, the bright area behind the archi-
tect’s lamp must be simulated as well to complete the simulation of this region of
illumination. The rationale here is to copy as much as possible the way the light is distrib-
uted in the scene. Although it looks fine with two lights, it is incomplete, because the back
wall illumination is now functioning as a second light source, after the architect’s lamp.


Click the Lights panel and do an Add Light-Spotlight and set the following parameters:


Rename the light archlamp ambient.


Change the Light Color to:


R: 130  G: 157  B: 148


This color makes this light’s illumination darker. If a white color were used, it would make
the scene unnecessarily brighter.


Light Intensity: 35%
Light Type: Spotlight
Intensity Falloff: On
Maximum Range: 5 m
Spotlight Cone Angle: 180
Spot Soft Edge Angle: 5.0
Shadow Type: Ray Trace
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Position this light slightly above the head of the architect’s lamp at: 


X = 87.00001 cm
Y = 2.205 cm
Z = 9.5 cm


Click Mouse-Rotate and enter the following parameters:


Heading: 90
Pitch: 90
Bank: 0


Render the scene. Notice that the additional new light added a sense of realism by chang-
ing the value of the upper surfaces of the back wall (Figure 6.112). This light mimics the
light illumination coming from the reflector inside the luminaire as well as a banded radial
illumination, like a ring that is spreading out. The secret here is the color of this light: by
making it a dark color, we lessen its influence on the scene, but it retains its shadow-casting
capability as well as its illumination.


Now that the dominant light has been established, the light contribution of the environ-
ment must be accounted for. Although there are only two actual walls in this scene as in live


Effect of using two lights to simulate the direct and indirect light.F I G U R E


6.111
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Rendering with two lights to simulate direct and indirect light.F I G U R E


6.112


action, the visible but dark surfaces of the scene must be illuminated using additional lights.
The key in this tutorial is to establish the presence of the dominant light, the way it is dis-
tributed, and the way it interacts with the objects in the scene.


The table surface directly below but in front of the architect’s lamp gives out considerable
light. This too must be simulated. The drawer below the desktop also must be illuminated
by the reflection of the light from the chair.


Open the Lights panel and Add Light.


Set the following parameters:


Rename this light radlit1.
Light Color: R:130 G:157 B:148
Light Intensity: 35%
Light Type: Point Light
Intensity Falloff: On
Maximum Range: 2.25 m
Shadow Type: Off
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Position this light in the space between the left chair and the drawer. Or, with Mouse-
Move selected, press N and enter the following parameters:


X = 37.0001 cm
Y = 75.0001 cm
Z = 23 cm


On the Lights panel, Clone Light and rename it radlit2. 


Position it next to the other light but on the inner side at:


X = 36.5001 cm
Y = 75.0001 cm
Z = –5.5 cm


Render the scene and observe the way these two lights illuminate the drawer as well as part
of the back wall. Now the reflection of the light from the carpet must be simulated. Go to
the Surface panel and select the carpet material; take note of the RGB color. 


Go to the Lights panel and Add Light again.


Set the following parameters:


Rename this light flrad1.
Light Color: R: 64 G: 128 B: 1128
Light Intensity: 100%
Light Type: Spotlight
Spotlight Cone Angle: 77.5 degrees
Spot Soft Edge Angle: 5.0 degrees
Intensity Falloff: On
Maximum Range: 3 m
Shadow Type: Off


With Mouse-Rotate selected, press N and enter the following parameters:


Heading: 90
Pitch: –90
Bank: 0.0


Position this light below the floor in the back of the left chair at:


X = –47.8614 cm
Y = –4.9999 cm
Z = 45.1546 cm


Render the scene. Notice that the last light illuminated the edge of the desktop and the
upper surface of the wastebasket but lightened the dark areas below the desk. These areas
now must be darkened using negative point-source lights.
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Open the lights lights panel and Add Light.


Set the following parameters:


Rename this light neglit1
Light Color: R: 252 G: 252 B: 255
Light Intensity: –35%
Light Type: Point Light
Intensity Falloff: On
Maximum Range: 2 m
Shadow Type: Ray Trace


Position this light at: 


X = 1.535 m
Y = 1.06 m
Z = 8 cm


Clone this light four times and rename the copies neglit2 through neglit5. The fifth light
is for the space at the back of the drawer. Set the parameters of the lights as follows:


Neglit2:


X = 1.505 m
Y = 1.06 m
Z = –11 cm


Neglit3:


X = 1.5 m
Y = 1.06 m
Z = –32 cm


Neglit4:


X = 1.505 m
Y = 1.06 m
Z = –53.5 cm


Neglit5:


X = 1.45 m
Y= 66.5001 cm
Z = 29 cm


Render the scene. This series of lights darkened the area below the shelf, especially the re-
gion under the architect’s lamp. Now the ambient light needs to be added.
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On the Lights panel, click Add Light and enter the following parameters: 


Rename the Light ambient1.
Light Color: R: 255 G: 255 B: 255
Light Intensity: 50%
Light Type: Spotlight
Spotlight Cone Angle: 30 degrees
Spot Soft Edge Angle: 5.0 degrees
Intensity Falloff: On
Maximum Range: 4 m
Shadow Type: Ray Trace


Position this light to:


X = –3.94 m
Y = 74.5 cm
Z = 16 cm


Clone Light and rename the light ambient2.


Position the new light to:


X = 40.499 cm
Y = 74.5 cm
Z = 3.76 m


The light reflection on the left side of the drawer must be done to illuminate that area. Add
Light and rename the light carpetrad1. Enter the following parameters: 


Light Color: R: 64 G: 128 B: 128
Light Intensity: 35%
Light Type: Point Light
Intensity Falloff: On
Maximum Range: 2.25 m
Shadow Type: Off


Position this light at:


X = 58.0001 cm
Y = –3.9999 cm
Z = 65.5 cm


See Figure 6.113.
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In this tutorial, the establishment of the key dominant light is critical to the way the scene is
rendered. If the dominant light is not established properly, the scene will look wrong. This
tutorial demonstrated that ray-traced lights can be used to simulate natural lighting. 


You probably noticed the two overhead boxes/cubes as well as the two cylinders in this
scene. The purpose of these objects is for you to delete all the lights in the scene and do an ex-
ercise based on the principles outlined in this chapter. Use either the overhead lights (fluo-
rescent) or the cylindrical recessed lights as your dominant light. You can use area lights;
however, this will make your rendering time longer. It is better to simulate area lights with
light arrays that you make on your own. Do not move these luminaire objects; rather, use
their position as a guide in establishing a light presence. If you use the cylindrical recessed
lights, these lights should be warm, for they are incandescent lights. Establish the dominant
light and then fill in the shadows with additional lights. Do not forget to follow the light
bounce. Try to limit your light types to omnidirectional lights and spotlights.
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Final result.F I G U R E


6.113
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3D Studio MAX 3.1


MAX has an extensive set of options for lights, including exclusion lists, so it offers numerous ways
to simulate artificial lighting. The most important aspect of simulating artificial light is to establish
the presence of the key dominant light before any other lights are added to the scene. In MAX, it is
not easy for the lights to function cumulatively, so you have to compensate and tweak the existing
lights whenever you add new lights. However, without the exclusion list, ambient term, and atten-
uation parameters for each light, lighting in MAX would be harder since you would only have to
deal with distance and intensity. This is how real-world light behaves, so, it is important to learn
about lighting using realistic light behavior.


Load the Simple Interior.max scene. This is an interior scene with two chairs, one desktop,
a plant, a bust, and an architect’s lamp. As loaded, the scene contains two omnidirectional
lights. Render the scene. Notice the lack of definition on the objects in the scene. It is too
contrasty and everything looks flat (Figure 6.114)


Now select the left Omni Light and delete it. You can also go to the Light Lister and delete
the Omni01 light to leave the light on the right by the lamp.
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Rendering of simple scenes with two lights.F I G U R E


6.114
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Select the other light and move and align it inside the architect lamp’s head. Do the align-
ment on the Front and Left Views (Figure 6.115).


Once the light is inside the head of the architect’s lamp, go to the Modify panel and switch
the Omni to a Free Spot (Figure 6.116).


Rename this light archlamp direct.


On the Top View, rotate the spotlight 90 degrees counterclockwise.


On the Left View, rotate the spotlight, also counterclockwise, to point it downward.


Go to the Modify panel and enter the following parameters:


Cast shadows: On
Color: White R:255 G: 176  B:255
Multiplier: 0.7199
Spotlight Parameters: click Show Cone.
Hot Spot: 114.8
Falloff: 123.7


Click Circle. 


On the Attenuation Parameters-Type-Decay, set the Type-Inverse Square and set Start
to 3.5. Click Show.


Turn on the Object Shadows and set them to Ray-Traced Shadows.


Click Light Affects Shadow Color.


On the Ray-Traced Shadow Params, set the Bias to 0.0 and the Max Quadtree Depth to
7.0.


Render the scene. Now you have just set the direct illumination. Additional sets of lights
are needed to create a region of illumination, since Max does not compute object light in-
terreflection. This localized ambient light and direct light be simulated using a spotlight.


Select the current spotlight again and go to Edit-Clone-Copy to replicate it. Displace this
light slightly lower than the first (Figure 6.117).


Go to the Modify panel and enter the following parameters:


Rename this light archlamp outer


Type: Change Spotlight to Omni
Cast Shadows: On
Color: R: 149  G: 176  B: 175
Multiplier: 0.4564


On the Attenuation Parameters-Type-Decay, set the Type-Inverse Square and set Start
to 5.5. Click Show.


Turn on the Object Shadows and set them to Ray-Traced Shadows.
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Placement and coverage of the free spot inside the architect’s lamp luminaire housing.F I G U R E


6.116


Placement of the Omni light inside the archetect’s lamp luminaire housing.F I G U R E


6.115
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Placement and coverage of the cloned spotlight.F I G U R E


6.117


Set the Color to black and the Dens to 0.2.


Click Light Affects Shadow Color.


On the Ray-Traced Shadow Params, set the Bias to 0.0 and the Max Quadtree Depth to
7.0.


Render the scene. Notice that the new light has added subtle illumination on the wall and
on the nearby objects (Figure 6.118). It also casts a shadow on the bust, making it more re-
alistic. The secret of this light lies in its color. Had this light been white, it would have
washed out the objects nearby and pushed the middle tones into the highlights region. With
the light dark and in the color of the intended middle tones, it works very well. The archi-
tect’s lamp created a lot of illumination on the back wall. This too must also be simulated
since it is now acting as a secondary light source.


Clone the archlamp outer spotlight and position it slightly in front of the back wall and
below the architect lamp’s head where it creates a hot spot on the wall (Figure 6.119). 


Go to the Modify panel and convert this Omni light into a Free Spot. It will point down-
ward when converted. It must be rotated 90 degrees clockwise to make it point to the left as
seen on the Front View.
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Effect of adding the new omni light.F I G U R E


6.118


Placement of the omni light that simulates the architect lamp’s indirect wall
illumination.


F I G U R E


6.119
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Set the following parameters:


Click Exclude and exclude the Floor object from both Illumination and Shadow
Casting. 
Multiplier: 0.75
Spotlight Parameters:
Hot Spot: 166.6
Falloff: 179.5


Click Circle.


Attenuation Parameters: Decay
Type: Inverse Square
Start: 2.5 and Click Show.


Shadow Parameters: On


Use Shadow Map.
Color: Black
Dens: 0.25


Click Light Affects Shadow Color.


The next step is to simulate the carpet floor light reflection. This is simulated with a spotlight that
is positioned below the floor with a rectangular light cone (Figure 6.120).


Add a target spot and position it below the floor on the Front or Left View. Position the
target below the desktop object, go to the Modify panel, and enter the following parame-
ters:


Color: R: 154 G: 194 B: 194
Multiplier: 0.65
Spotlight Parameters:


Hot Spot: 83.9
Falloff: 107.5
Click Rectangle.
Aspect: 0.68


Attenuation Parameters: Decay
Type: Inverse Square


Start: 0.85 and Click Show. 


Shadow Parameters: On


Use Ray-Traced Shadows
Color: Black
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Dens: 0.20
Ray-Traced Shadow Param:


Bias: 0.2
Max Quadtree Depth: 7


Render the scene. Notice that the new spotlight illuminates the front face of the drawer as
well as the legs of the chair near it. This is a good approximation of the light reflection by the
carpet. That is the final dominant light. You might prefer to add two or three more lights for
ambiance, but the scene benefits from the low-key lighting that it has now.


Finally, you need to add one or two more lights to function as ambient lights. Try a white
omni ray-traced light that is placed far with attenuation. Place one on the right and another
on the left with their attenuation range barely within the room. Be sure to exclude the
woman’s bust from the influence of these lights because it only increases rendering time
without contributing to the scene. Also position the ambient lights on the same level as the
head of the architect’s lamp so that if it generates visible shadows, they appear to have come
from the architect’s lamp. Light arrays could have been used in this scene, but the regular
Max lights do stand well on their own.


You might have noticed the existence of two cubes above the scene as well as two cylinders
near the wall, which are also above. Their purpose is for you to create two additional scenes
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Placement of the upward pointing spotlight.F I G U R E


6.120
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using the cubes as a fluorescent light fixture and the cylinders as incandescent lighting. The
exercise is the same: to establish the presence of the key light first and then trace the light
bounce around the scene. If you can fake radiosity for several surfaces using one light, all the


255


MAX final rendering.F I G U R E


6.121


better. This was done with the floor radiosity light to simulate both the floor and the chair
reflection. Adding a radiosity for the desktop would have marginal contribution to the
scene; that is why it was left out. There are many other options to try in lighting this scene.
Gaffers never light the same scene identically, although their motivation is the same (Figure
6.121).


trueSpace 4.3


Simulating artificial lights in tS is easy with the extensive use of omnidirectional lights. Sure, area
lights can be used, but they render longer. In this tutorial, light arrays are again used to simulate
lights. They render more quickly and better than area lights.
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Load simple scene.scn. Notice that there are two point-source lights above in this scene. 


Render the scene. You will notice that the two lights do not add depth to the scene; they
add only contrast. Now delete the two lights, then click the 3D-tSX plug-in button and se-
lect the 3DLAG plug-in. Pick the Pyramid light array and enter the following parameters
(Figure 6.122):


Main Light:
Intensity: 0.1
Color: White R: 255 G: 255 B: 255


Apex (top) Light:


Intensity: 1.0
Color: White R: 255 G: 255 B: 255


Secondary Lights:
Intensity: 0.12
Hue:180
Saturation: 81
Lum: 0.12
Or R: 150 G: 203 B: 203


3D LIGHTING256


Adding the 3D light array.F I G U R E


6.122
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There is a difference between the color picker numbers in tS and the System Color picker. In tS, the
numbers are given in Hue, Saturation, and Intensity, whereas the System Color picker is Hue,
Saturation, and Luminance. Their numerical designations differ and give out different colors. 


Scale down this light since it is too big to fit in the head of the architect’s lamp. Align the
light array on the Left and Top Views. Be careful in scaling down since the inside of the ar-
chitect’s lamp is not totally hollow, so scale the light array small enough to fit on the lower
portion of the cavity. If you do not, your scene will be dark, because the apex light will be
hidden inside the architect lamp’s head.


Click the pyramid light array, collapse the hierarchy, and set the Main central light (the
large light) and the Apex light (top) to Shadow Type: Raytrace (Figure 6.123).


257


Set all the base lights to have Low Shadowmap Sharpness and High Shadow Quality. Set
the Shadowmap Size to High.


Render the scene. Note that the combination of ray-traced and shadow-mapped lights
made this scene believable. The key component in this scene is in the coloration of the sec-
ondary lights that creates those dark but subtle shadows. The reflection of the light from the
floor will be simulated by a wide nonshadow-casting spotlight with low intensity (Figure
6.124).


Create a Spotlight and invert it (Figure 6.125).


Effects of pyramid light array.F I G U R E


6.123
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Rendering of the scene.F I G U R E


6.124


Placement of upward pointing spotlight.F I G U R E


6.125
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Set its color to:
Hue: 199.1 
Saturation: 0.282 
Intensity: 0.41


Position it below the floor under the left chair at:
X = 0.079 
Y = 0.195 
Z = –0.522


Render the scene and note the influence of the new spotlight on the drawer. It also illumi-
nated part of the chair.


Also create an attenuated white nonshadow-casting Local Light with 0.07 intensity. Posi-
tion this light under the desktop and near the back wall (Figure 6.126).
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Placement of the added local light.F I G U R E


6.126


The ambient illumination is the next step. 


Add an Local Light, and set its shadow casting to Ray. Select the camera object. Set the In-
tensity to 0.38.


Go to the Object Tool Info and right-click.
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Final rendering.F I G U R E


6.127


Note the X, Y, and Z location of the camera and write it down. The camera position for this
scene is: 


X = 3.390 
Y = 3.378 
Z = 2.092


Select the newly added Local Light and enter the coordinates of the camera. This creates a
fill light that has no visible shadow, although it is shadow-casting with ray trace. The reason
is that the camera perspective hides the shadows. Two additional lights on the left and on
the right could be added to fill the shadows there, but that would destroy the low-key light-
ing in this scene.


In these tutorials, the concept of the region of illumination was introduced. The use of
dual lights and light arrays that function collectively as a single light were also shown. Repli-
cating artificial lights in CG is not practical with a single colored light because of the way the
materials react to the light. This is evident when we examine the difference in the tonality of
the highlights and middle tones.
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CANDLELIGHT AND FIRE


Candlelight and fire are probably the most common types of natural illumination that are
widely experienced and known. Both illuminations are obtained through the burning of a
fuel that is converted into light and heat. Both types of illumination evoke a sense of con-
nection and a primal feeling. We have an unexplained infatuation with natural fire (Figures
6.128 and 6.129).
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Use of candlelight to illuminate.F I G U R E


6.128


The bust illuminated by fire.F I G U R E


6.129
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Candlelight burns at a much lower color temperature than incandescent light, at about
2,300–2,500K. At this color temperature, the perceived color is drastically shifted toward the
yellows, if not the reds. Since we have affection for this type of illumination, it is advanta-
geous to be able to evoke that feeling in CG, a sense of warmth and intimacy when using
candlelight. When scenes are lit with candles, they seem inviting and sensual; the use of can-
dlelight in cinema is always a conscious decision to evoke these emotions. This is especially
effective when trying to simulate period scenes, which are devoid of modern white lighting.
This means that there is a color shift toward the yellows and the reds in all the visible illumi-
nated objects. White objects look reddish, if not yellowish. There is no standard in the sim-
ulation of candlelight in a film, however. The look of candlelight as captured and lighted on
film varies from one cinematographer to the next. Some like to have their highlights register
as white; others prefer an orange glow, and still others prefer the total lack of whiteness—that
all whites, even the highlights, register as yellow-orange.


CANDLELIGHT TUTORIALS


Candlelight simulation in CG might seem deceptively easy: just make the light yellow-
orange, or even make it slightly white-tangerine, and you are all set. However, solving the
problem this way tends to make the rendering flat and uninteresting, because the candlelight
wraps around the object and has subtle tonal gradations, even if there is only one light. The
surfaces closest to the candlelight are lighter than the surfaces far from it, and the obstructed
surfaces are very dark. Candlelit middle tones tend to be desaturated and colorless, which
means they become gray instead of shifting their color to gray. 


The key to a successful candlelight simulation lies in the control of the middle tones and
highlights more than the shadows. Actually, this rule is true for most local lights. The color
of the highlights and the middle tones suggests the kind and type of light source that is pre-
sent in the scene.


LightWave 5.6 or higher


Load Candlelight.lws. This scene has two busts positioned on top of a table and facing each
other with candlelight in the center between them. Notice that the candlelight has no
flame; this will be added later. There is also a seamless backdrop object. This scene has one
white ray-trace light in the center of the candlelight object. This is a classic setup for a low-
key scene reminiscent of an Old Master painting, especially by Caravaggio (Figure 6.130).


Render the scene. Note that it illuminates only the polygon surfaces that are facing it, and
everything else, including the candlelight itself and the candleholder, is dark.


Change the color of the light by clicking the Lights panel and then Light Color. Change
it to:


R: 253 G: 245 B: 159


3D LIGHTING262


P-06 3470  3/13/01  12:27 AM  Page 262







CHAPTER 6 BASIC LIGHTING TECHNIQUES


Render the scene again. Note that the only change is in the coloration of the objects in the
scene. There is no real hint of a realistic candlelight, even if the light is now warm. What is
needed is to create an inner and outer volume of illumination with different colors that il-
luminate different surfaces.


Change the Light color to: 


R: 252 G: 193 B: 52


Rename this light candlit inner.


Change Light Intensity to 65%.


Change the Maximum Range to 2 meters.


Make sure it has Shadow Type-Ray Trace.


Clone Light and Rename it candlit outer.


Change the Color to:


R: 249 G: 251 B:198


Change the Light Intensity to 45%.


Light Type: Spotlight
Spotlight Cone Angle: 180 degrees
Spot Soft Edge Angle: 5.0 degrees
Shadow Type: Ray Trace


Click Mouse-Rotate and press N. Change the Pitch to 90 degrees to make the spotlight
point downward. 
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White light rendering.F I G U R E


6.130
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Displace this light upward at:


X = –5 mm
Y = 1.445 m
Z = –1.465 m


The use of the spotlight’s Cone Angle set to 180 degrees is intended to overcome the lack of
shadow-mapping capability with LW’s point-source lights. This type of light illuminates a
wider area than a point light (Figure 6.131).
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Placement of the candlelit outer light.F I G U R E


6.131


Render the scene. Notice that there is now a separation in tone in the highlights as well as
in the middle tones of the bust. Although the illumination level is lower overall, this one is
more suggestive of a candlelit scene. However, the upper surfaces of the two busts lack illu-
mination, so we need to add a fill light there that is identical to the candlit outer light.


Clone the candlit outer and rename this light candlit ambient.


Set the Light Intensity to 25%.


Set the Shadow Type to Off.


With Mouse-Move selected, press N and enter the following coordinates:
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X = –5 mm
Y = 1.345 m
Z = –1465 m


Render the scene. Notice that the addition of another light that casts no shadow drastically
changed the scene. It made it much more open. This happened because the illumination
level was increased without affecting the light distribution that much. Look at the area of the
table around the base of the candleholder as well as on the back side of the man’s bust.
Those areas have now opened up. Now what is needed is a strong toroid (ring) illumination
that surrounds the base of the candleholder. This ring will serve as the light spill.


Click the Lights panel and Add Light.


Select Mouse-Rotate and change the pitch to 90.


Rename this light down spotlight.


Set the Light Color to: 


R: 255 G: 242 B: 132


And adjust the following settings:


Light Intensity: 300%
Light Type: Spotlight
Intensity Falloff: On
Maximum Range: 3 meters
Spotlight Cone Angle: 13.55
Spotlight Soft Edge Angle: 5.0
Shadow Type: Ray Trace


Select Mouse-Move and set the following parameters:


X = 0 m
Y = 2.62 m
Z = –1.465 m


Render the scene. Note the strong ring of light around the base of the candleholder and the
subtle reflection of the table on the candleholder itself. Now what is needed is to simulate
the subtle blue-white illumination under the candlelight. In reality, this lighting is not evi-
dent, but in CG a bit of realism is lent to the scene by adding a subtle blue color with lim-
ited range (Figures 6.132 and 6.133).


Add Light and rename this light candle glow.


Change the Light Color to: 


R: 143 G: 253 B: 253
And adjust the following settings:
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Rendering showing the formation of an illumination ring around the candlelight.F I G U R E


6.132


Light parameters for candleglow light.F I G U R E


6.133
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Light Intensity: 100%
Light Type: Point Light
Intensity Falloff: 25 cm
Shadow Type: Off


With the Mouse-Move selected, press N and enter the following parameters.


X = 3.7253 nm
Y = 1.26 m
Z = –1.47 m


Render the scene. Note the change in the color of the middle tones on the candleholder as
well as on the bust. Now what needs to be done is to simulate the light bounce from the
table back onto the objects.


Add Light and rename the light tablerad1.


Change the Light Color to: 


R: 192 G: 129 B: 11


And adjust the following settings:


Light Intensity: 50%
Light Type: Point Light
Light Intensity Falloff: On
Maximum Range: 75 cm
Shadow Type: Off


Move this light in front of the woman’s bust but below the surface of the table at:


X = –27 cm
Y = 79 cm
Z = –1.475 m


Clone this light three more times and position one in front of the man’s bust and two on
the sides of the candleholder. This makes a diamond light formation with limited range.
Rename these lights tablerad2 through tablerad4 (Figures 6.134 and 6.135).


Now we are ready to create the flame object.


Load Flame.lwo and Flame inner.lwo.


On the Objects panel, set the Object Dissolve to 15% for Flame.lwo.


Select the Surfaces panel and select Flame surface as the Current Surface.


Select the Luminosity and set it to 100%.


Select the Diffuse level and set it at 25%.


Click Additive and Sharp Terminator Transparency and set it to 45%.
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Perspective view showing the 4 tablerad light positions.F I G U R E
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Effect of the 4 lights.F I G U R E
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On the Advanced Options, select Transparent for the Edge Transparency and set the
threshold to .7.


Set the Glow Effect to 15%.


For the Flame Inner.lws surface, set the following parameters:


Set Color to R:80 G:139 B:254.


Click Luminosity T (Texture) and set the following:


Load the Texture Image: Flame mono image.jpg


Click Pixel Blending, Width Repeat, and Height Repeat.


Texture Axis: Y Axis


Check On for Texture Antialising and click Use Texture.


Click Additive.


Set Transparency to 5.0%.


Click Smoothing and Double Sided.


Render the scene. Note the warm underside of the bust objects as well as the warm illumi-
nation on the candle and the candleholder. These four lights simulate the light bounce from
the candle into the table, and since the table is brownish, the color of the radiosity lights
changed to a dark orange. The candlelight itself is quite realistic because of the proper com-
bination of geometry and surface parameter settings. Furthermore, the use of dual geometry
to simulate the inner and outer flame works well here. Surely, texture maps could have re-
placed the dual geometry, but in this instance, the blue glow under the flame would have
needed exact texture-mapping coordinates. 


Finally, let’s create the smoke that rises out of the flame.


Load the Smoke.lwo object.


Go to the Surfaces panel and enter the following parameters:


Click T (for Texture) by Surface Color and add a Fractal Noise to the surface. Accept the
default settings.


Click T by the Luminosity button and load the Flame Mono image.jpg with a Cylindri-
cal Image Map for Texture Type.


Set Luminosity and Diffuse to 0.


Click Additive.


Set Smoothing to On as well as Double Sided. 


In the Advanced Options, set the Edge Transparency to Transparent.


Set the Glow Effect to 45.0.


These settings make the smoke object look transparent and have a glow as though affected
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by the lights in the scene. The smoke also could have been done using Steamer with Steamy
Particles, but that would take longer to render.


The next step is to isolate the bust from the background. Since most ambient lights come
from above, it is important to simulate that first.


Select Add Light on the Lights panel and enter the following parameters:


Rename light Ambient light.
Light Color: R: 223 G: 245 B: 252
Light Type: Spotlight
Intensity Falloff: On
Maximum Range: 5 m
Spotlight Cone Angle: 180 degrees
Spot Soft Edge Angle: 5.0
Shadow Type: Shadow Map
Shadow Map Size: 512
Shadow Fuzziness: 1.0


With Mouse-Move selected, change the light’s position by pressing N and entering the fol-
lowing coordinates:


X = –3 cm
Y = 4.48 m
Z = –1.505 m


Render the scene. This light illuminated the upper surfaces of the bust’s head creating a
subtle separation between the bust and the background. However, most of the bust’s surface
still blends in with the background.


Select Add Light on the Lights panel and enter the following parameters:


Rename light room ambient light side1.
Light Color: R: 255 G: 255 B: 255
Light Intensity: 35%
Light Type: Point Light
Intensity Falloff: On
Maximum Range: 4 m
Shadow Type: Off


With the Mouse-Move selected, change the light’s position by pressing N and entering the
following coordinates (Figure 6.136):


X = 2.845 m
Y = 1.91 m
Z = –2.975 m
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Clone the Light and rename this light room ambient side2. Position this light at:


X = –2.8917 m
Y = 1.91 m
Z = –3.0373 m


This light serves as the left side filler light for the woman’s bust. It is almost out of range,
with its illumination edge illuminating the bust slightly. These two sidelights make the two
busts separate from the background. 


Render the scene. You can leave the scene as it is, but it is customary to add another light
that illuminates the backdrop and actually creates tonal difference between the foreground
and the background object.


Select Add Light on the Lights panel and enter the following parameters:


Rename the light room ambient light side1.


Light Color: R: 240 G: 251 B: 249
Light Intensity: 15%
Light Type: Point Light
Intensity Falloff: On
Maximum Range: 4 m
Shadow Type: Ray Trace
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With Mouse-Move selected, change the light’s position by pressing N and entering the fol-
lowing coordinates:


X = –2.15663 m
Y = 24.5 cm
Z = 1.2459 m


Finally, for the lens flare, select the Lights panel and select candleglow light. Click the
Lens Flare and set the following parameter:


Flare Intensity: 25%
Fade Off Screen: On
Central Glow: On
Central Ring: On
Red Outer Glow: On
Star Filter: 10 + 10 Point
Off Screen Streaks: On
Random Streaks: On 
Streak Intensity: 3.0%
Len’s Reflections: On


Use Worley Lab’s Bloom if you have it; it will increase the impression of illumination.


Render the scene. That’s it! You have just created a candlelit scene with subtle tonal separa-
tions. The key here is to establish the tonality of the highlights and middle tones first before
adding other types of illumination. Once those are established, you can proceed to do the light
bounce method and even add subtle ambient lights. See Figure 6.137 for final rendering.
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Final rendering.F I G U R E
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3D Studio MAX 3.1


There are several ways to simulate candlelight in MAX. The best solution is to be able to get a warm
cast on the objects without making them flat.


Load the candlelight.max scene. This scene has two busts facing inward, with candlelight
between them and a backdrop in the background. The color of the light is white. The two
busts are placed on a table. Render this scene. Note that this light illuminates the backdrop
and renders the scene quite flat (Figure 6.138).


Now try to make this light warm.


Change its color to R: 255 G:162 B:0. You can do that by either selecting the light or pick-
ing it from the Light Lister. 


Click the left button to bring up the Modify panel and change the light there. This gener-
ates an orange-yellow light. 


Render the scene. There is not much change compared with the white light of before.
Now, to make this scene a low-light situation, you have to lower the light intensity. You can
also try a color of R: 255 G:180 B: 34, which is yellowish-orange. Now you need to create
layers of illumination that model the bust’s face differently in tone and color. 
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With the current light selected, go back to the Modify panel and rename this light candle
inner core.


Set the color to: 


R: 255 G: 162 B: 0


On the Attenuation Parameters, set the Decay to 0.35 with Type set to Inverse Square. 


Set the Shadow Parameters to On with Ray-Traced Shadows. Make sure that Light Af-
fects Shadow Color is also checked.


Clone this light by going to Edit-Clone-Copy and changing the name to candle inner. 


On the Modify panel, change its color to R: 255 G: 180 B: 34. 


On the Attenuation Parameters, change the Decay-Start to 0.55 with Type set at Inverse
Square. 


Set the Shadow Parameters to On with Ray-Traced Shadows. Make sure that Light Af-
fects Shadow Color is also checked. You have created a two-light system that has different
range and color. Now render this scene and look at the difference. It might be subtle, but
it’s better than using one colored light. 


With the current light still selected, go back to the Modify panel and rename this light can-
dle outer. 


Set the color to: 


R: 254 G: 248 B: 180


On the Attenuation Parameters, set the Decay to 1.35 with Type set to Inverse Square. 


Set the Shadow Parameters to On with Ray-Traced Shadows. Make sure that Light Af-
fects Shadow Color is also checked. This light affects the surfaces closest to the light be-
cause it has a farther range, even though it has the same multiplier setting as the candle
inner light. 


Render the scene. Notice how the rendering is now quite natural and convincing (Figure
6.139).


The next step is to create an ambient light. In general, this light should come from above and have
a slight blue coloration.


Click the Light Lister and select candle outer. Click the left button to switch the selection
to this light. 


Go to Edit-Clone-Copy to replicate this light. 


On the Modify panel, change this light’s color to:


R: 206 G: 246 B: 249
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This light is white-blue. Set the Multiplier to 0.15. Leave everything else as it is.


Right-click the Left View and select Move. Displace this light vertically at 2.1596. This
places the light high enough, with the Decay range indicator barely touching the table as
seen from the Left View. This illuminates the upper surfaces of the objects without chang-
ing the illumination on the other objects.


Render the scene. Note that the top surfaces have become more open, but the shoulders of
the bust are unaffected. This is the great thing about MAX, with its ability to restrict the
light’s range and what it affects (Figures 6.140 and 6.141).


Click the Light & Cameras panel and select Targeted Spot. 


Zoom out on the Left View and create the Spot light at 2.1487 height, as shown. 


Set the Target Spot slightly below the candle’s wick. The extent of the spotlight’s range
should touch the table (Figure 6.142).


On the Modify panel, change this light’s name to overhead spot. Change its Color to
R: 255 G: 227  B: 114. 


Set the Multiplier to 1.65. 
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Scene with turned down intensity.F I G U R E
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Placement of cloned Omni light.F I G U R E
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Rendering of scene with additional overhead light.F I G U R E
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On Spotlight Parameters, change the Hotspot to 13.0 and the Falloff to 17.1. Be sure to
check that the Target Distance is 1.462. 


Set the Attenuation Parameters-Decay-Type to Inverse Square with a Start of 0.45. 


On the Shadow Parameters, use Ray-Traced Shadows. 


Render the scene. This light created a subtle ring of illumination around the base of the
candlelight on the table but lightened the shadows directly under the candlelight and
holder. However,these shadows need to be as dark as possible.


On the Front View, add an Omni Light and position it inside but offset to the front of the
woman’s bust object. Align this light on the Left View as well and center it on the bust. The
exact position is not critical, just the location inside the bust. 


On the Modify panel, make this light warm with the following Color: R: 255 G:210 B: 0. 


Set the Multiplier to 0.5. 


Click Exclude and exclude the woman’s bust, man’s bust, and table objects. 


On the Attenuation Parameter-Decay, set the Start at 0.75 with Type in Inverse Square.
This light will not cast any shadow because it functions as the radiosity light reflecting off
the bust. Make a copy of this light and rename it bustrad2.


Move and position this light over the inside and offset it to the front of the man’s bust ob-
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ject. Align and center this light on the Front and Left Views so that it is inside the bust but
centered as viewed from the x-axis. 


On the Modify panel, exclude the woman’s and man’s busts from the effect of this light. 


Render the scene. Note that the additional two lights made the candlelight stand out from
the background. It also illuminated the table and enhanced the ring light effect on the table.
All this time the scene has been there without the flame! Its is time to add the flame object.
This can be done several ways through a plug-in or you can create one using Max itself.


Click the Helpers panel and select the SphereGizmo object. 


Zoom in on the candle’s wick on the Front View and make the SphereGizmo. 


Align and move the SphereGizmo on the Left View to center it on the candle’s wick. 


Select the Non-Uniform Scale and stretch the SphereGizmo vertically to make an elon-
gated cigar shape (Figure 6.143).


On the Modify panel, click Atmospheres, click Add, and select Combustion-Setup. You
can use either the built-in Combustion module or a third-party solution. I used Blur Stu-
dios’ Dust Devil. Phoenix also would be a good solution. Render the scene (Figures 6.144
and 6.145).


Now the only thing missing is the fill lights on the side to make the edges of the bust lighter
so that they stand out from the background.


3D LIGHTING278


Placement of SphereGizmo object.F I G U R E
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Rendering with SpereGizmo object.F I G U R E
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MAX final rendering.F I G U R E
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trueSpace 4.3 


Simulating candlelight might seem as easy as changing the color of the light to a warm color. How-
ever, the realism of natural light lies in the way it affects the highlights and the middle tones; the
subtle differences in their saturation and tone makes or breaks an image.


NOTE: This scene uses a special Stone: MarbleWhite. The standard Stone: MarbleWhite has a high ambi-
ent light setting (luminosity), which, if used on this scene, creates a self-illuminated look on the busts.


Load Candlelight.scn. This scene has two busts facing each other with a lit candle between
them. Render the scene. As loaded, this scene has a single white light in the position of the
candle. The candlelight itself was simulated using Windmill Fraser Multimedia’s free
Sphereglo plug-in and a texture map.


Now change the color of this light to (Figure 6.146):


Hue: 49.3 
Saturation: 0.709 
Intensity: 0.8


Render the scene again. The scene is now bathed in low-intensity yellow light.
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Clone this light and make it nonshadow casting.


Change the settings to:


Hue: 47.2
Saturation: 0.388 
Intensity: 0.37


Now you have created a dual light source with one light that is strong but dark yellow and
another that is lighter and less intense. Render the scene. Observe how these two lights in-
teract with the objects in the scene (Figure 6.147).


Note that the addition of a non-shadow casting light opened the dark areas and created a
kind of ambient light around the objects. The candlelight illuminates both the busts and the
tabletop, so the reflection from these lights must be simulated as well.


Add a Ray-Trace Spotlight and position this light slightly above the wick of the candle at
(Figure 6.148):


X = –0.003 
Y = –1.468 
Z = 1.270 


with a color of:


Hue: 20.6
Saturation: 0
Intensity: 0.12


The size of the spotlight is as follows:


X = 1.019 
Y = 1.019 
Z = 0.953


Now add a spotlight with an Intensity of 0.20 and rotate it 90 degrees so it is standing on
its side. Position this spotlight between one of the busts and the candle. Widen the cov-
erage of the spotlight and angle it out (Figure 6.149).


The glow on the upper surface of the candlelight also must be simulated. Add a spotlight
and position it between the candle and the bust as before, but make the coverage narrow
so that it covers only the candlelight itself.


Here are the coordinates and properties:


Location: X: –0.289  Y: –1.467  Z: 1.267
Rotation: X: –180  Y: –84.57  Z: 0.00
Size: X: 0.353  Y: 0.353  Z: 0.103
Hue: 40.7
Saturation: 0
Intensity: 0.17
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Position of the cloned non-shadow casting local light inside the candle flame.F I G U R E
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Placement of downward pointing spotlight.F I G U R E
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Click the Axes and change the center of the axis to the center of the candlewick for the spot-
light. 


Clone the spotlight and rotate it to the other opposing side—the side of the woman’s
bust. Repeat the process until you have eight spotlights. You can either glue two spotlights
and center their axis on the candlelight and rotate or rotate the single spotlight around until
you have eight of them (Figure 6.150)


Render the scene. 


Now that the influence of the key light has been established, the ambient lights are next.
Notice that the dark surfaces of the bust blend in with the background. Add a Local Light
above the scene with the following parameters:


Location: X: –0.007  Y: –1.475  Z: 2.621
Rotation: X: –180  Y: 0.00  Z: 0.00
Size: X: 0.500  Y: 0.500  Z: 0.500
Hue: 187.2
Saturation: 0.227
Intensity: 0.17


Finally, the backsides of the busts must be lighted. Add two more Local Lights and position
them at the back of each bust (Figures 6.151 and 6.152). That’s it!
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Placement of spotlights in front of each bust illuminating the candlelight.F I G U R E
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Placement of spotlights simulates the candlelight glow.F I G U R E
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Positioning of first ambient light.F I G U R E
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These tutorials demonstrated the use of multiple lights to create bands of illumination
that affect the highlight and the middle tones, which are critical in conveying natural light
sources such as candlelight. The principles outlined here can be applied to other natural light
sources, such as torch light and fire. The only differences are the range and whether or not
the light needs to be animated. This tutorial also showed that naturalistic lighting is not as
simple as merely changing the color of the light to suggest an atmosphere.


Since everyone is familiar with the way candles illuminate a scene in the real world, it is
very challenging to make this kind of dominant light look natural. In cinematography, can-
dlelight is simulated with spotlights to suggest small-area illumination. This is done through
the use of at least a three-light setup: two on the side and one above, acting as an effect light
to suggest the candle illumination (Figures 6.153 and 6.154). You can load the scene show-
ing the actual setup from the CD-ROM that accompanies this book. The file name is Can-
dlelight Hollywood Style Setup.xxx. This scene can be enhanced using subtle fill lights on
the side to separate the foreground objects from the background, but those areas should not
stand out, only give a hint of tone. Render this scene and observe how this simple setup
solves all the illumination problems (Figure 6.155). 
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In CG, since we can place point-source lights directly in front of the camera, it is some-
times preferable to simulate candlelight using a 3D point-source array or a set of lights with
different qualities. The drastic falloff effect of candlelight as observed in nature is hard to
simulate in CG, even if the scene is in scale and the light has a falloff (inverse square) setting.
The solution in this instance is to use negative lights. It is, however, preferable to control the
illumination, either through intensity/distance or by having a near/far attenuation setting, as
in 3DS MAX 3.1.


Fire is the most primitive of all light sources. It is defined as a chemical reaction that re-
leases heat and flame. Something has to be burning and consumed to create fire. The light
that a fire gives off is normally perceived as variegated—that is, it changes in color and ap-
pearance. A fire seems to dance and gyrate as its intensity changes. Today, we encounter fire
mostly in controlled situations, such as in barbecues, campfires, bonfires, and in fireplaces in
the winter. We occasionally also encounter fire in natural, uncontrolled environments, such
as forest fires, burning buildings and houses, and in street riots. 


Our most common experiences with fire are mostly limited to intentional and purpose-
ful use. Fire is also used for entertainment purposes, as in fireworks and special effects. How-
ever, fireworks do not really burn; rather, they are an explosive consumption of combustibles.
In industry, fire in its primitive form is still widely used—for melting, as in steel mills for
making iron alloys, in glassworks for melting silica, and in kilns for making bricks and tiles.
Finally, there is cooking. These applications of fire can be labeled controlled flame situations
that are predictable in their intensity and color temperature output. 
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Screen capture.F I G U R E


6.154


LW rendering.F I G U R E


6.155


In CG, fires are simulated in several ways, the most common of which is the use of 3D
light arrays with various coloration and intensity. For a single campfire, a group of pyrami-
dal 3D light arrays or 3D dome light arrays are used. The purpose of the 3D light arrays to
simulate fires is to simulate the bright yellowish illumination near the base of the fire as well
as the reddish-orange cast of the flame above. A single light source cannot possibly simulate
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the changing intensity and color of a fire, but a 3D light array can. Furthermore, a 3D light
array can be rotated on its axis to suggest intensity and color changes. Rotating a single point-
source light on its axis would not change the way it illuminates objects in the scene, but a
group of lights surely change it, especially if the lights have different intensities and color. In
programs where you can set the light’s attenuation range, it is easier to do multiple-colored
parented lights that you can animate to simulate firelight’s illumination dance. The lighting
principles shown in the candlelight tutorials are directly applicable to a fire scene.


Now that we have completed the tutorials, we will wrap up with an investigation into
dominant light qualities.


DOMINANT LIGHT QUALITY


Dominant lights, whether simulated as a single light or in an array, give noticeable light qual-
ity. Light quality is primarily dependent on its distance from the object and light source, and
if the light source is diffused or filtered through another object between the light source and
the object.


Light quality is dependent on distance because physically large light sources that are 10
feet long behave like point-source lights if they are placed 100 feet from the object and point-
source lights behave like a large light source if they are very close to the object they are illu-
minating. This is the way lights behave in the real world, however, getting a single
point-source light in CG to behave like a diffused light is not possible due to the built-in as-
sumptions of how this type of light should illuminate a CG object. Luckily, though, this ef-
fect can be simulated using a 3D light array.


LIGHT SOURCE TYPES


There are three major types of light source: the small light source, the medium light source,
and the large light source. There are three ways to determine the quality of light, its direction,
the shadows it generates, and the quality of its terminator, which is the area where the
lighted area stops and the shadowed area begins.


Small Source
A small light source is a far and unobstructed bright light source. Small light sources have
hard-edged, dark shadows with a very bright highlight. The penumbra generated by a small
light source blends with the umbra. There is a subtle suggestion of a penumbra. A small light
source is always directional. It always indicates the orientation of the light source. The sun on
a clear, cloudless day functions like a small light source. A far but bright-focused spotlight
also functions as a small light source, as does a bright torch in a dark cave (Figure 6.156).


If you can tell the direction from which the light is coming and if the shadows it casts are
hard edged and dark, it is a small light source. Small light sources create very dark shadows
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Small light source.F I G U R E


6.156


with almost no detail. The highlights generated by small light sources tend to be bright and
small. The terminators of small light sources have a drastic shift between the lighted and
shadowed areas. Their terminators do not have any middle tones. Small light sources tend to
be both hard and harsh.


Medium Source
A medium light source is a regional or localized diffused light source. It is the type of light
that is between the harsh, contrasty quality of a small light source and the soft, almost shad-
owless quality of a large light source. Medium light sources are always directional as well as
diffuse. 


Highlights generated by medium light sources are soft and diffused. The terminators of
a medium light source, however, have light middle tones with less separation between the
light and dark areas. There is a subtle gradation between the lighted and the shadowed areas.
Examples of medium light sources are window lights, covered overhead ceiling lights, and
diffused incandescent lights (Figure 6.157).


There is a distinct separation between the umbra and penumbra of a medium light
source. The penumbra of a medium light source is generally lighter than that of the umbra.
However, the umbra of a medium light source is open and lighter. The dark shadowed areas
opposite the light source have details and form. 
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Large Source
A large light source is a light source in which there are almost no dark shadows and the light
envelops the object. Large light sources have almost no penumbra and umbra separation, if
they generate perceptible shadows at all. Most large source lights have no perceptible shad-
ows because they are so diffused and spread out that they become light and imperceptible. A
large light source is not directional and is diffused (Figure 6.158).


The orientation of a large light source is difficult to determine because light emanates
from all over the place. The highlights of large light sources tend to spread out and blend to-
gether. No light terminator is present in large light sources. 


A great example of a large light source is an overcast, cloudy sky. A row of fluorescent
lights reflected off a huge ceiling or a series of windows that illuminate the room with filtered
and diffuse light that is nondirectional are other good examples. It is necessary to be aware of
the way a light source affects the objects that it illuminates based on its size and distance from
the subject. In lighting, awareness is probably the most important aspect after seeing. Al-
though large light sources do suggest low contrast, that does not mean that the scene is de-
void of a full tonal range; it only means that there are more upper-middle tones and
highlights than dark-shaded, shadow areas. 


The difference among small, medium, and large light sources mainly rests in the
ways they create shadows and in the ways they compress the visible tones on a scene. In low-
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contrast scenes like overcast days, it might seem that there is a lack of full tonal range, but the
scene still has full tonal range, it is just dominated by one tone.


TIME COMPONENT


In the course of a day, we tend to have a shift in our energy level tied with feeling that some-
thing is passing. In short, we are aware that external factors happen by themselves as we go
along and do our normal routines. This awareness is mostly tied to our perception of time.
That does not mean chronological time as exhibited on a timepiece but rather a sense of
shifting moments as we go through our day. 


This sense of time is mostly due to our perception of changes in lighting. We intuitively
acknowledge environmental light changes to which our senses, and ultimately our minds, re-
spond. In short, we are tied to our exposure to light without being aware of it. Psychology
long ago discovered seasonal depressions in humans that can be treated with light exposure.
In CG, in order to be able to accurately convey the time of day, it is necessary to not only be
aware of how light changes the sky or the environment but also how light itself shifts in color
temperature as the day goes by (Figure 6.159).


The color temperature changes as the sun rises and as the light is filtered and reflected
throughout the environment. At sunrise, the sun has a color temperature of around 3,000K,
which goes up to 4,500K as early morning evolves and provides the white sunlight we see at
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midday, with a color temperature of 5l500K. On overcast days, the color temperature in-
creases to 6,800–7,000K. On very clear summer days, when the sky is a dark bright blue, the
color temperature might be as high as 16,000K! Shadow areas also can be as high as
7,600K–8,000K. These temperatures are approximates only because they vary with the sky-
light contribution. In cinematography, filters are used in conjunction with artificial light to
counter the shifting of the color temperature as the day goes on. In CG, however, we only
have to simulate this effect.


Morning/Dawn and Afternoon/Dusk
The moment the sun casts its first light in the sky, even if the sun itself is still below the hori-
zon, it changes the lighting of the environment. Since very few rays reach the atmosphere,
the light gets scattered and reflected, bathing the eastern sky with a blue tint that gradually
lightens. As the sun slowly rises, the sky’s color shifts from low-intensity white to an orange-
yellow glow to yellow as the morning goes on. Finally, it becomes yellowish-white four hours
before midday. This gradual color shift occurs because in the morning, when the sun is hit-
ting the atmosphere at an angle, it scatters more blue, so it lets the reds and the yellows pass
through, and that’s what we see (Figure 6.160).


In CG, to simulate the morning sky we need to mimic this behavior of the sun as its light
gets scattered and filtered through the atmosphere. We also need to mimic the gradual
change in the perceived intensity of light. It is also necessary to mimic the dark but blue-
tinted, illuminated objects of the early morning sky. Adding another 3D light array opposite
the warm morning sun can do this. This new 3D light array needs to be mostly non-shadow
casting since it represents skylight contributions.


The angle of the sun from dawn to morning changes from a grazing angle (0) to around
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38 degrees, although this range varies depending on the location (latitude and longitude). In
the polar regions as well as in higher elevations, the skies are bluer and clearer with much less
red and yellow. 


The angle of the sun relative to the ground during the morning hours is identical to the
angle it forms in the afternoon. However, the atmosphere is warmer in the afternoon due to
being heated all day, which makes the air expand and scatter more light. When the sun sets,
the blue spectra get scattered more and the atmosphere passes more reds and yellows; hence
we see a colorful sunset. Blue is scattered more because it has a shorter wavelength than red
and yellow. The atmosphere acts like a giant prism, and its molecules scatter short wave-
lengths (Rayleigh scattering) instead of letting them pass through. Particles, water vapor, and
dust near the horizon scatter the longer wavelengths (Mie scattering) and pass through the
shorter wavelengths, which results in the horizon appearing white or light blue. The atmos-
phere scatters blue light about four times as much as red light; this is the reason the sky ap-
pears blue.


Noon/Midday
Noon is the middle of the day, when sunlight is strongest and brightest. The noon light gives
off a yellowish-white to white color. Since the light is directly overhead, the distance that the
light has to travel through the atmosphere is minimized. The lighting quality of noon light
is very harsh and contrasty (Figure 6.161).


The quality of light at midday on a clear day is that of a small light source, with the
shadow dark and featureless and very bright, small specular reflection. Since the light from
the sun travels a shorter distance and gets scattered less, the light during midday is brighter
and more intense. The psychological perception of noontime is at its peak, a time for per-
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fection of creativity, a culmination and an apogee. This is in reference to the sun being at its
highest as well as its brightest. The skylight during noontime does not seem to contribute
much since the light is not being scattered as much; hence the shadows are darker and col-
orless; even in the southwestern United States, with its clear dark blue skies, the shadows are
dark. 


When we simulate high noon in CG, it is preferable to have a white key light with a sub-
tle cast of yellow and to position the light overhead or slightly to the side to get some shad-
ows. The important thing to remember is to get the feeling of light intensity, which can be
conveyed only through “washing out” the highlights and darkening the shadows. In short,
when you are recreating high noon, it is expected that the scenes have more contrast and are
brighter. An overhead light surely would illuminate everything, but it would also make
everything look flat. The light also needs to be very directional. If the scene is small, several
spotlights creating a 3D light array component can be used if arranged in a conic ring.


In photography, when you are forced to shoot during noontime, the dark shadows are
lightened through the use of fill lights, which reduce the contrast between the light and dark
areas of the scene without overpowering the impression of the overhead as the main domi-
nant light. If too much fill light were used, the scene would look too synthetic and contrived.
Traditionally, the fill process for a bright, dominant light is to bounce it. In CG, however, it
is impossible to use bounce cards and light panels to reflect light into the dark areas, so we
have to use non-shadow casting lights.


Cloth materials are hung in front of the sun to reduce its intensity and break up its harsh-
ness. Some cloth materials, such as grid cloths, diffuse light more than others, whereas silks
retain their directional diffuse quality. These types of diffusers can be simulated in CG with
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varying results through the use of 2D-raster noise images with alpha channels placed in front
of the main light. Reflectors also reduce the incidence of squinting and unnatural eye move-
ments to compensate for the bright sunlight and control the amount of tone in the scene by
reducing contrast. The sun is blocked with circular disks. In CG, we do not need to block
the main light, although that is possible with negative lights, but it is preferable to control
lighting through the use of 2D diffusers and placement.


Overcast/Cloudy
During cloudy days, there is often a feeling of melancholy— a sense of despair and helpless-
ness about the present situation. This feeling is also manifested during overcast days when
one does not have the energy to get out of bed. In fact, the longer dreary, cloud-covered days
persist, the worse these melancholy moods become. The weather as a determinant of emo-
tional response has been used numerous times in live action with much success (Figure
6.162).


Overcast days create situations in which the sky is completely covered with clouds. The
sunlight is diffused extensively, and the objects in the scene are exposed with subdued col-
oration. During overcast days, there are no observable specular reflections and shadows. Ob-
jects are evenly lit, with no regard to their proximity to the main light source. The scattering
of the sunlight reduces specularity and contrast. The lack of distinct, dark shadows and the
reduced contrast increase the purity of color in the scene. The tonal dynamic range of an
overcast scene is reduced to mostly middle grays and highlights with some dark areas. Be-
cause the light is coming from all directions, the reflected spectra from each object are purer. 


No blue color casts influence the scene through skylight contribution. Green leaves, red
hats look richer; the yellow mustard flowers are more vibrant under overcast lighting. This
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happens because our eyes are not forced or directed to the brightest areas of the scene; they
are free to scan the scene. This ability of diffuse, indirect lighting to enhance and saturate an
object’s color works well for cosmetic and fragrance industry advertising. Diffuse overhead
lighting outlines and individualizes each object in a scene. Overcast lighting exposes each ob-
ject in the scene. Overcast lighting is, in fact, an ideal situation for creative framing and com-
positional design because of the dominance of the ambient light; it is without the stark,
bright, and contrasty illumination of direct sun.


Overcast days are different from hazy or foggy days, when the scattering of sunlight is de-
pendent on the distance to the view and to the ground elevation. The existence of conden-
sation and other particulate matter spreads out the light around objects and creates a subtle
rim-lighting effect that results in a layered-scene look, which this strengthens the sense of
depth. Overcast lighting results in the desaturation of color and the simplification of forms
over distance.


Simulating an overcast day in CG is probably one of the hardest things to do because
most renderer engines use the assumption that all light in a scene is fundamentally composed
of point-source omnidirectional light. This means that all the available lights in CG are using
point-source lights to simulate them all. If the rendering engine does assume that all the
lights are point sources, the light wraparound effect that we naturally expect from an overcast
daylight situation will not be evident, and it will be necessary to use multiple fake radiosity
lights to act as reflected, indirect illumination. In these situations, you can use light arrays or
blurred reflection maps for shiny objects.


In any form of lighting, it is always easier to control and create light if all the lights in an
environment are controllable. Artificial lights have both an aesthetic and a utilitarian pur-
pose. Light became a slave to beauty once man learned how to create and control it. This
ability of light to entertain as well as be functional is evident in our use of light in theater
marquees, animated displays, and concert laser shows. 


Midnight/Nightlife
The application of light to entertain and delight people began with another Edison inven-
tion—the gas-evacuated bulb light. These displays were called light carnivals and festivals.
They represented an acknowledgment of our refusal to surrender to nature’s cycle of light
and dark. With the advent of alternating current to carry electricity to far places without di-
minishing its capacity, artificial light became pervasive. 


Artificial night light is adequate for our eyes because the rods in our eyes are more sensi-
tive to low light. Our perception of color at night is possible only because of the presence of
bright light sources that cross our threshold for color vision. In instances in which available
light is low, we never see in color but only in monochromatic mode with a slight blue bias
due to the way the eye’s retina works. If filmed or captured without modification, bright
night lighting is either too dark or too contrasty. In this instance, photography of nightlife is
done through time-lapse photography or additional artificial lights to serve as dominant and
fill lights. 


Interior night photography varies and is dependent on the look and desired emotion re-
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quired in a scene. A night scene can be very dark or flamboyant and lively, depending on the
scene. Some scenes are lighted dimly, but the important foreground subjects are never in the
dark or in high contrast. In these scenes the shadow areas have recognizable features as well
as details. This means that the light and dark areas of the foreground subject never blend or
fuse with the dark background. The foreground objects always stand out, “popping out” of
the frame due to backlighting and fill-in light (Figure 6.163).


When you set up lights for a night scene, it is important to visualize the generalizations
that people have about it as well as obtaining the right look. One thing you can do is increase
the number of practicals in the scene so that they open up the dark areas without raising the
tones of the environment to such a level that the scene loses its night look.


A night scene can also have a very film-noir look, as demonstrated by classic Hollywood
lighting. Film-noir lighting generally has a clear, definite rendition of textured highlight, fea-
tured middle tones, and detailed shadows. The harsh highlights are always balanced with
dark shadows that have short width terminators. In essence, the film-noir look is mostly hard
lighting, low-key lighting, and accent lighting with emphasis on compositional juxtaposi-
tion. As discussed earlier, Hollywood’s 1940s films are generally seen as the film-noir era,
dominated by hard-boiled detective plots accompanied by stern narration. However, it is
lighting that mostly denotes the film-noir genre. The abstraction of forms, emphasis on the
patterns of light and dark, and the counter-balance of elements mark a film-noir look. 


Modern night scenes are filmed more realistically, with the extensive use of practicals
combined with night’s subtle ambient blue lighting. The use of mixed lights, such as the
greenish hue of a fluorescent combined with the orange cast of a sodium light, enhances the
perception of a night environment. In night scenes, color shifts are acceptable and sometimes
desirable.
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CONCLUSION


This chapter demonstrated the use of light arrays and multiple light instances to mimic the
behavior of a single light as well as demonstrate the “follow light bounce” technique to sim-
ulate radiosity. It showed the technique of overlapping light’s influence on the scene to cre-
ate the desired tonality and illumination due to the restrictions of local illumination.


Additionally, it introduced the concept of motivated lighting, which is dictated primarily
by the story line, setting, and emotional content of the scene. In the next chapter we will in-
vestigate more lighting techniques and tutorials. 
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7 Applied Lighting
Techniques
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In the previous chapter, we examined basic lighting situations and the concept of using
multiple lights to do the job of one to get a more realistic rendering. We also focused on
the effects of key or dominant light in a scene and fill lights were discussed in the light


array tutorials, but a direct discussion of key to fill light interaction is warranted. In this chap-
ter we will expand on the basic lighting concepts and discuss key to fill light interaction.


MAIN/KEY LIGHT PATTERNS


The key light could be placed anywhere in the scene, but there are several major key light po-
sitions. Each of these key light positions has its own way of rendering the object. The actual
use of a particular key position depends on the lighting situation as well as the intended psy-
chological effect. Changing the position of the key light illuminates the subject and alters the
viewer’s response to the subject. 


The lighting techniques presented in this chapter are the classic positions of key and fill
lights as used in portrait lighting (Figure 7.1). These lighting techniques are applicable to any
subject that benefits emphasis and definition through lighting. The actual 3D application
scenes for each specific lighting setup are on the CD-ROM for LW5.6, tS4.3, and MAX 3.1.
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FRONT LIGHTING


Placing the key light near the camera or lens axis results in front lighting (Figure 7.2). The ac-
tual light placement can be a bit higher than the camera or off to the side. A flattened form
and compressed shadows characterize front lighting. Since the light is evenly illuminating the
subject and is near the camera, the features of the subject are abstracted and made two-
dimensional. Front lighting minimizes a subject’s texture and volume. There is no light mod-
eling with front lighting. 
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Front lighting is very unflattering, but certain subjects—namely the elderly and in-
fants—benefit from its flat lighting. In the elderly, front lighting minimizes wrinkles and
enlivens the skin. For infants, front lighting matches their relatively flat face. Front lighting
is also ideal for thin-faced subjects because it makes their faces look wider. See a setup in Fig-
ure 7.3.
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SIDE LIGHTING


Side lighting is the placement of the key light 90 degrees to the side of the subject, on ei-
ther the right or left side. Side lighting emphasizes the texture of the subject. It also reveals
the form and shape of the subject. In side lighting, one side of the subject is totally illumi-
nated while the other side is totally dark. By nature, side lighting is high-contrast, hard
lighting. See Figure 7.4.


Side lighting is also called hatchet lighting because it divides or separates the face into two
areas, the light zone and the dark zone. For the same reason, side lighting is also referred to
as split-face lighting, although very rarely. This type of lighting is best for faces that are broad
or round. The side illumination minimizes the width of the face and avoids outlining the
face’s roundness. A side lighting setup is shown in Figure 7.5.


Side lighting is mainly used for its psychological impact and suggestion. If the right side
of a subject is lighted as viewed from the camera’s perspective, it implies that the subject is
good natured. If the light is switched to the left, the subject is untrustworthy and malevolent. 


Side lighting also causes one other anomaly. Since no face is perfectly symmetrical, creat-
ing high-contrast lighting can completely change the look of the subject. You can try this
with an image manipulation program such as Adobe Photoshop. Scan in a picture of your-
self or a friend and divide the images down the middle in the program. Save each file
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separately and then open them individually to see the differences. Using side lighting can,
and will, give your subject a totally different appearance.


REMBRANDT LIGHTING


Rembrandt lighting is the placement of a key light to the side of the camera with the light fo-
cused on the subject. It is also called 3⁄4 lighting, quadrant lighting, or 45-degree lighting. The
position of the key light in Rembrandt lighting is normally elevated above and placed to the
side of the subject in portraiture. This placement illuminates three-quarters of the subject’s
surface. This is also called high-side lighting, because the light is positioned at 45 degrees to
the side and above, as well as angled down toward the subject, if you are using a spotlight. 


Rembrandt lighting is derived from the position of the sun in late morning or late after-
noon, when it is above and to the side of the subject. The light at this position is very flat-
tering in the way it models the subject into a three-dimensional form. The contours of the


3D LIGHTING304


Rembrandt lighting.FIGURE


7.6


P-07 3470  3/13/01  12:53 AM  Page 304







CHAPTER 7 APPLIED LIGHTING TECHNIQUES


face are revealed, as is its form. This is the classic position of key light in painting and pho-
tography. See Figures 7.6 and 7.7.


Because this type of lighting is so prevalent, it does not mean you should set up all of your
scenes with the key light coming from above left. It is just a more  artistically accepted way
of portrait presentation. 


BROAD LIGHTING


Broad lighting is a variation on Rembrandt lighting involving the placement and illumina-
tion of the “wider” side of a three-quarters turned face. The key light is positioned to light
the subject from the same direction as the camera. Broad lighting is normally used for mak-
ing thin faces elongated and wider (Figures 7.8 and 7.9).
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Broad lighting is not suited for round- or wide-faced individuals because the light place-
ment expands the appearance of their faces. 


SHORT LIGHTING


The opposite of broad lighting is short lighting, which is the placement of the key light to-
ward the far side of a three-quarters turned face. See Figures 7.10 and 7.11. It is called short
lighting because it illuminates the narrow, far cheek area of the face. 
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Short lighting is ideal for round- or broad-faced individuals because it makes the face look
slimmer by shadowing its broad side. By lighting the narrow, short side, we emphasize the
outline of the face, and by darkening the broad side of the face, we form an illuminated nar-
row triangle on the lighted side. 


TOP LIGHTING


The key light position in top lighting is above the subject. It could be placed above and to the
side, but the overall direction of the light must come from overhead. This type of key light is
evident during midday, when the sun is at its zenith and shines directly down. Top lighting
forms deep shadows on the subject while making the illuminated side featureless (Figures
7.12 and 7.13).
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If a key light is above and positioned slightly in front of the subject, it is called butterfly
lighting. In portraiture, butterfly lighting forms a “butterfly shadow” under the nose. This
type of top lighting is used mostly in glamour and fashion shots. Hollywood portrait pho-
tographers such as George Hurrell popularized this type of glamour lighting. Butterfly light-
ing minimizes the imperfections on the subject’s face or surface and accents the cheekbones
and the neckline in portraits. It also elongates the bridge of the nose, lengthening it in some
subjects. Even though butterfly lighting is flattering for many subjects, it should never be
used with broad-faced or round-shaped subjects, because it will widen the subjects’ face. See
Figures 7.14 and 7.15.
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UNDER OR DOWN LIGHTING


Under lighting or down lighting is the placement of the key light below the subject. It is
mostly the kind of light that is pointed upward toward the subject and that illuminates the
bottom areas of the subject. It produces what is perceived as a weird shadow formation be-
cause it is not often that light comes from below.


Psychologically, down lighting produces an eerie, mysterious, and sinister feeling. It is
mostly used to suggest a villainous and evil disposition. This is the perception of down light-
ing because it is the inverse of the sun’s direction. It is also used to imply alien, otherworldly
creatures, and environments. See Figures 7.16 and 7.17.
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KICKER LIGHTING


Kicker lighting is the use of two key lights positioned above and behind the subject. The sub-
ject’s face is allowed to fall into the shadows while the two key lights illuminate its sides. The
shadow areas are then opened up by bounced or reflected light (Figures 7.18 and 7.19).


311


Kicker lighting.FIGURE


7.18


Down lighting setup.FIGURE


7.17


P-07 3470  3/13/01  12:53 AM  Page 311







This type of lighting creates a highlight outline of the subject. It can be considered an in-
verse variation of Rembrandt lighting, with the broad side of the subject’s back being lighted.


RIM LIGHTING


Rim lighting places the main light behind and slightly offset from the subject to create a spe-
cific effect as if the light is caressing its subect. Since the key light comes from the back, the
light creates an edge highlight that shows the contour of the subject while the opposite side
is shadowed. Rim lights are generally positioned at the same level as the subject and are set to
be stronger than the key light (Figures 7.20 and 7.21).


Rim lighting is used for drawing attention to a profile or shape of a subject. It enhances
the shape of the head, neck, and shoulders in portraiture. Hollywood portrait photographers
first popularized this lighting technique. A great example of this is the famous Jean Harlow
picture where her back is arched, her head thrown back, and the light coming from the left
side outlines her figure.


Rim and Butterfly lighting are the two most commonly used glamour lighting setups.
Rim lighting is also extensively used in classical nude photography to identify the subject and
create a bright silhouette. Rim lighting can be considered a variant of backlighting with a
change in the position of the subject and the key light relative to the camera.
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BACKLIGHTING


Backlighting is the positioning of the key light either above and behind or completely behind
the subject. The intense highlight glow outlines the subject and, because of the contrast that
occurs, backlighting creates volume and depth. Backlighting visually separates the fore-
ground object from the background. A backlit object has a large, dark shadow area with a
small, strong highlight around it (Figures 7.22 and 7.23).


Intense backlighting is sometimes used to suggest spiritual and otherworldly encounters.
With the use of glow filters and diffusion nets, the effect of the bright highlight around the
object is intensified. Backlights are generally 21⁄2 to 3 stops higher than the key light to make
them stand out. This technique is also used for mysterious and melodramatic effects because
of its abstraction of forms and shape. Backlighting is related to rim lighting; they differ only
in the way the light is positioned relative to the axis of the camera as well as the subject-to-
camera orientation. Both are used as accent lighting to direct the viewer’s focus.


3D LIGHTING314


Back lighting.FIGURE


7.22


P-07 3470  3/13/01  12:53 AM  Page 314







CHAPTER 7 APPLIED LIGHTING TECHNIQUES 315


Back lighting setup.FIGURE


7.23


CREATING THE CORRECT LIGHTING RATIO


In conclusion, the most important quality of the main or key light is the way it affects the
scene. Its height, angle, and direction mold and model the objects in the scene. The key
light’s color suggests the time of day, type of light, and ultimately, the emotional component
associated with its color. The key light’s distance and size affect the shadows it generates. A
key light in the distance generates hard lighting, with its dark and sharp shadows; key lights
closer to the subject generate soft and diffuse lighting. The shadows made by the key light in
turn affect the way the objects’ forms, shapes, and textures are rendered. These are the im-
portant contributions of the key light in a scene. 


The following are the steps involved in creating the correct lighting ratio in CG.


1. Decide on the type of light for the key. Choose whether the key will be a point
source, a spotlight, or an area light. Set the desired color of the key light. Establish the
presence of the key and not the cumulative intensity of all the lights functioning as a
key light. This is especially important if you used several lights to designate and sim-
ulate one single key, as we did with light arrays.


2. Position the key light. This means decide where it is coming from and how far is it
from the subject. This step primarily affects the highlight and shadow formation on
the subject. 
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3. Decide on the elevation of the key light. This involves deciding whether the key
light should be above or below the subject and how high and how low it should be.


4. Set the intensity of the key light. This means set the intensity of the key light as de-
sired based on the way it illuminates the subject from the camera’s perspective. 


The quality of the fill light and how it affects the shadow areas can be set in two ways. It
can either be set to have an intensity equal to the key light and controlled through the fill
light-to-subject distance, or it can be set the same as the key light-to-subject distance with a
change in its intensity. In the process of lighting, it is easier to make one variable constant;
this variable could be that all the lights’ intensities are equal or all the lights’ distances are
equal. It could also mean that both the distance and the intensity are changed to obtain the
proper lighting ratio.


• Option 1: Set the intensity of the fill to the intensity of the key light. This requires
making the intensity settings of the key light and the fill light equal, which could be
easily done by cloning the key light and renaming it. By setting the key and the fill
lights equally, you now need to control the fill light contribution through distance
from the subject, since its intensity would not be changed, only its distance. If a 2:1
lighting ratio is desired, the fill light must be set to twice the distance from the subject
as the key light. In other words, the fill light-to-subject distance is twice that of the key
light-to-subject distance. If a 4:1 ratio is desired, the fill light must be four times as far
from the subject. With this option it is the fill light’s distance that is changed, not the
intensity.


• Option 2: Set the distance of the fill light equal to the distance of the key light to
the subject. By making the distance of the key light and the fill light equal, you now
need to change the fill light’s intensity to control the shadow area tonality. By setting
the distance of the fill light equal to the key light, it is necessary to change its intensity
to achieve the right lighting ratio. If a 2:1 lighting ratio is desired, the fill light’s inten-
sity must be set to half that of the key light. If a 4:1 light ratio is desired, the fill light
must be a quarter of the strength of the key light. This option requires that only the
intensity be changed, and not the distance. 


• Option 3: Set the distance of the fill light as well as its intensity. Sometimes it is
not possible to set only the distance or the intensity parameter. It is sometimes neces-
sary to change both the distance and intensity to properly achieve the right lighting
ratio. Changing both the distance and the intensity setting is necessary for scenes that
are closed off, such as interiors. This option is the most flexible of the three; however,
it is also more complicated because there is no constant setting (both distance and in-
tensity are changed). For the novice, it is recommended that you use either the first or
second option because one of the light settings remains constant. Having one of the
variables constant makes it easier to set the lighting ratio because you must watch out
for just one variable, either the distance or the intensity setting. 
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5. Tweak and fine-tune. Evaluate and change the fill light’s properties to obtain the de-
sired lighting ratio. If necessary, also change the key light setting.


The key light can be natural or artificial light as well as warm or cool light, but its main
purpose is to illuminate the objects in the scene, especially the main subject. Thus, the key
light is the most important light in a scene because it controls all the other information about
the scene. 


In nature there is really only one light source—the sun; the rest of the light we see is sim-
ply bounced or scattered sunlight. The key light, therefore, is used both for scenes involving
sunlight and for illuminating a subject in an interior setting.


Indirect illuminations that are reflections also affect the way a scene is perceived. How-
ever, they can be taken out of a scene and the dominant light will still be able to suggest the
time of day and type of light and render the desired quality of light. The addition of fill lights
enhances the effect of the dominant light in the scene. 


FILL LIGHTS


Fill lights are the secondary lights in a scene; they control the illumination of the shadow
areas as well as the contrast in a scene. Fill lights also are used to simulate the indirect illumi-
nation in a scene due to reflection and transmission. Since the primary use of fill lights is to
control the shadow areas’ tonal quality, they are always placed and turned on after the main
or key light has been established. See Figure 7.24.
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Fill light.FIGURE
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When we look at an object illuminated by a single light source, we scan the bright area to
the dark shadow area, and our pupils open to attempt to lighten the darker areas. This tonal
compensation makes the actual scene appear less contrasty than it really is. If you meter and
expose for the highlight, the shadows will be rendered dark; if you expose for the shadows,
the highlights will be washed out. Averaging the exposure meter reading will help, but the ex-
treme tones in the scene will still fall in their respective places. Cameras and film do not have
an automatic tonal adjustment, as our eyes do, so in CG we need to simulate this shadow
area tonal adjustment through the addition of another light or by bouncing the key light
back to the shadow areas. 


Traditionally, fill lights are positioned close to and in front of the camera to avoid gener-
ating unwanted secondary shadows. At this position, the new shadows generated by the fill
light fall behind the objects in the scene from the point of view of the camera, so they are not
as noticeable (Figure 7.25). The fill light is also positioned opposite the main or key light for
better shadow tone and overall contrast control. The placement of fill lights opposite the key
light provides more options in the placement and control of the shadow’s tonality. Outdoors,
light interreflection functions as a fill light; in the Skylight tutorial in chapter 6, the function
of the fill light was simulated using light arrays, without the use of an actual light, whether by
the camera or opposite the key light (Figure 7.26). That tutorial demonstrated that fill light-
ing does not always have to be placed either by the camera or opposite the key light. It might
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Fill light by the camera.FIGURE
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not even be necessary in certain instances when the key light is large enough that it wraps
around the subject.


Some cinematographers prefer to bounce lights from reflectors instead of using actual fill
lights because the effect is softer and more natural and does not suffer from color shifts. The
use of bounce light to open up the shadows eliminates the color correction problem associ-
ated with mixed lighting. In CG, however, it is impossible to use bounce-lighting techniques
without using advanced forms of radiosity. This technique can be best approximated using
non-shadow casting light as well as shadow-mapped lights.


SUPPLEMENTARY LIGHTS


Supplementary lights are incidental and situational lights. These are the lights that are placed
depending on the script and the scene. Practical lights, a type of supplementary light, are the
visible light sources in the frame. Eye lights, or catch lights, are the little specular reflections
and soft illumination of the eye area. 


These lights perform an important but subtle task of imparting realism to the scene. Prac-
tical lights are necessary if not critical to scenes where there are visible lights. Eye lights are
subtle but effective ways of making characters come alive. Plus, by attaching an ‘eye light’ or
focused key light to each eye with a null object, you can attain a realistic reflection on the eye


Fill light opposite the key.FIGURE
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throughout the positioning and animation of characters. This is a little used and often over-
looked CG lighting technique.


PRACTICAL LIGHTS


Which brings us to lights as they pertain to animation. In an interior scene there is the addi-
tional problem of dealing with existing luminaires light sources that are part of the scene
model. The term practical lights (Figure 7.27) refers to all the visible light sources in a scene.
Practical lights can be fixed lights such as sconces, chandeliers, and table lamps as well as
portable lights such as candles and flashlights. Sometimes a car’s headlights or a campfire are
used to illuminate a scene, ie: a forest scene at night for the latter or  in a crime investigation
scene for the former.
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Practical light.FIGURE
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At some time, we have all taken night pictures with or without a flash. The areas of the
shot that were reached by the flash (usually no more than 50 feet from the camera) were ex-
posed adequately, with the proper tones; however, the far areas tended to be dark, and the
color of the far areas tended to take on the color of the existing light source. This means that
if the luminaires present in a scene are incandescents, the picture will tend to look warmer
and yellowish if not reddish-orange. If, however, the luminaires present in a scene are fluo-
rescents, the picture’s inadequately lighted areas will tend to take on a greenish-blue hue.
This reduces the perceived depth of the scene because the underexposure hides the visible far
areas, and the color shift makes it even worse by compressing the tones. In short, it destroys
the subtle visual depth cues that we subconsciously derive from a picture. 


P-07 3470  3/13/01  12:53 AM  Page 320







CHAPTER 7 APPLIED LIGHTING TECHNIQUES


However, there are instances in which a dark background is preferred, especially with the
use of backlighting and silhouetting to offset the foreground subject. These kinds of scenes
are designed to be dim, dark, even black. Lastly, visually, black never recedes into the back-
ground, whereas light and lighted areas do.


The darkening of the far areas of a scene as well as color shifting are the two basic prob-
lems that are addressed on location when doing interior scenes with existing lights and is an
area of 3D modeling when creating a large scene. Once these two problems are solved, the at-
mospheric look and ambiance  need to be considered. These lighting decisions are based
mainly on emotional considerations. Warm, dominant lights tend to feel inviting and cozy,
whereas cool, blue lights tend to suggest danger and excitement as well as mystery.


Sometimes the practicals themselves are used as the actual key lights without the necessity
of using an effects light. This is possible only for certain types of lights because it could cre-
ate unwanted bands of light and dark as well as uneven illumination, especially on faces.
Standing lamps with directional shades are often used as the dominant practical light
sources. The use of practicals as the actual dominant key light in a scene is more convincing
to the eye because it can replicate as closely as possible the actual lighting situation in an in-
door scene. However, it is not always possible to have the practical light function as the key
light. Lighting the scene to mimic natural or existing light is called motivational lighting, and
the process of simulating existing or natural lighting is called following the source. 


In CG, we avoid the problems of exposing for the practical lights by using non-shadow
casting lights to attenuate the shadow areas without affecting the dominant illumination in
the scene. This means we could add lights to the scene that affect only the middle tones and
shadow areas without affecting the way the direct illumination affects the scene. The non-
shadow casting light or lights function as a middle tone/shadow area tone modifier. They
shift the dark tones to the light middle zones to make them more visible without changing
the way the dominant shadow-casting light illuminates the scene. This process of using non-
shadow casting light to open up the dark areas can also be used in daylight scenes to indicate
colorful, indirect illumination,  sometimes referred to as color bleeding. These are the
bounced colored lights coming from materials that were directly illuminated. This process is
also sometimes called faking radiosity lights since instead of actually using radiosity to calcu-
late and render the indirect bounce light, nonshadow-casting lights are used. 


For most CG artists, this is the preferred way of lighting rather than using radiosity itself
due to render time considerations. In some instances, however, it is preferable to use radios-
ity itself to compute both the direct and indirect illumination. Alternatively, we could also
use shadow-mapped lights with color to serve as ambient tone modifiers.


In the artificial light tutorials in the preceding chapter, the architect’s lamp functioned as
both a key and practical light. Those tutorials demonstrated the difference between the CG
solution and the cinematography solution in a candlelight simulation. 
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CHANGING THE MOOD


Changing the mood of the subject through lighting is an important skill to master. There are
no fast rules in photography, much less in lighting, but the important thing is to have an
awareness of how light illuminates the objects it strikes. This means not only making the ob-
ject visible but also illuminating the subject so you bring out its best qualities. At times, you
cannot change the subject’s material property, so you have to change the mood instead.
When this situation arises, the only option is a change in lighting.


HIGH-KEY LIGHTING


High-key lighting is the type of lighting in which the subject is evenly lit, with almost no shad-
ows. High-key lighting is conventionally done with the subject evenly lit by diffuse key light
and the diffuse fill lights attenuating the shadow density. High-key lighting is generally ex-
posed one stop over the normal exposure, which in CG means using a brighter light (Figure
7.28).


High-key lighting is naturally obtained outdoors during overcast days or by letting the
subject face a large window and frame it from the perspective of the window. High-key light-
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High-key lighting.FIGURE
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ing is also obtained with medium light sources that are close to the subject in a white or light
environment.


High-key lighting was used extensively during Hollywood’s classical style years. The key
light and the fill light have a close tonal relationship. Most have only a stop’s difference be-
tween them and sometimes even less. Since high-key lighting envelops the subject, it is pri-
marily used for subjects that are soft and need glow. In the old Hollywood lighting system,
this was the primary technique for lighting light-haired, fair-skinned women in glamorous
poses and situations. High-key lighting washes out facial imperfections and is considered el-
egant lighting. It can be set up with a high frontal light and a bright backlight, or it can be a
butterfly key light with several diffuse fill lights to open up the shadows. 


LOW-KEY LIGHTING


Low-key lighting is the type of lighting in which the scene has more contrast and there is a
clear interplay between the light and dark areas. A strong, bright key light dominates the fill
light, creating a tension between the lighted and shadow areas. The shadows of low-key
lighted scenes have a rich, black tonality with luscious, textured highlights (see Figure 7.29).


323


Low-key lighting.FIGURE


7.29


P-07 3470  3/13/01  12:54 AM  Page 323







Low-key lighting has a contrasty, moody emotional effect. It is characterized by its ab-
stracted geometric shadows; intense lighted areas, and high-contrast drama. The film noir
genre primarily employs low-key lighting to achieve its gritty, hard-edged cinematic effect.
Traditionally, low-key lighting is used for men because it sculpts the face and brings out its
form.


Low-key-lighted objects have gradual tones on their terminators and the shadow areas
can range from dark and featureless to open and detailed. Low-key lighting can have a mul-
titude of light present in the scene, or it can have as few as one light to convey its emotional
impact. The most important element of low-keyed scenes is the interplay between the light
and dark areas, between the highlights and the shadows. When dark and contrasty areas
dominate a scene, it is considered a low-key scene; bright, lively, open scenes result from
high-key lighting.


LIGHTING RATIOS


Tonal relationship in a scene can be controlled by exposure but can also be achieved through
light placement and light intensity difference. In situations in which it is possible to control
all the available light on a subject, it is essential to understand how the lights relate and how
the tones affect the perception of the captured scene.


Lighting ratio is the measured f-stop difference between the key light and the fill light.
Lighting ratio also refers to the difference between the lighted side and the shadow side of a
subject. A higher lighting ratio makes for more contrast (Figure 7.30). A lower lighting ratio
gives a flat scene, with the tones of the scene close together.


Since the key light is the most dominant light in a scene, most fill lights have half the in-
tensity of the key light. In this instance, the lighting ratio is said to be 2:1, meaning the key
light is one stop over the fill light. If the key light and the fill light have equal intensity, the
lighting ratio is said to be 1:1 and there will be no noticeable shadows. If the lighted side is
four times lighter (two stops) than the shadow side, the scene is said to have a 4:1 lighting
ratio. A 3:1 lighting ratio is obtained by having the lighted side 11⁄2 times lighter than the
shadow side. A higher lighting ratio, such as 8:1, will be extremely contrasty and will result
in the middle gray being expanded toward the end of the Zone scale. 


In CG, although there is no way to directly measure the key light as an f-stop, it is still
possible to set the lighting ratio through the light level intensity parameter setting. If you set
the lights to be attenuated (inverse square/light falloff ), it is only a matter of light placement,
elevation, and light intensity. The light placement establishes the light-to-subject distance.
The elevation of the light establishes the angle of the light to the subject; the intensity sets the
brightness of the light. This process is not as easy as turning on a light bulb and moving away
from the subject until it is properly lit; you have to make the distance and the angle constant
before you can set the intensity.


In CG, we need to set the intensity equally and play with the distance, or set the distance
equally and change the intensity. Setting the distance and the intensity at the same time re-
quires the ability to evaluate the tones in a scene. It is essential that the important tones in the
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scene be recognized and evaluated. By important tones, I don’t mean looking for the ex-
tremes in the Zone placement (II and IX); instead, you should be able to tell which tones are
necessary for the emotional and pictorial needs of the frame. It could mean that the middle
Zones (III–VIII) are important or that the peripheral Zones (III and IV or VII and IX) are
important. By controlling the light ratio in the scene, you are really controlling and focusing
on the important elements in the scene through lighting. 


LIGHTING RATIO TUTORIALS


As we’ve seen, lighting ratio is the ratio between the strength (power) in the brightness of the
key (main) light and the fill light. Since light originates from a source and gets bounced off
surfaces, it naturally produces lighting ratios. Lighting ratios in 3D are easier to achieve than
in the real world, since 3D programs have either a percentage setting or an intensity or mul-
tiplier setting for lights. The following tutorials will illustrate the use of lighting ratios in
LightWave, 3D Studio MAX and trueSpace.
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LightWave 5.6 or higher


Load the lighting ratio.lws scene. This scene contains the woman’s bust, again with the
seamless backdrop and two lights. The lights are positioned 45 degrees on each side point-
ing downward at the subject. The two lights as loaded give out an equal amount of light.
Notice that this scene has no Ambient Intensity.


Render the scene. Notice that the shadow tonalities on both sides of the face are equal, and
two shadows on the shoulders have identical tones. This kind of lighting setup, where the
key light is equal to the fill light, is called 1:1 because the f-stop metering on each side is
equal. See example in Figure 7.31.


Now go to the Lights panel and select the fill light. Lower its Light Intensity by 50%. 


Render the scene. Notice that the left side of the bust has darkened and has more contrast
because you increased the contrast between the lighted and shaded areas of the scene. By set-
ting the fill light to be half the power of the key light, you have created a 2:1 lighting ratio.
Notice that it lowered the overall illumination but made the scene more interesting. A 2:1
lighting ratio is generally used for videography and color photography (see Figure 7.32).
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Lighting ratio 1:1.FIGURE
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Lighting ratio 2:1.FIGURE


7.32


Go back to the Lights panel and set the fill light down to 37.5% and render the scene
again. The shadows now have become darker but not dark enough to obscure the details of
the shaded areas. This lighting ratio, called 3:1, is typically used in black-and-white pho-
tography and in videography, where contrast between the lighted and shaded areas of a sub-
ject is needed without making those areas disappear. See Figure 7.33.


Change the Light Intensity of the fill light to 25% and render the scene again. Notice
that the shaded area is now much darker. This is a 4:1 lighting ratio, used mainly for low-
key lighting setups. See Figure 7.34.


Stronger lighting ratios, such as 8:1, are used for dramatic film noir-type scenes for extreme
chiaroscuro. For an 8:1 ratio, the fill light’s intensity is dropped to 12.5% (Figure 7.35).


Now we’ll maintain the intensity setting but change the distance of the lights to create light-
ing ratios. Change the Light Intensity of the fill light back to 100% and close the Lights
panel.


Moving the fill light manually would reduce its illumination on the subject, but since we are
discussing lighting ratios, it is better to do it systematically.
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Lighting ratio 3:1.FIGURE
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Lighting ratio 4:1.FIGURE
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Lighting ratio 8:1.FIGURE
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Position and placement of the fill light. Light position panel shows coordinates of the light
relative to the bust.


FIGURE
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Select the Fill Light by going  to the Top (XZ) View and clicking Mouse-Move, Press N to
bring up Numeric and enter the following coordinates (see Figure 7.36):


X = –3.9192 m
Y = 3.335 m
Z = –6.6221 m


Note that only the x and y axis have been changed. This moves the fill light back one unit of
distance from the subject. Render the scene. The tonality on the bust is the same as when the fill
light’s intensity was set at 50% in the original position. The only difference is that when we
changed the distance, the backdrop became illuminated as well. We see that there are advantages
and disadvantages to setting up lighting ratios by intensity changes or by distance.


In live action or still photography, lights are almost always modified using diffusers and other
accessories to change illumination. These light modifiers change the lighting ratio as well, but since
this cannot be done in CG due to the local illumination model, the lighting ratio must be done
through either light intensity or light placement. The important thing in managing lighting ratios
is to either change the intensity or change the light-to-subject distance but never both. See Figure
7.37. In most instances, the lighting ratio setup is done purely from memory based on the visible
tones in the scene. However, you can use a sphere with middle gray tones R: 128 G: 128 B: 128 to
check the lighting ratio as well as the tones in the scene. (See Figure 7.38).


Ideally, the gray sphere should be placed where the subject would be; it is most useful when
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Test render in LightWave showing effects of changes in the fill and key light relative
positions.


FIGURE
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Using gray sphere to check lighting ratios and tone.FIGURE


7.38


used as a 3D gray card. This technique works well if your monitor is adequately gamma calibrated.
Alternatively, you can also use a cube, which works better in some instances because it can have dif-
ferent tones on each face—for example, making one face middle gray and the others white and
black. The idea here is to move the 3D gray object around in incremental positions and render each
step to observe how the light in the scene affects the objects in it.


3D Studio MAX 3.1


Doing lighting ratios in MAX is relatively easy because of the Light Multiplier. However, it can get
complicated because of the use of the Attenuation Parameters since those Far and Near Attenuation
settings are unnatural. It is better to use the Decay parameter with the Inverse Square setting.


Load the Lighting ratio.max scene. This scene has the woman’s bust standing in front of
a seamless backdrop with two lights. The two lights are angled at 45 degrees to each side
and pointed downward in the direction of the bust. Render the scene. See Figure 7.39.


Note that the two shadows on each side of the bust have the same tonality. The similarity of the
shadow tones is very obvious, especially on the neck area. This is because the two lights on the side
have equal intensity. This kind of lighting ratio is called 1:1 because the f-stop metering on each
side is equal. See Figure 7.40.
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Woman’s bust in front of seamless backdrop with two lights.FIGURE


7.39


Scene with reduced intensity of the left (Fill Light) showing a 2:1 ratio.FIGURE
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Now select the left light (fill light) and set the Multiplier to .25. Render the scene again.


Note the decrease in the overall illumination of the scene but an increase in contrast. The scene is
less flat due to the difference in the tones on the lighted and shaded sides of the bust. This lighting
setup has a lighting ratio of 2:1. 


Change the Multiplier of the left light (fill light) again to .375. Render the scene. Note
that the contrast increased but the scene is now alive without being too contrasty. This is a
3:1 lighting ratio, which is commonly used for general color film work. See Figure 7.41.


Change the Multiplier to .125 of the left light (fill light). Render the scene.


Notice that the lighting now models the bust well due to the creation of contrast in the lighted and
shaded areas of the scene. Although the shaded area is dark, the details on the shadow areas are not
lost and are still visible. See Figure 7.42.


Now change back the Multiplier of the left light (fill light) to .50.


Go to the Main Toolbar and click the Use Selection Center to change the reference coor-
dinate system.


Click the left light and scale it to 150%.
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Scene with reduced intensity of the left light (fill light) and a 3:1 lighting ratio.FIGURE
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New render with left light’s intensity changed to .125.FIGURE


7.42


This change scales the light uniformly away from the bust and decreases this light’s illumi-
nation on the bust as well as increases the light coverage so that it now shines on a larger area
(Figure 7.43).


Notice that the shadow tones on each side of the bust are identical, especially near the face. This is
another way of changing the light ratio, which is to move the light-to-subject distance (Figure
7.44).


Lastly, you can make a middle gray 3D sphere or cube that you position around the scene to
check the lighting ratio by judging the effects of the light in the scene on the sphere or the
cube. This check functions like a gray card (although you cannot take measurements off it). By
making it middle gray R: 128 G: 128 B: 128, you can gauge the way the existing lights behave in
the scene. Ideally, these 3D gray objects should be positioned in the same place as the objects in
the scene, but they still would be able to provide tonal difference evaluation if used. Cubes are es-
pecially useful since you can have the faces in white, middle gray, and black by rotating them. See
Figure 7.45.
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Position and placement of the scaled light.FIGURE
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Rendering of scene with identical shadow tonality on the bust which was done by
scaling and moving the fill light.


FIGURE
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trueSpace 4.3


Doing lighting ratios in tS is easy. You can simply change the intensity of the lights or move them
around. When the square falloff attenuation is used in lights in tS, they behave similarly to their
real-world counterparts.


Load the Lighting ratio.scn scene. This scene has the same woman’s bust object standing
on the seamless backdrop with two lights illuminating it. The lights in this scene are posi-
tioned 45 degrees to the side and downward, pointed at the bust object. As loaded, they have
equal intensity (Figure 7.46).


Render the scene. Note the equal tonality of the shadow tones on each side of the bust, es-
pecially on the neck area, which makes it look as though it is illuminated by a single light
and not two. This rendition makes the scene look flat and featureless. This kind of lighting
setup is called 1:1 because the key light and the fill light have equal light power. 


Select the right light as seen on the Top View. Right-click Set Intensity and lower the in-
tensity to .50. Render the Camera View (Figure 7.47).


Notice that by changing the intensity of the fill light to half, the overall illumination of the scene
decreased but the contrast increased. This kind of lighting setup has a lighting ratio of 2:1, mean-
ing the key light is twice as powerful as the fill light (Figure 7.48).
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Using gray objects to check the lighting ratio.FIGURE
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tS rendering with lights positioned at 45 degrees. Identical tones on each side of bust’s
shadow.


FIGURE
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Selection of the right light as seen on the top view.FIGURE
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Scene with the effects of reduced intensity of the right light.FIGURE


7.48


Lower the Light Intensity of the same light and to .37 and render it again. 


This setup has a lighting ratio of 3:1. Note the stark difference in the tonality of the lighted
and shaded areas of the bust. However, the shaded side still retains and shows the shadow
details. This lighting ratio is used for general color work and in videography (Figure 7.49).


Go back to the Intensity parameter of the fill light and reduce it further to .125. Render
the scene (Figure 7.50).


Note the drastic contrast between the highlights and the shadow areas of the scene. This
lighting ratio is called 4:1 and is generally used for low-key and film noir effects. Stronger
lighting ratios, such as 5:1 and 8:1, are used for extreme dramatic effects, which are neces-
sary for some story lines. Contrasty lighting ratios are effective when used to evoke a mood,
especially in gloomy, ominous, sinister, or mysterious scenes.


The other way of setting lighting ratios is to change the light-to-subject distance while mak-
ing the light output constant.


Go back to the fill light and set its intensity back to 1.0.


Right-click the Object Tool and change the Location of this light to:


X = –3.825
Y = –6.954
Z = 5.504
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Scene with lighting ratio 3:1.FIGURE


7.49


Render with even tonality achieved by moving the fill light.FIGURE


7.50
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Notice that all the axes had one unit added to them.


Render the scene. See Figure 7.51.


This setup produced a tonal relationship between the lighted and shadow areas similar to
the 2:1 light ratio. By changing the light-to-subject distance and using the Inverse Square
falloff, we have established the lighting ratio has been established. This might be an easier
way to do lighting setups although it is not always practical due to scene object restrictions
so it is better to know the two ways of changing light ratio. In the real world light passes
through several modifiers before it reaches the subject and in each bounce the light is re-
duced and absorbed which in turn ‘attenuates’ the light. In CG however, we cannot
‘bounce’ the light or even diffuse it without resorting to radiosity. It must be solely con-
trolled through the intensity parameter in tS or through changes in the light to subject
distance.


Lastly, in live-action as well as still photography, the lighting ratios are determined using
gray cards, light meters, and 18-percent gray spheres that are moved around the scene to ob-
serve not only light placement but also tonal relationships. They are also used for evaluating
the tone registration, which is the tones captured on film. In CG, you cannot simply take a
meter reading using a 3D gray card or object. You must be attuned to the tonal relationship
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New rendering with intensity set to 1.0 and light location adjusted.FIGURE
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between the light and dark areas of an object. However, by having a middle gray object in
the scene to use as a standard reference, it is easier to evaluate tones present in the scene as
well as the lighting ratios.


Ideally, these 3D gray card objects must be positioned in the same place as the objects in the
scene. However, this is not always possible. Their use is effective only if your monitor’s
gamma is adequately calibrated; this affects the tonal relationships displayed in the scene
(Figure 7.52).


Lighting ratios ultimately control the contrast of a scene. They control the brightness of the
highlights as well as the darkness of the shadows. They also control the quality of the mid-
dle tones, whether there is an abrupt change from light to dark or a gradual shift from light
to dark.
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Final trueSpace rendering to test lighting ratios with gray objects.FIGURE
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PUTTING IT ALL TOGETHER


Now that you have worked through some tutorials we will outline a workflow to use in the
future. The following workflow is geared toward scenes that do not use radiosity. The steps
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outlined here pertain to dealing with local illumination only. That means that direct illumi-
nation and indirect illumination are done through actual lighting setups rather than through
radiosity.


PORTRAIT AND CHARACTER LIGHTING


Portrait and character lighting is a very specific type of lighting. It is also probably one of the
most demanding lighting setups since everyone knows what a person looks like. If it is for
character work, the emphasis remains the same: to accentuate the form and shape of the
character through lighting. This principle could be coupled with the components of time
and well as location. 


Motivational lighting is critical here, although there are some rules to use as a guide when
doing character lighting. In still portrait photography, success depends on the rapport be-
tween the model and the photographer, which becomes obvious through the pictures. The
aim of the model is to be a partner in the photographic process, not a passive subject. The
model has to be able to relax and be at ease. The model must be able to do what is required
to fulfill the requirements of the shoot. The aim of the photographer is to bring out the best
in the model through composition and lighting. It is also the responsibility of the photogra-
pher to have the appropriate background setup. 


In CG, it seems that we would not have this problem because we can manipulate
the model and the set as much as we want. However, the burden is higher, since in most
instances we also have to deal with modeling and texturing the whole scene, including the
characters. In CG, we take on the hats of all these other people. The principles and strate-
gies of lighting discussed in the previous chapters also apply to CG character lighting.
However, CGI presents a special case where it is possible to start anywhere and proceed be-
cause you are not limited by the set availability or enslaved to natural lighting cycles. How-
ever, it is important that you learn a certain workflow for this process, guided by lighting
principles. 


Still Rendering CG Character Workflow


This workflow assumes that the camera angle and perspective have already been set and the objects
in the scene textured.


Study and analyze the subject using one light.


This is a preliminary analysis of the subject as the light models it and as it receives the light.
Erase all lights in the scene and create one attenuated (with falloff) white colored point-
source light in the scene. For example, position a point-source light on the left and in front
of the subject that is 11⁄2 times the height of the subject at a distance of three times the
camera-to-subject distance.
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Render the scene and observe the way the light brings out the form, shape, and texture of
the subject. You can change the light’s intensity to compensate for its tonal property. Dis-
place the light vertically and move it either up or down from its initial position. This will
let you know if the effects of a low or high light source coming from the left side. Render
the scene. Now, move the same light in the opposite direction at the same height and in-
tensity but situated in the right side. Perform the same vertical displacement lighting test.
This gives you an idea of how the key light affects the subject. By placing it on the left or
right as well as above and below, you get enough information on how the light models the
subject and how the subject looks in the presence of light. 


Lastly, position the light behind and to the side of the object and render the scene. This
outlines the subject’s profile and hair (if any). This test is similar to performing a rim light-
ing process. It is important because now you have an idea of how the subject reacts with
light and you can proceed with the next step. 


Set up the key light. Decide on and create the type of key light desired.


Delete and remove the white test light. Decide whether the key light will be a natural light
or artificial light. Select the appropriate CG light type for the job, the point source, spot-
light, or area lights/3D light array. In this instance, it is primarily an issue of color, nature,
and CG light type. Create the key light or lights with attenuation (falloff). Since we are
using traditional lighting principles, it is important that your CG lights have attenuation be-
cause this is the way natural light behaves.


Position the key light in the scene.


Position the key light to the desired orientation and placement. Set the color and intensity
of the key light. 


NOTE: If you are using a 3D light array, it is important to remember that the peripheral lights in a 3D
light array each have at least half, if not less, the intensity of the main central light. Conversely, this
means that the combined power of the peripheral lights must not exceed twice the power of the cen-
tral main light. If it does, it will overwhelm the objects in the scene with its own cast. 


Position the key light in the scene and do a test render. Observe the way the key light mod-
els the scene. This is a very important step because you are now using the actual key light to
model the scene.


In live action, one common rule says that the key light should be positioned “outside the
actor’s look.” This means that the key light should be between where the actor is looking
and the side where the camera is. This placement creates a pleasant illumination contrast
split in the actor’s face.


Change the intensity or move the key light, but not both.


If the way the key light models the subject is unsatisfactory, either change the intensity of the key
light or lights, or move the key light without changing the intensity. Why? When you modify only
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one variable in the lighting setup, it makes you aware of how that change affected the scene. Also,
by keeping one variable constant (like the light-to-subject distance or the intensity), the effect of
each of the key light’s properties is revealed. This aids in judging which parameter (distance or in-
tensity) needs to be changed. In certain instances, you are prevented from changing the light-to-
subject distance or the light’s intensity so you need to change only one. This is a good habit to
form; it gives you the most control with minimal confusion. Furthermore, sometimes when the
light-to-subject distance is ideal (because of the way the key light models the subject), you are
forced to deal only with changing the intensity. Of course, in some situations you must change
both the intensity and the light-to-subject distance, but it is much harder to judge the effect of
dominant light (or any other light, for that matter) this way. 


Finally, never—I repeat: never—add any other light until the key light’s color, intensity, and
position satisfy you. It is too easy to cover the errors of the key light with additional lights. Not only
does this look “off”; it looks wrong and might evoke the wrong emotional response to the scene.


Add the fill light.


Once the key light’s position and intensity have been set, add the fill light. Remember that the
purpose of the fill light is to control the tonality of the shadow areas of the scene—in this instance,
the shadow areas of the character. Fill lights could be as few as two or as many as 100; the actual
number is irrelevant as long as they control the tonality of the scene’s shadow areas. Fill lights are
traditionally placed near the camera, above and slightly to the side.


Fill lights can in principle be any type of CG light, but this is not practical since fill lights by
themselves should not cast new shadows into the scene or subject—at least, not noticeable new
shadows. In real-world lighting, fill lights are generally diffused lights. Fill lights are usually
medium to large light sources. The fill light’s illumination is spread out and the lighting is very soft
so that only the tonal illumination is obvious. In CG, this can be simulated either by nonshadow-
casting point sources or by a distant spotlight. 


In CGI, there are only two practical fill lights: the point source and the spotlight. Of the two,
point-source lights are easier to manage and set up since spotlights are highly directional. Most fill
lights are usually single instances of nonshadow-casting point-source lights. This is because they do
not cast shadows; they compute faster and are easier to keep track of. Surely, nonshadow-casting
area lights can be used as well as linear lights, but they unnecessarily burden the scene by slowing
rendering time and demanding more computer resources without improving the scene drastically.
Point-source lights are also ideal for use as fake radiosity lights. Faking radiosity has been covered
throughout the tutorials in this chapter through the light bounce-tracing technique. Using area
lights as fill lights is problematic; it renders much more slowly and introduces shadow boundary
noise.


Spotlights as fill lights, though, are great for creating localized pools of fill lighting. Unlike point
sources, they do not bathe the scene with their light. Spotlights as fill lights, however, have one dis-
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advantage: they tend to create more contrast, since by their nature they are highly directional. The
increase in contrast is especially evident in the boundary area between the lighted and unlighted re-
gion of the shadow area. However, if placed in the proper distance with the right coverage area,
they work very well. In programs in which you can set the cone angle of the spotlight to 180 de-
grees, they function well as regional pools of illumination. 


The important concept here is to use the best fill lighting setup that will modify the tonality of
the shadow areas as desired without creating new disturbing shadows. Fill lights should never be
glaringly obvious. 


Next, decide whether the scene will be a high-key or a low-key scene. The intensity, the num-
ber of fill lights used, or the distance of the fill light to the subject mainly determines the look of
high-key and low-key scenes. If yours will be a high-key scene, you should change the intensity of
the fill light or lights, close the distance between the subject and the fill light, or add more fill lights
in the scene. It is always preferable to leave the key light alone once it has been set and deal with
only the fill light or lights instead. If the scene will be a low-key scene, it is advisable to turn down
the fill lights by two or more stops or possibly remove it altogether. 


Lastly, add more fill lights if necessary. The use of a soft fill light makes it possible to position it
anywhere instead of the classical positioning near the camera. If you use area lights or 3D light ar-
rays as fill lights, it is possible to position them elsewhere in the scene, as long as they still modify
the shadow area’s tonality. 


Add the backlight/rim light.


The backlight is always positioned above and behind the subject, at two to three stops more
than the key lights. Backlights are there to outline the shape of the subject’s head and the hair. The
rim lights are normally placed high to one side, opposite the camera, to create a strong edge illu-
mination. 


Backlights are spotlights that are commonly pointed at the upper section of the body, such as
the torso and the head. Since the purpose of the backlight is to separate the subject from the back-
ground, it is necessary that it be brighter than the key light. However, the advent of color made
the use of a backlight unpopular, since the background element’s color could itself create this
separation.


Add the kicker light.


Kicker lights are normally positioned behind and to the side of the subject. Kicker lights are
considered theatrical lights because they do not really exist in the scene naturally. Their sole pur-
pose is to counter-balance the effect of the backlight.


The kicker light’s main purpose is to separate the subject from the background and add tonal-
ity to a face or cheek without causing unnecessary shadows, only illumination.
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Add the other lights.


The additional lights may be lighted later or earlier, depending on their purpose and effect on
the scene. Effect lights that simulate natural light sources such as candles and fires are lighted early
in the process to see their effect on the scene, especially their interaction with the key light. Some-
times their placement dictates the positioning of the key light. This is very true if the effect light’s
contribution comes from a practical light. Some lights in a scene are optional after the principals
(key, fill, and backlights) have been placed.


Set lights are the lights that open up the background set. They are the ambient lighting of the
set. When the background is a 2D image or painted muslin, the light illuminating it is called back-
drop light.


Set lights, however, are not regularly used in CG, since the use of radiosity faking fill lights also
serves the same purpose. They light up the dark areas of the room to suggest interobject reflection.
Furthermore, if you use 3D dual light arrays, it is possible to attenuate the set’s shadow areas from
the key light’s position. So, in CG, a set light is not that practical.


Backdrop lighting in CG is also impractical for most purposes since the backdrop itself can have
luminosity to make it visible. 


Effect lights are the lights that support practicals and other lighting situations that require en-
hancement in the scene. An effect light could be a light that, for example, simulates the illumina-
tion and flicker of a fire or candle. 


An eye light is considered an effect light based on the way it enhances the actor’s eyes and the
way it creates “eye sparkle”. The eye lights are used to open up the subject’s eyes and make them
come alive by creating a visible specular.


The creation and placement of effect lights are purely situational and done on a case-by-case
basis, but they are generally placed near and slightly above the camera.


Sometimes, even with complete setup of all the lights available, certain areas of a subject need
more light just to create a better tone or even to break up the shadow areas. In traditional and live-
action photography, light is modified not only by reflection and filtration, but also by adding light
panels that modify the light. These panels are called flags, gobos, and scrims. 


In CG, we can create and use flags and scrims; however, it is better to actually modify the lights
using cookies (cucaloris). Cookies are rectangular panels with cut-out patterns that break up a light
shining on a wall. They are used for suggesting foliage or passing clouds. Cookies can be made in
2D image-editing programs, or they can be actual 3D extruded geometry. Alternatively, we can also
use negative lights that darken local areas.


The basic motivation for character lighting is to let the viewer focus on the important parts of
the subject, such as the face, the eyes, the hair, and the nose. For full-body lighting, it is important
to light the head separately from the body, either through split lighting or by using a two-system
light setup that accents the face but also makes the clothes visible and obvious. This means that the
clothes should be 1-1⁄2 to 2 stops away from the face. 


Now that you know the workflow for still character lighting, you need to understand the
workflow for moving characters.
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ANIMATION CG CHARACTER LIGHTING WORKFLOW


Lighting moving characters is very different from lighting still photography because the
subject matter is moving through space. When the subject matter is moving, it is even more
important to have your lighting “motivated” so that it blends well with the scene.


Light the scene.


When doing CG character lighting setups, it is natural to light the scene first motivationally,
before you light the character. This means that the feeling or story line of the scene deter-
mines the type and color of light. Establishing the key ensures the ambiance of the scene. It
also makes sure that the important environmental lighting is present, denoting the setting
and the time of the scene. 


It is always preferable to light motivationally and naturally instead of lighting the charac-
ter first without regard to the context of the scene or story. In film, how the story is shown
and how it is unfolded is the main priority, with lighting and acting subservient to the story
and nothing else. Lighting the scene ensures that the proper tonality of the scene is estab-
lished. In live action, the scene is lighted with a base lighting that establishes the grayscale
level for the shadows and consequently for the middle tones and highlights. This limits the
range of tones visible in the scene as it records on film. In CG, this effect can be achieved
through the use of  ambient lighting; however, in most instances, using lights themselves to
function as the ambient light is preferred over the shading illumination.


When lighting, it is important to establish a plane of light. That is, the scene is mentally
broken down into layers or groups of subjects that have separation and distinctiveness. In
theater, the upstage and downstage normally create this separation, where the levels of illu-
mination for the foreground and background are different. This does not mean that one
layer is always brighter than the others; it means only that the planes of light are done moti-
vationally. They are established as required by the story line or scene.


In addition, think about the scene and the location of the natural and artificial lights in
the scene. In other words, look for the most logical placement and existence of lights in the
scene. This is easier to do if you establish the lighting sequence as though you are actually
placing these lights and thinking that the light you just placed will function as a key or fill
light. What is its color and direction? The next step is to decide whether or not the lighting
will be high- or low-key. Will the quality of light be soft or hard? 


Place and analyze the lighting on your character.


There are several ways to achieve proper lighting, especially when it comes to character light-
ing. Some people light the environment first to establish the shadow areas; others light the
main characters first and then add the environmental lighting. This is really a question of
whatever works for you, although the individual scenes and story line determine the way it
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is actually practiced. The choice is mainly dictated by what is in the scene, the setting, the
time period, and the atmosphere.


The actual placement of the character depends on the story line and situation. In film,
stand-ins are used when lighting the actors, mainly to study the way the light sources fall on
a person and spare the actors’ time and energy. In CG, this is easier to do because you can use
the real character instead of a stand-in. Place the character in strategic locations, with em-
phasis on the important regions where actions will happen. Observe how the key light and
the fill lights interact with the CG character.


Most CG character animators do their animation independently of the scene. This min-
imizes the distraction and focuses the animator on the subtleties of the performance and
helps avoid being slowed down by the presence of other objects in the scene. Of course, this
might not be practical for most scenes, because it might require that the major objects be pre-
sent. Normally, low-resolution versions of the objects are used in the animator’s scene. This
avoids slowing down the computer interactivity. Animating independently of the scene has
some drawbacks, however, because the lighting used for making the CG character visible is
normally not the same lighting used in the scene. (Ironically, the majority of the 3D pro-
grams do not have modeling lights that illuminate the CG character and do not render.) The
solution here is to import the CG character animation into the scene, remove the unwanted
objects, and leave the light as it is. Alternatively, you can create simple boxes to serve as stand-
ins for the actual objects. However, it is important that the actual scene lights are used as
much as possible, because they establish the tones in the scene.


Modify existing lights.


Once the CG character animation is imported into the scene, more than likely it will be nec-
essary to modify the existing lights. This is true for fill lights and kicker lights.


The purpose of the modification is to see whether the existing light will be enough to il-
luminate the character. This is always preferable because the light will be naturalistic and
blend with the background. If your scene lighting is motivational, combined with the right
practicals, it will make your lighting easier because you have already established the color
cast, placement, and direction of the light. Since the character exists for the story, the light-
ing of the character should also be invisible; this look is easier to obtain when you can make
the scene lights work for your characters. 


In most scenes, however, using scene lights does not always work. In these cases, addi-
tional character motivated lights should be added. 


Add character lights if necessary.


The character’s form and presence in the scene always dictate the addition of character lights.
The ambient scene lights and tonality also dictate it. The new lights should not violate the
property and quality of a scene’s lights. They should enhance only the character’s form and
shape. This does not mean that the character’s lighting is secondary to the scene lighting. It
means that the direction and placement should be the same. If the scene’s warm key light is


3D LIGHTING348


P-07 3470  3/13/01  12:54 AM  Page 348







CHAPTER 7 APPLIED LIGHTING TECHNIQUES


coming from the right side, the character’s key light should also come from the right side and
be warm as well.


The new lights should not alter the scene light’s property and quality because it will make
the scene look unnatural and contrived. These lights should only enhance the character(s).


Now that you have the basic workflow for lighting animation scenes and characters, we
will apply it in the following tutorials.


CG CHARACTER ANIMATION LIGHTING TUTORIALS


CG character animation might not seem different from any other type of lighting; however,
it is important to approach it from a theatrical or cinematography point of view. The ele-
ments of the scene must be put in place, and everything that is placed on the set and worn by
the actors and seen by the camera must have a reason for being there. Of course, some ele-
ments in the scene are there to fill up and occupy space, but there should be nothing that is
out of place or context. This concept is called mise-en-scene, which means putting in the scene,
staging the action, or placing on stage. This is an old theater concept that works well and is a
way of establishing the elements in a scene that have a direct influence on how the scene is
rendered. In a way, mise-en-scene is composed of generalizations and stereotyped elements
about a particular subject or setting as evoked visually. These are things the viewers have
come to expect in a scene based on their prior exposure to and experience with a similar sit-
uation. For instance, we have certain expectations for Westerns or sci-fi movies and similarly
for romance and action/adventure films. 


When a director approaches staging, he or she follows a specific set of guidelines to make
the scene believable. The first consideration is the setting, its historical accuracy, and simu-
lation of cultural elements. This applies not only to period films but also to any setting that
uses a specific timeline that supports the story line. Alternatively, a director can ignore his-
torical accuracy and choose to do a stylized set design and decoration. Deviating from accu-
racy is perfectly acceptable, as long as it serves and supports the story line. When deciding on
the historical or decor art direction, the director also must choose the primary color palette
to be used in the film. In addition, the director must choose the position and movement of
the actors in the scene. This part is critical because it influences the camera perspective and
the lighting setup, and it prevents the actors from obstructing and covering each other. 


Mise-en-scene involves not only costumes, set design, motif, and blocking but also light-
ing. The director decides if the scene will be low- or high-key or if the scene will be a neutral,
warm, or cool scene. This also decides on the quality of light—it will be soft or hard? The di-
rection and source of the lighting also must be established. The motivational lighting ap-
proach works here as well. Is it an interior scene or an outdoor scene? Where is the light
source located, and what is the light source? If it is an interior, will there be practicals in the
scene? For interior scenes, the windows and open spaces are the most logical areas that sug-
gest direction and light quality. Windows suggest that the light comes from the sides instead
of from above. But window light gives out a medium to large light quality with soft shadows.
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The only exception is when direct sunlight is involved. Daylight scenes are normally not
specified by time, and the time of day is left to the director of photography to decide. As with
still photography, it is preferable to simulate either morning or late afternoon light when
doing daylight. Interior sets normally have darker upper areas, especially on the walls. Recall
that this was simulated in the simple interior tutorial where the upper areas of the wall were
made darker although still visible. 


The visibility of objects beyond the windows themselves must be accounted for. In CG,
although we can increase the light’s intensity, exclude objects from the light’s influence, or
even use ambient light to control the contrast and tonality, it is better to control the level of
illumination by adding lights, especially nonshadow-casting regional lights. This way you
can control the tonality locally, then globally. The difficulty in CG is mimicking the gradual
attenuation of soft lighting. Area lights are out of the question, so again, light arrays work
well, especially in controlling the dark and light areas as well as creating sharp and soft
shadows.


The light direction is partly dictated by the light source but is also driven by the story
line—specifically, when it is necessary to create an emotional response. Chapter 4 discussed
the psychological implication of the colors that we see. This knowledge is exploited in both
broadcasting and film to support a story. Props, of course, also directly as well as indirectly
support the action in a scene. Motifs are used to enhance a feeling, but even if all the ele-
ments are in place, improper lighting could make or break a scene because it dictates what is
visible and what is not. 


There is also the concept in staging where the lighting creates layers of illumination.
What this means is that the lighting creates a foreground, a middle ground, and a back-
ground separation through lighting. It does not mean that bands or strips of lighting are
used; it means only that there is a tonal relationship that creates depth. Ultimately, what
makes mise-en-scene work is the collective organization of all the elements in a scene to cre-
ate an environment and evoke an emotion. It is not the visuals alone that make a mise-en-
scene but everything working together.


NOTE: The following tutorial assumes that you have gone through the earlier tutorials for your 3D ap-
plication. What this tutorial discusses is principles rather than hands-on, step-by-step instructions,.
The individual scene files for LW, MAX, and tS are on the CD-ROM, so use these as you work
through this section.


Let’s start with a simple interior room with dancing characters. Just mentioning the word
dancing provides enough information to create expectations on the part of the audience and
director. 


NOTE: This scene uses character animation from Lifeforms 3.5 by Credo Interactive Inc. This is an ex-
cellent program for this application because its roots are in dance and choreography. It also made
it possible to use the same CG character animation across platforms via its ability to import
motion-capture data.
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Figure 7.53 shows a group of people in the middle of a room dancing, with tables around
them. The group has only overhead illumination from the single light. A more realistic ap-
proach is to think about how a dance hall or a discotheque is lighted. In general, these places
are lit by colored spotlights and reflective sparklers. Use this type of light to replace the sin-
gle point-source light. Because this is a four-cornered room, it is logical to place the primary
lights in the corners of the room above the dancers’ heads and point them at the center stage
(Figure 7.54). The lights are colored differently.


Now look at the type of rendering the four lights did in this scene. The figures now are well
illuminated from head to toe, even with mixed lighting. The background elements, how-
ever, are still dark. See Figure 7.55.


Since the spotlights are bound to reflect off the dancers, this indirect light reflection must
also be simulated using colored non-shadow casting lights positioned near the spotlight of
the same color. Because these lights are supposed to be indirect reflected lights, their inten-
sity must be lessened to at least 25% or less of the direct key light intensity (Figures 7.56 and
7.57).
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An interior scene with a single overhead point source light as the only light.FIGURE
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Placement of the four spotlights in the scene.FIGURE


7.54


Effect of the four spotlight setup.FIGURE


7.55
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Effect of adding four omnidirectional ambient non-shadow casting lights in the same
position as the spotlights.


FIGURE


7.56


Top view and placement of the omni light in relation to the spotlight.FIGURE


7.57
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Results of adding low-intensity, non-shadow casting lights.FIGURE


7.58


Now look at the result of adding low-intensity, non-shadow casting lights in the scene. It
opened up the dark areas a bit without revealing much of the environment (Figure 7.58).


Notice the increase in the tones of the highlights and in the middle areas. They are now
more alive than before. The addition of the non-shadow casting lights not only simulated
the indirect light reflection but also created ambient lighting. This is a preferable approach
to tweaking the ambient term in either the global environment parameters or the shader. So,
by using two sets of light on the character, the environment and the key light are established. 


Now the reflected light of the floor must also be simulated. This can be done with a wide
coverage spotlight or a point-source light. These lights also must not have any shadow cast-
ing. The placement is the same as the non-shadow casting indirect point lights (Figures
7.59–7.61).


Note that the shaded face under the hat now has some illumination; parts of the body that
were shaded are now illuminated with colored light. 


The next step is to create regional pools of environmental light illumination—namely,
practicals. Since this is an interior setting at night in a social gathering, we can assume that
the tables are illuminated with candlelight. For this purpose, it is better to use the cine-
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Placement of the floor light bounce fake radiosity lights.FIGURE


7.59


Side view showing that the fake lights that simulate the indirect light from the floor are
positioned below the actual floor’s surface.


FIGURE


7.60
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Placement of spotlights that simulate the floor light bounce.FIGURE


7.61


matography technique of simulating candles via an effect light from above (Figures
7.62–7.64).


Notice that the lighting in this scene is low key with harsh directional lighting. This goes
with the setting and feeling of the environment that the characters are in. 


Now let’s simulate an environment with warm lights and high-key lighting. In this setup,
there is an overhead light that is shadow mapped, either a spotlight with 180-degree cover-
age or a point-source light that is a bit warm. Its range extends beyond the floor, but since it
is an overhead light, it illuminates only the top areas of the characters. Combine this light
with a clone of the same light as a spotlight pointing downward, with limited area coverage
(Figure 7.65).


Here is how it looks rendered. Notice that the shadow has attenuation and gradually fades.
For a “classier” environment, this works well (Figure 7.66).


Now the torchiere lamps around the room need to be simulated using a combination of
shadow-casting, ray-traced lights as well as shadow-mapped lights to create an inner and
outer illumination, just like in the earlier tutorials (Figures 7.67–7.69).


The next step is to mimic the reflection of the torchiere lamp on the ceiling, which creates a
large, diffuse light source. This can be easily done with a matrix light array. The lights used
for the matrix light array need to be either shadow mapped or not casting any light because
the indirect illumination from the ceiling should not create any additional discernible shad-
ows. You can also use a spotlight that is angled at 45 degrees with a wide coverage to simu-
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Top view showing the placement of the floor bounce lights.FIGURE


7.62


Perspective view showing the position and placement of the effect light.FIGURE


7.63
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Setup with shadow-mapped overhead light.FIGURE


7.65


Hard lighting created by the scene’s four colored spotlights.FIGURE


7.64
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Rendered scene.FIGURE


7.66


Position and placement of the spotlight inside
the torchiere lamp housing.


FIGURE


7.67


Perspective view of the placement of the
spotlight and the non-shadow casting ambient
fake radiosity light.


FIGURE


7.68 Effect of simulating the torchiere lamps
with a spotlight and an omni light.


FIGURE


7.69


late the light bouncing off the ceiling. In this scene, the new bounce spotlights need to be
pointed to the center of the room, where the main characters are. This simulates not only
the ceiling bounce but also the wall bounce, although sometimes it is necessary to do both
by adding more lights like those that fake the radiosity coming out of the walls (Figures
7.70–7.72).


Notice that the scene has opened up considerably. Point lights that create localized pools of
illumination could further augment the lights, but the key light’s contribution to the scene
must be established first (Figures 7.73–7.76).


The problem with this rendering, however, is the dark areas around the torchiere, which are
not illuminated by any other light. The solution there is to simulate the local illumination
coming from the wall reflection around the torchiere. A non-shadow casting light with strong
intensity but with limited range is ideal for this indirect illumination Figures 7.77–7.79).
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Placement of the angled spotlights that mimic the
indirect ceiling bounce.


FIGURE


7.70


Perspective view of the angled fake radiosity spotlights.FIGURE


7.71


Perspective view showing the angled position of the
four spotlights that simulate the wall and ceiling light
bounce.


FIGURE


7.72
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Effect of simulated indirect illumination from the ceiling using angled spotlights.FIGURE


7.73


Placement of the point source lights that augment the ceiling’s indirect illumination
spotlights.


FIGURE


7.74
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Perspective view showing the position and placement of the ceiling bounce ambient point
lights.


FIGURE


7.75


Rendering of the scene that establishes the influence of the torchiere light with the indirect
ceiling illumination coupled with the directional colored spotlights.


FIGURE


7.76
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Position and placement of the torchiere’s non-shadow casting light that mimics the
ambient light illumination of the torchiere.


FIGURE


7.77


Side view showing the placement of the torchiere’s ambient light using a non-shadow
casting point light.


FIGURE


7.78
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Perspective view showing the position of the non-shadow casting light relative to the
torchiere.


FIGURE


7.79


Rendered scene showing the establishment of the ambient light coming from above together
with the colored spotlights.


FIGURE


7.80
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Top view of the four spotlights that simulate the floor light bounce.FIGURE


7.81


Position of the floor’s fake radiosity light which is below the floor’s surface.FIGURE


7.82
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This is how it looks with all the lights working together.FIGURE


7.83


Notice that this rendering is very different from the other scene in the way it accentuates and
presents the characters and the environment. It relies solely on the lighting setup to do so
(Figure 7.80).


Lastly, the indirect reflection off the floor needs to be simulated. This is typically done with
non-shadow casting spotlights or point-source lights (Figures 7.81–7.83).


Surely for LW5.6 or 6.0, the CG character animation could have been easily done with
SXS Messiah 1.5x and in MAX with Character Studio 2.2. Both solutions would have re-
quired doing individual separate animations for each program. Fortunately, Lifeforms 3.5
has made it possible to work with a single animation data for LW, tS, and MAX.


LIGHTING SETUPS AND CAMERA PLACEMENT ISSUES


Although there are no hard and fast rules in lighting or camera placement in CG-
character animation, there are traditional rules of thumb of which you should know because
there need to be reasons for everything in a scene, especially in film. 
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OUTSIDE THE ACTOR’S LOOK


Characters or actors have a quadrant of visibility between the camera and the key light. Key
lights are normally positioned “outside the actor’s look” so that the character appears to be
looking in the space between the camera and the key light. This creates a dynamic composi-
tion that not only models the character but also enhances the 3D form (Figure 7.84).


However, this is not a hard rule, especially now that a colorful background rather than a
standard technique is frequently used for the film noir look. With soft lighting, this rule is
constantly violated because it is more important to naturally light the scene than follow this
rule. Also with high-key soft lighting, the character’s form modeling is handled by many
lights rather than just the key. 


Position of the key light relative to the camera. “Outside the actor’s look” principle.FIGURE


7.84


THE 180-DEGREE RULE


When you set up a camera in front of a character in motion, the continuity of the char-
acter’s movement must be consistent as the character travels across the frame. There is an
imaginary line along which the character walks; the arc that this line forms with the camera
axis as the circumference is called the 180-degree rule.


This rule is intended to avoid confusing the audience when an object crosses the frame.
It avoids changing the perspective, which would make it seem that the character has changed
direction or orientation. Imagine a character walking from left to right with the walk line as
the imaginary line and the camera to one side of that line. That camera can only be moved
or travel along the 180-degree arc that it makes with the imaginary line. If the camera crosses
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the line, it has to be one continuous shot as it goes from one side to another tracking the
character or the character will appear to have changed its walking direction. The continuous
shot technique naturally explains what is going on as the camera crosses the line (Figure
7.85).


The camera in relation to the actor’s path. The camera should never cross the actor’s path
unless it is a continuous shoot.


FIGURE


7.85


CONCLUSION


Lighting by its nature must be submissive to the nature of the narrative—it must be done
for the purpose of helping to tell a story. It does not matter if the story is still, live action, or
animation. Lighting must be able to guide the viewer’s eyes, and convey the element of time
through its position and color. Lighting should evoke a reaction from the audience; create
depth and provide insight into an object’s or character’s quality or personality; and comple-
ment the composition and design of the visible frame. Lighting is the third component of the
all important 3D triad, the cement that holds the modeling and texturing together. Lighting
can make or break a scene.


In the next chapter we will explore specific lighting situations as encountered in the real
world.
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This chapter deals with specific lighting situations as applied and encountered in the
real world. Lighting as a discipline should be motivational—that is, it should have a
purpose. Lighting is done to give accent to a scene and to enhance a subject’s ap-


pearance and to create an emotional connection. 
As we’ve discussed several times, lighting is mainly based on principles rather than specific


rules. When resolving specific lighting situations, you should be aware of the inherent pur-
pose of the lighting before you do any actual lighting setups. This way, the requirements of
the scene are fulfilled without being manipulated and limited by a specific set of solutions
that might not be appropriate for the needs of the scene. Furthermore, by following the
needs of the scene, difficult lighting may lead to creative solutions that fulfill the require-
ments of the scene but violate traditional applications. 


The exercises shown in this chapter are only some of the many possible solutions to solv-
ing specific lighting problems.


SITUATIONAL LIGHTING: SPECIAL SITUATIONS


Since lighting permeates our lives, from its utilitarian use to its commerical and entertain-
ment use, we encounter it in various forms every day. Take, for instance, a common product
like toothpaste. Toothpaste is made in a factory where the lighting is stark and cold but ef-
fective. The packaging and promotion for the toothpaste is done by designers who work in
commercial studios and offices that are lighted in a warm and inviting fashion. The ads for
the toothpaste use lighting to highlight its important and unique features. And the designers
and architects working on the product, drive to work in cars they were enticed to buy
through effectively illuminated commercials. Every part of the product’s development and
promotion involve some type of lighting situation from industrial to commercial.


In this chapter, we will investigate situational lighting including architectual lighting, a
subject that could fill volumes, and global illumination as it applied to architectual visual-
ization, an emerging industry (Figure 8.1). Additionally, general commercial photography
principles are covered as they apply to product and food photography, along with the basic
principles of lighting setup and product placement. Finally, we examine commercial vehic-
ular photography, a challenging form of product photography.


ARCHITECTURAL LIGHTING


Computer architectural visualization as a discipline is changing the way exterior and interior
designs are displayed and presented. Although line drawings and renderings are still some-
times preferred, no one can ignore the speed and power of computer graphics to elucidate
and convey a complex design. Gone are the days when the requirement of a new perspective
necessitates the generation of a new set of renderings from scratch. Today it is possible to
change an element and make a rendering right away.


3D LIGHTING370


P-08 3470  3/13/01  1:34 AM  Page 370







CHAPTER 8 LIGHTING SITUATIONS 371


Architectual visualization of the New sacristy of the Medici Chapel in Florence.FIGURE


8.1


However, the creation of 3D line drawings is technical in nature; it does not lend itself
easily to the generation of creative and attractive renderings. This area is still considered the
domain of artists and designers. Architectural visualizations can be divided into two seg-
ments: lighting analysis and design visualization. 


Lighting analysis is the evaluation of the way a specific luminaire (a light fixture) affects an
environment as well as the analysis of mixed lighting situations, including daylight. It can be
a direct visual display of computed luminance values on the scene’s surface or a graphic rep-
resentation of those values. Either way, it shows how a specific scene handles both artificial
and natural light. With the advent of IES files, (Illuminating Engineering Society) lighting
analysis is more accurate, because the visualization program is directly using the manufac-
turer’s measured light distribution data. 


Lighting analysis could fall under the category of design visualization, but this term nor-
mally refers to architectural and interior design analysis, which primarily is concerned with
mass, form, shape, and material property selections on a scene. Design visualization is the vi-
sual evaluation of how the design models light, how the choice of materials affects the am-
biance of the scene, and ultimately the look and feel of the scene as it relates to its purpose. 


Design visualization is primarily divided into interior/luminaire and exterior/daylight vi-
sualization. This is a very arbitrary categorization, but it helps improve the efficiency of the
workflow. Most interiors are lighted by luminaires, and many exterior renderings are daylight
analysis. 
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The following tutoral explores an interior architectural visualization using radiosity in
lightscape. See the companion CD-ROM for files.


Lightscape 3.2


Lightscape (LVS) 3.2 uses global illumination to account for the light transfer in a scene. LVS 3.2
is capable of generating photorealistic and photo-accurate renderings. The term photorealism de-
notes fidelity with photographs; photo accuracy means that the computed lighting levels are accurate
for lighting analysis. 
We start with a simple interior room and progress to a mixed lighting condition. It is easier to learn
LVS if you follow a simple workflow. The following tutorial outlines such a workflow.


Open Lightscape 3.2 and load the simple interior.lp file. This scene is identical to the ar-
tificial light tutorial in Chapter 6. It is a simple enough scene to allow you to get acquainted
with LVS and demonstrates the different luminaires possible in LVS. 


Notice that the OpenGL rendering distorts the display. This is because the extent of the clipping
plane must be set first to establish the far and near planes for this scene (Figure 8.2).
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Lightscape scene.FIGURE


8.2
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Click the View Setup icon to see the clipping plane. Zoom out and notice that the Far Clip
Plane is very far and the Near Clip Plane is within the camera (Figure 8.3).


Set the Near Clip Plane to 2.06 and the Far Clip Plane to 9.44. Click OK.


Notice that the OpenGL display is now displayed with no distortion.


The next step is to orient the faces of the polygon wall so that the scene can be viewed at any
angle. Go to View Extents and orbit around the scene; pick the back surfaces of the Wall
object. Right-click and select orientation and click Reverse.


Set the individual meshing of each object and to look for surfaces that occlude other objects
and determine whether they touch any other surface; we must have no radiosity meshing.
Because radiosity computes for all the visible surfaces in the scene, it is important to turn off
the meshing for surfaces that would have negligible influence in the light distribution in the
scene, such as surfaces that occlude each other and unimportant surfaces. These are nor-
mally the undersides of things that directly touch or occlude another object, such as the bot-
tom of the chair’s legs or the length of the bottom of the desktop support object.


Start at the topmost object in the Blocks table, which is the Arch Lamp. Click the Arch
Lamp to isolate it. Go to the Orbit icon or press O and rotate the lamp so that the under-
side shows (Figure 8.4).
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View setup in LVS establishing near and far clipping plane.FIGURE


8.3
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Arch lamp with surface meshing setting parameters.FIGURE


8.4


In Select Mode, click Select All.


Right-click and choose the Surface Processing panel/dialog box.


Set the Meshing Resolution to .60 because it is a small object relative to the scene and will
not have much self-shadowing and reflection on the scene.


Click Apply and then OK.


Press O to orbit.


Select the bottom areas of the Arch Lamp with Select mode: Pick Surface. Alternatively,
you can go to the Left or Right Projection and use the Are all vertex tool, then left-click
and drag to select the bottom area (Figure 8.5).


Right-click to bring up the Context menu and choose the Surface Processing panel again.
Deselect the Receiving and Reflecting buttons and click the No Mesh button. Deselect all
objects and click Apply, then click OK.


You have just told LVS that you want this object to have coarser than regular meshing and
not to compute any light transfer for the bottom area of the arch lamp. This two-step process
of setting universal meshing and then selecting the surfaces that will be excluded speeds up
the setting of each Block object’s meshing parameters. It also optimizes the scene through se-
lective meshing resolution setting (Figure 8.6).
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Arch lamp with selected bottom area.FIGURE


8.5


Desktop object’s surface processing parameter.FIGURE


8.6
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On the Blocks table, right-click Return to the Full Model.


Select the Desktop object and note that the edges that occlude the wall can be a problem
(Figure 8.7).


Go to the Top projection.


Click Select mode-Area Any Vertex and click and drag the desktop. Turn off the edges Re-
ceiving and Reflecting.


Go back to the Full Model and set the meshing to 1.62. 


Select the Desktop object’s top and bottom surfaces, making the occluding surfaces have
no Receiving or Reflecting as well as No Mesh (Figure 8.8).


Select the Desktop Support and set the meshing to 1.0. Set the top and bottom surface
where it meets the floor and the bottom of the desktop to have No Mesh. Also set the back
faces of the Desktop Support object to No Mesh since they occlude the Wall object.


NOTE: Setting the bottom areas of the objects to have No Mesh is a preventive measure to avoid a ping-
pong energy situation. This is the infinite exchange of energy between two patches that face each
other. Because radiosity in LVS is approximated using patches or meshing, if two patches are fac-
ing each other the light will bounce forever back and forth. This would result in your solution’s
percentage going up and then down and then up again, which leads to it computing almost in-


3D LIGHTING376


Isolated desktop support.FIGURE


8.7
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Isolated desktop object surface processing parameters.FIGURE


8.8


definitely. Furthermore, sometimes the .LS scene file will not process in this situation and will
stop. 


Select the Floor object and set the Meshing Resolution to 5.0. The reason for this change
is that most of the shadows from the chair and other objects in the scene will fall on the
floor, so the meshing of the floor needs to be high.


Orbit and set the sides of the floor as well as the bottom to have No Mesh since they do not
contribute to the scene (Figure 8.9).


For the Potted Plant, set the meshing resolution to .25 and set the bottom of the pot to
have No Mesh.


Set the Shelf object’s meshing resolution to 2.0. Select the edges that occlude the wall and
set them to have No Mesh (Figure 8.10).


For the Brackets, have a meshing resolution of .25 and set the surfaces that touch the wall
to have No Mesh (Figure 8.11).


Set the Wall object’s meshing resolution to 7.0 because the Potted Plant and the Bust and
the Arch Lamp will cast shadows on it. Set the bottom surface of the wall to have No Mesh.


On the Woman’s Bust, set the meshing to 1.25 and make the bottom have No Mesh.


For the Drawer/cabinet object, set the meshing to 1.0 and the back surface to No Mesh
(Figure 8.12).
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Bottom and sides of the floor with no mesh.FIGURE


8.9


Shelf object’s edge selection.FIGURE


8.10
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Shelf bracket’s object selection.FIGURE


8.11


Cabinet object with bottom of the feet and back surface selected.FIGURE


8.12
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Do the same for the two Chair objects: set the meshing to 1.0 and set No Mesh for the bot-
toms of the chairs’ feet.


Skip the overhead lum object and recessed lighting and go to the wastebasket instead.


Now that all the surfaces have had their meshing resolution set as well as excluded, the next step is
to set the correct material properties for each object.


Select the first material on the Materials table, the Default Atr, by double-clicking it. Now
the Material Properties panel is open. This panel is divided into Physics, Color, Texture,
and Procedural Texture parameters. The Physics panel sets the type of material and con-
trols the amount of Transparency, Shininess, Refractive Index, Reflectance Scale, Color
Bleeding scale, and Luminance (glow) (Figure 8.13). Let’s examine the parameters:


Template. This parameter controls most of the Physics in the Material Properties panel.
This setting sets the light to material behavior of a material property. The valid, realistic set-
ting for a particular material is shown in green.


Transparency. This setting controls the amount of opacity of a material. It sets whether the
material will pass light and how much. This parameter ranges from 0 (opaque) to 1 (com-
pletely transparent).
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Material properties for Default Attr material.FIGURE


8.13
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Shininess. This parameter controls the sharpness of the definition of reflections. A setting
of 0 means the surface is dull and will have spread-out reflections; a setting of 1 will be mir-
ror-like. This setting is related to the Refractive Index.


Refractive Index (RI). This parameter sets the amount the material will bend the light. It
determines how shiny a material is and how much light distortion will happen with a trans-
parent material at the boundary between media. A setting of 1 means that all the light gets
transmitted, which is the RI of air. In other words, a shiny metal material with an RI of 1
will be rendered as a diffuse material. A setting of 2.5, however, is used only for diamonds.
Anisotropic materials such as brush metal generally have low RIs.


Reflectance Scale. This parameter controls the amount of reflected light that bounces off a
material. In general, the default setting of 1.0 should be left. Primarily the texture map or
the value of the color of the material controls reflectance. This parameter is used mainly for
making a texture or colors brighter or darker than normal. Be careful with this parameter; it
could make an inaccurate radiosity solution because of the alteration in the way the energy
is distributed.


Color Bleeding Scale. This parameter controls the amount of reflected color into the sur-
roundings. It goes from 0% to 100%. At 100%, the color of the material is distributed
around the environment; at 0%, it becomes white, so in a way it is a color saturation re-
flectance scale. It controls the amount of color that is reflected around the scene from the
material.


Luminance. This parameter controls the amount of luminosity of a material. It controls the
amount of self-emitted illumination. This is mainly to make the material appear bright,
since surfaces do not emit light—only luminaires or the sun do. Enabling the Pick Light op-
tion and clicking a luminaire sets this parameter. The value is given in cd/m2. 


Average and Maximum Reflectance. These readouts indicate the amount of a material’s
reflectance, showing the mean reflectance as well as the highest reflectance. This is primar-
ily to show whether a texture map’s tonal distribution will affect the radiosity solution. This
parameter has no setting.


Color Panel. The Color panel sets the hue, saturation, and value of a material. Once the
Physics template is set, the valid color for that material is shown in green, and any other
color is unrealistic.


Texture. This parameter loads and sets the brightness of a texture map as well as the tiling
and the filtration. 


Brightness. This parameter controls the intensity in which the texture map will be shown,
both in the display device as well as in the rendering.


Avg Reflectance/Max Values. This readout shows the texture map’s average and maximum
values as derived from the bitmap.


Fixed Tile Size Option. This parameter sets the repetition of a texture map in a material
property. The values are measured in meters.
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Blend Option. This parameter combines the texture image with the Color panel to create
interesting materials. In general, the color of the texture replaces the color of the material.


Cutout Option. This parameter sets the Alpha channel of a texture, if possible.


Filter Methods Max/Minimize Option. This parameter sets the texture anti-aliasing and
pixel blending. The parameter mainly blurs the texture map image and blends it. Textures
with minute details are better blurred.


Procedural Texture. This parameter uses mathematically defined settings to alter the ap-
pearance of material properties. 


Bump Map Option. This parameter creates undulations on the surface of a material.


Bump Mapping Width Box. This parameter sets how far apart the bumps are from each
other.


Bump Mapping Height Slider. This parameter sets the height of the bumps in relation to
the width. A negative value inverts the effect of a bump to a depression.


Bump Mapping Baseline Slider. This parameter controls how much bump a material has
and how visible the bumps are.


Intensity Mapping Option. This parameter sets the visibility or contrast of a material.


Intensity Mapping Width Box. This parameter determines the interval between the light
and dark areas of the bumps in the surface.


Contrast. Controls the tonal distribution between the light and dark areas of the bump, it
primarily controls how much white and how much black there would be in the bump ma-
terial.


The easier way to set the material properties is to leave the Material Properties dialog box
open while clicking and changing the material settings and only clicking Apply to make
the changes and switch to the next material. But you do have to double-click each material
to select it. Set the Physics Templates first and then check to see whether the color falls on
the green scale. If it does not, adjust it to fall within the accepted “green” parameters. Now
make the following changes:


Default Atr. Set the Template to Paint Semi-gloss and set the Color bleed scale to .65.
Barrel. Ideal diffuse and color bleeding: .65.
Brackets. Set Paint Semi-Gloss and Reflectance Scale to .74 with Color Bleeding at 


.65.
Chair back. Set Fabric and Color Bleeding to .25.
ChairBottom. Set Fabric and Color Bleeding to .25.
Default. Set Ideal Diffuse and Color Bleeding to .35.
Default Flat. Set Paint semi-gloss and Color Bleeding to .35.
DresserKnobs. Set Metal and Color Bleeding to .35.
Floor Carpet. Set Fabric and Color Bleeding to .65.
ModernLampBlack. Set Paint Gloss and Reflectance Scale to .81 and Color Bleeding


to .25.
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ModernLampBlack_Coarse. Set Paint Gloss and Reflectance Scale to .81 and Color 
Bleeding to .25.


ModernLampChrome. Set Metal and Color Bleeding to .15.
ModernLampWhite. Set Paint Gloss and Reflectance Scale to .81 and Color Bleeding


to .85.
Room Wall. Set Paint Semi-Gloss and Reflectance Scale to .74 and Color Bleeding


to .85.
Sand. Set Masonry and Color Bleeding to .15.
Table Surface. Set Paint Semi-Gloss and Reflectance Scale to .74 and Color Bleeding


to .85.
Wood. Set Wood Varnished and Reflectance Scale to .49 and Color Bleeding to .65.
Wood Smooth. Set Wood Varnished and Reflectance Scale to .94 and Color 


Bleeding to .65.
Bust marble. Set Stone Polished and Color Bleeding to .85.
Gloss paint. Set Paint Gloss and Color Bleeding to .65.
Green plant. Set Ideal Diffuse and Color Bleeding to .45.
Lamp Lum. Set Glass and Color Bleeding to .65.
Lum panel. Set Paint Gloss and Reflectance Scale to .81 and Color Bleeding to .65.
Pottery. Set Masonry and Reflectance Scale to 1.39 and Color Bleeding to .35.
Pottery dark. Set Masonry and Reflectance Scale to 1.39 and Color Bleeding of .35.


Save the .lp file and rename it Simple Interior reference.ls. This file needs to be saved be-
cause we will use it in another tutorial.


Now let us define a luminaire to be used in this scene. Luminaires are lights with light distri-
bution information. As loaded, this scene has two omni lights. Delete those by selecting the
Luminaires table and selecting each light. Right-click Delete. Now for the first exercise, we
will use the Arch Lamp and define it as a luminaire.


Go to the Blocks table and select the Arch Lamp. Right-click and select Define as Lumi-
naire. Be careful in your selection because once a block has been set as a luminaire, it can-
not be changed; you would have to go back to the .lp file or import the geometry again.
Next the dialog warning box will appear; click Yes. This action isolates the Arch Lamp and
opens the Luminaire Properties.


On the Luminaire Properties, do the following:


Source Type: Change this to Area and select the Pick Panel. Orbit around the Arch
Lamp until you see the inside of the Arch Lamp’s head; click and select the flat inner
panel (Figure 8.14).


Lamp Color Specification: Halogen
Color Filter: HSV: H: 180 S: 0.06 V: 1.00
Intensity:
Magnitude: Luminous Intensity: 8,000 cd 
Distribution: Diffuse
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Now you have specified the type of luminaire, its color, and its intensity.


The next step is to do the Process Parameters. This panel mainly controls the extent and
amount of radiosity processing that will be done on the scene. 


Receiver. This parameter controls the patch/meshing settings. The greater the number
of patches, the better the solution, but it computes longer and needs more RAM.


Mesh Spacing-Min/Max. This parameter controls the size of the patches and sets a min
and max size at which the patch can occur during the adaptive subdivision. 


NOTE: Adaptive subdivision happens when there is a change in the light distribution across a surface, as in a
shadow boundary. It simply divides the surface into smaller patches to capture the change in radiosity
across the surface.


Subdivision Contrast Threshold. This parameter controls the level of adaptive subdivi-
sion. If it is set too close to Fine, the adaptive subdivision is easily triggered. Setting it closer
to Coarse prevents subsequent adaptive subdivision on a surface. This acts like radiosity
meshing generation levels and prevents smaller mesh from being generated to capture the
light changes on a surface. 
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Arch lamp object with rectangle of the luminaire housing selected and made into an area
light.


FIGURE


8.14


P-08 3470  3/13/01  1:34 AM  Page 384







CHAPTER 8 LIGHTING SITUATIONS


Process. This parameter controls whether the solution will compute the Direct lights only,
Shadows, or Daylight Processing. The Shadows parameter controls whether the lights in the
scene generate shadows. Direct Light computes only the direct illumination contribution
and ignores indirect light illumination. Clicking Daylight (sunlight + skylight) makes LVS
compute the sun and sky contribution in the scene through the surfaces designated as win-
dows and openings.


Source. This parameter sets the extent of subdivision accuracy in a scene. In most cases, the
minimum mesh spacing of both the Receiver and the Direct Source should be equal. How-
ever, if the light source is near an object, the Direct Source Min should be made smaller so
that the Direct Source’s patches will be smaller and generate a better light distribution.


Direct Source. This parameter controls the size and level of adaptive subdivision for the
light source. It mainly controls the size of the patches and subsequent patch generation for
the radiosity emitter. 


NOTE: LVS compensates for the near-field photometry problem by subdividing the light source so that it produces
a more accurate solution. Most IES data are derived from far-field photometric measurements, which re-
sult in inaccurate solutions when a light source is closer to a surface. 


Indirect Source. This parameter controls the initial and subsequent patch generation for
the indirect source illumination.


Shadow Grid Size. This control defines the shadows of the objects in the scene. As the light
gets distributed around the scene, its strength falls off and subsequently generates shadow
boundaries. This setting controls the extent of shadow accuracy between the light source
and the object.


Tolerance. This parameter controls the size and level of geometry mesh that is imported
and accounted for in the radiosity solution. Taking into account all the geometry mesh in a
scene without accounting for its size and visibility will result in LVS computing radiosity for
surfaces that are too small to see.


Wizard. This parameter controls all the parameters above with a simple dialog box that asks
you simple questions. For beginners, this is ideal, but I find its results less than ideal; it is
better to set the radiosity parameters manually and through each geometry.


For this tutorial, set the following parameters (Figure 8.15):


Subdivision Contrast Threshold: .65
Process: Shadows
Shadow Grid Size: 3


The final step is to save the .lp file and initiate the solution.


Go to Process-Initiate.


Save the .lp file before initiating the solution.
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During initiation, the geometry hierarchy in the scene is collapsed and all the visible surfaces
are accounted for before the solution is run.


Click Process-Go. You will see that as the solution computes the different surfaces, the level
of illumination on the each surface changes. This is progressive refinement at work. It ini-
tially computes a coarse solution to the radiosity problem using a coarse patch and then re-
fines it, making the patches smaller, especially in areas where there are significant light
changes and distribution. Radiosity treats all surfaces as light sources after the initial light
distribution from the direct light sources. Therefore, the surfaces that were affected by direct
illumination act as secondary light sources during the next iteration. 


Stop the solution when it reaches 84%. Notice that this rendering is quite realistic; however,
there are some problem areas, especially on the wall mesh showing a “stair-step” problem.
This is a shadow leak. It results from coarse meshing. Stopping the solution, picking that sur-
face, and setting the Surface Properties closer to 8.0 or 9.0 can alleviate this problem.


Stop the solution. Select mode Picks surface and select the right wall object (Figure
8.16).


Right-click and go to Surface Processing. Set the Mesh Resolution to 8.70 and click OK.


Continue to process the solution. The change in the meshing resolution of the wall surface
results in LVS reverting and removing the light contribution from that surface and starting
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Process parameter.FIGURE


8.15


P-08 3470  3/13/01  1:34 AM  Page 386







CHAPTER 8 LIGHTING SITUATIONS


over because it now has a better resolution; hence the radiosity solution is now inaccurate.
Stop when the solution has reached 84% (Figure 8.17).


Render and ray trace the scene. Go to File-Render (Figure 8.18).


Load Simple Interior Reference.ls.


Delete the omni 1 and omni 2 luminaires.


Select overhead lum1 on the Blocks Table and designate it as a luminaire. Do the same
thing for the overhead lum2 object.


Select overhead lum 1 and isolate it on the Luminaires table. Click the bottom panel and
designate it as the following:


Source Type: Area then pick panel
Lamp Color Specification: H: 175 S: 0.02 V: 1.0
Intensity: 12,500 cd
Distribution: Diffuse


Select overhead lum 2 and isolate it. Pick the bottom panel and designate it as follows:


Source Type: Area then pick panel
Lamp Color Specification: H: 175 S: 0.02 V: 1.0 
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Right wall with scene solution processed.FIGURE
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Scene solution processed with surface processing panel selected.FIGURE


8.17


Lightscape rendering of scene.FIGURE


8.18
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Intensity: 12,500 cd
Distribution: Diffuse


Save the .lp file as simple interior area light.


Initiate and process the solution to 85–95%.


That’s it. You have processed radiosity for a scene by designating which surfaces have mesh-
ing and which do not. You have also designated the proper materials for each object, which
aids in the light transfer simulation.


Initiate and process the solution. This demonstrates the diffuse area light capability of
LVS. The two box luminaires above simulate fluorescent lighting (Figure 8.19).


389


Lightscape rendering showing effects of overhead area lights.FIGURE


8.19


ARCHITECTURAL VISUALIZATION TUTORIALS


Ray tracing is also used for architectural visualization. Ray tracing was applied to architectural
visualization from the very beginning by Arthur Appel in 1968, and it has been used for “arch-
vis” ever since. However, due to ray tracing’s ideal specular reflection limitation, the renderings
that use ray tracing—although convincing—are not accurate. Accurate architectural visual-
izations require the merger of radiosity and ray tracing. This merger is called a two-pass solu-
tion. First the scene’s global illumination is calculated using radiosity; then the direct
illumination and specular components are rendered using ray tracing. This combination has
produced the most persuasive image synthesis since the global illumination problem started. 
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The following tutorial is an arch-vis tutorial using ray tracing. It uses the same principle
of faking radiosity to simulate the indirect illumination from light bouncing off surfaces. In
this tutorial, we apply the same principle of following the light from the light source to its
eventual reflection around the scene. That means that the light-bounce principle is again uti-
lized in this aspect. The light path in this scene originates from the right side, from the win-
dows and doors (Figure 8.20).


In this tutorial, the same principle of following the light from the light source to its eventual re-
flection around the scene is applied. That means that the ‘light bounce’ principle is again utilized
in this aspect. The light path in this scene originates from the right side of the scene as it comes
from the windows and doors (Figure 8.21).


This rendering shows the direct illumination of the scene, which indicates the areas that are directly
illuminated by the sun. Note the location and general area that this light illuminates. This is im-
portant in the procedure for following the light bounce.


The actual scene files for LW, MAX, and tS for this section is on the CD-ROM. Please refer to the
scene files on the CD-ROM when you go through this section.


First, we simulate the light bounce from the floor and from the bed sheet. This can be ac-
complished in two steps: first, by adding a series of non-shadow casting point-source
lights above the foot of the bed and, second, making these lights slightly reddish at (R: 250
G: 196 B: 186 ) (Figures 8.22–8.24).


Bedroom scene demonstrating the use of fake radiosity.FIGURE


8.20
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Scene with the key light (sunlight) coming into the room. This is mainly direct
illumination without any reflection or ambient light.


FIGURE


8.21


Position of the initial three omni lights that simulates the indirect light reflection from the
key light.


FIGURE


8.22
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Perspective view showing the position of the three omni lights.FIGURE


8.23


Rendering with the addition of the three omni lights. The immediate surroundings have
opened up.


FIGURE


8.24
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The bust has a visible outline because the Darktree Shader has both a luminosity and a dif-
fuse component, which make the bust seem as though it is glowing. However, the most im-
portant thing here is the addition of the subtle, indirect reflection of the sunlight on the
scene. Notice the subtle opening of the interior. 


The first reflection from the floor and the bed must be simulated next. This can be done
using a non-shadow casting spotlight that points upward with a narrow coverage because
the reflection from the bed sheet and part of the floor in that area is minimal (Figure 8.25).


The second non-shadow casting spotlight needs to be positioned below the floor with a wide
coverage because of the larger area illuminated by the window on the foreground floor. This
is a kind of ambient spotlight, with 90 degrees of coverage (Figures 8.26 and 8.27).


Since the room is still quite dark at this stage, it is necessary to establish the overall illumina-
tion from the outside by adding ambient illumination using non-shadow casting spotlights in
both the sliding door area as well as on the right window. These are non-shadow casting spot-
lights with 90–100 degrees of coverage and limited range (Figures 8.28–8.30).


On the sliding door, two sets of spotlights are necessary: one over the vertical blinds with
shadow casting and another for the open space and also shadow casting. It is necessary to
have these shadow-casting lights because the large opening of the sliding door generates ad-
ditional strong illumination on the scene and casts shadows. It is also important since this
light generates secondary illumination on the ceiling, especially with the square brise-soleil
opening on the top (Figures 8.31–8.34).


Camera view showing the addition of the first spotlight that simulates the reflection off the
floor and bed.


FIGURE
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Addition of the second upward-facing spotlight. This spotlight is slightly reddish to mimic
true reflected color of the bedspread.


FIGURE


8.26


Placement of the non-shadow casting light below the floor to simulate the
reflection from the floor.


FIGURE


8.27
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Left side view showing the position of the window directional light.FIGURE


8.29


Placement of the spotlight to simulate the window directional light.FIGURE


8.28
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Front view showing the position of the window directional light.FIGURE


8.30


Right side view showing the position of the sliding door directional light.FIGURE


8.31
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Position of the other sliding door directional light.FIGURE


8.33


Perspective view showing the position of the sliding door light relative to the opening.FIGURE


8.32
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Front view showing the height of the secondary sliding door directional light.FIGURE


8.34


The subtle, indirect glow illumination on the far wall by the sliding door must be simulated
as well. This glow is mainly a band of illumination around openings and is simulated using
a series of point-source lights with limited range (Figures 8.35–8.36).


Next is the indirect illumination of the bed sheet into the far wall. Using a reddish shadow-
casting spotlight with a limited range achieves this effect. It is angled toward the bookshelf
and positioned slightly above the bed sheet (Figures 8.37–8.39).


Here is the perspective from this light. It shows the area covered by this radiosity light (Fig-
ure 8.40).


The ceiling contribution must also be accounted for; again spotlights with wide coverage are
used. In this instance three lights are used and are placed above the surface of the ceiling—
two by the sliding door and one over the window-illuminated area (Figures 8.41–8.42).


The indirect reflection of the window illumination on the right wall also must be simulated.
This is done using a shadow-casting spotlight (Figures 8.43–8.45).


The illumination on the left wall by the dresser must be accounted for; again, non-shadow
casting spotlights are ideal (Figures 8.46–8.49).


Finally, the bust must have its own illumination because the wall behind it looks like it is
floating. This is again done using a shadow-casting spotlight (Figures 8.50–8.51).


Finally, a central ambient light is added to control the overall tonality of the interior scene.
This light functions as a universal tonal control. It is a point-source light, so the illumination
is evenly distributed (Figures 8.52 and 8.53). 
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Initial placement of the sliding door’s ambient light. The three lights are supposed to
simulate the ambient exterior lighting.


FIGURE


8.35


Perspective view showing the position of the three sliding door exterior ambient light.FIGURE


8.36
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Camera view showing the spotlight acting as the indirect illumination bounce light,
directed at the back wall.


FIGURE


8.37


Perspective view that shows the coverage of the indirect illumination bounce spotlight.FIGURE


8.38
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Right side view showing the angle of the spotlight relative to the floor.FIGURE


8.39


Light view showing what the indirect illumination spotlight is covering.FIGURE


8.40
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Position of the spotlights that simulate the light reflection from the ceiling into the scene.FIGURE


8.41


Position of the second spotlight that stimulates the ceiling light reflection.FIGURE


8.42
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Light coverage of the floor from the light bounce spotlight.FIGURE


8.44


Light bounce from the floor is simulated by a spotlight which is directed at the right wall.FIGURE


8.43
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Angle of the floor light bounce is shown relative to ground.FIGURE


8.45


Addition of omni light in the same position as the floor light bvounce to simulate the local
ambient light from window.


FIGURE


8.46
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Perspective view showing the light coverage of the dresser indirect illumination light
reflection.


FIGURE


8.48


Top view showing the position of the brownish spotlight that mimics the light bounce from
the dresser.


FIGURE


8.47
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Perspective view showing the position of the dresser’s other indirect illumination light
reflection.


FIGURE


8.49


The bust is lighted by an interior spotlight that simulates the directional but soft window
illumination.


FIGURE


8.50
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Final addition of an overhead ambient omni light to open the dark shadows in the scene.FIGURE


8.52


Perspective view showing the light coverage of the interior directional soft spotlight.FIGURE


8.51
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This tutorial has shown the potential of ray tracing to mimic radiosity by using a combination
of shadow-casting and nonshadow-casting lights with limited range of influence. This concept
can be applied to almost any architectural visualization wherein actual radiosity rendering is not
possible (Figure 8.54).
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Right side view showing the position of all the lights in the scene.FIGURE


8.53


Studio tabletop.FIGURE


8.54
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COMMERCIAL LIGHTING


A commercial studio exists for one purpose only: to use the medium of photography to per-
suade emotionally and to beautifully enhance an image, products, and services for economic
and social reasons (Figure 8.55). Commercial photographers solve a wide spectrum of visual
and design problems. These problems range from head shots of CEOs for annual reports,
and acting ensembles to complicated table setups and architectural photography.


The most common type of commercial photography involves product and food photog-
raphy, both of which are specialized subsets of commercial photography.


CG product illustrations that demonstrate how strip lights create light and dark
bands to accentuate a reflective subject.


FIGURE


8.55


PRODUCT PHOTOGRAPHY


Product photography is mainly concerned with displaying a product in a positive and at-
tractive way, so that customers will understand the purpose of the product and be interested
in purchasing it.


Initially, when doing product renderings, you need to do a page design layout, if one is
not available. Not only does a layout control the aspect ratio of the piece; it also shows
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whether the design is to be centrally placed, have a top- or bottom-heavy design, or be a bal-
anced piece. The layout controls the framing of the piece. The placement of the headings,
captions, and other textual information act as visual weights, so it is important to obtain a
layout. If possible, you need to ask for a product sample for study assuming you are not au-
tomatically given one. Using the actual product aids in its modeling and shading because you
can study the way it reflects and receives light.


PRODUCT SHOTS


When doing CG product renderings, you should follow some important steps. First, repli-
cate and model the product. Second, try to faithfully replicate the look of the materials used
in the product. Finally, light the virtual set.


Modeling
Model the product in scale if possible. This is even more important if you are to employ
global illumination techniques. Modeling the subject is probably the easiest aspect of CG
product rendering because texturing, shading, and lighting take most of the time. With the
model at scale, its interaction with light is more likely to be similar to that of the real object.
Out-of-scale models can introduce distortions and errant reflections because the object’s 
dispropotional mass makes the light travel further and it might reflect the environment
differently.


Material Properties
It is very important that the material properties be simulated well, either through correct tex-
ture mapping or in combination with the proper shader settings. Since most CG shading
models employ generalized light transfer, it is better to use a combination of texture map-
ping, bump mapping, and geometry displacement, together with shaders to mimic the be-
havior of the real-world material. It also helps to have a sample swatch of the actual materials
used so they can be scanned and studied. Scanning the actual material used helps “sell” the
CG image as real. 


Lighting
Most product lighting uses large soft-light boxes or diffused light panels. These are also called
softboxes; they are nothing but cubical- or rhomboid-shaped light banks with front diffusers
and inner reflective coatings. The reflective coating can be either silver or gold for cool and
warm effects, respectively. The softbox’s housing is made of black cloth so light will not es-
cape from the inside as well as keep exterior illumination from entering. These softboxes also
come in strip form that gives off narrow illumination. White and silvered umbrellas are also
used, together with snoots, grid meshing (also called “chicken coops”), and gel filtration for
light modification.


In this setup, two large, towering light strips illuminate the bottle on both sides. These
strips serve two purposes: as a soft diffuse illumination and as a reflective object that outlines
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the bottle’s form and shape. (We’ll talk more about strip lighting in the next section.) Near
the bottle are two black cards that limit the amount of illumination on the seamless back-
drop object as well as serve as black outlines on the bottle (Figures 8.56–8.58). The back-
ground object is composed of a curved surface that avoids making a boundary seam between
the horizontal and the vertical sections of the backdrop. It is the curvature that makes this
possible. Here is the final rendering from this light setup (Figure 8.59).


Built-in area lights can be used as softboxes in the your scenes, but it is much easier to cre-
ate your own softbox illumination from a 3D light array matrix and model the diffuser and
softbox housing. It is important to model the diffuser because, if you use ray tracing, the dif-
fuser’s form and shape would be reflected on the product. 


However, the use of 3D light arrays in this form is restricted to its simulation of an area
light, (although it can be used as it is,) but localized illumination hot spots must be avoided.
Wine, jewelry, and high-tech products and equipment are normally shot in low-key lighting.
The use of low-key lighting emphasizes the product’s form and creates sparkling specular
highlights which make the product very appealing. Articles of clothing, bags, shoes, and per-
fume are normally lit with high-key, soft lighting to bring out their textural and reflective
properties. Both perfume and wine products require the use of strip lighting for rim outline
accents and seamless tables and backdrops for light falloff effects.


Finally, product lighting can be unmotivated lighting. It can break all the rules as long as
it conveys the product well. By its nature, the product presentation dominates the lighting
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Perspective view showing the placement of the two strip lights on each side of the subject.F I G U R E


8.56
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Top view. Notice that there are two black cards on each side of the bottle that create a
‘void’ and darken the unlit areas of the bottle. The black cards function as a blocker and a
reflection aid.


FIGURE


8.58


Perspective view, notice the strip light on the left is angled toward the bottle while
the other is perpendicular but is divided and blocked by a black card.


FIGURE


8.57
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process. Fortunately, lighting in computer graphic programs is much more flexible because
you can directly place a light in front of the camera and darken areas with negative light—
something that is impossible to do in the real world.


FOOD ILLUSTRATION


This section is called “Food Illustration” and not “Food Shots” because actual food is not
used and even a good simulacrum would be only an illustration. Food illustrations in CG are
mainly used in procedural demonstrations of food preparation. They are rarely used in the
actual representation of food because actual photography is faster and more suited for that
job (Figure 8.59). 


Sample CG rendering of a food product.FIGURE


8.59


Food photography is a special kind of commercial photography with its own special
needs. It requires the expertise of a food stylist, who arranges the food. It is also this person’s
job to prepare and cook the actual food to make it appealing. A food stylist is primarily
responsible for the presentation of the food as it is being photographed. The appearance of
the food is the photographer’s responsibility. 


Food photography is limited in how much change it can make in the appearance of food.
In the United States, there is a federal limitation on the alteration of food as it is presented
photographically. The depicted food must be representative of what the normal consumer
might encounter when the product is bought and used. The photograph cannot deviate
from actual product samples. CG food illustration, however, would probably not have these
limitations, but at this time there have not been any precedents set on this issue. CG food
illustration also uses the same diffuse, soft type of lighting in most cases, since diffuse light
brings out the texture and color of food well. 
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This shows the culinary plate rendering done in CG.F I G U R E


8.60


Food illustration carries the additional burden of requiring the suggestion of the food’s
temperature—that is, showing whether the food is hot or cold. The presence of condensa-
tion or steam directly suggests the state of the food being illustrated to the viewer. It is im-
portant to copy these subtle effects of temperature on the scene. In addition, it is important
that the proper silverware and china be modeled for the food, since they are an integral part
of the food presentation. Watch for stylistic differences in your choice of silverware or china
to model. Rustic food generally goes with classical or contemporary designs, whereas pastries
and fruits might work better with modern designs. 


The general workflow for food illustration is as follows:


Modeling food requires organic modeling skills because of the complex shapes and forms
of food. Since everyone consumes food, it is important to model the object faithfully, espe-
cially its distinguishing features, because somebody will definitely recognize what it is. Buy a
representative sample of the food you are going to illustrate and study it well. Handling it
should give you an idea of its material properties.


Organic food models must have strong silhouettes. They should be recognizable based on
outline alone. Intuitively, we recognize food based on its shape, color, and smell. Since smell
is impossible to include in a 2D rendering (for now anyway), the image must rely on form
and shape to succeed and be accepted for what it represents. 
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If the food subject has tactile texture, it is good to also model these surface perturbations
as well. Using bump maps will work, but since the camera will be near the food subject,
using bump maps will make the food look artificial. It helps if you scan the food subject
to derive its outline and shape. Use the scanned image as a background guide in your 3D
modeler’s viewport. This method facilitates the modeling process. In addition, scanning the
food creates texture maps for you. If the food in question can be peeled, do so and lie the
peeled skin on the scanner; use that image as actual modified texture maps or paint a new
one based on the scanned image.


As explained in the modeling step, you can scan the actual food to obtain texture maps
or for use as a painting guide. Besides modeling, it is important that the textures be as close
as possible to those of the actual food. This is a considerable challenge, so it is advisable to
use scanned texture maps. If that is not possible, use of a 3D paint program such as Deep
Paint 3D helps enormously in the creation of realistic textures. Furthermore, 3D paint pro-
grams do not have the UV map alignment problem that mesh unwrappers do. The use of
a 3D paint program also avoids the texture distortion that occurs with mesh unwrapper
plug-ins.


In certain instances, though, it is possible to get away with arbitrary UV mapping if the
food subject is symmetrical. If your 3D program supports it, the use of luminance and spec-
ular maps helps in mimicking the effects of directional diffuse reflection, as commonly seen
in fruits and vegetables. If you decide to use a mesh unwrapper plug-in, plan your UV map
setting well, since its orientation determines the way the mesh is unfurled. Know the impor-
tant side and surface that will face the camera. You must orient the UV map in such a way
that textural distortions, as well as tearing and stretching, are avoided. The most problematic
area  is often the alignment of the texture maps with the geometry, so when painting the tex-
ture, give some allowance for UV map rotation and excursion. 


The lighting of food is soft —like product lighting—but directional. It needs to be direc-
tional to let the light play on its surface, to let the light create self-shadowing effects and to ul-
timately emphasize the object’s color and form. Softboxes are used with umbrellas and strip
lighting as well as other light modifiers. 


Food lighting setup is less elaborate than product lighting; however, that does not mean
it is easier—only different. Recent food lighting points to naturalistic, motivated lighting.
This means that lighting simulates the environment the food might be in. The light source’s
origin and orientation are suggested Through the use of key lights and the temperature of
their emissions. Care must be taken, though, to make sure any adjustments to the lights are
accomplished without causing color casts on the food. This is the reason that food lighting
is soft but directional. 


Directional soft lighting is normally seen in medium light sources (ie: a window or a sky-
light) so this aspect should be mimicked in CG. The positioning of the three principal lights
must be suggestive of a natural setting—for instance, place the key light where a window or
overhead light might be. Approximating the layout and position of a hypothetical room will
help convince the viewer that the food is on someone’s countertop or table. The placement of
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the light does not have to be precise—although you want it positioned to best feature the sub-
ject—it must simply have a feeling for the place. An approximate angle and color of the light
source will suffice.


Soft but directional lighting does not mean that the scene will be contrasty. The shadow
areas of food shots are normally within two stops of the key, because food photography is
normally done for eventual press output and the tonal range must be limited. Printed mate-
rial has only a four-stop range (1:16), so the important tones must fall within this range. In
this instance, it is better to have several low-intensity lights to attenuate the shadow areas
than have a single light that might create hot spots in the middle tones. Furthermore, spot-
lights can be used instead of point-source lights that might unnecessarily bathe the vicinity
around the subject. 


Ambient lighting should never dominate in product or the key lighting. The subject’s
form, shape, and texture should always be the main focus of the image. Furthermore, emo-
tional lighting is avoided unless it is called for in the layout and is deemed necessary in sell-
ing the shot to the audience. 


AUTOMOTIVE LIGHTING


This section includes a demonstration of the lighting principles for an interior lighting setup
for a car. It shows the steps and motivation for the light placement and the geometry addi-
tion, and demonstrates the effect of the environment on the way the car looks when ren-
dered. Please check the CD-ROM for the actual steps used for LW, MAX, or tS.


Automotive photography is one of the most specialized types of photography; so much
so, it can be considered a unique subset of product lighting. Its sole purpose is to make a car
a sublime vision of beauty. Its aim is to show the form, highlight the shape, and accentuate
the shine of the surface. Whether the vehicle is shot outdoors or indoors, automotive pho-
tography requires special lighting equipment and a special situation (including, in many
instances, a wet street or highly reflective floor)(Figure 8.61). Extreme car paint color some-
times requires lighting setup adjustments as well. A white car reflects more light than a black
car, so adjustments are necessary based on color. These adjustments are mainly the addition
of black panels for the white car and more fill light and white panels for the black car, but it
really depends on the car’s contour and paint job. 


Several important sections of the car must be accented and lighted if necessary to bring
the whole driving machine together as a unit. Your car, as rendered, cannot have a very nice
body but a very weak windshield or tire rim rendering. It has to work as a unit because a car
is perceived as a whole entity.


Since a car body is one continuous, smooth, reflective surface with highly reflective win-
dows, it presents a special set of lighting challenges. The first is to create pools of bright high-
light that outline the glass and body along one side, like subtle rim lighting. This bright
linear outline then needs to be balanced with a darker area opposite the bright and lighted
areas. The bright outlining is carried to all the sections of the car that are blending into the
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background. The most important effect is a bright reflection that goes from bumper to
bumper; this reflection not only outlines the car’s shape, but it also splits the car into top and
bottom shells. This split-shell effect is a subtle, almost subliminal, one, but it is an important
hallmark of all automotive photography, whether done indoors or outdoors. This technique
is similar to placing a white highlight blanket on top of a car that moves with the car. This
contrast-making, form-defining creation is what makes a vehicular photograph succeed.


The way the car’s windows reflect light also must be taken into consideration. The win-
dows both reflect and refract light, so they can behave as a solid mass or as empty space; both
effects must be controlled, either by creating black voids (reflecting unlighted environmen-
tal areas) or by strategically placing black panels around the car. The black panels are some-
times positioned at angles to create a black-to-gray-to-white gradient of reflection across the
car’s window.


Wheels are another part of the car to consider. Some cars have exposed rims, which come
in various geometrical and organic shapes. These forms must be lighted or at least must be
made visible, since they are an integral part of the vehicle design. In real-world situations, the
hubcaps and the tire’s rims are cleaned and highly polished to accept ambient and reflected
light. The tires must be lighted, too, or they will become rings of solid black with no defini-
tion or suggestion that they are made of rubber. A tire’s facing exterior must have a ring (or a
hemisphere) of specularity to suggest its shape. You cannot have the tire’s rendition go black;
it has to have form definition and specularity. 


Indoor Shots
The aim of indoor automotive shooting is to enhance and beautify the car’s appeal, but the
lighting setup is more manageable than outdoors (Figure 8.62). The lighting is more con-
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Mixed artifical light and a practical light situation of an outdoor scene. (3D digital
content provided by Viewpoint Media.)
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trollable in terms of how it is refracted and reflected. It is also easier to create the rim light-
ing effect and the split-shell effect.


The critical equipment in studio automotive shooting is the use of large strip lighting.
Strip lighting is a diffuse, narrow light source. It is this luminous white diffusion material that
gets reflected and illuminates and defines the car body. So strip lighting not only lights, it also
delineates the form. The overhead strip lighting also creates a visible terminator. The over-
head strip lights function as the key light, with other lights serving as the fill light, although
most times, bounce cards are used instead of actual lights because the light from the key is
strong enough to be bounced back into the shadow areas. Strip lights that function as fill
lights are also used, especially when dealing with dark paint colors. 


Another important element is the use of black panels to absorb and reflect dark tones into
the car. The black panel, when reflected on the car’s ventral section (bottom half ), darkens
the paint job, which emphasizes the highlighted top section. The presence of the light ter-
minator enhances this perceptual effect to exploit our perceptual response. Because there is
a change in contrast, the human visual system now “enhances” the difference between the
lighted and darkened areas, perceiving more contrast than is really present in the scene. This
creates depth and three-dimensionality. Automotive lighting is really an exercise in reflective
chiaroscuro (lighting and shading). Even if the tones above and below the terminator were
the same, the presence of the terminator itself makes the perception of the adjacent sides
darker and lighter than they really are. 


The car is a complex object to light because it has two of the trickiest objects to light—
metal and glass—not to mention the difficulty of simulating the metallic car paint lacquer
finish. Metal, especially metal that is shiny and polished, reflects everything around it,
whereas glass both reflects and transmits light, depending on the angle of incidence and the


3D LIGHTING418


Indoor rendering of a vehicle. (3D digital content provided by Viewpoint Media.)FIGURE
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viewer perspective. The critical point to know when lighting cars is the need for a large, rel-
atively uniform environment that creates a reflection that covers the length of the car body
and reflects off the windshield as well as the body. If you look closely at car commercials on
TV, you’ll see that the windows have both a white and a black gradient; the same is true of
the body reflection. 


In studio photography, the car is positioned on either a white set or a dark set, and the
large, reflective elements are either stretch muslin or drop cloths, if not huge light panels.
The set also has black panels or flags to absorb light. The black panels serve as both a light
modifier and a way to control the reflected tonality on the car. The idea is to control the ren-
dition of the white and black reflection off the vehicle. These two elements work with the
huge coffin lights or softboxes that extend the length of the studio. The most basic setup is
to place a huge white softbox overhead that covers a wider area than the vehicle and is lighted
from within. The softbox acts as both a reflective surface and a light with diffuser. 


Another way to replicate this effect is to use a reflection map, which works well in most
cases without the rendering penalty of using ray tracing. However, for the utmost realism, it
is better to actually model the environment that reflects on the vehicle. This is especially im-
portant in animation, where the vehicle is moving through the environment. Some of those
car commercials you have seen are all computer generated with a combination of composited
background and real CG environment. Not all programs support animated reflection maps,
so for these programs it is better to use an actual environment.


Figure 8.63 shows a typical way of presenting cars with a minimalistic environment and
the car in the center. Notice that the car’s body has both white and black bands, which are re-
ally reflections of the environment. Without these white and black tones, the car looks un-
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Minimalistic way of presenting a van in a simple environment. (3D digital content
provided by Viewpoint Digital.)


F I G U R E


8.63


P-08 3470  3/13/01  1:36 AM  Page 419







inviting and bland. The reason for placing a car in a mostly white or black environment is to
create background elements that reflect from the car and show its shape and form. The re-
flection must be able to define the car’s body, making its shape discernible. Imagine lighting a
car with a single light bulb above it and observe how that illuminates the car. In CG, this will
be undesirable because only the direct illumination is accounted for; the unlighted areas
would become dark.


Surely, the level of illumination intensity could be increased, but the way it would be ren-
dered remains the same. The only thing the increase in illumination would do is to push the
middle tones of the areas visible to the light source toward the highlights. The dark areas
(Zones 0–III) would never get lighter or be pushed toward the middle tones (IV and V),
since CG accounts for only direct illumination (Figure 8.64). What about adding extra
point-source lights around the object? Let’s add 4 lights besides the single overhead light (Fig-
ure 8.65).


This solution is okay, but there are too many hot spots on the car and it creates multiple
shadows. You can stagger and make a series of lights and align them on each side of the car
(Figures 8.66 and 8.67).


This solution (Figure 8.68) lightens up only the visible and upper surfaces of the car that
are directly illuminated by the matrix light array above. The ideal solution is to use an area
light. However, to have an impact and illuminate the sides as well, this light would have to be
really large, which carries a rendering time penalty (Figures 8.69 and 8.70).


Since the shader used to demonstrate this scene uses an anisotropic shader, the dark back-
ground is reflected off the car’s body. This creates an unpleasant “limb darkening” effect. The
environment around the car would benefit from having additional lights, but in most in-
stances, area lights never reflect off the body and create visible banding, which outlines the car. 
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This is a rendering of the same scene with a single overhead lights as the sole illumination.
Note the dark rendering of the unlit areas. (3D digital content provided by Viewpoint
Digital.)


FIGURE
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This shows the placement of the four additional overhead lights.FIGURE


8.65


Result of adding above a row of omni lights above on each side of the van (matrix
light array). (3D digital content provided by Viewpoint Digital.)


FIGURE
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Result of adding a ‘matrix light array’ above on each side of the van.F I G U R E


8.67


Here is the rendering of the interior scene with the ‘matrix light array’.(3D digital
content provided by Viewpoint Digital.)


FIGURE
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Perspective view showing the area light placement.FIGURE


8.70


Large overhead area light placement.FIGURE
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Result of the overhead area light. (3D digital content provided by Viewpoint
Digital.)


FIGURE


8.71


The ideal solution is to have strips of lighting around the car that selectively affect the dif-
fuse and specular components of the shader. This way, the car’s body will have both a lighted
area and a dark area as well as a shaded area and an illuminated area, which are two different
things.


By making the area light long and narrow, you not only make it render in less time—you
also create dark and light areas on both the diffuse and specular components of the shader as
well as eliminate some of the limb darkening effect (Figures 8.71–8.77).


The use of a strip light that is angled along the length of the car body creates a nice gra-
dation of lights and darks without the “noise” of a large overhead area light. It also produces
cleaner reflections, especially on the windshield. Normally, the large overhead area light
works, but since this scene is a ray-traced one, there is still a tendency to create high-contrast
renderings. The solution here is to augment the strip light with another one to the front and
the sides of the vehicle. This could also have been done with the large overhead light, but it
would have made that scene render longer without much benefit in terms of either render-
ing time or visual impact.


This view has a single long strip light added to one side to illuminate not only the sides
but also part of the front and back areas, although in the studio sometimes the back areas are
illuminated using bounce cards. Here is a rendering showing the front and the right side il-
luminated by an area strip light (Figure 8.78).


No matter how the area strip light is made closer to the vehicle, in most renderers it would
never be made visible, so it needs to be simulated by creating a long rectangular box posi-
tioned and angled similarly to the area strip light. The rectangular object that mimics the
overhead light is made longer than the actual area strip light it simulates. This is so that it can
envelop the car body for adequate reflection (Figure 8.79).
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Top view showing the narrow overhead strip lighting.F I G U R E


8.72


Perspective view showing the orientation of the narrow overhead light with the van.FIGURE
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Result of the diagonal narrow area strip light in the scene. (3D digital content provided by
Viewpoint Digital.)


FIGURE
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This is the perspective view showing the side strip light placement.FIGURE
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This shows the placement of the front strip light.FIGURE


8.76


Here is the result of the overhead strip working with the front and side strip lights. (3D
digital content provided by Viewpoint Digital.)


F I G U R E
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Addition of a self-luminous long strip of geometry that extends beyond the length of the
van so it would be reflected on the front and back of the van.


F I G U R E


8.78


Perspective view showing the orientation the long geometry strip with the narrow area
light strip.


FIGURE
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Notice the difference in the definition of the strip light object reflection on the vehicle’s
windshield. It now has a clear boundary and outline (Figure 8.80). This cannot be done with
pure area strip lights alone. Notice that the scene is now more natural, although it still has
areas that need illumination. The left side is a bit boring, though, so we need to add another
light strip light there (Figure 8.81).


This addition creates a double strip of illumination on the left side, since some programs’
area lights are double sided without any orientation. Here it is with the front and right side
strip light working in combination (Figure 8.82).


This effect is acceptable, but the left side of the vehicle needs to have more separation
from the background, meaning a reflection or illumination must be added there. If the stu-
dio walls were closer to the vehicle, the edges of the walls would clearly contribute to the re-
flection and show a separation on the side of the vehicle near it. However, if the regular walls
were made visible and closer to the vehicle, its wall-floor boundary edge would show. The
way this is tackled in the studio is to use either a cyclorama or a seamless backdrop, which is
walls that have curved baseboards (round edges that connect both the wall and the floor, with
no angles). (Figure 8.83) This is done so that the light won’t reflect more in one area defin-
ing the edge or boundary. When in a limbo setting (a completely black environment) sepa-
ration can also achieved through highly focused back lighting to create a glow around the
back face of the vehicle.


Here is the effect of adding the seamless backdrop to the scene. Notice that the left side of
the vehicle now has a discernible outline and band of white. This defines that part of the ve-
hicle. It also changes the left side of the windshield and elevates the tonality on the bumper
on that side (Figures 8.84 and 8.85).


Rendering of the scene with both the narrow lights and the self-luminous geometry working
together. (3D digital content provided by Viewpoint Digital.)


FIGURE
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Addition of a strip of light on the left side but its created a double-sided illumination due
to the non-directional quality.


F I G U R E


8.81


Rendering with an overhead light, two strips on each side, and a front strip light.FIGURE


8.82


3D digital content provided by Viewpoint Digital.
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Shape and form of the seamless backdrop object. Note the curve along the edge of the
backdrop.


FIGURE


8.83


Overall perspective view showing the curvature of the seamless backdrop along with the
position of the strip lights.


FIGURE
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Rendering of the same scene with the seamless backdrop. (3D digital content provided by
Viewpoint Digital.)


FIGURE


8.85


Now the dark areas on the seamless backdrop need to be addressed. Although the tonal
gradation might work, it is preferable to have even illumination on the back area of the scene.
This is to create a plain visual counterpoint to the vehicle’s “busy” shape and form. Adding
several nonshadow-casting point-source lights to illuminate the upper areas of the seamless
backdrop achieves this effect (Figures 8.86 and 8.87).


Here is the effect of adding one nonshadow-casting point-source light above and behind
the vehicle (Figure 8.88).


And here is the final rendering. It shows the advantage of using narrow area lights to sim-
ulate strip lights (Figure 8.89).


Finally, for programs that lack area lights, you can use light arrays to simulate the
area lights, but the need for actual strip light geometry is still warranted to get reflection
boundaries.


Here you can see that the area light is now done using a series of light arrays arranged in
a line (Figure 8.90). When the lights are spaced evenly and there are enough of them, the il-
lumination given off is similar to an area light, although the shadow areas do not generate a
desirable tonal separation. These can be solved by compositing the shadow and doing a sep-
arate shadow-pass rendering or by using shadow-mapped lights (Figures 8.91–8.93).


Comparing this light to the area strip light, it is evident that the area light solution is
better, although the light array solution also works.
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Placement of the point source lights above and near the seamless backdrop.FIGURE


8.86


Side view showing the position and arrangement of the three point source lights.FIGURE
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Perspective view showing the overhead, side and front strip lights using the matrix array.
(3D digital content provided by Viewpoint Digital.)


FIGURE


8.88


Final rendering showing the area light strips working with the long self-luminous geometry
strips to create light and dark bands on the van. (3D digital content provided by
Viewpoint Digital.)


FIGURE
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Use of a row of omni lights to simulate the effect of an area light.FIGURE


8.90


Rendering of the overhead matrix light array along.FIGURE
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Outdoor Shots
Outdoor automotive lighting is very different from the indoor variety. Sometimes long strip
lighting is used, but not for overhead effects; rather, it is used for creating the terminator and
especially the split-shell effect. Since it is difficult to position large softboxes above the car
outdoors, the shooting itself must be tailored to natural conditions (Figure 8.94).


Two main lighting conditions must be met in order to make outdoor photography suc-
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Rendered scene. (3D digital content provided by Viewpoint Digital.)FIGURE


8.92


Rendering of the completed scene with matrix light array and the long self-luminous
geometry strips. (3D digital content provided by Viewpoint Digital.)


F I G U R E
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Outdoor CG rendering. (3D digital content provided by Viewpoint Digital.)F I G U R E


8.94


cessful. For one, the sky must be bright and uniform to create a highlight blanket. This means
that the sky must be clear, partly cloudy, or overcast. Most shots are done with clear blue skies
and minimal cloud cover. The bright uniform sky serves as the overhead strip light. However,
the light contributed by the sky must be lighter than the edge-to-edge horizon light. This is a
strong strip of light that runs along the sides of the car. In addition, the ground has to have a
dark tonality so that when it reflects on the car, it creates a dark band in contrast with the sky.
The ground also must have some uniformity so as not to detract from the car’s image. 


For these shots, scenic routes or desert locations are used. However, to fulfill the lighting
requirement, it is necessary that the shooting be done during the magic hour—that is, at ei-
ther early dawn or late sunset. At these times, the sun near the horizon creates a very bright
strip light that covers 180 degrees to 275 degrees. This outlines the car very well and illumi-
nates the sky above, creating a highlight blanket. The warm color temperature of the sun in
contrast with the white to bluish-white highlight creates a very appealing picture.


In CG, we can take several shortcuts to achieve a similar end result. The scene can either
be an actual 3D scene with ground and sky or it can be a composited piece with front pro-
jection. Since this is a 3D lighting book, the 3D scene approach is more suitable. 


Of course, it is a given that the environment must be modeled. We can create the ground
and sky dome easily, but the lighting is not so straightforward. It is difficult to get the outlin-
ing and the split-shell effect without resorting to reflection maps, multiple-pass rendering, or
ray tracing. The sky should be a real hemispherical dome if your 3D application cannot do re-
flection maps based on a 2D picture on the scene (Figures 8.95 and 8.96). The advantage of
using a real sky dome is that the camera is free to be pointed anywhere in the scene. Further-
more, shadowed canyon walls or trees must be located to one side of the car. When these
canyons or trees are reflected, they function like the dark panels in the indoor shots. However,
they have to be either far enough or low enough to create the car body “splitting” effect. 
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Side view showing the scale and shape of the hemispherical dome.FIGURE


8.95


Perspective view showing the ground and the skydome objects.FIGURE
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The bright horizon is recreated through the use of a ring of 3D light arrays that is posi-
tioned low near the horizon, with another set above to mimic the skylight contribution. The
3D light array setup not only creates realistic lighting, it can also be animated. Furthermore,
3D light arrays create soft shadows that render faster (Figures 8.97 and 8.98).


The most critical aspect of animated automotive shots is the camera work, the way the
shot moves across the car, the way it focuses on the car, and finally, how it tracks the car’s mo-
tion. The camera movement should be a continuous, smooth, but dynamic motion. It
should look natural. Just look at the numerous beauty passes that are shown on car com-
mercials and brochures.


Automotive commercial shoots can be broken down to three basic settings, each of
which are designed to show off the vehicle in its best light (so to speak). These are: desert
with brilliant sunlight and dry, dusty earth that kicks up around the bottom section of the ve-
hicle; scenic with grand vistas and winding roads overlooking oceans and rivers; cities with
wet pavement and endless twinkling lights. The first elicits the feeling of power and strength,
the second of serenity and control, the third wealth and the good life. Relating back to CG
imagery, these three are also listed in the order of most difficulty to render. 


To familiarize yourself with what has been discussed so far, let’s turn to the former setting
and work with it.


This scene is a huge expanse of ground textured to simulate mud crusts with a visible sky
dome object. The same viewpoint lab van model has been textured and shaded to simulate
metallic car finish. 


In this rendering, notice that most of the upper surfaces of the vehicle are white; part of
the sides as well have white banding. This white banding comes from the sky dome object
above the scene with its own texture mapping. 


Outdoor CG rendering simulating an overcast sky condition using a white and blue
skydome gradient. (3D digital content provided by Viewpoint Digital.)


F I G U R E


8.97


P-08 3470  3/13/01  1:37 AM  Page 439







3D LIGHTING440


Rendering of a clear day. Notice the difference between this and the previous image (Fig
8.97). There is a difference in the color and reflection of the ‘shell’ lighting. (3D digital
content provided by Viewpoint Digital.)


F I G U R E


8.98


A scene lacking a sky dome object does not have the same white reflection on the top sur-
faces. It has some reflection but not an overall sheen, which mimics the sky. So, the key to hav-
ing realistic outdoor car scenes is the existence of a sky dome that reflects all around the car
body and gives it definition. Without it, the tonality of the car seems bland and uninteresting. 


Lastly, we use the ReelMotion plug-in for LW and MAX 3.1 to simulate the car being dri-
ven around. There is a save-disabled demo (Windows & Mac) of this plug-in on the com-
panion CD-ROM or you can find it at http://www.reelmotion.com/. The strength of this
plug-in lies in its procedural animation capability. All you have to do is drive the car the way
you would in a car simulation game. The only requirement is the importation of your terrain
and a low-resolution copy of the vehicle. ReelMotion also is capable of animating and
switching camera views while the animation is progressing. ReelMotion makes it possible to
set up the physical dynamics of a particular car or vehicle, including tires, suspension, trac-
tion, and engine. It can also handle aerodynamic parameters and external forces such as wind
and gravity. ReelMotion is capable of performing procedural animation for motorcycles,
planes, and helicopters, or any vehicle that has an engine, for that matter.


The way it normally works is that you animate in ReelMotion and import the motion
data into your 3D application. You texture and light the same way as in a normal scene. Here
is a rendering of the night scene with a single light source (Figure 8.99). It creates a sense of
realism because of the pure white light source when we expect to have colored light at night.
Even metal halides have a different feeling to them, although we see them as white.


The lighting principles are similar to those covered in the previous tutorials. The only ex-
ception is the setting, which is at night. This scene lacks the sky dome because it would not
reflect off the car body since it is at a very low illumination. The sky does not reflect off a car
body at night, but it is important to establish the night illumination. 
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Here is the same scene simulating the sodium lights. These were accomplished using a
pair of spotlights with different coverage, one with a large coverage of 90 degrees and the
inner spotlight at 30 degrees (Figures 8.100 and 8.101).


And here is the final result, with the two spotlights working together to create a feeling of
realism (Figure 8.102). Now you can add a sky dome with a night texture, but it needs to be
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Rendering of a night scene using a single overhead downward pointing spotlight. (3D
digital content provided by Viewpoint Digital.)


F I G U R E
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LW screen capture showing the placement of the overhead spotlights for simulating sodium
or HID lamps.
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Side view showing the coverage and direction of the downward pointing spotlights.F I G U R E


8.101


Rendering of the scene simulating a sodium artificial light. (3D digital content provided
by Viewpoint Digital.)
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set at dusk, when there is still partial light. Here is an example. The moon in this scene was
done using actual geometry (Figure 8.103).


CONCLUSION


Since lighting is applied everywhere, it is always used to solve visibility problems. Whether of
a utilitarian or a commercial nature, its application always requires insight and creativity. The
application of lighting might vary, but its ultimate purpose is the same: to illuminate a sub-
ject well and bring out its best quality. Performing this requirement necessitates creative
lighting, which is achieved through technical equipment knowledge and the use of insight-
ful solutions. Even with lighting design, it is still an issue of brightness comfort, correct color
temperature, and proper placement. Although some lighting solutions allow more freedom
and creativity, the basic principles of lighting still apply.


There are too many special lighting situations to be able to demonstrate all of them in one
book. Architectural visualization knowledge not only applies to the visualization industry,
but it is also needed in the film industry. Automotive lighting is an important technique to
know because the principles involved apply to other outdoor renderings, just as some archi-
tectural visualization techniques require the use of a car as the introductory element in house
animations. Therefore, these two lighting situations complement each other.


Rendering of a moonlight scene using a series of spotlights on the posts and omni lights for
simulating moonlight illumination. (3D digital content provided by Viewpoint Digital.)
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In order to really understand lighting, it is important to understand how the eye actually
works. This appendix includes an in-depth look at the anatomy of the eye and how it
functions. The first thing to know is that there are three primary layers of the eye: the fi-


brous tunic, the vascular tunic, and the internal tunic/retina.


THE FIBROUS TUNIC


The first layer of the eye, the fibrous tunic, is the outer layer and is made of dense, hard, fibrous
elastic membrane. The tunic affects the way we see by absorbing light and processing it.


THE SCLERA


The sclera is the white, thick, opaque, fibrous tissue that forms and holds the spherical shape
of the eyes. It forms the outer layer of the eyes. It is thicker in the back than in the front and
the front areas are covered with thin conjunctiva, which make the eye shiny. The word sclera
means hard, but this does not mean that it is fixed in shape; it is elastic and its shape is main-
tained by the presence of fluid inside the eyes. 


Besides the iris and the pupil, the sclera is the most recognizable feature of the eye.  


THE CORNEA


The cornea is the hemispherical, transparent protrusion in front of the eyes. The cornea can
be considered part of the sclera that becomes transparent to let light in as well as bend it. The
cornea is sometimes wider than it is tall. The cornea controls most light bending since the
light bends more when it goes from the air to another medium.


THE VASCULAR TUNIC/UVEA


The second layer of the eye is called the vascular tunic, or the uvea layer. This layer is mostly
composed of a network of blood vessels that nourish both the outer and the innermost lay-
ers. The vascular tunic is made up of the choroid, the ciliary body, and the iris.


THE CHOROID


The choroid is the dark brown vascular membrane within the inner eye. It is the middle layer
between the sclera and the retina. As with the sclera, it is thicker in the back than in the front.
Since most of the vascular system in the eye originates from the back, the choroid is inter-
rupted at the back by the optic nerve, and its inner system is attached to the retina. The
choroid is pigmented to prevent unwanted light from striking the retina and confusing the
visual system. It also absorbs light after it has passed through the retina.
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THE CILIARY BODY


The ciliary body is the thickened, protruding part of the choroid, from which the lens is con-
nected and suspended. The elastic fibrous part of the ciliary body is called zonular fibers and
is responsible for eyes’ ability to compensate for near and far vision. In short the zonule fibers
are there for sight accommodation. Accommodation is the ability of the eyes to focus and ad-
just near-vision distance by changing the shape of the lens.


When the ciliary muscles are relaxed, the zonule fibers exert tension on the lens, and the
lens flattens, making distant vision possible. When the ciliary muscle does contract, the
zonule fibers remove the tension on the lens, which makes the lens revert back to its rounder,
more natural shape. The natural shape of the lens allows close vision. 


The ciliary body also produces the aqueous humor that nourishes the cornea, which in
turn maintains intraocular pressure.  


THE IRIS


The iris is the thin, circular, retractable, variable, shutter-like membrane that is attached to
the ciliary body and a small part of the cornea. It controls as well as directs the amount of
light entering the eyes. Its color comes from the layer of opaque pigmented cells containing
melanin, which is the same substance that determines skin color. The number and position
of these pigmented cells determine the iris’ color.  


The iris’ ability to control light is not determined by or dependent on the amount of
light entering the eyes. It is more for focusing and directing the light toward the central part
of the lens and retina, called the fovea. However, the iris opens fully when needed for low-
light vision. What this means is that the iris compensates and reacts based on external stim-
uli or data. It has a property of being a “servomechanism,” which is a self-regulating
feedback system that uses external data as a guide. When light is low, the iris dilates to let in
more light; once it receives information that there is enough light, it stops dilating, and
when it overcompensates by letting in too much light, it constricts to cut down the light.


THE PUPIL


Pupil means little doll for the small reflection it generates. The pupil is the opening that the
iris makes as well as the darkened frontal surface of the lens. Technically, the pupil is not a
physical structure but rather a feature derived from the shape of the iris.  


In other words, in order for us to see something, some light has to be reflected back. In
the case of the eye, since it traps light very well, the only way to actually see a reflection from
the inner eye is to directly gaze into the pupil, but in doing so you actually block the light en-
tering the eye, so the object is seen as black. This is true even with side viewing, since any
stray lights are absorbed as well and do not “leak out” of the eyes.


The pupil serves as the eye’s inner curtain, controlling light and focus. Its diameter con-
trols and focuses the light entering the eyes. 
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THE INTERNAL TUNIC/RETINA:
The innermost layer of the eye is the retina. This is where light is detected and processed and
where light perception begins. Notice that the key word here is perception, since light is ac-
tually processed in the eye as well as in the brain. It does not reach the brain as a pure light
signal.


THE RETINA


The word retina means net in Latin; visually, the retina has the appearance of a cobweb with
thin filaments.


The retina is the soft, semitransparent, purplish light-gathering membrane of the eye.
This is the innermost layer of the eye. It is composed of 10 distinctive layers that detect and
process light. The most important layer is known as Jacob’s membrane, which contains the
rods and the cones.


RODS AND CONES


The rods and cones are the two types of photoreceptor cells in the retina. These two photore-
ceptor cells are specialized cells; each has a different purpose. They are named for their shape
as seen under a microscope.


The rods are mainly for low-light, contrasty, gray-tone vision. Rods are most effective at
night and more sensitive to light. This type of vision is called scotopic vision. There are around
125 million rods in each eye.


The cones are for acute color daylight vision. This type of vision is called photopic vision.
To be activated, the cones need more light than the rods. There are a total of around 6 mil-
lion cones in each eye. The cones are primarily located in the macula lutea, a slight depression
on the retina off to one side of the eye, away from the optic nerve. At the center of the mac-
ula lutea is the fovea, a section of the macula where the cones are concentrated. There are
around 150,000 cones per square millimeter in the fovea. The cones in the fovea are exposed
to the light more than other areas due to the absence of intervening layers. This accounts for
humans’ acute color vision. 


The rods and cones contain photopigments that change their molecular shape when struck
by light. The photopigments contain proteins known as opsin and retinal. Initially, the opsin
and the retinal are bound together, and when light strikes, the retinal separates from the
opsin. Retinal recombines with opsin to be able to detect light again. The absorption of light
and the consequential molecular change is called bleaching. It takes about 30 minutes for the
retina to fully adapt to darkness because of this molecular change. When it is bleached, it pre-
vents the eyes from being able to detect slight changes in intensity.  


Rods have their own type of opsins, called rhodopsin; the cones’ opsin is called photopsin.
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In daylight, it is the rod’s rhodopsin that functions; in low light or night vision, it is the cones’
photopsin. The change from light to dark adaptation is a gradual one. This change is some-
thing of which we are not keenly aware. Our vision gradually shifts from color to tritones and
duotones to monochromatic as the light levels drop. This process is a kind of natural, dual
auto-exposure with automatic compensation visual system. 


Color vision is possible because of the presence of three types of cones, each with its own
type of opsin that responds differently to the wavelengths of light that strikes them. These are
red cones, blue cones, and green cones. Animals that have three different types of cones are
called trichromats. These three hue cone designations do not mean that these are the only
types of hues that these photopsins can detect or absorb. The spectral sensitivities of each of
the three types overlap, and the sensation of mixed hues is a result of triggering the different
sets of cones to generate the millions of hues that we see. 


THE VISUAL FIELD


The collective molecular change in the billions of photoreceptors’ proteins in each rod or
cone triggers an electric signal that is sent to the brain. But before the signal is directly sent
to the brain, it passes through a signal-amplification and filtering layer of cells. These inter-
mediate neural cells can communicate horizontally in the same layer as well as vertically with
other layers. The transfer of photonic energy into signals that the brain can understand is
called transduction.


The signal from the photoreceptors can spread out either horizontally or vertically in the
retina as it leaves. These transparent intervening cells are the bipolar cells, the horizontal cells,
the amacrine, and the ganglion cells. The cones and rods emit a signal, which is received by
the bipolar cells. The bipolar cells can either induce a signal or inhibit it, depending on the
information received from the photoreceptors. The horizontal and the amacrine cells collect
and integrate adjacent photoreceptor signals. The ganglion receives the signals from all of
them and forms a visual field. A visual field is a collective field that is either stimulated ag-
gressively or inhibited by a direct or indirect pathway. This matrix is the first step in vision
signal processing.  


These visual fields have been found to have selective central sensitivity that can make
them either excited or inhibited, depending on the stimulus itself as well as on the sur-
rounding receptors. So, if the central receptor is excited, the surrounding receptors are in-
hibited, and vice versa. This signal processing is quick and sensitive since the receptor is
either on or off, depending on its neighbor’s state. This is very good for edge boundary de-
termination.  


The ability of the intervening neural cell layers of the retina to distinguish accutance
(edge sharpness) enhances the ability of the system to respond to what is called lateral inhi-
bition. If a light shines on a central receptor, the response of that receptor increases; when its
surrounding receptors are then stimulated with additional light, the first central receptor


449







does not have an increased activity—it actually decreases. This ability to hinder the sur-
rounding receptors is a way to prevent strong, single photonic events from dominating the
visual field. It ensures that the visual field is receiving the proper stimuli and is not affected
by irrelevant signal noise. The visual field can be seen as a signal processing system that is im-
portance driven.


The visual processing system does not stop in the retina. It is further refined in several
parts of the brain. This aspect of visual perception is discussed in the “Higher Visual Func-
tions” section of this appendix. For now, let’s consider the other parts of the eye that have re-
fracting properties. 


REFRACTIVE STRUCTURES


The eyes have inner structures that bend light, although they work only relative to each
other, since most light bending is performed when light crosses from the air to the cornea
and is further manipulated by the lens.


THE LENS


The lens is a clear, hard, multilayered, transparent, and elastic structure in the eye. It is posi-
tioned and held stationary by the ciliary body’s zonule fibers.


The lens serves as a secondary optical system and modifies the focus of the refracted light
from the cornea for near objects. As mentioned, this compensation for near-distance vision
is called accommodation. Accommodation is lost when a person ages, due the fact that the
inner layers of the lens harden and the ciliary zonule fibers no longer can bend the lens
enough to create adequate distance-viewing compensation. The lens also turns opaque and
yellowish with age, developing what are called cataracts.  


The lens also serves as a kind of spectral filter. It blocks all light beyond ultraviolet. It is
composed of several layers, like an onion; these layers harden as a person ages. 


REFRACTIVE MEDIA


The eyes have fluids that are refractive and that serve as nutrient-bearing substances as well
as cleaning substances. Since the eyes first evolved in the sea, and since we are now land
based, the refractive fluids in the brain compensate for the change in our environment. The
two refractive fluids in eyes are the aqueous humor and the vitreous humor.


The Aqueous Humor
The aqueous humor is the clear, water-like substance that occupies the space between the
cornea and the lens. It is responsible for maintaining the shape of the cornea as well as nour-
ishing the lens and cornea, which have no blood vessels.
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The Vitreous Humor
The vitreous body is composed of a membranous sac that holds a gelatinous, transparent
substance with an “inner tube” filled with a water-like substance. The transparent gelatin-
like substance that fills most of the vitreous body is called the vitreous humor. Impurities in
the vitreous humor show up as “floaters” in our field of vision. In the center of the vitreous
humor is a thin, trumpet-like membrane that runs from the optic nerve to the back of the
lens; this membrane is called the Canal of Stilling.  It is a kind of vascular pathway from the
optic nerve to the back of the lens.


HIGHER VISUAL FUNCTIONS


Now that we have discussed all aspects of the eyes, it is time to consider what happens after
a signal is sent to the optic nerve. A simplified process of vision is presented here.


Vision seems simple because we merely have to open our eyelids to see, but it really is a
complicated process. Vision starts with the light entering the cornea and bending inward due
to the change in media (from air to cornea). The iris then limits and directs the light into the
lens of the eye. The lens then further modifies the light entering the eye by changing its shape
for distance accommodation. The concentrated light passes through the gelatinous vitreous
humor and reaches the inner transparent layer of neural retinal cells and finally is absorbed
by the photoreceptors containing photopigments. These photopigments change shape when
struck by light. The change in the photopigments triggers an electric signal if there is a suf-
ficient stimulus. The collective signal is then sent sideways and upward from the photore-
ceptors. The signal is modified, enhanced, and processed to check for contrast before it is
sent to the optic nerve and into the brain.


However, the system is not really as simple as that. There are several levels to the visual-
processing pathway. The retina functions as the initial processor, followed by the cortex,
which handles more complex stuff such as pattern recognition, object recognition, and gen-
eral context processing. 


The optic nerves from each eye meet and partly cross at the optic chasm, which is Greek
for to form an X. When the signal reaches the brain, the ganglion cells separate into two to
distribute signal processing to each brain hemisphere. Each visual field is split so that the left
visual field of both eyes is represented on the right hemisphere of the brain and the right vi-
sual field is represented on the left hemisphere. That is, the outermost visual field of each eye,
near the ear, does not cross in the optic chasm; it merely passes it. The inner visual field,
though close to the nose, crosses the optic chasm. This crossing contributes to depth per-
ception due to the ability to gauge the difference in the images from the two eyes when the
eyes are focused on a point. The disparity between the images on the retina is used for dis-
tance approximation.


Once the receptive fields of each eye are split in the optic chasm, the signal is sent to sev-
eral brain areas, and the most relevant is a relay station in the inner brain called the lateral
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geniculate nucleus/body (LGB) that is located on the thalamus. Geniculate means knee-shaped,
which is what it looks like when sliced. The lateral geniculate nucleus is layered. The first
four projection layers deal with form, texture, and color. These layers determine what is
being seen. The fifth and sixth layers deal with luminance contrast, which is used for loca-
tion, flicker, and motion detection. The last two layers determine where things are being
seen. The organization of the cells in the LGB is dominated by the signals from the fovea.
This shows the priority that the brain gives to central vision. Some of the layers in the LGB
respond to shapes and tones that are not really in the visual field. They “fill in the blanks” in
the stimuli to make sense of them. This kind of visual learning happens on the fly and is
probably the reason we recognize a familiar face in a crowd, for instance. The LGB projects
fewer cells to the cortex than the cortex sends back to it. This means that higher complex vi-
sual processing is done in the visual cortex.


The visual cortex, at the back of the skull above the nape of the neck, has the largest sen-
sory representation in the brain compared with the other senses. The visual field on each half
of each eye is mapped upside down and is reversed, with the proper quadrant sections
clearly represented. This necessitates an ordered representation in the visual cortex. The vi-
sual cortex is divided into quadrants and then each of those quadrants is projected with its
own representation in the cortex. However, the projections are not straightforward; the visual
field is projected upside down as well as in reverse. Physically, when mapped in the brain, the
upper half of the visual field is on the upper area of the brain, while the lower visual field is
below. The inner visual field is projected in the back of the cortex and the outer visual field
in the middle areas of the visual cortex, with the inner central field having the most surface
area in the visual cortex. This shows that the brain gives emphasis to the central part of the
visual field, which is the fovea.  


Due to the visual projections of each visual field, the cortex is layered, or banded. The
brain is said to be striated, which means it has thin banding and differentiation. The striate
area of the brain has simple receptive fields for, respectively, simple, complex, binocular, and
orientation sections.


SIMPLE RECEPTIVE FIELDS


The simple receptive fields are the so-called simple orientation, accutance, and line detectors.
These have very small receptive fields. They respond to vertical, horizontal, and specific ori-
entations of visual stimuli, which are mainly governed by light and dark tonally contrasting
stimuli. The light and dark stimuli excite and inhibit the cells in the receptive field; these
stimuli need to be located in a specific place in the visual field, and they do respond to a sin-
gle point of light. They also respond to a series of aligned lights in a particular area of the re-
ceptive field.
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COMPLEX RECEPTIVE FIELDS


The complex receptive fields have a larger receptive field than the simple cells. They are called
complex because they do not blindly respond to contrasting tones that are oriented in a spe-
cific way, and they never respond to a single point source of light. The complex cells mainly
respond to patterns of stimuli and have a preference for detecting motion.  


HYPERCOMPLEX RECEPTIVE FIELDS


Hypercomplex receptive field cells are similar to complex receptive cells, but they have a very
narrow, one-sided, bar-shaped receptive field. The receptive field of the hypercomplex cells
is very broad and is not stimulated by a single point of light.


These fields, however, are simplified generalizations; they paint a picture that there exists
a single neuron that is responsible for a specific recognition or awareness. This is not the case.
What is evident is that the neural visual-processing network is a learning network that con-
verges, depending on the stimuli. There is a debate as to whether we use a kind of 3D map
to compare projected 2D retinal images and then decide what object it is. This theory is con-
troversial because there is evidence that an object is recognized far more quickly than the
time it takes to process the retinal image and compare. So, there must be a kind of multi-
dimensional, cross-referencing feedback system. Furthermore, the visual system can perceive
more objects than it can report. What this means is that we are aware of more objects than we
consciously realize and, from memory tests, we seem to be limited to no more than seven
items in short-term memory.


When the eyes are developing, the retina and the optic nerves migrate out of the brain to
form the eyes. The retina is a multi-layered, light-receptive membrane that is directly con-
nected to the brain, and compared with the other senses, a larger part of the brain is dedi-
cated to visual information processing. It can be considered a specialized part of the brain
that migrated outward. Vision is probably the most complex sense we have, based on
the dominance that the brain allots to it, so we must be able to know how we see to use it
effectively.
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Throughout the centuries, people have tried to find a quicker and better way to cap-
ture the world around them. Drawing and painting were the most visible forms of
this type of endeavor. Since not everyone is a skilled craftsman or artist when it


comes to faithful renditions, instruments have been invented to make the rendering process
easier. One of the earliest of these instruments is the camera obscura, which literally means
dark room. This tool started as a full-sized darkened room with a small opening on the end;
it was used to observe solar eclipses and to aid artists in understanding perspective. Eventu-
ally, images projected through a small opening were miniaturized and improved through the
use of lenses. These lenses made the image sharper and were able to resolve more details.
Later, mirrors was added to a portable camera obscura, which facilitated the tracing of nat-
ural subjects. This invention became known as the camera lucida.


EARLY ATTEMPTS AT PHOTOGRAPHY


It was Thomas Wedgwood who first tried to capture images using silver compounds (silver
nitrate). First, he tried to use the camera obscura, but it was not very successful, because the
chemistry he used was not very sensitive to light. He was able to make vivid impressions of
objects such as leaves, and today, this process is known as the photogram, which is done by
placing an object on top of photosensitive paper. The object is then exposed under the en-
larger for a few seconds to create tonality. 


Wedgwood was not able to make his images permanent, because they fade when exposed
to light. He needed a way to make the images stay on the photosensitive media, which was
accomplished by Joseph Nicephore Niepce’s heliographs. 


HELIOGRAPHS


The first documented success of capturing and fixing an image was done without the use of
silver compounds. Joseph Nicephore Niepce used Syrian asphalt, called Bitumen of Judea,
which is a varnish. He coated pewter plates with it and dried them. The exposed areas hard-
ened when struck with light. The unaffected areas were then washed away using oil of laven-
der and petroleum, so the bare metal was exposed, perceived as black. Niepce called his work
heliographs, meaning sun drawings. Heliography is actually lithography as we know it today,
but it was the first successful way to fix an image into a substrate. 


DAGUERREOTYPES


When Joseph Niepce announced his photographic invention, it attracted the attention of a
set designer, architect, and painter named Louis Daguerre, which led to them working to-
gether in 1826. Daguerre had regularly used the camera obscura to do paintings in perspec-
tive, for he was a set designer and architect. His photographic partnership with Niepce was
cut short by Niepce’s death in 1833. 
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Daguerre’s continued experimentation led to his use of copper plates coated with silver io-
dide compounds that could be exposed in minutes rather than hours. This method forms a
positive image on the metal plate by fusing it with iodide crystals and then exposing the plate
to bright light for 15–20 minutes. The metal plate is then developed using heated mercury.
The mercury blends with the exposed silver to form a hard amalgam. The areas that are not
exposed are washed away using “hypo” (sodium thiosulphate). Dagurreotypes, as these images
became known, are renowned for their exquisite detail and fidelity. They were the first types
of photograph to be widely disseminated and commercialized. With all their success, how-
ever, daguerreotypes have one major drawback: their inability to be reproduced. This
uniqueness, as well as their mercury toxicity, sealed their fate.


CALOTYPES


A few weeks after the daguerreotype was announced to the world, another photographic
process was revealed. This new photographic process can be replicated from a single master.
It is in this process that we first encounter the ideas of a positive and a negative image. An
Englishman named Henry Fox Talbot invented the form, and he called it calotype, based on
the Greek kalos, for beautiful and  typos-for impression. He went back to Wedgwood’s silver
compounds coated and dried on paper. Then the paper was exposed to light until the image
emerged from it. The paper was then fixed in potassium iodide. Talbot later found a way to
make a latent image—that is, an image captured without waiting for it to emerge. This paper
negative then could be used to make numerous positive prints.


Talbot’s photosensitive paper had the emulsion blended in with the paper. The fibers of the
paper interlocked with the emulsion. This made the images fuzzy and grainy. Another type of
paper has been used, a salt paper print, which is paper immersed in sodium chloride, dried,
and then coated with silver nitrate and dried again before use. The use of salts in paper sensi-
tization resulted in the invention of cyanotypes by Sir John Herschel. These are iron-based salts,
basically ferric ammonium citrate/dichromate and potassium ferricyanide, coated and dried
in the dark. The paper was then contact printed with a negative and exposed to the sun. The
paper was then washed in water. The iron oxide formation gave it its name, blue-colored paper
process. Photosensitive paper that does not require development is called a print-out process. It
is the oxidation and exposure to the sun that causes the image to come out. 


Although calotypes and salted print papers were particularly attractive when directly
compared to a daguerreotype, they did tend to fade over time and required longer exposures
due to less sensitivity. Calotypes’ image quality also varied depending on the paper used, so
what was needed was a process that combined the strengths of both the daguerreotype and
the calotype—the collodion wet process.


THE COLLODION WET PROCESS


Collodion (dissolved nitrocellulose) is a flammable white to yellowish transparent substance
used for holding surgical dressing and for sealing small wounds. Frederick Scott Archer
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found that collodion is better than albumen (egg whites, which have been used for centuries
as an emulsifier for pigments) for making glass-based photographic plates. However, the
newly coated glass plate needed to be exposed right away while it was still wet or its light sen-
sitivity would be diminished. The collodion was evenly distributed on the glass surface, and
any excess was drained off. Dipping it in silver nitrate sensitized the plate. It was then fixed
with pyrogallic acid or iron sulfate and dried. The drawback was that the exposed wet plate
needed to be done right away, which meant having access to a darkroom in the field.


The collodion wet-plate process yielded both a negative and a positive. When the dried
collodion plate was contact printed, it gave a positive image. However, when the negative was
backed with a black or dark material, the negative became a positive image. Collodion plates
with backing were called ambrotypes, which were really underexposed collodion negatives.
Metal-based collodions were called tintypes, which used cheap tin plates instead of enameled
iron. The advent of the Civil War saw tintypes’ widespread use and popularity by war pho-
tographers including Mathew Brady.


The collodion negative plates required a good paper to print on, and these led to the pop-
ularization of the albumen process and eventual phasing out of the collodion as suspension
based for photochemistry. Although effective, collodions were very flammable and danger-
ous, albumen was sticky, coated evenly, and suspended solutions very well. The early albu-
men negative plates were very slow to develop compared with collodion, but the albumen
process was retained for making photosensitive paper. In this process, albumen and salts were
mixed, coated, and dried onto paper. They were then dipped in silver nitrate, dried, and
printed. Printing onto  paper meant that the paper was exposed to light, along with the neg-
ative, to bring out the image.


The albumen process led to the development of alternative emulsifiers that would
make the negative and printing aspect of photography easier. Albumen prints were so
successful that they were not phased out until the development of modern gelatin-based
photography. 


There are other alternative printing processes, such as platinotypes or platinum printing
methods, developed by William Willis in 1876. The paper was coated with a layer of potas-
sium chloroplatinate and potassium oxalate and exposed to the sun until a faint image de-
veloped. It was then developed with potassium oxalate, which removed the iron salts and
retained the platinum metal on the paper. The paper was then washed thoroughly in hy-
drochloric acid to further remove the iron salts; finally, it was washed with water.  


Another type of printing used no metal; rather, it used carbon. Called the carbon process,
of course, it involved coating the paper with potassium bichromate, gelatin, carbon, and pig-
ments. This paper was then contact printed with a negative. The areas that were exposed to
light hardened and the unexposed areas had a soluble gelatin. The exposed carbon paper was
then transferred to another paper to show the image. Soaking it in warm water dissolved the
unexposed gelatin; by peeling the original paper, the image was revealed. Since the image
shown was reversed, it could then be transferred to another substrate such as glass or ceram-
ics. Carbon prints could be in color because pigments could be mixed in the solution.
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THE DRY PLATE PROCESS


The necessity of having a portable darkroom and exposing the collodion wet plate before
drying pressured photographers to find a dry photographic process. In 1871, Richard Leach
Maddox published the thesis that gelatin could be substituted for collodion. Charles Ben-
nett, in 1878, invented the dry-plate process, which made the portable darkroom necessity ob-
solete and placed the burden of making quality plates on commercial manufacturers instead
of the photographer. The dry-plate process was also more sensitive to light, so it was able to
capture more spontaneous events. 


Gelatin is hygroscopic, meaning that it is moisture/water loving. It is easily dissolved in
warm or hot water and readily solidifies when cooled, if dissolved enough. These properties
of gelatin make it an ideal emulsifier of photochemistry. The flexibility of gelatin led to the
possibility of mass producing dry plates because machines could now coat the emulsion
evenly. This machine coating made the quality better and the emulsion somewhat reliable.
Gelatin pushed the photographic process to be more scientific and industrial—a radical
change from the craftsmanship roots of early photography, with the quality of results varying
from one photographer to another.


THE GELATIN EMULSION/ROLL FILM BASE


The daguerreotype made photography widespread, the calotype made it reproducible, the
collodion wet plate made it fast and detailed and reproducible but fragile, and dry plates
made it reliable and portable. Photography was practiced by professionals and serious ama-
teurs, not by lay persons due to the photochemical processing involved. What was needed
was a photographic process that combines all of these methods.


A young man in 1877, bored with his bank clerk job, wanted to document his vacation,
but the only available process he had was the collodion wet-plate process. Bringing a “pack-
horse load” of photographic equipment did not seem like a vacation, so he ventured to dis-
cover an easier way to take photographs. This man’s name was George Eastman. He
researched and experimented until he was able to improve his dry-plate process enough to
make it the basis of a business. He also invented a machine that commercially coated emul-
sion on paper. The existence of roll film made hand-held, portable photography possible. Al-
though the paper roll film made photography easier, it needed a black, opaque paper backing
that needed to be peeled, which sometimes resulted in stretched negatives. Letting Eastman’s
company handle the processing eventually solved this problem. 


Although Eastman made an impact with photographers and craftsmen, amateur pho-
tography was still not possible, even with his paper-based roll film. Eastman introduced the
first portable box camera, Kodak No.1, in 1888 with the slogan “Press the button and we do
the rest.” The Kodak No.1 camera still used paper-based roll film that had some of the soft-
ness associated with Talbot’s calotype process. The widespread success of photography de-
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pended on making a film that had the collodion process detail but the speed, convenience,
and longevity of the dry plate. The breakthrough needed was the development of celluloid, a
highly flammable cellulose nitrate with camphor and alcohol. It was the first synthetic plas-
tic. In 1890, Darragh de Lancey developed a way to coat celluloid with a continuous emul-
sion. Hannibal Goodwin invented the modern roll film that does not need a paper backing
for support, which made handling the film easier. In 1885, Eastman Dry Plate and Film
Company introduced the Eastman American Film. It had a transparent substrate coated
with emulsion. This is the form of film we recognize today.  


This “development” led to the eventual introduction of the camera that made photogra-
phy possible all over the world: the one-dollar Kodak Brownie of 1900, which featured six-
exposure film selling for 15 cents. This camera ensured the success of Eastman Kodak as well
as photography itself. Before George Eastman, photography was a kind of craftsmanship
crossed with alchemy. His ingenuity made cameras easier to use, portable, and accessible to
everyone. Celluloid-based photography also led to the development of the Kinestoscope by
Thomas Alva Edison in 1891, which in turn led to the birth of cinema.  
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The CD-ROM accompanying this book contains many of the chapter tutorial files,
and a variety of software demos for the programs used to make the illustrations and
tutorials. To use this CD, you need the following system requirements:


SYSTEM REQUIREMENTS


WINDOWS
Minimum: A Pentium 166Mhz with 32 MB RAM with 30 MB of free HD space running
a 16 bit color at 800x600 screen resolution. 


Recommended: A Pentium II 266Mhz or a Celeron 300Mhz processor with 64 MB RAM
with 50 MB of free HD space running a 24 bit (true color) at 1024x768 screen resolution.


MACINTOSH
Mimimum: A 150 Mhz Power PC running on MacOS System 7.61 or higher with 32 MB
RAM, a free HD space of 30 MB and a screen resolution of thousands of colors on a
832x624 resolution or better.


Recommened: AG3 processor with 64 MB of RAM running MacOS System 8.0 or higher,
a free HD space of 50 MB and a screen resolution of a thousand colors on a 1024 x768 res-
olution or better.







For both systems you will need a variety of 3D applications. The tutorials are done in ei-
ther 3D Studio Max, LightWave, or trueSpace, so you will need at least one of these appli-
cations with the following configurations:


• Lightwave 5.6 or 6.0 (Windows and Macintosh)


• 3D Studio Maxr3.0 or r3.1 (Windows Only)


• 3D Studio Viz 3.0 or higher (Windows Only).When using 3D Studio Viz you will
need to use the bitmap converted Darktree procedural textures to do the tutorials.


• trueSpace 4.3 (Windows Only). If you are using 3.0 or lower, you will need  to use the
bitmap converted Darktree procedural textures to do the tutorials instead. The Dark-
tree Simbiont for tS will not work with tS 4.0 or lower.


• Adobe Acrobat Reader 3.0: Some of the manuals and tutorials of the demos are in
.PDF file format so you will need the free Adobe Acrobat Reader to be able to view the
manuals.


• Quicktime 4.0:The ReelMotion demo  requires Quickdraw 3D extensions and these
can be obtained by installing Quicktime 4 from Apple’s Web site
(http://www.apple.com).


• Microsoft Internet Explorer 3.02 or higher. The Deep Paint 3D demo needs Mi-
crosoft Internet 3.02 files to function.  Please be sure that you have IE 3.02 before in-
stalling the DP3D demo. 


CHAPTER TUTORIALS FOLDER
This folder contains all of the exercise files from the book. Each chapter is contained in its
own folder and has the necessary scene files for each 3D program that was used for that par-
ticular chapter. Most of the tutorials, however, will look for the associated Darktree files
(.dst), because the book only uses Darktree file procedurals, not texture maps. If the Darktree
plugin is not properly installed or referenced, the CD-ROM’s scenes will load as totally black
shaded objects or will have white default shading depending upon the 3D program you are
using.


Before starting to use the CD-ROM scene files please install all of the plugins and demos
used in the tutorial. The most commonly used plugins in the book’s tutorials are Dark-
tree/Simbiont Procedural Texture plugin, ReelMotion, and LifeForms 3.9. 


Also included in this folder are the critical stages of each tutorial as demonstrated in the
exercises and shown in the book’s figures. Some of the saved scenes, however, will only show
the intermediate steps and will not show incremental steps in each tutorial exercise.


The CD-ROM tutorial files also include some expanded tutorials that were not included
in the book due to space limitations. To use these tutorial files you must have the Dark-
tree/Simbiont plugin installed. For those using trueSpace, you will also need to install the 3D
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Light Array Generator.tsx plugin. The other demos are included for your use if you want to
make new scenes using the same tools used in the book. 


SPECIAL USER INSTRUCTIONS


• For trueSpace 4.x users:


Please install the ‘lightarray.tsx’ (3D Light Array Generator plugin) into your /tS4/tSx
folder. Also install the sphereglo.tss shader into your /Ts4/Shaders/Material folder.
The Life Forms.tsx is not included on the CD and is only available on the Power-
Moves 1&2 CD from Credo Interactive http://www.charactermotion.com/.
There are several .SCNs included, however, that use Life Forms animation and
geometry data.


• For MAX/VIZ users:


Please install the Darktree Simbiont plugin for MAX and the ReelMotion demo be-
fore starting the tutorials.


For 3DSVIZ r.3, most of the tutorial scene files on the CD-ROM  are saved as .MAX
files and you should be able to load them, however, Simbiont for MAX does not
currently work for VIZ.  This should not be a problem though, because you can
use one of VIZ’ built-in materials to replace the Darktree Simbiont shader. 


Also included are bitmap versions of the most commonly used Darktree/Simbiont
textures in the book in JPEG format.  These are included courtesy of Darkling
Simulations.  You can use these textures to replace their procedural counterpart.  


Since this book is about 3D lighting, the principles and motivations presented here
work with or without textures, procedural or not.  It is just much nicer to actu-
ally have textures on the scenes.  


• For Lightwave 5.6 or 6.0 users:


Please install the Darktree Simbiont plugin for LW and the ReelMotion demo before
starting the tutorials.  


You will also need to use the Gaffer plugin from Worley
Laboratories: http://www.worley.com/ or
http://www.worley.com/gaffer/gaffer.html#topgaffer
Gaffer is a powerful shading model plugin used in LightWave.  to create soft shadows


and it offers a great way to control your surface shading and lighting inside
Lightwave. Gaffer also comes with Bloom which creates glows around bright ob-
jects. For those who have Worley Lab’s ( Gaffer.p), please make sure you have this
plugin installed, because some of the tutorials in the book require it.  You can buy
gaffer at their Web site.
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SOFTWARE DEMOS FOLDER
There are a variety of demos included on the CD-ROM for use in the tutorials. Some of
these demos are timed-out versions that will only run for a limited amount of time, and oth-
ers are save disabled. Details on each demo are listed in the following descriptions. 


Please read the instructions on each demo before using them.  Support materials for
many of these demos are provided in HTML format. 


DARKTREE/SIMBIONT


http://www.darksim.com/


This is the procedural texture generator plugin from Darkling Simulations.  This plugin
comes with its own set of materials that you can use for your particular program. This not
only produces static textures but also animated ones. 


The Darktree/Simbiont plugins are saved disabled so the settings and parameters that you
change and do during the tutorial will not be saved with the 3d program’s scene file. 


System requirements: IBM PC or workstation with Pentium or DEC Alpha processor
(P166 or greater recommended) running Microsoft Windows 95/98 or Windows NT 4.0.
24 MB is needed if running Windows 95 and 32 MB for NT 4.0.    


DEEP PAINT 3D
http://www.us.deeppaint3d.com/company/home.htm


http://www.us.deeppaint3d.com/dpaint3d/deep_paint_3d_home.htm


This is a standalone 3D painting system that works as a 2D texture map painter and a 3D
geometry texture paint program.  It directly interfaces with Adobe Photoshop through an
import/export plugin to share textures and 3D object materials.  This program is enhanced
with the use of a Wacom graphics tablet. This demo of Deep Paint 3D has a 60 day evalua-
tion period.


Notice! Deep Paint 3D requires Microsoft Internet Explorer 3.02 or better installed in
your system. If you encounter a problem with “HHCTRL.OCX” during Deep Paint 3D
startup, please check the above requirements. It is also highly recommended that you have
Windows 95 Rev B or Windows 98. Also be sure to install it on the correct Photoshop di-
rectory or the DP3D and Photoshop sharing will not work.


System Requirements
Pentium 200 Mhz or higher processor, 64 MB of RAM, 30 MB of free disk space and
800x600 16-bit color graphics. A recommended system would be a PII/PIII processor with
128 MB RAM, 1280x1024 xtrue color graphics with a Wacom ™ pressure sensitive tablet.
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LIFE FORMS 3.9
http://www.charactermotion.com/ 


This is a cg-character animation program that focuses on character movement through the
use of IK and FK.  It can even import motion capture data (biovision and acclaim files) and
rotoscoping. This program works with  various 3D programs on the market. 


The Life Forms 3.9 program is not directly used in the tutorials however the cg-character
animation used in the tutorial was directly exported from Life Forms 3.9.  You can use the
demo to do your own CG-character animation and use it for a lighting exercise. The demo
has a 20 day evaluation period.


System Requirements
MAC Minimum Requirements: A 150 Mhz Power PC running on MacOS System 8.0 or
higher with 32 MB RAM, a free HD space of 10 MB and a screen resolution of thousands
of colors on a 832x624 resolution or better.
Macintosh Recommended Requirements: A G3 processor with 64 MB of RAM running
MacOS System 8.0 or higher, a free HD space of 15 MB and a screen resolution of a thou-
sand colors on a 1024 x768 resolution or better.


Windows Minimum Requirements: A Pentium 200 Mhz processor running Windows
95/98/NT4.0 (Service Pack 4 or later)/Windows 2000 with 32Mb of RAM, a free HD space
of 10 MB and a screen resolution of a thousand colors on a 832x624 resolution or better
running on a PCI/SVGA or AGP card.
Windows Recommended requirements: A Pentium 200 Mhz processor running Windows
95/98/NT4.0 (Service Pack 4 or later)/Windows 2000 with 64Mb of RAM, a free HD space
of 15 MB and a screen resolution of a thousand colors on a 1024x768 resolution or better
running on a PCI or AGP card with OpenGL 1.1 compliant 3D hardware accelerator.


REELMOTION


http://www.reelmotion.com/


This is a standalone procedural animation program that works with Lightwave and 3D Stu-
dio MAX.  This program allows you to do complex animations that follow real world dy-
namics such as driving a car, flying a plane, helicopter or even a spaceship.  ReelMotion also
can convert the procedural animations it creates as BioVision or Acclaim motion-cap files.
This program makes it a lot easier to generate vehicular animations because you won’t have
to manually keyframe each motion. 


This is a save disabled version of ReelMotion. Mac users will need the QuickDraw 3D ex-
tensions to use ReelMotion. You can download them from Apple’s QuickDraw 3D Web site
if you do not already have them. ReelMotion is also used in making the car simulation scene
tutorials.
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System Requirements
MAC: A Power PC running a MacOS System 7.61 or later with 16 MB of RAM and a 10
MB free disk space.


Windows: A Pentium or DEC Alpha processor with 16 MB of RAM and a 10 MB free disk
space.  A 3D hardware accelerated video card is optional.


TRUESPACE 4.2
http://www.caligari.com/


This is a full-fledged 3D modeling and animation program.  trueSpace is known for its ease
of use and intuitive interface.  trueSpace is a wonderful program to get started on 3D due to
its versatility.  trueSpace 4.3 runs on OpenGL and Direct 3D real-time display modes and a
3D hardware accelerated video card is preferable.


This is a save disabled demo which will let you explore the program but you won’t be able
to save scenes, objects and renderings to file.


System Requirements
IBM PC or workstation with Pentium 120 (PII or greater recommended) running Mi-


crosoft Windows 95/98 or Windows NT 4.0 (sp4 or greater).  24 MB is needed if running
Windows 95 and 32 MB for NT 4.0.  A system with 64 MB of RAM is recommended.  


TS 4.3 PLUGINS/SHADERS


TS-LOGIC’S (CASEY LANGEN’S) 3D LIGHT ARRAY
GENERATOR.RSX


http://www.cartoonlogic.com/tslogic


The 3D Light Array Generator.tsx plugin creates a collection of point source lights that be-
haves and mimics natural and artificial lights. This plugin greatly accelerates the generation
of the various possible light arrays. This plugin is used in almost all the truespace tutorials in
the book.  Copy and install the lightarray.tsx into your /tS4/tSx folder. 


WINDMILL FRASER MULTIMEDIA


http://green.colossus.net/wfmm/


Windmill Fraser Multimedia Inc’s Sphereglo is procedural shader that could simulate various
types of objects from transparent glow, snow to plasma. 


Extract and install the wfmmsphergelo.tss file into your /tS4/shaders/material folder.
This tS shader is used in the candlelight tutorials.
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BOOK FIGURES FOLDER
All of the illustrations in the book, arranged by chapter, are in this folder at web resolution
(72 dpi).  They have been included to make the concepts and ideas in the book clearer espe-
cially for color related topics.  Please refer to the figures in this folder when using the book.  
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Absorption: Absorption is the non-conductance or retention of light by a matter or
media that does not result in either a reflectance or transmission.


Accutance: The perceived edge sharpness or definition of a recording media like film. It
is also the ability to distinguish minute changes in contrast and definition. 


Accommodation: Ability of the eye’s lens to change shape to compensate for distance
change when perceiving objects.


Achromatic: Devoid of or the absence of hue such as in white, black or gray colors.
Additive Color: The process of combining the three primary color wavelengths to form


other colors including white.
Aerial Perspective: A high perspective with light dispersion and attenuation through at-


mospheric light scattering. 
Ambient Light: Light that illuminates an object indirectly and uniformly. It is mostly


soft and diffuse.
Analogous Colors: Any combination of colors adjacent to each other on the color wheel. 
Anisotropic: Materials whose refractive indexes are reliant on the direction of incident


light.
Aperture: Also called the diaphragm. It controls the amount of light entering the lens by


changing the size of its opening.
Arc Light: It is a bright and powerful type of lamp that emits light by passing electricity


through two electrodes. 
Array: A multiple instance of objects arranged in a pattern.
Area Light: A type of light that lights a region of space with its soft and diffuse illumi-


nation. These are really an array of point source lights arranged in an array.
Aspect Ratio: The ratio of height to width of a frame or rendering.
Attenuation: The light intensity falloff over distance.
Backdrop: A painted, photographed or printed background used in portraits, set win-


dows and doors. 
Bitmap: A digital representation of an image in an arranged form inside the computer.


It also refers to a 2D representation of such an image object.







Brightness: The perception of apparent intensity of light that ranges from a totally dark
black or a luminous white. It is also the perception or ability to distinguish difference
or changes in luminance. 


Broad: A light that has wide area coverage used as a fill light. 
Candela: A unit of light intensity measurement. It is expressed as the luminance of a


particular light in candelas per square meter. 
CIE: ‘Commission Internationale de l’Eclairage’. A international organization devoted to


dissemination and cooperation on artistic, cultural, scientific and technical issues on
illumination, lighting and color. 


CMY: A color space that means Cyan, Magenta and Yellow.
CMYK: Stands for the 4 color ink process used by the printing industry. It means Cyan,


Magenta, Yellow and Black. It also refers to the color space used in the graphics industry.
Complementary Colors: Hues that are opposite each other on the color wheel like yel-


low against violet or blue against orange etc. These are the colors that when com-
bined, create a harmony and balance. They are also the colors derived when the
primary colors are extracted: Cyan, Magenta, and Yellow.


Coordinate System: A numerical system of designation with origin and associated di-
rectional designators called axes to define space in 2D and 3D form. The most com-
mon is the Cartesian coordinate system.


Cookie: Also called ‘cucaloris’. A irregularly patterned object placed in front of a light
source to cast discernible shadows on a wall to break up uniformity.


Color: Also called Hue. It is the property of objects that is derived from wavelength re-
flection and absorption. It also denotes a substance or dye that has a particular shade
or hue.


Color Cast: A perceptible dominance of one color in all the colors of a scene or
photograph.


Color Constancy: The ability to perceive and retain a particular object’s color property
under different lighting conditions. 


Color Gamut: The range of possible colors that can be handled by a particular object or
system.


Color Model: The systematic arrangement of available color of an object or system in a
3D coordinate system. 


Color Space: Defined as a range of possible colors arranged in 3D coordinate system. 
Color Temperature: The term used for denoting the perceived quality of a light source


as denoted in numerical scale by comparing it to a perfect energy radiator. It uses the
absolute Kelvin scale (K). A warm candlelight would have a color temperature of
2300K while the sun would have 5500K.


Cones: A type of photoreceptor that is responsible for color perception in the retina. It
only functions adequately during light conditions.


Contrast: The difference between light and dark areas of a visual image. It is the ratio
between the amount of light striking the film compared to the amount of light
passing through it.
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Daylight: The time of day when the sun is out and visible. Also refers to the contribu-
tion of the atmosphere in global illumination calculations. 


Density: The amount of silver present in film as measured by transmitted light.
Depth of Field: The region of ‘near and far focus’ where the objects appear sharp with a


thin area of critical focus providing the sharpest rendering of the subject.
Developer: Chemistry used for converting silver halide to metallic silver. 
Diffraction: Diffraction is the apparent bending of light around an edge that results in


intensity and directional changes. Diffraction produces alternating bands or patterns
of light and dark.


Diffuse: The even omnidirectional reflection of light from a surface. It also refers to scat-
tered non-direction soft illumination.


Diffuser: Light modifier accessories that change the light quality. It could either be
placed in front of the light source or directly in front of the lens.


Diffusion: The even scattering of light by reflection from a surface. Diffusion also refers
to the transmission of light through a translucent material.


Dispersion: Dispersion is the separation of light into different wavelengths due to pass-
ing through different media that have different refraction indices from each other.
This is the common ‘prism effect’ or ‘grating effect’. Dispersion requires the presence of
two different media to work. It is the change in the index of refraction as a function
of the wavelength in a transparent medium.


Distant Light: A light source that covers a wide area that has parallel rays. It is also called
‘Infinite Light’ because of the way it extends and influences the scene.


Dolly: A wheeled platform used for mounting a camera. 
Dynamic Range: The ability of a system or object to exist or generate in different in


states. It is a measurement of how much a system can handle changes in the amount
and extent of data input or output. 


Electromagnetic spectrum: The wide range of radiation that extends from the short
gamma and x-rays to the long wavelength radio waves. It also includes the visible part
which we perceive as light and color.


Emulsion: The light sensitive coating on film made of silver halides. It could be made up
of several distinct layers.


Fill Light: A kind of light source that modifies and illuminates the dark shadow areas of
the scene.


Film: A thin sheet of flexible substrate with photosensitive coating used in photography. 
Fixer: A class of chemicals used for making converted silver metals permanent during


photo processing of light sensitive material. It dissolves the silver halides that did not
react with light.


Flat Light: Shadowless soft frontal light.
Flashing: The act of exposing film to light before or after primary exposure to change


the tonal distribution.
Fog Density: The level of light exposure taken on by film due to background radiation,


age and other environmental conditions.
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Fovea: The part of the retina that is responsible for acute daylight color vision.
f-stop: The ratio of the focal length to the aperture of a lens. 
Gamma: A measurement of contrast as derived from the distribution curve of a particular


film or emulsion. It also denotes the deviation of a display system from a reference
signal.


Global Illumination: The complete accounting of light transfer from the light source to its
reflection and dispersion in an environment. It is the accounting of the direct and indirect
light distribution in a scene.


Gouraud Shading: A shading algorithm that interpolates intensity on each vertex and dis-
tributes it across the polygon surface.


Gray Card: A type of card that reflects a known amount of light. Normally this is a card
that has a gray and white side. The gray side reflects 18% of the light falling on it
while the white side reflects 90%.


Halation: The indirect generation of light registration on film through lateral diffusion.
It also means the ‘ghost image’ or halo outlines in images.


Highlight: A bright area in the scene. It also refers to a very bright focused reflection off
objects in the scene.


HLS: A color space that means Hue, Lightness and Saturation.
HSV: A color space that means Hue, Saturation and Value.
Hue: It is defined as the property or attribute of color (chroma) as it is perceived and de-


termined by the wavelength of light.
Hypo: Short for Sodium Hyposulfite, now known as sodium thiosulfate used in Fixers.
HVC: A color space that means Hue, Value and Chroma.
Illuminance: the amount or strength of light falling on a particular given area of a surface.
Incident Light: Direct light that is falling on a subject.
Interference: Interference is the wave-like interaction of light that results either in amplifi-


cation, cancellation or composite generation of the resultant light wave.
Inverse Square Law: It is formally defined as irradiance (power per unit expressed in


watts/meter2) that is inversely proportional to the square of the distance from the source
in the absence of media scattering and absorption. It is the gradual fall off of light or en-
ergy from a source as it covers more area.


ISO: Speed rating of film. Denotes its level of light sensitivity.
Isotropic: Materials whose refractive indexes are not reliant on the direction of incident


light.
Kelvin temperature: A unit of measurement used in color temperature.
Key Light: The main light source in a scene. It also means the most dominant light in a


given scene.
Kicker: A light positioned on the back of the subject normally opposite the key light. This


is mainly used for separation. It also means a light modifier that is used to ‘bounce’ light
into the dark areas of the subject.


Lambertian Shading: The type of shading that has a constant reflection that is independent
of the viewer’s position. 
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Latent Image: The invisible image captured on film through exposure. It is only made visi-
ble after development.


Lateral Geniculate Nucleus: The part of the brain used as a primary visual system projec-
tion. It is the area where the light signals from the eyes are processed after passing through
the retina.


Latitude: The ability of film to record the range of possible tones in a given scene.
Lighting Ratio: The ratio of the key to the fill light. Also refers to the unit of light con-


tributed by each light in the scene that establishes the tonality.
Line: Defined as a figure or shape generated by a series of points with both a beginning and


an end. 
Low Key: The lighting style where there is a dominance of blacks and grays that create a high


contrast scene. There is a high light ratio between the key and the fill light.
Lumen: A unit of light measurement, that is the power of one candela on one unit of area in


one unit of distance.
Luminaire: A lighting industry term for complete light outfits of different designs. This


term normally refers to the lamp, reflectors, diffusers and housing.
Luminance: The amount of light emitted or reflected by a given area of a subject in a specific


direction. Also the amount of computed light values in a scene. 
Luminosity: It is the emission of light energy per second.
Mesh: A connected and bounded representation of a 3D object that shows its shape and


form.
Model: A 2D or 3D representation of an object. It also means approximated or hypotheti-


cal representation of an idea or a concept. 
Normal: A directional vector that is perpendicular to a polygon face or surface which defines


that surface’s inner and outer surface and visibility.
Null Object: A non-rendering, representational object that serves multiple purposes. It is


also called a ‘Dummy’ object.
NURBS: Stands for Non-Uniform Rational B-spline. Also refers to an object constructed of


interconnected B-splines with control points and vectors.
Orthochromatic: A type of early film emulsion that is sensitive to a wider range of light


spectrum but is blind in the red region.
Panchromatic: A type of film emulsion that is sensitive to the visible spectrum from red to


violets, although it is still dominated by its blur-green sensitivity.
Patch: A mathematically defined surface usually composed from two or more curves. Also


refers to an object that has its surface or solidity defined by intersecting spline curves.
Penumbra: The area of the shadow area that is partly occluded and partly illuminated.
Photography: The process or act of making and recording visual images using a light sensi-


tive media. It literally means ‘writing with light’.
Photon: It is the single unit of light illumination. It is also a ‘packet’ of light energy with zero


mass.
Phong Shading: Also called ‘normal vector interpolation shading’. It interpolates the polygon’s


surface normally instead of using vertices. It mimics glossy and shiny objects.
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Point: A single entity that exists in space as defined in a coordinate system.
Point Light: A single instance of light that emits illumination uniformly in all directions.
Polarization: The selective transmission of light based on its orientation. When light is re-


flected or refracted, its orientation and alignment change.
Polygon: A closed plane figure enclosed by lines that form many angles. Also means a


bounded 3D representation of surfaces and solid objects. 
Primary Colors: Fundamental colors that when mixed creates a secondary color. These hues


are said to be pure colors.
Quartz Halogen Lamp: A type of tungsten light in a sealed casing that emits a bright to


medium soft light. 
Radiation: The transfer or release of energy through particle emission. All objects emit some


form of radiation.
Radiosity: Defined as the rate of energy leaving a surface per unit time and unit area. Also


the global illumination technique that accounts for both the direct and indirect illumi-
nation in a scene.


Ray Tracing: The process of calculating light transfer from the light source to the subject by
tracing the light path from the eye or the light source by ‘shooting rays’ randomly from a
fixed point. 


Reflection: The property of light that allows it to ‘bounce’ as it hits a surface.
Refraction: The property of light that allows it to bend resulting in image distortion as it trav-


els from one media to another, such as in the case of light going from air to glass or water.
Retina: The part of the eye where light is converted to an electrochemical signal that the


brain understands. It is both a light receptor and a signal processor.
RGB: Stands for the primary colors, Red, Green and Blue. Also refers to the wide color


space used in digital computer systems.
Rods: A type of photoreceptor that’s sensitive to image contrast changes, motion detec-


tion, pattern recognition, and low light perception.
Saccade: The jerky scanning movements of the eye that track motion across the visual field.
Saturation: The vividness or dullness of a hue as well as the measurement of a hue’s purity.


CIE defines saturation as ‘the colorfulness of an area judged in proportion to its bright-
ness’.


Scattering: The spreading or dispersal of light as it interacts with matter or media. It is the
multiple reflection of light in different directions. 


Shade: The resultant color from the addition of black to the pure hue.
Shutter: A mechanical or electronic device used for controlling the amount of light passing


through the camera by changing the amount of time it opens and covers the opening.
Silver Halide: A compound of silver that is photosensitive and is used in film emulsions. It


turns black in the presence of light.
Solid Modeling: A complete mathematical 3D representation of an object that defines its


volume explicitly.
Specular: A focused light reflection, normally bright and blinding. It also refers to a highly


directional quality of reflected light.
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Spline: Splines are ‘line’ or ‘curve’ approximations or curve interpolations with control
points (control vertices) for modification purposes. 


Spot Light: A highly directional cone of light with an outer and inner illumination that de-
fines its light quality. 


Subtractive Color: The process of color generation through the selective absorption and
reflectance of wavelength by colorants and dye. 


Surface Modeling: The definition, formation, and representation of 3D objects without
regard to their volume or solidity. 


Tint: The color that results from the addition of white to a pure hue. 
Tone: The addition of gray (white and black) to a pure hue.
Tonemapping: The distribution or plotting of computed luminance values on a display


device.
Transmission: Transmission of light is the conduction or conveying of light through a


media.
Trichromatic: The ability to be sensitive to three primary colors. Also means relating to or


referring to three colors. 
T-Stop: Transmission stop. The measurement of the actual light transmission across the


lens and aperture opening.
Umbra: The totally occluded area of the shadow that has no illumination.
Value: The deviation of a hue from white or black, the indication of how light or dark an ob-


ject or material is. Also called ‘lightness’.
Vertex: A unique single representation of a point in space as defined by a coordinate system.
Visual Cortex: A part of the brain where signals from the retina and the midbrain are inte-


grated, analyzed, and evaluated for visual processing and interpretation.
Visual Field: A collective regional visual area, which is either stimulated aggressively or is in-


hibited by a direct or indirect pathway or light source.
Warm Cast: Refers to the yellow to yellow-orange coloration of a scene or image. It repre-


sents sunlight, fire, and candlelight situations.
Wireframe Model: The primitive bounded representation of a 3D object showing lines,


points, and curves.
X,Y,Z: Refers to the most common coordinate system axis used.
Zone System: A photographic system of film exposure and development used to arrive at a


particular set of tones when printing. It is the precise control of the highlights and the
shadows as captured on film and rendered on paper.


Zoom: Act, process, or change in apparent magnification of an object on display. 
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Absolute zero, 13–14
Absorption, 8, 9
Accutance, 26
Adaptive subdivision, 384
Additive color mixing, 83
Aerial perspectives, 36
Afternoon light, 292–293
Albedo effect, 192
Alternate complementary colors, 76, 77
Amacrine cells, 26
Ambient light, 113
Analogous colors, 75, 76
Analysis of lighting, 371, 372, 385
Anatomy of the eye, 446–449
Animation


camera placement issues, 366–368
CG character lighting workflow, 347–349
modification of existing light, 348
position of lighting, 347–348, 366–368
scene independence and lighting, 348
tutorials for CG character lighting, 349–366


Anisotropic reflections, 16
metals and, 101


Antihalation backing, 43
Apertures


camera, 63
controlling amount of light with, 67
depth of field and, 68–70


Architectural visualization,  see also Automotive
lighting


architectural lighting, 370–389
lighting analysis, 371
tutorials, 372–408, 389–408


Arch-vis. See Architectural visualization
Arrays, 3D light, 135–136


complex arrays, 163–169
dual arrays, 162–163
tutorials, 136–162


Artificial lights
fluorescent lights, 236
incandescent lights, 234–236
night lighting, 296–297
quality of, 238–239
sodium lamps, 238
tutorials, 239–260
vapor-filled lamps (HID lights), 237
3D Studio MAX 3.1, 248–255


Atmospheric effects
aerial perspectives, 36
haze or fog, 296
overcast, cloudy skies, 290, 295–296


Attenuation
inverse square law and, 11–12


Automobiles. See Automotive lighting
Automotive lighting, 416–443


indoor shots, 417–436
moonlight, 443
night, 443
outdoor shots, 436–443
skylight in, 436–443







Backdrops, seamless, 429–433
Backlighting, 314–315
Behavior of light, 10–18


bounce principle, 376–377, 390, 398, 400,
403–405


inverse square law, 10–12
material property influences, 16
shadow formation, 17–18
Snell’s Law, 15–16
Wein’s Law, 12–13


Bezier splines, 107
Bipolar cells, 26
Black body radiation, 13
Blind spots, 28–29
Blinn shading, 118–119
Blinn, James, 118
Bloom, 463
Blue light


artificial lighting of dark scenes and, 24–25
Blur Studios, 161
Bounce principle, 376–377, 390, 398, 400,


403–405
Boundaries


leaks, shadow and light, 128–132, 386
Box light arrays, 165, 167
Brain


higher vision functions, 26–29, 449–453
Brightness


apparent, 10–11
intrinsic, 11
light meters and, 50
of color, 80–81


Broad lighting, 305–307
Butterfly lighting, 308–309
B-splines (basis splines), 108


Calotypes, 457
Camera obscura, 4, 456
Cameras, 62–70,  see also Photography and cine-


matography
components described, 62–63
motion vs. still, 64–65
placements and lighting setups in animation,


366–368
“outside the actor’s look,” 367


180-degree rule and, 367–368
Candlelight


practical light, 320–321
qualities of, 261–262, 285–288
tutorials, 262–285


Cardinal splines, 107
Cars. See Automotive lighting
Cartesian coordinate system, 105–107
Caustics


refraction, 16
solid vs. transmissive materials and, 98


CD-ROM details, 461–462
Celluloid film, 460
Character lighting


character lights, 348–349
modification of existing lights, 348
motivational lighting, 347–348
placement of, 347–348
plane of light, 347
scene lighting, 347
setups and camera placement, 366–368
tutorials, 349–366
workflow for, 342–346


Choroid of eye, 446
Ciliary body of eye, 447
Cinematography. See Photography and cine-


matography
CMY (cyan, magenta, yellow) color model, 85
CMYK (cyan, magenta, yellow, black) color


model, 86
Collapsing geometry, discretization, 125
Collodion wet process photography, 457–458
Color, 72


achromatic, 79–80
bleeding, 321
brightness, 80–81
color theory, 74–79
constancy of, 91, 235–236
emotion and, 73, 88–90, 135
hardware oriented models, 84–86
history of, 73–74
hue, 79–80
incandescent light and, 235–236
mixing, 82–84
models, 84–90
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perception of, 79
perception vs. physical manifestations, 


73–74
perceptually oriented color models, 86–88
pigment mixture characteristics, 81–82
saturation, 80
shade, 82
shadows, color of, 92–93
symbolism of, 88–90
tint, 81
tone, 82
value, 81–82
weight of, 90–91
wheel, 74–77


Color blindness and opponent color theory,
78–79


Color temperature, 13–14
Color theory


opponent color theory, 78–79
trichromatic color theory, 77–78


Color-bleeding effect, 122
Combination light arrays, 167–169
Commercial lighting, 409


automotive lighting, 416–443
food illustration, 413–416
indoor automotive shots, 417–436
outdoor automotive shots, 436–443
product photography, 409–413


Complementary colors, 75, 76
Computer graphics


applications, 104
Cartesian coordinate system, 105–106
modeling considerations, 126–132


Constant shading, 113–114
Contrast


film and, 56–59
midday light, 293–295
nightlife and night lighting, 296–297


Cookies (cucaloris), 346
Cornea of eye, 21, 446
Cosine shading (lambertian shading), 117–118
Credo Interactive Inc., 350
Cucaloris, 346
Cyanotypes, 457
Cyan, magenta, yellow (CMY) color model, 85


Cyan, magenta, yellow, black (CYMK) color
model, 86


Daguerreotypes, 456–457
Daguerre, Louis, 115, 456–457
Darkness


dark adaptation, 24–25
Darktree / Simbiont plugins, 462–463, 464
Dawn light, 292–293, 437
Density, film and, 56–59
Diamond light arrays, 163–164
Diaphragm, camera. See Apertures
Diffraction, 7, 8
Diffusion, 8, 9


diffuse reflections, 42, 112, 117–118
material properties, 94
regional or localized and medium light sources,


289–290
used in commercial product lighting, 


410–413
Discontinuities, visual, 128
Discretization, 124–125
Dispersion, 9, 10
Distance


aerial effects, 36–37
inverse square law and, 10–12
relative object size and, 33
shadow sharpness and, 137
simulating dominant light quality, 288–291
texture gradient and, 34


Distortion and Snell’s Law, 15–16
Dome light arrays, 165, 166,  see also Sky dome


objects
Double-complement colors, 75, 76
Drift, 30
Dusk light, 292–293, 437


Ears, movement perception and, 31–32
Eastman, George, 459
Edges and accutance, 26
Effect lights, 346
Electromagnetic spectrum, 6–7
Emotions (psych), 135


color and, 88–90
light (color of), 261–262
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Exposures
film, 47–55


Exposures and light meters, 47–55
Eye lights, 346
Eyes, physiology of vision, 20–38


accommodation to light, 405
anatomy of the eye, 21–22, 446–449
aqueous humor, 450
choroid, 446
ciliary body, 447
cornea, 446
fibrous tunic of eye, 446
internal tunic, 448–449
iris, 447
lens of eye, 22–23, 450
light pathways, 22–25, 28
monocular cues, 32–38
movement sensing, 29–30
night vision, 216
processing visual information, 25–29
retina, 448
rods and cones, 23–25, 448
sclera, 446
seven eye movements, 30–31
vascular tunic / uvea, 446–447
vitreous humor, 450
21, 447


Fibrous tunic of eye, 446
Field theory, 5
Fill lights, 154, 317–319
Film


black-and-white film, 43–46
color, 46–47
density of, 51–52
development process, 41
film / light sensor of camera, 62
light interactions, 41–43
movement, 64


Fire
practical light, 320–321
qualities of, 261–262, 285–288
tutorials, 262–285


Flat shading, 114–115
Flick, 30


Floating, 128–132
Fluorescent light, 236
Focus


camera control mechanism, 63
depth of field and, 68–70


Food illustration
special lighting requirements, 415–416


Forty-five (45) degree lighting, 304–305
Front lighting, 301–302
F-stops, 67


and lighting ratios, 324


Gaffer plugin, 463
Ghost images, 42–43
Glass, rendering,  see also Automotive lighting


reflection and refraction in, 99
refraction and, 15–16


Global illumination,  see also Radiosity
architectural visualization, 370–408
models, 111–112
pictured, 104


Gouraud shading, 115–116
Gouraud, Henri, 115
Gray cards / 18 percent gray, 47–51
Greenberg, Donald, 40


H and D Curve, 51–55
Haines, Eric, 40
Halation, 42–43
Hatchet lighting, 302–304
Haze or fog, 296
Headlights, 320–321
Helmholtz-Young theory, 77–78
Hermite splines, 108
HID (high intensity discharge) lights, 237
Highlights, 55
HLS (hue, lightness, and saturation) color mod-


els, 86–87
Horizon light, 437
Horizontal cells, 26
HSV (hue, saturation, and value) color models,


86–87
Hue, 79–80
Hue, lightness, and saturation (HLS) color mod-


els, 86–87
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Hue, saturation, and value (HSV) color models,
86–87


Hue, value, and chroma (HVC) color model, 88
Hurter and Driffeld Curve, 51–55
HVC (hue, value, and chroma) color model, 88


Ideal specular illumination, 111–112
IES files (Illuminating Engineering Society)


for lighting analysis, 371, 385
Illuminant neglect, 92
Illuminating Engineering Society (IES) files, 371,


385
Illumination models, 110–112
Image adaptation, 30
Impressionism effect, 34
Index of refraction, 16
Industrial lighting, 237
Instances


CG light, 135–136
dual light arrays, 162–163


Intensification of negatives, 58
Interference, 8, 9


inverse square law and, 11
Interference fringes, 5
Interior lighting. See Architectural visualization
Internal tunic of eye, 448–449
Interposition, 35
Inverse square law, 10–12
Iris of eye, 21, 447
Irradiance, 10
Irradiation, 42
Isotropic reflections, 16


metals and, 101


Key lights. See Main / Key lights
Kicker lights, 154, 311–312


Lambertian shading, 117–118
Langen, Casey, trueSpace developer, 138
Large light sources, 290–291
Lateral geniculate nucleus, 451–452
Lateral inhibition, 27, 449–450
Leaks, light and shadow, 128–132, 386
Lenses


camera, 62


of eye, 21, 22–23, 450
Lifeforms 3.5, 350
Light


accommodation of eye to, 4–5
artificial lights, 234–260
controlling amount of, 66–70
emotion (psych), 261–262, 291, 295, 


322–325
emotions (psych), 302
historical understandings of, 3–6
mise-en-scene, 349–350
overcast, cloudy skies, 290, 295–296
physical description, 3
placement, 135–136, 347–348
plane of light, 347
properties of, 7–10
quality or state of, 134–135, 291–297,


349–350
sunlight, 169–190
time and change in quality of, 291–297
types of, 134–135


Light pathways in eye, 22–25, 28
Light tents, 97
Lightness. See Value
LightWave tutorials


arrays, 3D light, 144–154
artificial lights, 239–247
candlelight and fire, 262–272
moonlight, 216–228
skylight, 201–208
sunlight, 179–184


LightWave 5.6 or 6.0, 463
Linear splines, 107
Lines, 106–107
Local illumination models, 110–111


shading models, 112–120
Looking vs. seeing, 2–3, 20
Luminares, lighting analysis and, 371
Luminosity, 11


ray tracing and, 120


Mach bands, 128
Magnification


Snell’s Law, 15–16
within the eye, 22
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Main / Key lights, 169
backlighting, 314–315
broad lighting, 305–307
butterfly lighting, 308–309
forty-five degree lighting, 304–305
front lighting, 301–302
hatchet lighting, 302–304
kicker lights, 311–312
patterns of positioning, 300–317
quadrant lighting, 304–305
ratios for lighting, 315–317
Rembrandt lighting, 304–305
rim lighting, 312–313
short lighting, 307–308
side lighting, 302–304
split-face lighting, 302–304
three fourths (3/4) lighting, 304–305
top lighting, 308–309
under or down lighting, 310–311


Maps
radiosity and tone mapping, 125–126
reflection maps, 97


Materials
behavior of light influenced by, 16
color and, 93–102
glass, 99–100
metal surfaces, 97, 100–102
nonmetal shiny surfaces, 95–98
product properties, 410
solid vs. transmissive, 98


Matte surfaces, 94–95
Gouraud shading and, 115–116


Medium light sources, 289–290
Memory, radiosity requirements, 122
Meshes. See Discretization
Metal halide lights, 237
Metals, rendering. See Automotive lighting; Ma-


terials
Meters, light, 47–55


H and D Curve, 51–55
incident light meters, 51
reflected light and, 50


Midday light, 293–295
Midnight, night lighting, 296–297
Mise-en-scene lighting, 349–350


Models
illumination models, 110–112
of food, 414–415
of products, 410
scale of, 126
shading models, 112–120
surface vs. solid, 108–109
surface vs. solid modeling, 108–109


Monocular cues, 32–38
interposition, 35
relative object size, 33
spatial summation, 34
texture gradient, 34


Monocular effects
relative height, 36–37
shadow position and, 37–38


Monte Carlo solution, 124
Mood, lighting for, 322–325


high-key lighting, 322–323
low-key lighting, 323–324


Moonlight
in automotive lighting, 443
quality of, 215–216
trueSpace 4.0 or higher, 221–227
tutorials, 216–234
3D Studio MAX 3.1, 228–234


Morning light, 292–293
Motion


absolute motion, 29
relative motion, 29


Motivational lighting, 321, 370
analysis and, 347–348
character lighting as, 346
narrative and, 368
scene lighting in workflow, 347


Movement
inner ear vestibular system and, 31–32
sensing, 29–30
seven eye movements, 30–31


Narrative
motivational lighting and, 347


Negatives, 41, 41
Night lighting, 296–297


in automotive lighting, 443
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Nightlife, 296–297
Nonuniform rational B-splines (NURBs), 108
Noon, light at, 293–295
Normal vector interpolation shading (Phong


shading), 14–15, 116–117
NURBS (Nonuniform rational B-splines), 108
Nystagmus movements, 31


Optic chasm, 26, 451
Optic nerve, 22
Orthochromatic film, 44–45
Overcast, cloudy skies, 290, 295–296


Panchromatic film, 44–46
Parallax, 65
Partitioning and radiosity, 125
Patches, 108


discretization and, 124
radiosity, 122, 124


Pathways (optic), 22–25, 28
Penumbra, 17–18
Phong shading, 116–117
Photo accuracy and lighting analysis, 372
Photoelectric effect, 5–6
Photography and cinematography,  see also Film


contrast and density, 56–59
dry plate process, 459
gelatin emulsion / roll film base, 459–460
heliographs, 456
history of, 456–460
light meters, 47–56
zone system, 59–62


Photorealism, 40
Photosensitive receptor cells, 23–25, 448
Ping-ponging, preventing light bounce, 376–377
Point-source lights, 288
Polarization, 8, 9
Polygons, 106–107
Portrait lighting workflow, 342–346
Positioning


camera placement in animation, 366–368
camera placements, 366–368
light placement in 3D CG space, 135–136
lighting for animation, 347–348, 366–368
main / key lights, 300–317


shadows and monocular effects, 37–38
Power, resolving, 106
Primary colors, 74
Principle lights, 169
Pupil, 21
Pyramid light arrays, 163–165


Quad modeling, 127–128
Quadrant lighting, 304–305
Quadrilaterals, 128
Quality of light, 134–135, 238–239, 291–297,


349–350
moonlight, 215–216
skylight, 191–192
sunlight, 169–170
time and changes in, 291–297


Quantum mechanics, 6


Radiation
black body radiation, 13
reflected, 10
thermal, 10
visible radiation, 5


Radiosity, 121–122
architectural visualization in Lightscape 3.2,


372–389
assumptions of, 123
color-bleeding effect, 122
discretization, 124–125
faking radiosity lights, 321
ideal diffuse reflection calculation, 112
Monte Carlo solution, 124
patches vs. elements, 122
thermodynamics and, 123
tone mapping, 125–126
user intervention in, 126
vs. raytracers, 132


Ratios, lighting, 315–317
gray spheres to check, 330–331
mood and lighting ratios, 324–325
3DStudio MAX 3.1, 331–336


Ratios, lighting tutorials, 326–341
Ray tracing


architectural visualization tutorial, 389–408
backwards ray-tracing technique, 119
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Ray tracing (cont.)
bidirectional ray tracing, 120
forward ray tracing, 120
raytracers, 98, 112, 132, 389
refraction and, 16
view dependence and independence, 122–123
visibility question of, 119


RayFX toolset from Blur Studios, 161–162
Raytracers


bi-directional raytracers and caustics, 98
in two-pass solutions, 112, 389
vs. radiosity, 132


Receptive fields, 452–453
Red, green, blue (RGB) color model, 84–85
ReelMotion plug-in, 440, 462
Reflections, 7, 8,  see also Automotive lighting


anisotropic, 16, 101
Blinn shading, 118–119
diffuse, 42, 112, 117–118
glass and, 99–100
law of reflection, 14–15
light interactions pictured, 42
metal and, 16, 100–102
nonmetal shiny materials and, 95–98
ray tracing and, 120
reflection maps, 97
Torrance-Sparrow-Cook illumination model,


118
Reflexes, camera components, 65
Refraction, 7, 8


glass and, 99–100
index of refraction, 16
ray tracing and, 120
Snell’s Law, 15–16
within the eye, 450–451


Relative height, 36–37
Rembrandt lighting, 304–305
Resolution, 106


discretization patches and, 125
Retina of eye, 21, 25, 27, 29, 448
RGB (red, green, blue) color model, 84–85
Right light arrays, 166
Rim lighting, 312–313
Ring light arrays, 165
Rods and cones (cells in eye), 23–25, 448


Saccades (eye movements), 30
Saturation, 80
Scale as modeling consideration, 126
Scattering, 8, 9
Scenes


lighting, 347
seamless backdrops as, 429–433


Sclera of eye, 21, 446
Seclites (secondary light sources), 148–150
Secondary colors, 74
Secondary lights


fill lights, 317–319
seclites (secondary light sources), 148–150


Seeing, 2–3, 20
Set lights, 346
Shade, color, 82
Shading models, 112–120
Shadow rays, 120
Shadows


butterfly shadows, 308–309
color and, 92–93
contrast banding, 137
film exposure and, 55
formation and behavior of light, 17–18
leaks, 128–132, 386
position and monocular effects, 37–38
radiosity and, 121
ray tracing and, 120
source types and shadow behavior, 288–291
tonal quality and fill lights, 317–319


Short lighting, 307–308
Shutters


camera, 62
shutter speed, 66
still vs. motion cameras and, 64–65


Side lighting, 302–304
Situational lighting, 370


architectural lighting, 370–389
Size, relative, 33
Skinning, spline patches, 108
Sky dome objects, 191, 437–443
Skylight


outdoor automotive lighting, 436–443
quality of, 191–192
tutorials, 192–214
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Small light sources, 288–289
Smooth pursuit movements, 30–31
Snell’s Law, 15–16
Sodium lamps, 238
Softboxes, 97–98


in commercial lighting situations, 410–413
Solid modeling, 108–109
Spatial summation, 35–36
Spectrums, 5–7
Specular material properties, 94
Splines, 106–107


patches, 108
Split complementary colors, 75, 76
Split-face lighting, 302–304
State of light, 134–135
Stops, 67
Street lights, 238
Strip lights, 418
Subtractive color mixing, 83–84
Sunlight


quality of, 169–170
time and quality changes in, 291–297
tutorials, 179–190


Supplementary lights, 319–321
practical lights, 320–321


Surface modeling, 108–109
Surfaces, matte, 94–95, 115–116
System requirements for CD-ROM, 461–462


Talbot, Henry Fox, 457
Temperature


absolute zero, 13–14
color temperature, 13–14, 291–292
heat and Wein’s Law, 12–13
in food illustration, 414
Kelvin scale, 13–14
thermodynamics, 123


Tertiary colors, 74
Tetrad colors, 76, 77
Texture gradient, 34
Thermodynamics, 123
Three fourths (3/4)  lighting, 304–305
Time, changes in lighting over, 291–297
Tint, 81
Tintypes, 458


Tone, 82
Tone mapping, 125–126
Top lighting, 308–309
Torchiere lamps, simulating, 356–366
Transduction, 449
Transmission, 7, 8
Transparency


refraction and, 15–16
transmissive objects and, 98


Tremor, 30
Triad colors, 75
Trichromatic color theory, 77–78
TrueSpace, 463


artificial lights tutorial, 255–260
candlelight and fire tutorial, 280–285
light array tutorial, 136–143
lighting ratios tutorial, 336–341
moonlight tutorial, 221–227
skylight tutorial, 192–201
sunlight tutorial, 170–178
web address for Caligari, 466


Tubular light arrays, 167–168
Tuong-Phong, Bui, 116
Tutorials,  see also Specific programs


animation character lighting, 349–366
architectural visualization, 389–408
arrays, 3D light, 136–162
artificial lights, 239–260
candlelight, 262–285
character lighting, 349–366
moonlight, 216–234
skylight, 192–214
sunlight, 179–190
troubleshooting, xix, 144


Twilight, 292–293, 437


Umbra, 17–18
Under or down lighting, 310–311


Value of color, 81–82
Vapor-filled lamps, 237
Vascular tunic of eye, 446–447
Vergence movements, 31
Vestibular system, 31–32
View dependence vs. independence, 122–123
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Viewing system of camera, 62
Visibility question, 119
Visible spectrum, 5


electromagnetic spectrum and, 6–7
Vision. See Eyes, physiology of vision
Visual cortex, 22, 452
Visual field, 26, 449–450
Visual information processing, 25–29
Visual ray theory, 3–4


Wash out, 294
Wavelengths, 6–7
Web addresses


Apple, 462
Blur Studios, 161
Caligari, 466
Darkling Simulations, 464
Deep Paint 3D, 464
Life Forms, 465


ReelMotion, 440, 465–466
Windmill Fraser Multimedia, 466
Worley Labs, 463


Weight, color, 90–91
Wein’s Law, 12–13
Westover, Lee, 40
Whitted, Turner, 40


Zone system (photographic technique), 59–62
Zoom, eye’s lens as, 22–23


Three3D Studio MAX 3.1 tutorials
arrays, 3D light, 154–162
artificial lights, 248–255
candlelight and fire, 273–279
moonlight, 228–234
skylight, 208–214
sunlight, 185–190
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