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Foreword

From its novel and experimental beginnings over thirty years ago, computer ani-
mation has grown to become a mainstream artistic tool in the hugely active indus-
tries of motion films, television and advertising. The area has attracted many
computer scientists, artists, animators, designers, and production people.

The past decade has been a particularly exciting period in computer animation
both for those engaged in the field and for the audiences of the many films that
have used the technology. It has been exciting to see animation that could not have
been done any other way, as well as films with special effects that blend animation
and live action so well as to make them indistinguishable.

Underlying this enormous activity is the set of algorithms that comprise the
actual software engine of computer animation, defining the powers of expression
that are available to the animator. With the industry’s maturity has come the need
for a textbook that captures the art and mathematics behind the technology and
that can serve as both an archival record and a teaching manual. With Compuzer
Animation: Algorithms and Techniques, Rick Parent has done a terrific job of meet-
ing this need. He has worked in the area of computer animation since its early
days in the seventies, first as a student and now as a professor on the faculty at
Ohio State University as well as a consultant and entrepreneur.

Just as we at the National Research Council of Canada were fortunate to work
with artists and animators in the early days of developing computer animation
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Foreword

techniques, so was Rick Parent at Ohio State University. Whereas we worked
under the leadership of Nestor Burtnyk primarily in 2D layered cel animation,
Rick embarked on applying 3D graphics methods that have become the basis of
most commercial computer animation today. Because of this experience, Rick’s
book is both academically rigorous and eminently practical, presenting a thorough
and up-to-date treatment of the algorithms used in computer animation.

Marceli Wein
Kingston, Ontario

Marceli Wein is Researcher Emeritus of the National Research Council of Canada, where he
had worked for thirty years as Research Officer. In the late sixties and seventies he worked with
Nestor Burinyk, who wrote the original key frame interpolation software that became the basis
of the first computer animation system. Their work in collaboration with the National Film
Board of Canada resulted in Hunger (1974), by Peter Foldes, which was the first computer-
animated film to be nominated for an Academy Award. In 1997, Burtnyk and Wein received a
Technical Award from the Academy of Motion Picture Arts and Sciences.
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Preface

Overview

This book surveys algorithms and programming techniques for specifying and
generating motion for graphical objects. It is primarily concerned with three-
dimensional (3D) computer animation. The main audience is advanced under-
graduate or beginning graduate computer science students. Computer graphics
programmers who want to learn the basics of computer animation programming
and computer animators (digital artists) who want to better understand the under-
lying computational issues of animation software will also benefit from this book.

This book addresses practical issues and provides accessible techniques and
straightforward implementations. Appendixes cover basic material that the reader
may find useful as a refresher as well as specific algorithms for use in implementa-
tions. In some cases, programming examples are complete working code segments,
in C, which can be copied, compiled, and run to produce basic examples of the
algorithms discussed; other programming examples are C-like pseudocode that
can be translated into working code. C was chosen because it forms the common
basis for languages such as C++ and Java, and it lends itself to illustrating the step-
by-step nature of algorithms. Purely theoretical discussions have been avoided as

xvil
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Preface

much as possible except to point out avenues of current and future research. The
emphasis is on three-dimensional techniques; the two-dimensional (2D) issues are
not completely ignored, but they are a minor part of the text.

This text is not intended for animators using off-the-shelf animation software
(except to the extent that it might help in understanding the underlying computa-
tions required for a particular technique). It does not attempt to cover the theory
of computer animation, address the aesthetics of computer animation, or discuss
the artistic issues involved in designing animations. It does not detail the produc-
tion issues in the actual commercial enterprise of producing a finished piece of ani-
mation. And, finally, it does not address the issue of computer-assisted animation,
which, for our purposes, is taken to mean the computerization of conventional
hand-drawn techniques; for the most part, that area has its own set of separate
issues [1] [2]. The book does concentrate on full 3D computer animation and
identifies the useful algorithms and techniques that animators and programmers
can use to move objects in interesting ways.

To animate literally means “to give life t0”; animating is moving something (or
making something appear to move) that cannot move itself—whether it is a pup-
pet of King Kong, a hand-drawn image of Snow White, the hands of a watch, or a
synthetic image of a wooden toy cowboy. Animation has been used to teach and
entertain from the early days of puppetry and continues to be used today in film
and video. It is a powerful tool to spark the imagination of the child in all of us.
Animation adds the dimension of time to computer graphics. This opens up great
potential for transmitting information and knowledge to the viewer while igniting
the emotions. Animation also creates a whole new set of problems for those who
produce the images that constitute the animated sequence. To animate something,
the animator has to be able to control, either directly or indirectly, how the #hingis
to move through time and space as well as how it might change its own shape or
appearance over time.

The fundamental objective of computer animation programming is to select
techniques and design tools that are expressive enough for animators to specify
what they intend, yet at the same time are powerful enough to relieve animators
from specifying any details they are not interested in. Obviously, no one tool is
going to be right for every animator, for every animation, or even for every scene
in a single animation. The appropriateness of a particular animation tool depends
on the effect desired and the control required by the animator. An artistic piece of
animation will usually require tools different from those required by an animation
that simulates reality or educates a patient.

There is a distinction made here between computer-assisted animation and
computer—genemted animation [1] [3]. Computer—assisted animation refers to Sys-
tems consisting of one or more two-dimensional planes that computerize the tra-
ditional (hand-drawn) animation process. Interpolation between key shapes is
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Preface XIxX

typically the only use of the computer in producing this type of animation (in
addition to the non—motion control uses of the computer in tasks such as inking,
shuffling paper, and managing data).

This book is concerned with computer-generated animation in which the ani-
mator is typically working in a synthetic three-dimensional environment with the
objective of specifying the motion of both the cameras and the 3D objects (e.g.,
asin 7oy Story). For discussion purposes, motion specification for computer-
generated animation is divided into two broad categories, interpolation and basic
techniques and advanced algorithms. These somewhat arbitrary names have been
chosen to accentuate the computational differences among approaches to motion
control. The former group can be thought of as low level because the animator
exercises fine control over the motion and the expectations of the animator are
very precise. The latter group comprises high-level algorithms in which control is at
a coarser level with less of a preconceived notion of exactly what the motion will
look like. Use of the term algorithms is meant to reinforce the notion of the relative
sophistication of these techniques.

The interpolation and basic technique category consists of ways in which the
computer is used to fill in the details of the motion once the animator specifies the
required information. Examples of techniques in this category are key framing and
path following. When using these techniques, animators typically have a fairly spe-
cific idea of the exact motion they want; these techniques give animators a direct
and precise way of specifying and controlling the motion, with the computer’s
function limited to filling in appropriate numeric values that are required to pro-
duce the desired motion.

High-level procedural algorithms and behavioral models generate motion using
a set of rules or constraints that specify what is to be done instead of how it is to be
done. The animator chooses an appropriate algorithm or sets up the rules of a
model and then selects initial values or boundary conditions. The system is then
set into motion, so to speak, and the objects’ motions are automatically generated
by the algorithm or model. These approaches, such as particle systems and rigid
body dynamics, often rely on sophisticated computations. To aid the reader in
understanding and implementing the computations required for high-level algo-
rithms, the appendixes provide background information on various mathematical
areas related to animation, such as vector algebra, numerical integration tech-
niques, and optimization techniques. Algorithms that require exceptionally
sophisticated mathematical formulas and advanced training in physics, mechanical
engineering, math, and so on are not emphasized in this text, although pointers to
references are often given for the interested reader.

The motion control methods can also be discussed in terms of the level of
abstraction at which the animator is working. At one extreme, at a very low level
of abstraction, the animator could individually color every pixel in every frame
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using a paint program. At the other extreme, at a very high level of abstraction, the
animator could (in an ideal world) tell a computer to “make a movie about a dog.”
Presumably, the computer would whirl away while it computes such a thing. A
high level of abstraction frees the animator from dealing with the myriad details
required to produce a piece of animation. A low level of abstraction allows the ani-
mator to be very precise in specifying exactly what is to be displayed and when. In
practice, animators want to be able to switch back and forth and to work at vari-
ous levels of abstraction depending on the desired effect. Developing effective ani-
mation tools that permit animators to work at both high and low levels of
abstraction is a particular challenge.

This distinction between basic techniques and advanced algorithms is made pri-
marily for pedagogical purposes. In practice the collection of techniques and algo-
rithms used in computer animation forms a continuum from low to high levels of
abstraction. Each technique requires a certain amount of effort from the animator
and from the computer. This distribution of workload between the animator and
the computer is a distinguishing characteristic among animation techniques. Intu-
itively, low-level techniques tend to require more user input and employ fairly
straightforward computation. High-level algorithms, on the other hand, require
less specific information from the animator and more computation. The dividing
line between the categories is an artificial construct used solely to provide a conve-
nient method of grouping techniques for discussion in the book.

In addition, model-specific applications are surveyed. These have been grouped
into the two general areas natural phenomena and figure modeling. The former con-
centrates on naturally occurring complex phenomena and includes plants, fire,
smoke, and water. The latter concentrates on animating the human form and
includes walking, reaching, and facial expression. The topics in the two chapters
dealing with these areas tend to be more recently developed than topics found in
earlier chapters and are therefore less well established. These chapters survey vari-
ous approaches rather than offer specific solutions to specific problems.

Organization of the Book

The first chapter discusses general issues related to animation, including percep-
tion, the technological history of hand-drawn animation, a survey of animation
production, and a brief snapshot of the ever-evolving history of computer anima-
tion. These provide a broad perspective of the art and craft that is animation.
Chapter 2 presents general techniques and technical issues. It reviews computa-
tional issues in computer graphics to ensure a solid background in the techniques
that are important in understanding the remainder of the book. This includes a
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review of the rendering pipeline and a discussion of the ordering of transforma-
tions to reduce round-off errors that can creep into a series of calculations as one
builds on another. A detailed section on quaternion representation of orientation
is presented in this chapter as well. If the reader is well versed in computer graph-
ics, this chapter may be skimmed to pick up relevant terminology or skipped alto-
gether.

Chapters 3 and 4 present the techniques and algorithms that form the basis for
computer animation. Chapter 3 discusses the low-level, basic techniques, concen-
trating on interpolation. It also presents the basics of key-frame systems and ani-
mation languages. The high-level advanced algorithms are presented in Chapter 4,
which begins with forward and inverse kinematics, followed by physically based
techniques. The algorithms that are typified by emergent behavior are included:
particle systems, flocking, and autonomous behavior. Finally, energy minimization
techniques are introduced.

Chapters 5 and 6 present model-specific applications of computer animation.
Chapter 5 focuses on approaches to modeling natural phenomena and covers the
representation and animation of plants, water, and gases. Chapter 6 concentrates
on figure animation and includes sections on activities of figures and common
modeling issues: reaching and grasping, walking, facial expression, representing
virtual humans, and clothes.

Appendix A presents rendering issues often involved in producing images for
computer animation: double buffering, compositing, computing motion blur, and
drop shadows. It assumes a knowledge of the use of frame buffers, of how a z
buffer display algorithm works, and of aliasing issues. Appendix B is a collection of
relevant material from a variety of disciplines. It contains a survey of interpolation
and approximation techniques, vector algebra and matrices, quaternion conver-
sion code, the first principles of physics, several useful numeric techniques, and
attributes of film, video, and image formats.

The Web page associated with the book, containing images, code, figures, and
animations, can be found at hzp:/fwww.mkp.com/caat/.
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cHAPTER 1

Introduction

Computer animation, for many people, is synonymous with big-screen events
such as Star Wars, Toy Story, and Titanic. But not all, or arguably even most, com-
puter animation is done in Hollywood. It is not unusual for Saturday morning
cartoons to be entirely computer generated. Computer games take advantage of
state-of-the-art computer graphics techniques. Real-time performance-driven
computer animation has appeared at SSIGGRAPH! and on Sesame Street. Desktop
computer animation is now possible at a reasonable cost. Computer animation on
the Web is routine. Digital simulators for training pilots, SWAT teams, and
nuclear reactor operators are commonplace. The distinguishing characteristics of
these various venues are the cost, the image quality desired, and the amount and
type of interaction allowed. This book does not address the issues concerned with
a particular venue, but it does present the algorithms and techniques used to do
animation in all of them.

In computer animation, any value that can be changed can be animated. An
object’s position and orientation are obvious candidates for animation, but all of

. SIGGRAPH is the Association for Computing Machinery’s (ACM’s) Special Interest Group on Computer Graphics.
The ACM is the main professional group for computer scientists.
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the following can be animated as well: the object’s shape, its shading parameters,
its texture coordinates, the light source parameters, and the camera parameters.

To set the context for computer animation, it is important to understand its
heritage, its history, and certain relevant concepts. This chapter discusses motion
perception, the technical evolution of animation, animation production, and
notable works in computer animation. It provides a grounding in computer ani-
mation as a field of endeavor.

1.1 Perception

Images can quickly convey a large amount of information because the human
visual system is a sophisticated information processor. It follows, then, that mov-
ing images have the potential to convey even more information in a short time.
Indeed, the human visual system has evolved to provide for survival in an ever-
changing world; it is designed to notice and interpret movement.

When animation is created for later viewing it is typically recorded on film or
video as a series of still images that when displayed in rapid sequence are perceived
by an observer as a single moving image. This is possible because the eye-brain
complex assembles the sequence of still images and interprets it as continuous
movement. A single image presented to a viewer for a short time will leave an
imprint of itself—the positive afterimage—in the visual system for a short time
after it is removed (dramatically demonstrated by looking into the flash produced
by a flash camera). This phenomenon is attributed to what has come to be called
persistence of vision. When a person is presented with a sequence of closely related
still images at a fast enough rate, persistence of vision induces the sensation of con-
tinuous imagery.Z The afterimages of the individual stills fill in the gaps between
the images. In both film and video, a sequence of images is recorded that can be
played back at rates fast enough to fool the eye into interpreting it as continuous
imagery. When the perception of continuous imagery fails to be created, the image
is said to flicker. In this case, the animation appears as a rapid sequence of still
images to the eye-brain. Depending on conditions such as room lighting and
viewing distance, the rate at which single images must be played back in order to
maintain the persistence of vision varies. This rate is referred to as the flicker rate.

Persistence of vision is not the same as perception of motion. Rotating a white
light source fast enough will create the impression of a stationary white ring.

2. Recently in the literature, it has been argued that persistence of vision is not the mechanism responsible for success-
fully viewing film and video as continuous imagery. I avoid controversy here and, for purposes of this book and consis-
tent with popular practice, assume that whatever psychophysical mechanism is responsible for persistence of vision is
also responsible for the impression of continuous imagery in film and video.
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Although this effect can be attributed to persistence of vision, the result is static.
The sequential illumination of a group of lights typical of a movie theater marquee
produces the illusion of a lighted object circling the signage. Motion is perceived,
yet persistence of vision is not involved because no individual images are present.

While persistence of vision addresses the lower limits for establishing the per-
ception of continuous imagery, there are also upper limits to what the eye can per-
ceive. The receptors in the eye continually sample light in the environment. The
limitations on motion perception are determined by the reaction time of those
sensors and by other mechanical limitations such as blinking and tracking. If an
object moves too quickly with respect to the viewer, then the receptors in the eye
will not be able to respond fast enough for the brain to distinguish sharply
defined, individual detail; motion blur results. In sequences of still images, motion
blur results as a combination of the object’s speed and the time interval over which
the scene is sampled. In a still camera, a fast-moving object will not blur if the
shutter speed is fast enough relative to the object’s speed. In computer graphics,
motion blur will never result if the scene is sampled at a precise instant in time; to
compute motion blur, the scene needs to be sampled over an interval of time or
manipulated to appear as though it were. (See Appendix A for a discussion of
motion blur calculations.) If motion blur is not calculated, then images of a fast-
moving object can appear disjointed. The motion becomes jerky, similar to live
action viewed with a strobe light, and is often referred to as strobing. In hand-
drawn animation, fast-moving objects are typically stretched in the direction of
travel so that the object’s images in adjacent frames overlap, reducing the strobing
effect.

As reflected in the discussion above, there are actually two rates that are of con-
cern. One is the playback rate, the number of images per second displayed in the
viewing process. The other is the sampling rate, the number of different images
that occur per second. The playback rate is the rate related to flicker. The sampling
rate determines how jerky the motion appears. For example, a television signal
conforming to the National Television Standards Committee (NTSC) format dis-
plays images at a rate of thirty per second, but in some programs (e.g., some Satur-
day morning cartoons) there may be only six different images per second, with
each image repeatedly displayed five times. Often, lip-synch animation is drawn
on twos (every other frame) because drawing it on ones (animating it in every
frame) appears too hectic. Some films display each frame twice to reduce flicker
effects. On the other hand, because an NTSC television signal is interlaced (which
means the odd-numbered scanlines are played beginning with the first sixtieth of a
second and the even-numbered scanlines are played beginning with the next sixti-
eth of a second), smoother motion can be produced by sampling the scene every
sixtieth of a second even though the complete frames are only played back at thirty
frames per second. See Appendix B for details concerning various film and video
formats.
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1.2 The Heritage of Animation

In the most general sense, animation® includes “live-action” puppetry such as that
found on Sesame Streer and the use of mechanical devices to articulate figures such
as in animatronics. However, I concentrate here on devices that use a sequence of
individual stills to create the effect of a single moving image, because these devices
have a closer relationship to computer animation.

1.2.1 Early Devices

Persistence of vision and the ability to interpret a series of stills as a moving image
were actively investigated in the 1800s [2], well before the film camera was
invented. The recognition and subsequent investigation of this effect led to a vari-
ety of devices intended as parlor toys. Perhaps the simplest of these early devices is
the thaumatrope, a flat disk with images drawn on both sides and having two
strings connected opposite each other on the rim of the disk (see Figure 1.1). The
disk could be quickly flipped back and forth by twirling the strings. When flipped
rapidly enough, the two images appear to be superimposed. The classic example
uses the image of a bird on one side and the image of a birdcage on the other; the
rotating disk visually places the bird inside the birdcage. An equally primitive tech-
nique is the flipbook, a tablet of paper with an individual drawing on each page.
When the pages are flipped rapidly, the viewer has the impression of motion.

One of the most well known early animation devices is the zoetrope, or wheel of
life. The zoetrope has a short, fat cylinder that rotates on its axis of symmetry.
Around the inside of the cylinder is a sequence of drawings, each one slightly dif-
ferent from the ones next to it. The cylinder has long vertical slits cut into its side
between each adjacent pair of images so that when it is spun on its axis each slit
allows the eye to see the image on the opposite wall of the cylinder (see Figure 1.2,
Plate 1). The sequence of slits passing in front of the eye as the cylinder is spun on
its axis presents a sequence of images to the eye, creating the illusion of motion.

Related gizmos that use a rotating mechanism to present a sequence of stills to
the viewer are the phenakistoscope and the praxinoscope. The phenakistoscope also
uses a series of rotating slots to present a sequence of images to the viewer by posi-
tioning two disks rotating in unison on an axis; one disk has slits, and the other
contains images facing the slits. One sights along the axis of rotation so the slits

3. A more restricted definition of animation, also found in the literature, requires the use of a sequence of stills to create
the visual impression of motion. The restricted definition does not admit techniques such as animatronics or shadow
puppets under the rubric animation.
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Figure 1.1 A thaumatrope

Figure 1.2 A zoetrope
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pass in front of the eye, which can thus view a sequence of images from the other
disk. The praxinoscope uses a cylindrical arrangement of rotating mirrors inside a
large cylinder of images facing the mirrors. The mirrors are angled so they reflect
an observer’s view of the images.

Just before the turn of the century, the moving image began making its way
onstage. The magic lantern (an image projector powered by candle or lamp) and
shadow puppets became popular theater entertainment [1]. On the educational
front, Eadweard Muybridge investigated the motions of humans and animals. To
show image sequences during his lectures, he invented the zoopraxinoscope, a pro-
jection device also based on rotating slotted disks. Then, in 1891, the seed of a rev-
olution was planted: Thomas Edison invented the motion picture projector, giving
birth to a new industry.

1.2.2 The Early Days of “Conventional” Animation

Animation in America exploded in the twentieth century in the form of filming
hand-drawn, two-dimensional images (also referred to as conventional animation).
Studying the early days of conventional animation is interesting in itself [12] [15]
[18] [19], but the purpose of this overview is to provide an appreciation of the
technological advances that drove the progress of animation during the early years.
The earliest use of a camera to make lifeless things appear to move occurred in
1896. Georges Mélies used simple camera tricks such as multiple exposures and
stop-motion techniques to make objects appear, disappear, and change shape [7]
[21]. Some of the earliest pioneers in film animation were Emile Cohl, a French-
man who produced several vignettes; J. Stuart Blackton, an American who actually
animated “smoke” in a scene in 1900 (special effects) and is credited with creating
the first animated cartoon, in 1906; and the American Winsor McCay, the first
celebrated animator, best known for his works Little Nemo (1911) and Gertie the
Dinosaur (1914). McCay is considered by many to have produced the first popular
animations.

Like many of the early animators, McCay was an accomplished newspaper car-
toonist. He redrew each complete image on rice paper mounted on cardboard and
then filmed them individually. He was also the first to experiment with color in
animation. Much of his early work was incorporated into vaudeville acts in which
he “interacted” with an animated character on a screen. Similarly, early cartoons
often incorporated live action with animated characters. To appreciate the impact
of such a popular entertainment format, we should keep in mind the relative
naiveté of audiences at the time; they had no idea how film worked, much less
what hand-drawn animation was. It was, indeed, magic.

The first major technical developments in the animation process can be traced
to the efforts of John Bray, one of the first to recognize that patenting aspects of
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the animation process would result in a competitive advantage. Starting in 1910,
his work laid the foundation for conventional animation as it exists today. Earl
Hurd, who joined forces with Bray in 1914, patented the use of translucent cels
in the compositing of multiple layers of drawings into a final image and also pat-
ented gray scale drawings as opposed to black-and-white. Later developments by
Bray and others enhanced the overlay idea to include a peg system for registration
and the drawing of the background on long sheets of paper so that panning (trans-
lating the camera parallel to the plane of the background) could be performed
more easily. Out of Bray’s studio came Max Fleischer (Betty Boop), Paul Terry
(Terrytoons), George Stallings (Tom and Jerry), and Walter Lantz (Woody Wood-
pecker). In 1915 Fleischer patented rotoscoping (drawing images on cells by tracing
over previously recorded live action). Several years later, in 1920, Bray experi-
mented with color in the short 7he Debut of Thomas Cat.

While the technology was advancing, animation as an art form was still strug-
gling. The first animated character with an identifiable personality was Felix the
Cat, drawn by Otto Messmer of Pat Sullivan’s studio. Felix was the most popular
and most financially successful cartoon of the mid-1920s. In the late 1920s, how-
ever, new forces had to be reckoned with: sound and Walt Disney.

1.2.3 Disney

Walt Disney was, of course, the overpowering force in the history of conventional
animation. Not only did his studio contribute several technical innovations, but
Disney, more than anyone else, advanced animation as an art form. Disney’s inno-
vations in animation technology included the use of a storyboard to review the
story and pencil sketches to review motion. In addition, he pioneered sound and
color in animation (although he was not the first to use color). Disney also studied
live-action sequences to create more realistic motion in his films. When he used
sound for the first time in Steamboar Willie (1928), he gained an advantage over
his competitors.

One of the most significant technical innovations of the Disney studio was
development of the multiplane camera (see Figure 1.3). The multiplane camera
consists of a camera mounted above multiple planes, each of which holds an ani-
mation cell. Each of the planes can move in six directions (right, left, up, down, in,
out), and the camera can move closer and farther away (see Figure 1.4).

Multiplane camera animation is more powerful than one might think. By mov-
ing the camera closer to the planes while the planes are used to move foreground
images out to the sides, a more effective zoom can be performed. Moving multiple

Cel is short for celluloid, which was the original material used in making the translucent layers. Currently, cels are
made from acetate.
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Figure 1.3 Disney multiplane camera

planes at different rates can produce the parallax effect, which is the visual effect of
closer objects apparently moving faster across the field of view than objects farther
away as an observer’s view pans across an environment. This is very effective in cre-
ating the illusion of depth and an enhanced sensation of three dimensions. Keep-
ing the camera lens open during movement can produce several additional effects:
figures can be extruded into shapes of higher dimension; depth cues can be incor-
porated into an image by blurring the figures on more distant cels; and motion
blur can be produced.

With regard to the art of animation, Disney perfected the ability to impart
unique, endearing personalities in his characters, such as those exemplified in
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Figure 1.4 Directional range of the multiplane camera, inside of which the image is optically
composited.

Mickey Mouse, Pluto, Goofy, the Three Little Pigs, and the Seven Dwarfs. He
promoted the idea that the mind of the character was the driving force of the
action and that a key to believable animated motion was the analysis of real-life
motion. He also developed mood pieces, for example, Skeleton Dance (1929) and
Fantasia (1940).

1.2.4 Contributions of Others

The 1930s saw the proliferation of animation studios, among them Fleischer,
Iwerks, Van Beuren, Universal Pictures, Paramount, MGM, and Warner Brothers.
The technological advances that are of concern here were mostly complete by this
period. The differences between and contributions of the various studios have to
do more with the artistic aspects of animation than with the technology involved
in producing animation. Many of the notable animators in these studios were
graduates of Disney’s or Bray’s studio. Among the most recognizable names are Ub
Iwerks, George Stallings, Max Fleischer, Bill Nolan, Chuck Jones, Paul Terry, and
Walter Lantz.

1.2.5 Other Media for Animation

The rich heritage of hand-drawn animation in the United States makes it natural
to consider it the precursor to computer animation, which also has strong roots in
this country. However, computer animation has a close relationship to other ani-
mation techniques as well. A close comparison can be made between computer
animation and some stop-motion techniques, such as clay and puppet animation.
Typically in three-dimensional computer animation, the first step is the object
modeling process. The models are then manipulated to create the three-
dimensional scenes that are rendered to produce the images of the animation.
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In much the same way, clay and puppet stop-motion animation use three-
dimensional figures that are built and then animated in separate, well-defined
stages. Once the physical, three-dimensional figures are created, they are used to
lay out a three-dimensional environment. A camera is positioned to view the envi-
ronment and record an image. One or more of the figures are manipulated, and
the camera may be repositioned. The camera records another image of the scene.
The figures are manipulated again, another image is taken of the scene, and the
process is repeated to produce the animated sequence. Willis O’Brien of King Kong
fame is generally considered the dean of this type of stop-motion animation. His
understudy, who went on to create an impressive body of work in his own right,
was Ray Harryhausen (Mighty Joe Young, Jason and the Argonauts, and many more).
More recent impressive examples of 3D stop-motion animation are Nick Park’s
Wallace and Gromit series and the Tim Burton productions Nightmare Before
Christmas and James and the Giant Peach.

Because of computer animation’s close association with video technology, it has
also been associated with video art, which depends largely on the analog manipu-
lation of the video signal. Because creating video art is inherently a two-
dimensional process, the relationship is viewed mainly in the context of computer
animation postproduction techniques. Even this connection has faded since the
popularity of recording computer animation by digital means has eliminated most
analog processing.

1.2.6 Principles of Computer Animation

To study various techniques and algorithms used in computer animation, it is use-
ful to first understand their relationship to the animation principles used in hand-
drawn animation. In an article by Lasseter [8], the principles of animation as artic-
ulated by some of the original Disney animators [19] are related to techniques
commonly used in computer animation. These principles are squash & stretch, tim-
ing, secondary actions, slow in & slow out, arcs, follow throughloverlapping action,
exaggeration, appeal, anticipation, staging, and straight aheadversus pose to pose. Las-
seter is a conventionally trained animator who worked at Disney before going to
Pixar. At Pixar he was responsible for many celebrated computer animations,
including the first to win an Academy Award, 7in 70y. Whereas Lasseter discusses
each principle in terms of how it might be implemented using computer anima-
tion techniques, the principles are organized here according to the type of issue
they contribute to in a significant way. Because several principles relate to multiple
issues, some principles appear under more than one heading.
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Simulating Physics

Squash & stretch, timing, secondary actions, slow in & slow out, and arcs estab-
lish the physical basis of objects in the scene. A given object possesses some degree
of rigidity and should appear to have some amount of mass. This is reflected in the
distortion (squash & stretch) of its shape during an action, especially a collision.
The animation must support these notions consistently for a given object
throughout the animation. 7iming has to do with how actions are spaced accord-
ing to the weight, size, and personality of an object or character and, in part, with
the physics of movement as well as the artistic aspects of the animation. Secondary
actions support the main action, possibly supplying physically based reactions to
an action that just occurred. Slow in & slow out and arcs are concerned with how
things move through space. Objects slow in and slow out of poses. When speaking
of the actions involved, objects are said to ease in and ease out. Such speed varia-
tions model inertia, friction, and viscosity. Objects, because of the physical laws of
nature such as gravity, usually move not in straight lines but rather in arcs.

Designing Aesthetic Actions

Exaggeration, appeal, and follow throughloverlapping action are principles that ad-
dress the aesthetic design of an action or action sequence. Often the animator
needs to exaggerate a motion so it cannot be missed or so it makes a point (Tex
Avery is well known for this type of conventional animation). To keep the audi-
ence’s attention, the animator needs to make it enjoyable to watch (appeal). In ad-
dition, actions should flow into one another ( follow through/overlapping action) to
make the entire shot appear to continually evolve instead of looking like disjointed
movements. Squash & stretch can be used to exaggerate motion and to create
flowing action. Secondary actions and timing considerations also play a role in de-
signing motion.

Effective Presentation of Actions

Anticipation and staging concern how an action is presented to the audience. Antic-
ipation dictates that an upcoming action is set up so that the audience knows it (or
something) is coming. Staging expands on this notion of presenting an action so
that it is not missed by the audience. Timing is also involved in effective presenta-
tion to the extent that an action has to be given the appropriate duration for the
intended effect to reach the audience. Secondary actions and exaggeration can also
be used to create an effective presentation of an action.

Production Technique

Straight abead versus pose to pose concerns how a motion is created. Straight abead
refers to progressing from a starting point and developing the motion continually
along the way. Physically based animation could be considered a form of this. Pose
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to pose, the typical approach in conventional animation, refers to identifying key
frames and then interpolating intermediate frames.

1.3 Animation Production

Although animation production is not the subject of this book, it merits some dis-
cussion. It is useful to have some familiarity with how a piece of animation is bro-
ken into parts and how animators go about producing a finished piece. Much of
this is taken directly from conventional animation and is applicable to computer
animation.

A piece of animation is usually discussed using a four-level hierarchy, although
the specific naming convention for the levels may vary.” Here the overall anima-
tion—the entire project—is referred to as the production. Typically, productions
are broken into major parts referred to as sequences. A sequence is a major episode
and is usually identified by an associated staging area; a production usually consists
of one to a dozen sequences. A sequence is broken down into one or more shots;
each shot is a continuous camera recording. A shot is broken down into the indi-
vidual frames of film. A frame is a single recorded image. This results in the hierar-
chy shown in Figure 1.5.

Several steps are required to successfully plan and carry out the production of a
piece of animation [9] [18]. Animation is a trial-and-error process that involves
feedback from one step to previous steps and usually demands several iterations
through multiple steps at various times. Even so, the production of animation typ-
ically follows a standard pattern. First, a preliminary story is decided on, including
a script. A storyboard is developed that lays out the action scenes by sketching rep-
resentative frames. The frames are often accompanied by text that sketches out the

Production
Sequence 1 Sequence 2
shot 1 shot2 | shot1 shot 2 shot 3 shot 4
HIRRRRNRRERRRREERRIRRRERRRREENENY
Frame 1 Frame2 eoeoe® Frame »

Figure 1.5 Sample hierarchy of a simple animation production

5. Live-action film tends to use a five-level hierarchy: film, sequence, scene, shot, frame [3]. Here terminology used in
feature-length computer animation is presented.
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action taking place. This is used to present, review, and critique the action as well
as to examine character development. A model sheet is developed that consists of a
number of drawings for each figure in various poses and is used to ensure that each
figure’s appearance is consistent as it is repeatedly drawn during the animation
process. The exposure sheet records information for each frame such as sound track
cues, camera moves, and compositing elements. The route sheet records the statis-
tics and responsibility for each scene. An animatic, or story reel, may be produced
in which the storyboard frames are recorded, each for as long as the sequence it
represents, thus creating a rough review of the timing. Once the storyboard has
been decided on, the dezailed story is worked out to identify the actions in more
detail. Key frames (also known as extremes) are then identified and produced by
master animators to aid in confirmation of character development and image qual-
ity. Associate and assistant animators are responsible for producing the frames
between the keys; this is called in-betweening. Test shots, short sequences rendered
in full color, are used to test the rendering and motions. To completely check the
motion, a pencil test may be shot, which is a full-motion rendering of an extended
sequence using low-quality images such as pencil sketches. Problems identified in
the test shots and pencil tests may require reworking of the key frames, detailed
story, or even the storyboard. nking refers to the process of transferring the pen-
ciled frames to cels. Opaquing, also called painting, is the application of color to
these cels.

Sound is very important in animation because of the higher level of precise tim-
ing that is possible when compared to live action [9]. Sound takes three forms in
an animation: music, special effects, and voice. Whether the sound or the anima-
tion should be created first depends on the production and the role that sound
plays. For lip-synched animation, the sound track should be created first and the
animation made to fit. In most other cases, the animation can take place first, with
the sound created to fit the action. In such cases, a scratch track, or rough sound
track, is built at the same time the storyboard is being developed and is included in
the animatic.

Computer animation production has borrowed most of the ideas from conven-
tional animation production, including the use of a storyboard, test shots, and
pencil testing. The storyboard has translated directly to computer animation pro-
duction, although it may be done on-line. It still holds the same functional place
in the animation process and is an important component in planning animation.
The use of key frames and in-betweens has also been adopted in certain computer
animation systems.

While computer animation has borrowed the production approaches of con-
ventional animation, there are significant differences between how computer ani-
mation and conventional animation create an individual frame of the animation.
In computer animation, there is usually a strict distinction among creating the
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models; creating a layout of the models including camera positioning and lighting;
specifying the motion of the models, lights, and camera; and the rendering process
applied to those models. This allows for reusing models and lighting setups. In
conventional animation, all of these processes happen simultaneously as each
drawing is created, the only exception being the possible reuse of backgrounds, for
example, with the multilayer approach.

The two main evaluation tools of conventional animation, test shots and pencil
tests, have counterparts in computer animation. A speed/quality trade-off can be
made in each of the three stages of creating a frame of computer animation: model
building, motion control, and rendering. By using high-quality techniques in only
one or two of these stages, that aspect of the presentation can be quickly checked
in a cost-effective manner. A test shot in computer animation is produced by a
high-quality rendering of a highly detailed model to see a single frame, a short
sequence of frames of the final product, or every nth frame of a longer sequence
from the final animation. The equivalent of a pencil test can be performed by sim-
plifying the sophistication of the models used, by using low-quality and/or low-
resolution renderings, or by using simplified motion.

Often, it is useful to have several representations of each model available at
varying levels of detail. For example, placeholder cubes can be rendered to present
the gross motion of rigid bodies in space and to see spatial and temporal relation-
ships among objects. “Solids of revolution” objects (objects created by rotating a
silhouette edge around an axis) lend themselves quite well to multiple levels of
detail for a given model based on the number of slices used. Texture maps and dis-
placement maps can be disabled until the final renderings.

To simplify motion, articulated figures® can be kept in key poses as they navi-
gate through an environment in order to avoid interpolation or inverse kinemat-
ics. Collision detection and response can be selectively “turned oft” when not
central to the effect created by the sequence. Complex effects such as smoke and
water can be removed or represented by simple geometric shapes during testing.

Many aspects of the rendering can be selectively turned on or off to provide
great flexibility in giving the animator clues to the finished product’s quality with-
out committing to the full computations required in the final presentation. Real-
time rendering can be used to preview the animation. Wire frame rendering of
objects can sometimes provide sufficient visual cues to be used in testing. Often,
the resulting animation can be computed in real time for very effective motion
testing before committing to a full anti-aliased, transparent, texture-mapped ren-
dering. Shadows, smooth shading, texture maps, environmental maps, specular
reflection, and solid texturing are options the animator can use for a given run of

Articulated figures are models consisting of rigid segments usually connected in a treelike structure; the connections are
either revolute or prismatic joints, allowing a segment to rotate or translate relative to the connected segment.
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the rendering program. Even in finished pieces of commercial animation it is com-
mon practice to take computational shortcuts when they do not affect the quality
of the final product. For example, the animator can select which objects can
shadow which other objects in the scene. In addition to being a compositional
issue, selective shadowing saves time over a more robust approach in which every
object can shadow every other object. In animation, environmental mapping is
commonly used instead of ray tracing. Radiosity is typically avoided.

Computer animation is well suited for producing the equivalent of test shots
and pencil tests. In fact, because the quality of the separate stages of computer ani-
mation can be independently controlled, it may be even better suited for these
evaluation techniques than conventional animation.

1.3.1 Computer Animation Production Tasks

While motion control is the primary subject of this book, it is worth noting that
motion control is only one aspect of the effort required to produce computer ani-
mation. The other tasks (and the other talents) that are integral to the final prod-
uct should not be overlooked. As previously mentioned, producing quality
animation is a trial-and-error, iterative process wherein performing one task may
require rethinking one or more previously completed tasks. Even so, these tasks
can be laid out in an approximate chronological order according to the way they
are typically encountered. Any proposed ordering is subject to debate. The one
presented here summarizes an article that describes the system used to produce

Pixar’s 7oy Story [5]. See Figure 1.6.

¢ The Story Department translates the verbal into the visual. The screenplay
enters the Story Department, the storyboard is developed, and the story reel
leaves. It goes to the Art Department.

¢ The Art Department, working from the storyboard, creates the designs and
color studies for the film, including detailed model descriptions and lighting
scenarios. The Art Department develops a consistent look to be used in the

imagery. This look guides the Modeling, Layout, and Shading Departments.

o The Modeling Department creates the characters and the world in which
they live. Every brick and stick to appear in the film must be handcrafted.
Often, articulated figures or other models with inherent movements are cre-
ated as parameterized models. Parameters are defined that control possible
articulations or other movements for the figure. This facilitates the ability of
animators to stay on the model, ensuring that the animation remains consis-

tent with the concept of the model. The models are given to Layout and
Shading.
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Figure 1.6 Computer animation production pipeline

e The Layout Department is responsible for taking the film from two dimen-

sions to three dimensions. To ensure good flow, Layout implements proper
staging and blocking. This guides the Animation Department.

On one path between the Modeling Department and Lighting Department
lies Shading. The Shading Department must translate the attributes of the
object that relate to its visual appearance into texture maps, displacement
shaders, and lighting models. Relevant attributes include the material the
object is made of its age, and its condition. Much of the effective appearance
of an object comes not from its shape but from the visual qualities of its
surface.

On another path between Modeling and Lighting lies Layout, followed by
Animation. Working from audio, the story, and the blocking and staging
produced by Layout, the Animation Department is responsible for bringing
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the characters to life. In the case of parameterized models, basic movements
have already been defined. The Animation Department creates the subtler
gestures and movements necessary for the “actor” to effectively carry out the
scene.

¢ The Lighting Department assigns to each sequence teams that have responsi-
bility for translating the Art Department’s vision into digital reality. At this
point the animation and camera placement have been done. Key lights are
set to establish the basic lighting environment. Subtler lighting particular to
an individual shot refines this in order to establish the correct mood and
bring focus to the action.

o The Camera Department is responsible for actually rendering the frames.
During 7oy Story, Pixar used a dedicated array of hundreds of processors
called the RenderFarm.

1.3.2 Digital Editing

A revolution has swept the film and video industries in recent years: the digital
representation of images. Even if computer graphics and digital effects are not a
consideration in the production process, it is becoming commonplace to store
program elements in digital form instead of using the analog film and videotape
formats. Digital representations have the advantage of being able to be copied with
no image degradation. So even if the material was originally recorded using analog
means, it has recently become cost-effective to transcribe the images to digital
image store. And, of course, once the material is in digital form, digital manipula-
tion of the images is a natural capability to incorporate in any system.

In the Old Days ...
The most useful and fundamental digital image manipulation capability is that of
editing sequences of images together to create a new presentation. Originally, film
sequences were edited together by physically cutting and splicing tape. This is an
example of nonlinear editing, in which sequences can be inserted in any order at
any time to assemble the final presentation. However, splicing is a time-consuming
process, and making changes in the presentation or trying different alternatives
can place a heavy burden on the stock material as well.

Electronic editing’ allows one to manipulate images as electronic signals rather
than use a physical process. The standard configuration uses two source videotape
players, a switching box, and an output videotape recorder (see Figure 1.7). The

. To simplify the discussion and make it more relevant to the capabilities of the personal computer, the discussion here
focuses on video editing, although much of it is directly applicable to digital film editing, except that film standards
require much higher resolution and therefore more expensive equipment.
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Figure 1.7 Linear editing system

Editing station

two source tapes are searched to locate the initial desired sequence; the tape deck
on which it is found is selected for recording on the output deck, and the sequence
is recorded. The tapes are then searched to locate the next segment, the deck is
selected for output, and it is recorded on the output tape. This continues until the
new composite sequence has been created on the output tape. The use of two
source tapes allows multiple sources to be more easily integrated into the final pro-
gram. Other analog effects can be incorporated into the output sequence at the
switcher by using a character generator (text overlays) and/or a special effects genera-
tor (wipes, fades, etc.). Because the output is assembled in a sequence order, this is
referred to as linear editing. One of the drawbacks of this approach is that the out-
put material has to be assembled in a linear fashion. Electronic editing also has the
drawback that the material is copied in the editing process, introducing some
image degradation. Because the output tape is commonly used to master the tapes
that are sent out to be viewed, these tapes are already third generation. Another
drawback is the amount of wear on the source material as the source tapes are
repeatedly played and rewound as the next desired sequence is searched for. If dif-
ferent output versions are required (called versioning), the source material will be
subject to even more wear and tear because the source material is being used for
multiple purposes.

Often, to facilitate the final assemblage of the output sequence and avoid exces-
sive wear of the original source material, copies of the source material are used in a
preprocessing stage in which the final edits are determined. This is called off-/ine
editing. The result of this stage is an EDL (edit decision list), which is a final list of
the edits that need to be made to assemble the final piece. The EDL is then passed
to the on-line editing stage, which uses the original source material to make the
edits and create the finished piece. This process is referred to as conforming.

To keep track of edit locations, control track pulses can be incorporated onto
the tape used to assemble the thirty-frame-per-second NTSC video signal. Simple
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editing systems count the pulses; this is called control track editing. However, the
continual shuffling of the tape back and forth during the play and rewind of the
editing process can result in the editing unit losing count of the pulses. This is
something the operator must be aware of and take into account. In addition,
because the edit counts are relative to the current tape location, the edit locations
are lost when the editing station is turned off.

The Society of Motion Picture and Television Engineers (SMPTE) time code is
an absolute eight-digit tag on each frame in the form of WWXXYYZZ, where
WW is the hour, XX is the minute, YY is the second, and ZZ is the frame number.
This tag is calculated from the beginning of the sequence. This allows an editing
station to record the absolute frame number for an edit and then store the edit
location in a file that can be retrieved for later use.

The process described so far is assemble editing. Insert editing is possible if a con-
trol signal is first laid down on the output tape. Then sequences can be inserted
anywhere on the tape in forming the final sequence. This provides some nonlinear
editing capability, but it is still not possible to easily lengthen or shorten a
sequence without repositioning other sequences on the tape to compensate for the
change.

Digital On-line Nonlinear Editing

To incorporate a more flexible nonlinear approach, fully digital editing systems
have become more accessible [6] [13] [22]. These can be systems dedicated to edit-
ing, or they can be software systems that run on standard computers. Analog tape
may still be used as the source material and for the final product, but everything in
between is digitally represented and controlled (see Figure 1.8).

After a sequence has been digitized, an icon representing it can be dragged onto
a time line provided by the editing system. Sequences can be placed relative to one
another; they can be repeated, cut short, overlapped with other sequences, com-
bined with transition effects, and mixed with other effects. A simplified example of
such a time line is shown in Figure 1.9.

The positioning of the elements in the time line is conceptual only; typically
the data in the digital image store is not actually copied or moved. The output
sequence can be played back in real time if the disk random access and graphics
display are fast enough to fetch and compile the separate tracks on the fly. In the
case of overlapping sequences with transitions, either the digital store must sup-
port the access of multiple tracks simultaneously so a transition can be constructed
on the fly or the transition sequence needs to be precomputed and explicitly stored
for access during playback. When the sequence is finalized it can be assembled and
stored digitally or recorded on video. Whatever the case, the flexibility of this
approach and the ability to change edits and try alternatives make nonlinear digi-
tal editing systems very powerful.
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Figure 1.8 On-line nonlinear editing system
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Figure 1.9 Simplified example of a time line used for nonlinear digital editing

1.3.3 Digital Video

As the cost of computer memory decreases and processor speeds increase, the cap-
ture, compression, storage, and playback of digital video have become more preva-
lent [17] [20]. This has several important ramifications. First, desktop animation
has become inexpensive enough to be within the reach of the consumer. Second,
in the film industry it has meant that compositing is no longer optical. Optically
compositing each element in a film meant another pass of the negative through an

optical film printer, which meant degraded quality. With the advent of digital
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compositing (see Appendix A), the limit on the number of composited elements is
removed. Third, once films are routinely stored digitally, digital techniques can be
used for wire removal and to apply special effects. These digital techniques have
become the bread and butter of computer graphics in the film industry.

When one works with digital video, there are several issues that need to be
addressed to determine the cost, speed, storage requirements, and overall quality of
the resulting system. Compression techniques can be used to conserve space, but
some compression compromises the quality of the image and the speed of com-
pression/decompression may restrict a particular technique’s suitability for a given
application. During video capture, any image compression must operate in real
time. Formats used for storage and playback can be encoded off-line, but the
decoding must support real-time playback. Video resolution, video frame rates,
and full-color imagery require that 21 Mb/sec be supported for video playback.
An hour of uncompressed video requires 76 Gb of storage. There are several digital
video formats used by different manufacturers of video equipment for various
applications; these formats include D1, D2, D3, D5, miniDV, DVC, Digital8,
MPEG, and digital Betacam. Better signal quality can be attained with the use of
component instead of composite signals. Discussion of these and other issues
related to digital video is beyond the scope of this book. Information on some of
the more popular formats can be found in Appendix B.

1.4 A Brief History of Computer Animation

1.4.1 Early Activity

The earliest computer animation of the late 1960s and early 1970s was produced
by a mix of researchers in university labs and individual visionary artists [10] [11]
[14]. At the time, raster displays driven by frame buffers were just being developed
and digital output to television was still in the experimental stage. The displays in
use were primarily storage tubes and refresh vector displays. Storage tubes retain an
image indefinitely because of internal circuitry that continuously refreshes the dis-
play. However, because the image cannot be easily modified, storage tubes were
used mainly to draw complex static models. Vector (calligraphic) displays use a
display list of line- and arc-drawing instructions that an internal processor uses to
repeatedly draw an image that would otherwise quickly fade on the screen. Vector
displays can draw moving images by carefully changing the display list between
refreshes. These were popular for interactive design. Static images were often
recorded onto film by placing a camera in front of the display and taking a picture
of the screen. Shaded images could be produced by opening the shutter of the film
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camera and essentially scan converting the elements (e.g., polygons) by drawing
closely spaced horizontal vectors to fill the figure; after scan conversion was com-
pleted, the shutter was closed to terminate the image recording. The intensity of
the image could be regulated by using the intensity control of the vector display or
by controlling other aspects of the image recording such as by varying the density
of the scanlines. An image of a single color was generated by placing a colored fil-
ter in front of the camera lens. A full-color image could be produced by breaking
the image into its red, green, and blue components and triple exposing the film
with each exposure using the corresponding colored filter. This same approach
could be used to produce animation as long as the motion camera was capable of
single-frame recording. This required precise frame registration, usually available
only in expensive equipment. Animated sequences could be colored by triple
exposing the entire film. A programmer or animator was fortunate if both the
camera and the filters could be controlled by computer.

The earliest research in computer graphics and animation occurred at MIT in
1963 when Ivan Sutherland developed an interactive constraint satisfaction system
on a vector refresh display. The user could construct an assembly of lines by speci-
fying constraints between the various graphical elements. If one of the graphical
elements moved, the system calculated the reaction of other elements to this
manipulation based on satisfying the specified constraints. By interactively manip-
ulating one of the graphical elements, the user could produce complex motion in
the rest of the assembly. Later, at the University of Utah, Sutherland helped David
Evans establish the first significant research program in computer graphics and
animation.

In the early 1970s, computer animation in university research labs became
more widespread. Computer graphics, as well as computer animation, received an
important impetus through government funding at the University of Utah. As a
result, Utah produced several groundbreaking works in animation: an animated
hand and face by Ed Catmull (Hand/Face, 1972); a walking and talking human
figure by Barry Wessler (ot Just Realiry, 1973); and a talking face by Fred Parke
(Talking Face, 1974). Although the imagery was extremely primitive by today’s
standards, the presentations of lip-synched facial animation and linked figure ani-
mation were impressive demonstrations well ahead of their time.

In the mid-1970s, Norm Badler at the University of Pennsylvania conducted
investigations into posing a human figure. He developed a constraint system to
move the figure from one pose to another. He has continued this research and
established the Center for Human Modeling and Simulation at Penn. Jack is a
software package developed at the center that supports the positioning and anima-
tion of anthropometrically valid human figures in a virtual world.

At Ohio State University in the 1970s, the Computer Graphics Research Group
(CGRG), founded by the artist Chuck Csuri, produced animations using a real-
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time video playback system developed at North Carolina State University under
the direction of John Staudhammer. Software developed at CGRG compressed
frames of animation and stored them to disk. During playback, the compressed
digital frames were retrieved from the disk and piped to the special-purpose hard-
ware, which took the digital information, decompressed it on the fly, and con-
verted it into a video signal for display on a standard television. The animation was
driven by the ANIMA II language [4].

In the late 1970s, the New York Institute of Technology (NYIT) produced
several computer animation systems thanks to individuals such as Ed Catmull and
Alvy Ray Smith. At the end of the 1970s, NYIT embarked on an ambitious
project to produce a wholly computer generated feature film using three-
dimensional computer animation, titled 7/he Works. While the project was never
completed, excerpts were shown at several SIGGRAPH conferences as progress
was made. The excerpts demonstrated high-quality rendering, articulated figures,
and interacting objects. The system used at NYI'T was BBOD, a three-dimensional
key-frame articulated figure animation system [16].

Early artistic animators in this period included Ken Knowlton, Lillian
Schwartz, S. Van Der Beek, John Whitney, Sr., and A. M. Noll. Typical artistic
animations consisted of animated abstract line drawings displayed on vector
refresh displays. Using the early technology, Chuck Csuri produced pieces such as
Hummingbird (1967) that were more representational.

In 1974, the first computer animation nominated for an Academy Award, Hun-
ger, was produced by Rene Jodoin; it was directed and animated by Peter Foldes.
This piece used a 2}4D system that depended heavily on object shape modification
and line interpolation techniques. The system was developed by Nestor Burtnyk
and Marceli Wein at the National Research Council of Canada in conjunction
with the National Film Board of Canada. Hunger was the first animated story
using computer animation.

In the early 1980s Daniel Thalmann and Nadia Magnenat-Thalmann started
work in computer animation at the University of Montreal. Over the years, their
labs have produced several impressive animations, including Dream Flight (N.
Magnenat-Thalmann and D. Thalmann, 1982), Zony de Peltrie (P. Bergeron,
1985), and Rendez-vous i Montréal (N. Magnenat-Thalmann and D. Thalmann,
1988).

Others who advanced computer animation during the period were Ed Em-
shwiller at NYIT, who demonstrated moving texture maps in Sunstone (1979); Jim
Blinn, who produced the Voyager flyby animations at the Jet Propulsion Labora-
tory (1979); Don Greenberg, who used architectural walk-throughs of the Cornell
University campus (1971); and Nelson Max at Lawrence Livermore Laboratory,
who animated space-filling curves (1978).
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The mid- to late 1970s saw the first serious hints of commercial computer ani-
mation. Tom DeFanti developed the Graphical Symbiosis System (GRASS) at
Ohio State University (1976), a derivative of which was used in the computer
graphics sequences of the first Star Wars film (1977). In addition to Star Wars, films
such as Future World (1976) and Looker (1981) began to incorporate simple com-
puter animation as examples of advanced technology. This was an exciting time for
those in the research labs wondering if computer animation would ever see the
light of day. One of the earliest companies to use computer animation was the
Mathematical Application Group Inc. (MAGI), which used a ray-casting algo-
rithm to provide scientific visualizations. MAGI also adapted its technique to pro-
duce early commercials for television.

1.4.2 The Middle Years

The 1980s saw a more serious move by entrepreneurs into commercial animation.
Computer hardware advanced significantly with the introduction of the VAX
computer in the 1970s and the IBM PC at the beginning of the 1980s. Hardware
z-buffers were produced by companies such as Raster Tech and Ikonas; Silicon
Graphics was formed; and flight simulators based on digital technology were tak-
ing off because of efforts by the Evans and Sutherland Corporation. These hard-
ware developments were making the promise of cost-effective computer animation
to venture capitalists. At the same time, graphics software was getting more sophis-
ticated: Turner Whitted introduced anti-aliased ray tracing (7he Complear Angler,
1980); Nelson Max produced several films about molecules as well as one of the
first films animating waves (Carlas Island, 1981); and Loren Carpenter produced a
flyby of fractal terrain (Vo/ Libre, 1982). Companies such as Alias, Wavefront, and
TDI were starting to produce sophisticated software tools making advanced ren-
dering and animation available off-the-shelf for the first time.

Animation houses specializing in 3D computer animation started to appear.
Television commercials, initially in the form of flying logos, provided a profitable
area where companies could hone their skills. Demo reels appeared at SIGGRAPH
produced by the first wave of computer graphics companies such as Information
International Inc. (Triple-I), Digital Effects, MAGI, Robert Abel and Associates,
and Real Time Design (ZGRASS). The first four of these companies combined to
produce the digital imagery in Disney’s TRON (1982), which was a landmark
movie in its (relatively) extensive use of a computer-generated environment in
which graphical objects were animated. Previously, the predominant use of com-
puter graphics in movies had been to show a monitor (or simulated projection) of
something that was supposed to be a computer graphics display (Futureworld,
1976; Star Wars, 1977; Looker, 1981). Still, in TRON, the computer-generated

imagery was not meant to simulate reality; the action takes place inside a com-
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puter, so a computer-generated look was consistent with the story line. At the
same time that computer graphics was starting to find its way into the movies it
was becoming a more popular tool for generating television commercials. As a
result, more computer graphics companies surfaced, including Digital Pictures,
Image West, Cranston-Csuri, Pacific Data Images, Lucasfilm, Marks and Marks,
Digital Productions, and Omnibus Computer Graphics.

Most early use of synthetic imagery in movies was incorporated with the intent
that it would appear as if computer generated. The other use of computer anima-
tion during this period was to do animation. That is, the animated pieces were
meant not to fool the eye into thinking that what was being seen was real but
rather to replace the look and feel of 2D conventional animation with that of 3D
computer animation. Of special note are the award-winning animations produced

by Lucasfilm and Pixar:
The Adventures of Andre and Wally B. (1984)—first computer animation dem-

onstrating motion blur

Luxo Jr. (1986)—nominated for an Academy Award

Red’s Dream (1987)

Tin 1oy (1988)—first computer animation to win an Academy Award
Knick Knack (1989)

Geris Game (1999)—Academy Award winner

These early animations paved the way for 3D computer animation to be
accepted as an art form. They were among the first fully computer generated three-
dimensional animations to be taken seriously as animations, irrespective of the
technique involved. Another early piece of 3D animation, which integrated com-
puter graphics with conventional animation, was Technological Threar (1988). This
was one of three films nominated for an Academy Award as an animated short in
1988; Tin 1oy came out the victor.

One of the early uses of computer graphics in film was to model and animate
spacecraft. Working in (virtual) outer space with spacecraft has the advantages of
simple illumination models, a relatively bare environment, and relatively simple
animation of rigid bodies. In addition, spacecraft are usually modeled by relatively
simple geometry—as is the surrounding environment (planets)—when in flight.
The Last Starfighter (1984, Digital Productions) used computer animation instead
of building models for special effects; the computer used, the Cray X-MP, even
appeared in the movie credits. The action takes place in space as well as on planets;
computer graphics was used for the scenes in space, and physical models were used
for the scenes on a planet. Approximately twenty minutes of computer graphics
are used in the movie. While it is not hard to tell when the movie switches
between graphical and physical models, this was the first time graphics was used as
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an extensive part of a live-action film in which the graphics were supposed to look
realistic.

Animation Comes of Age
As modeling, rendering, and animation became more sophisticated and the hard-
ware became faster and inexpensive, quality computer graphics began to spread to
the Internet, television commercials, computer games, and stand-alone game
units. In film, computer graphics helps to bring alien creatures to life. Synthetic
alien creatures, while they should appear to be real, do not have to match specific
audience expectations. Young Sherlock Holmes (1986, ILM) was the first to place a
synthetic character in a live-action feature film. An articulated stained glass win-
dow comes to life and is made part of the live action. The light sources and move-
ments of the camera in the live action had to be mimicked in the synthetic
environment, and images from the live action were made to refract through the
synthetic stained glass. In 7he Abyss (1989, ILM), computer graphics is used to
create an alien creature that appears to be made from water. Other notable films in
which synthetic alien creatures are used are Zerminator I (1991, ILM), Casper
(1995, ILM), Species (1995, Boss Film Studios), and Men in Black (1997, ILM).
A significant advance in the use of computer graphics for the movies came
about because of the revolution in cheap digital technology, which allowed film
sequences to be stored digitally. Once the film is stored digitally, it is in a form
suitable for digital special effects processing, digital compositing, and the addition
of synthetic elements. For example, computer graphics can be used to remove the
mechanical supports of a prop or to introduce digital explosions or laser blasts. For
the most part, this resides in the 2D realm and thus is not the focus of this book.
However, with the advent of digital techniques for 2D compositing, sequences are
more routinely available in digital representations, making them amenable to a
variety of digital postprocessing techniques. The first digital blue screen matte
extraction was in Willow (1988, ILM). The first digital wire removal was in
Howard the Duck (1986, ILM). In True Lies (1994, Digital Domain), digital tech-
niques erased inserted atmospheric distortion to show engine heat. In Forrest
Gump (1994, ILM), computer graphics inserted a Ping-Pong ball in a sequence
showing an extremely fast action game, inserted a new character into old film foot-
age, and enabled the illusion of a double amputee as played by a completely able
actor. In Babe (1995, Rhythm & Hues), computer graphics was used to move the
mouths of animals and fill in the background uncovered by the movement. In
Interview with a Vampire (1994, Digital Domain), computer graphics were used to
curl the hair of a woman during her transformation into a vampire. In this case,
some of the effect was created using 3D graphics, which were then integrated into
the scene by 2D techniques.
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A popular graphical technique for special effects is the use of particle systems.
One of the earliest examples is in Star Trek II: The Wrath of Khan (1982, Lucas-
film), in which a wall of fire sweeps over the surface of a planet. Although by
today’s standards the wall of fire is not very convincing, it was an important step in
the use of computer graphics in movies. Particle systems are also used in Lawn-
mower Man (1992, Angel Studios, Xaos), in which a character disintegrates into a
swirl of small spheres. The modeling of a comet’s tail in the opening sequence of
the television series Star Trek: Deep Space Nine (1993~ ) is a more recent example
of a particle system. In a much more ambitious and effective application, Twister
(1996, ILM) uses particle systems to simulate a tornado.

More challenging is the use of computer graphics to create realistic models of
creatures with which the audience is intimately familiar. Jurassic Park (1993, ILM)
is the first example of a movie that completely integrates computer graphics char-
acters (dinosaurs) of which the audience has fairly specific expectations. Of course,
there is still some leeway here, because the audience does not have precise knowl-
edge of how dinosaurs look. Jfumanji (1995, ILM) takes on the ultimate task of
modeling creatures for which the audience has precise expectations: various jungle
animals. Most of the action is fast and blurry, so the audience does not have time
to dwell on the synthetic creatures visually, but the result is very effective. To a
lesser extent, Batman Returns (1995, PDI) does the same thing by providing “stunt
doubles” of Batman in a few scenes. The scenes are quick and the stunt double is
viewed from a distance, but it was the first example of a full computer graphics
stunt double in a movie. Computer graphics shows much potential for managing
the complexity in crowd scenes. PDI used computer graphics to create large
crowds in the Bud Bow! commercials of the mid-1980s. In feature films, crowd
scenes include the wildebeest scene in Lion King (1994, Disney), the alien charge
in Starship Troopers (1997, Tippet Studio), and (for distant shots) synthetic figures
populating the deck of the ship in Zizanic (1998, ILM).

A holy grail of computer animation is to produce a synthetic human character
indistinguishable from a real person. Early examples of animations using “syn-
thetic actors” are Tomy de Peltrie (1985, P. Bergeron), Rendez-vous a Montréal
(1988, D. Thalmann), Sextone for President (1989, Kleiser-Walziac Construction
Company), and Dont Touch Me (1989, Kleiser-Walziac Construction Company).
However, it is obvious to viewers that these animations are computer generated.
Recent advances in illumination models and texturing have produced human fig-
ures that are much more realistic and have been incorporated into otherwise live-
action films. Synthetic actors have progressed from being distantly viewed stunt
doubles and passengers on a boat to assuming central roles in various movies: the
dragon in Dragonheart (1996, Tippett Studio, ILM); the Jellolike main character
in Flubber (1997, ILM); the aliens in Mars Attacks (1996, ILM); and the ghosts in
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Casper (1995, ILM). The first fully articulated humanoid synthetic actor integral
to a movie was the character Jar-Jar in Star Wars: Episode 1(1999, ILM).

Of course, one use of computer animation is simply to “do animation”; com-
puter graphics is used to produce animated pieces that are essentially 3D cartoons
that would otherwise be done by more traditional means. The animation does
not attempt to fool the viewer into thinking anything is real; it is meant simply to
entertain. The film Hunger falls into this category, as do the Lucasfilm/Pixar ani-
mations. 7oy Story is the first full-length, fully computer generated 3D animated
feature film. Recently, other feature-length 3D cartoons have emerged, such as
Ants (1998, PDI), A Bug’s Life (1998, Pixar), and Zoy Story 2 (1999, Pixar). Many
animations of this type have been made for television. In an episode of 7he Simp-
sons (1995, PDI), Homer steps into a synthetic world and turns into a 3D com-
puter-generated character. There have been popular television commercials
involving computer animation, such as some Listerine commercials, the Shell
dancing cars, and a few LifeSavers commercials. Many Saturday morning car-
toons are now produced using 3D computer animation. Because many images are
generated to produce an animation, the rendering used in computer animation
tends to be computationally efficient. An example of rendering at the other
extreme is Bunny (1999, Blue Skies), which received an Academy Award for ani-
mated short. Bunny uses high-quality rendering in its imagery, including ray trac-
ing and radiosity.

Three-dimensional computer graphics is playing an increasing role in the pro-
duction of conventional hand-drawn animation. Computer animation has been
used to model 3D elements in hand-drawn environments. Zechnological Threat
(1988), previously mentioned, is an early animation that combined computer-
animated characters with hand-drawn characters to produce an entertaining com-
mentary on the use of technology. Three-dimensional environments were con-
structed for conventionally animated figures in Beauty and the Beast (1991,
Disney) and Zarzan (1999, Disney); three-dimensional synthetic objects, such as
the chariots, were animated in conventionally drawn environments in Prince of
Egypr (1998, Dreamworks). Because photorealism is not the objective, the render-
ing in such animation is done to blend with the relatively simple rendering of
hand-drawn animation.

Last, morphing, even though it is a two-dimensional animation technique,
should be mentioned because of its use in some films and its high impact in televi-
sion commercials. This is essentially a 2D procedure that warps control points (or
feature lines) of one image into the control points (feature lines) of another image
while the images themselves are blended. In Star Trek IV: The Voyage Home (1986,
ILM), one of the first commercial morphs occurred in the back-in-time dream
sequence. In Willow (1988, ILM), a series of morphs changes one animal into
another. This technique is also used very effectively in Zerminator 11 (1991, ILM).
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PDI is known for its use of morphing in various commercials. Michael Jackson’s
music video Black and White, in which people’s faces morph into other faces, did
much to popularize the technique. In a Plymouth Voyager commercial the previ-
ous year’s car bodies and interiors morph into the new models, and in an Exxon
commercial a car changes into a tiger. Morphing remains a useful and popular
technique.

1.5 Chapter Summary

Computer graphics and animation have created a revolution in visual effects.
Advances are still being made, and new effects are finding a receptive audience. Yet
there is more potential to be realized as players in the entertainment industry
demand their own special look and desire a competitive edge. Computer anima-
tion has come a long way since the days of Ivan Sutherland and the University of
Utah. Viewed as another step in the development of animation, the use of digital
technology is indeed both a big and an important step in the history of animation.
With the advent of low-cost computing and desktop video, animation is now
within reach of more people than ever. It remains to be seen how the limits of the
technology will be pushed as new and interesting ways to create moving images are

explored.
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CHAPTER 2

Technical
Background

Tlis chapter serves as a prelude to the animation techniques presented in the
remaining chapters. It is divided into two sections. The first serves as a quick
review of the basics of the computer graphics display pipeline and discusses the
control of round-off error when repeatedly transforming data. It is assumed that
the reader has already been exposed to transformation matrices, homogeneous
coordinates, and the display pipeline, including the perspective transformation;
this section concisely reviews these. The second section covers various orientation
representations and quaternion arithmetic, which is important for the discussion
of orientation interpolation in Chapter 3.

2.1 Spaces and Transformations

Much of computer graphics and computer animation involves transforming data.
Object data are transformed from a defining space into a world space in order to
build a synthetic environment. Object data are transformed as a function of time
in order to produce animation. And, finally, object data are transformed in order
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to view the object on a screen. The workhorse transformational representation of
graphics is the 4x4 transformation matrix, which can be used to represent combi-
nations of rotations, translations, and scales.

A coordinate space can be defined by using either a left- or a right-handed coor-
dinate system. Left-handed coordinate systems have the x-, y-, and z-coordinate
axes aligned as the thumb, index finger, and middle finger of the left hand are
arranged when held at right angles to each other in a natural pose: thumb extend-
ing out to the side of the hand, the middle finger extending perpendicular to the
palm, and the index finger held colinear with the forearm with no bend at the
wrist. The right-handed coordinate system is organized similarly with respect to
the right hand. These configurations are inherently different; there is no series of
pure rotations that transforms a left-handed configuration of axes into a right-
handed configuration. Which configuration to use is a matter of convention. It
makes no difference as long as everyone knows and understands the implications.
Below, the handedness of each space is given after all the spaces have been intro-
duced. Some application areas make the assumption that the y-axis is “up.” Other
applications assume that the z-axis is up. As with handedness, it makes no differ-
ence as long as everyone is aware of the assumption being made. In this book, the
y-axis is considered up.

This section first reviews the transformational spaces through which object data
pass as they are massaged into a form suitable for display and then the use of
homogeneous representations of points and the 4x4 transformation matrix repre-
sentation of rotation, translation, and scale. Next come discussions of representing
arbitrary position and orientation by a series of matrices, representing compound
transformations in a matrix, and extracting a series of basic transformations from a
compound matrix. The display pipeline is then described in terms of the transfor-
mation matrices used to effect it; the discussion is focused on transforming a point
in space. In the case of transforming vectors, the computation is slightly different;
see Appendix B. This section concludes with a discussion of round-off error con-
siderations, including orthonormalization of a rigid transformation matrix.

2.1.1 The Display Pipeline

The display pipeline refers to the transformation of object data from its original
defined space through a series of spaces until its final mapping onto the screen.
The object data are transformed into different spaces in order to efficiently com-
pute illumination, clip the data to the view volume, and perform the perspective
transformation. After reviewing these sp